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Preface

Various magnetic materials were investigated in the research presented herein, including magnetic

steels, thin permalloy films, and FeNi-based multilayered structures. Studies also explored the

relationship between alternating current permeability and magnetic domain structure in amorphous

Co85Nb12Zr3 films shaped as magnetic stripes, thin-film spin valve-type sensitive elements, Co-based

amorphous ribbons, the magnetoimpedance tomography approach, as well as the Anomalous Nernst

and longitudinal spin-Seebeck effects, and other phenomena observed in glass-coated magnetic

microwires. In addition, they studied a two-point magnetic gradient localization method for remote,

single-magnetic dipole targets based on SQUID magnetometers and the printed electronics direction

as well as the hot research topic related to the biomedical applications of magnetic materials, in

particular to the problem of the detection of magnetic nanoparticles in a liquid medium and the

quantification of their concentration using the magnetoimpedance effect. Reprint counts with thirteen

contributions: one communication, eleven regular articles, and one editorial article. They represent an

international multidisciplinary community from Brazil, China, Greece, Japan, Portugal, Russia, Spain,

Turkey, and the United Kingdom. It can be useful for PhD students and studies working in the field

of magnetic nanomaterials, sensor devices, biomedical applications, and environmental applications.

I would like to thank all authors, reviewers, and editorial assistants—an international team who

made/evaluated/processed submissions and, therefore, supported the sensor materials research line

and this particular Special Issue reprint.

Galina V. Kurlyandskaya

Guest Editor
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Editorial

Special Issue “Challenges and Future Trends of Magnetic Sensors”

Galina V. Kurlyandskaya

Institute of Natural Sciences and Mathematics, Ural Federal University, Ekaterinburg 620002, Russia;
galinakurlyandskaya@urfu.ru

In recent years, “sensor materials” have become a hot research topic in the field
of applied research and industrial applications. Related works have appeared in many
journals, and Sensors (MDPI) joined this list, responding to multiple requests. The list of
particular topical advisory panel keywords truly reflects the multidisciplinary nature of
this direction addressed to physicists, chemists, biologists, physicians, engineers for the
large variety of problems that require solving, and even economists, psychologists, and
specialists in educational problems.

Many traditional materials and composites are not suitable for the increasingly com-
plex requirements of the fast-growing number of magnetic sensors and microsystems with
magnetic components designed for automatization, navigation, industrial processes’ con-
trol, environmental control, biosensing and biomedical applications, drug delivery, and
many others. The need for magnetic devices continues to challenge the materials science
community to develop novel magnetic and composite materials that are suitable for such
purposes. The principal requirements for a new generation of sensors are well known:
high sensitivity, small size, low power consumption, stability, quick response, resistance to
aggressive media, low price, and operated by non-skilled personnel. The increase in the
number of nanomaterials available for research and applications requires that the methods
of their characterization be even more precise than before. This Special Issue, entitled
“Challenges and Future Trends of Magnetic Sensors”, intends to summarize the existing
and new concepts related to material science, modelling, and technological achievements
in the field of magnetic sensors in order to better understand the foreseeable future of
these devices.

Around a year ago, we invited researchers to be an important part of this Special
Issue, offering the following list of main keywords: magnetic effects; magnetic materi-
als for sensor applications; magnetic field sensors; magnetic biosensors; hybrid sensors;
modelling for magnetic sensor applications; complex structures; and composites for mag-
netic sensor applications. After thorough international reviewing, twelve contributions
[Contributions 1–12] (one communication and eleven articles) were published. They rep-
resent international multidisciplinary teams from Brazil, China, Greece, Japan, Portugal,
Russia, Spain, Turkey, and the United Kingdom.

Interestingly, different magnetic materials were the subject of the research published
herein. Magnetic steels cover a large range of present-day applications, with trans-
portation, energy, metallic buildings and bridges, and oil- and gas-related structures
being vital for society in many manifestations; this topic was discussed by Hristoforou
[Contribution 1]. Thin permalloy films and FeNi-based multilayered structures can be
called two of the “eternal” subjects of magnetism, which is still receiving special atten-
tion [1,2]. In this Special Issue, a quantitative comparison of the model prediction and
the measurement data for the microwave permeability of permalloy films was carefully

Sensors 2025, 25, 1307 https://doi.org/10.3390/s25051307
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analysed by Buznikov et al. [Contribution 2], indicating that changes in the magnetic struc-
ture of permalloy films appearing with an increase in film thickness are important. The
observed decrease in the static permeability and frequency of the ferromagnetic resonance
is related to the appearance of perpendicular magnetic anisotropy and the formation of
stripe magnetic domains in the films.

The connection between the alternating current permeability and the structure of the
magnetic domain was also analysed by Nakai [Contribution 9] for the case of amorphous
Co85Nb12Zr3 films in the shape of magnetic stripes. The obtained results are promising
for applications in the areas of tunable inductors, electromagnetic shielding, or magnetic
sensing for the detection of the stray fields generated by magnetic nanoparticles.

Another example of the thin film sensitive element is given by Milyaev et al.
[Contribution 10]. Spin valves, i.e., the structures consisting of two ferromagnetic lay-
ers, the free layer and the pinned layer, which are separated by a nonmagnetic spacer, are
well-known materials in sensor applications [3,4]. It was shown [Contribution 10] that the
fabricated rhombus-shaped CoFeNi/Ru/CoFeNi spin valves were synthetic antiferromag-
nets. The fabricated sensor elements in which each side of the rhombus was the shoulder of
a Wheatstone bridge enabled the device to operate as a full Wheatstone bridge. The sensor
had a high sensitivity to the external field changes, and significant magnetic hysteresis is
suitable for switching devices.

Co-based amorphous ribbons were the subject of interest of the studies of Bukreev et al.
[Contribution 11] and Correa et al. [Contribution 12]. In the first case, the authors compared
the results of a computer simulation and experimental study of the magnetoimpedance
effect (MI) in amorphous Co68.5Fe4.0Si15.0B12.5 and Co68.6Fe3.9Mo3.0Si12.0B12.5 ribbons, show-
ing that the maximum MI value exceeds 200%. Such a high value may be of interest for the
development of magnetic field sensors. In addition, it was shown that the practically signif-
icant characteristics of the MI response strongly depend on the driving current frequency
due to the inhomogeneous distribution of magnetic properties over the cross-section. This
distribution was studied using the magnetoimpedance tomography approach, also applied
by Buznikov et al. [Contribution 7].

Correa et al. [Contribution 12] described thermoelectric phenomena, such as the
Anomalous Nernst and longitudinal spin-Seebeck effects in Co-rich rapidly quenched
ribbons and ribbon/Pt heterostructures, showing that Pt cover layer deposition leads to
an enhancement of the thermoelectric response. The advantages of designing thermopiles
consisting of Co-rich ribbon/Pt heterostructures in a parallel association were also shown.
The longitudinal spin-Seebeck effect has been the subject of research for many years. For
example, Uchida et al. [5] studied a longitudinal spin-Seebeck effect (SSE) in the case of
ferrimagnetic insulator Y3Fe5O12, where the spin current was injected along the direction
of a temperature gradient from a ferromagnet into a covering paramagnetic Pt layer. More
recently, Ravi el al. [6] described this closely related research direction as flexible spin-
caloritronic materials with thermoelectric conversion by nanostructure engineering.

Contributions 7–8 are devoted to the study of glass-coated magnetic microwires, which
can be described as versatile magnetic composites with a large variety of ways to tune the
response of a magnetic sensitive element adapting a microdevice to the particular needs of
the application [7,8].

Zhang et al. [Contribution 4] described a two-point magnetic gradient localiza-
tion method for remote, single-magnetic dipole targets based on SQUID magnetometers.
A linear localization model based on the spatial position relationship between a magnetic
moment vector and relative position vectors—which allow for the realization of the high-
precision localization of a magnetic target and the calculation of its magnetic moment
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vector—was used. The simulations data and experimental results demonstrated very high
localization performance for remote magnetic targets.

Although printed electronics have been used for decades, improvements in the corre-
sponding fabrication techniques have recently gained a lot of attention when it comes to
printing smart magnetic materials for sensors and actuators [9,10]. In the present Special
Issue, the printed electronics direction was represented by Ahmed et al. [Contribution 6],
who described the advantages of the inkjet printing of magnetostrictive materials for struc-
tural health monitoring in the case of carbon fibre-reinforced polymer composites. For
example, it was shown how the change in the design and number of layers affects the value
of inductance under a particular applied strain.

Barrera et al. [Contribution 5] directed our focus to the hot research topic related to the
biomedical applications of magnetic materials, in particular to the problem of the detection
of magnetic nanoparticles in a liquid medium and the quantification of their concentration
using the magnetoimpedance effect (MI). MI sensors have attracted much attention due to
their high sensitivity to the stray magnetic field generated by magnetic nanoparticles, their
simple fabrication process, and their relatively low cost [5,11,12]. In Contribution 5, the
authors described an MI sensor with an amorphous Fe73.5Nb3Cu1Si13.5B9 wire-sensitive ele-
ment integrated into the millifluidic chip to detect the presence of magnetic nanoparticles of
the stabilized magnetic suspension by the quantification of stray fields generated by single-
domain superparamagnetic iron oxide or magnetically blocked Co-ferrite nanoparticles. In
fact, directly or indirectly, not only Contribution 5 but also Contributions 2, 3, 7, 8 and 11
touch on issues related to the dynamic properties of magnetic materials and MI. In 2024,
it was the 30-year anniversary of the discovery of MI, i.e., the change in the complex
impedance Z under the application of a constant magnetic field [13–15]. Z depends on the
frequency f and amplitude Iac of the alternating current flowing through the ferromagnetic
conductor. The effect is understood in the frame of the classic electrodynamics interpreta-
tion through the connection of a change in the skin depth and magnetic permeability of
a soft ferromagnet being very close to the L.D. Landau approach [16].

The year 2024 also marks 30 years since the re-discovery of the magnetoimpedance
effect. Variation in the complex impedance Z, under the application of a constant external
magnetic field H, is called magnetoimpedance (MI). Complex impedance Z depends on
the frequency and amplitude of the alternating driving current flowing through the ferro-
magnetic conductor. The phenomenon of the dependence of the alternating current (ac)
resistance of cold drawn iron–nickel wires on the value of the applied constant magnetic
field was reported by the authors of [17,18]. They proposed a classic electrodynamics
interpretation of the observed effect through the connection of a change in the skin depth
and magnetic permeability of a soft ferromagnet being very close to the L.D. Landau
approach [16]. However, the existence of some poorly controlled technological parameters
caused a large variation in the dynamic magnetic properties, even in the cold-drawn wires
of the same batch. Therefore, for about six decades, the resistance of variations in the ferro-
magnetic conductor under the application of a magnetic field has not attracted the attention
of many researchers. Later, new soft magnetic materials with stable properties appeared,
and fabrication techniques were significantly improved. In 1991, Makhotkin et al. [13]
published results related to a low-magnetic-field sensor operating with an FeCoSiB amor-
phous ribbon-sensitive element describing the functionality principle as a change in the
electrical impedance of the ribbon under the application of the magnetic field. In 1994, a set
of publications related to MI appeared, and the terms giant magnetoimpedance and magne-
toimpedance become well established [14,15]. Thirty years later, we can see that MI sensors
have extraordinary sensitivity with respect to the applied magnetic field [11,19], are they are
useful for operations control, current and position sensing, intelligent system monitoring,
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gradient field detection, non-destructive and automobile control, as well as for bio-magnetic
measurements at room temperature and other biomedical applications [Contribution 5].

The year 2024 also marks the experimental confirmation of the idea of “altermag-
netism”, an emerging magnetic phase characterized by robust time-reversal symmetry
breaking. In this type of magnetic, it was noticed that materials with mixed properties were
different from other types of materials of the magnetic phenomenon. Similarly to antifer-
romagnets, electrons in altermagnets spin in alternating directions and do not producing
magnetization. However, the energy bands also have alternating spins from neighbouring
bands. Altermagnetism is now considered the third elementary type of magnetic phases, in
addition to the conventional ferromagnets and antiferromagnets [20]. According to experts’
opinions, altermagnets have the capacity to revolutionize spintronics, data storage, and
magnetic sensing devices, providing enhanced efficiency and durability in comparison
with traditional ferro- and antiferromagnets [20].

We expect this Special Issue and its corresponding book to be useful for graduate and
PHD students, researchers working in the field of magnetic materials and nanocomposites
and electronic engineering, and even personnel connected with biomedical applications.

Acknowledgments: As the Academic Editor of this Special Issue, I would like to thank all authors and
reviewers who made/evaluated submissions and therefore supported the sensor materials research
line and this particular Special Issue.
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Permeability Sensors for Magnetic Steel Structural
Health Monitoring

Evangelos V. Hristoforou
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15780 Athens, Greece; hristoforou@ece.ntua.gr

Abstract: In this paper, magnetic permeability sensors able to perform structural health
monitoring of magnetic steels, by means of determining residual strain and stress ampli-
tude and gradient distribution, responsible for crack initiation, are presented. The good
agreement between magnetic properties and residual strains and stresses is illustrated first,
resulting in the determination of the magnetic stress calibration (MASC) curves and the
Universal MASC curve. Having determined differential magnetic permeability as a key
magnetic property, able to measure and monitor residual strain and stress distribution in
magnetic steels, the paper is devoted to the presentation of the permeability instruments
and sensors developed in our lab. The classic single sheet testers and the electromagnetic
yokes, are compared with new, low-power-consumption permeability sensors using the
Hall effect and the anisotropic magnetoresistive (AMR) effect, discussing their advantages
and disadvantages in magnetic steel structural health monitoring.

Keywords: structural health monitoring; magnetic steels; barkhausen noise; hall effect;
anisotropic magnetoresistance

1. Introduction

Magnetic steels cover a large range of structural and operational applications. Among
them, transportation, energy, metallic buildings and bridges, as well as oil and gas are
vital for the society and economy, requiring preventive maintenance. Apart from these,
special scientific structures, like the steel tube rings used in the “Conseil Européen pour
la Recherche Nucléaire” (CERN), the European Council for Nuclear Research and other
important scientific infrastructure require special attention, particularly concerning the
employed steel grades. In some cases, like ITER in southern France, stainless steel grades,
like 316LN, being non-magnetic, are also used and need preventive maintenance. In
general, a large variety of different steel grades are used in different specific applications.
The preferable type of steel grade depends on its use: the grade, treatment and thickness of
the used steel are dependent on the environment, like chemical ambient atmosphere, load,
hydraulic stresses and low–high cycle fatigue, as well as environmental conditions like
temperature, humidity and their gradients, in which it is used. The variety of these steels
is so large, starting from single ferritic structures, low-carbon compounds, duplex steels,
TRIP steels, maritime steels and so many other grades, that it is difficult to implement a
universal method for maintenance and especially for preventive maintenance. For this
reason, steel producers and manufacturers, like pipeline manufacturers, shipyards, heat
exchanger producers, etc., follow specific procedures in alloying and post-manufacturing
treatment, allowing for the proper and required structure and microstructure [1].
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Steel failure may be critical and vital for several steel structures [2]. Steel failure in the
energy cluster may result in disruptive damages. The domes of nuclear stations, suffering
neutron fluence and therefore embrittlement, must be secure, far from being damaged,
otherwise the public health of close and distant towns would be in danger, like in the
Chernobyl accident. Environmental catastrophes may also affect nuclear stations, like in
the recent Fukushima nuclear accident. Apart from that, steel failure in renewable, lignite
and hydrogenation stations is also of importance, resulting in the disability of energy
transmission. Similar problems appear in transportation. Railways and trains, suffering
thermo-mechanical fatigue, in either a low or high cycle fatigue process, are in danger
especially in large temperature gradients. For example, in north railway lines, sunshine
causes elevated temperatures on the railways, so that at the day-to-night transition, the
thermal gradient together with the mechanical fatigue may result in railway failure. After
the privatization of railways, especially in northern countries with high thermo-mechanical
fatigue, where the preventive maintenance depends on the profit of the railway operation,
such accidents are rather frequent. Shipping is also a subject of steel failure, in the hull
structure, as well as in shaft conditioning. Recently, shaft accidents that impact the ship’s
steering and propulsion ability are frequent, illustrating the need of preventive structural
health monitoring and maintenance. The new era of electrification also requires special
attention, not in terms of steel failure but in magnetic properties performance, requiring
frequent operational conditioning monitoring with corresponding maintenance by means
of localized magnetic annealing. The sector of oil and gas also requires special attention.
The harsh environment of oil extraction, refineries and oil and gas transmission pipelines
require special types of steels, which operate in a large variety of chemical environments
at elevated temperatures. These conditions may result in unforeseen accidents, such as
the Mexico gulf accident. On the other hand, steel structures like skyscrapers, metallic
bridges and the like must also be protected against damage. Apart from these applications,
the structural and conditional health monitoring in large scientific experiments like in
CERN, ITER, etc. must be properly monitored in terms of structural and microstructural
characterization. However, all these issues of structure and microstructure in all these
steels grades can be summed up in one major parameter, affecting their structural health,
namely the residual strains and stresses (named hereinafter stresses for simplicity reasons).
These stresses are the accumulation of several different reasons for structural imperfec-
tions, like dislocations, precipitations. etc.: steel failure is dependent on the gradient of
residual stresses [3]. These residual stresses are also subject to fatigue conditions, namely
low and high cycle fatigue, concerning stresses above and below the yield point of the
corresponding steel. In fact, laboratory tests under low and high cycle fatigue allow for
the determination of the remaining lifetime of the corresponding steel structure. This
challenge is rather difficult to be determined, being dependent on the specific steel under
investigation and the environmental and stress conditions. However, the problem of the
remaining lifetime can be actually solved, by knowing the residual strain and stress am-
plitude distribution. The processed signals can often be subject to uncertainties and/or
inaccuracies. For this reason, recent scientific literature suggests using techniques based on
fuzzy logic. In particular, the most recent research guidelines recommend grouping similar
data in a fuzzy sense (through fuzzy divergence calculations that prove to be a measure of
distance in a particular functional space) into specific groups to extract, for each of them, a
representative characteristic of each grouping. Then, the classification of the signal can be
performed by comparing the obtained fuzzy divergences with each representative data of
each grouping [4].

The reference method to determine and monitor residual stresses is diffraction. The
surface residual stresses are detected by X-ray diffraction, preferably following the Bragg–
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Brentano set-up (XRD-BB) [5], while the bulk residual stresses are detected by neutron
diffraction (ND) [6]. The spatial resolution of diffraction can be as low as 1 mm2 using a
high density of photons or neutrons. The methodology of the measurement of stresses is
analyzed in the next chapter. Apart from these two classical methods, other techniques
are also available, like synchrotron, offering even higher spatial precision. The currently
used stress sensors in the field are strain gauges [7], while the drill hole method is also an
alternative [8]. Strain gauges measure the local strain change after they are fixed in position.
Their advantage is the straightforward measurement of strain changes, while the laborious
methodology of fixing them on the steel surface, as well as their disability to monitor
the distribution of strains, are their main disadvantages. Drill hole is a standardized
method to monitor the stress tensor: after drilling a circular well on the steel surface, the
circle is arranged to an ellipse, where the long and short diameters indicate the tensile and
compressive stress history, respectively. Although the drill hole method is able to determine
the history of stresses, it can only be used locally. The method is also somehow destructive.

For all these reasons, there is a great interest in determining and developing a non-
destructive and contactless, if possible, method to provide stress and strain distribution
measurement and monitoring along the surface and the bulk of steels. Such a method can be
magnetic: it can be contactless and certainly non-destructive with the ability of scanning in
several cases. Magnetic sensors can also be used in harsh environments, provided that the
required power consumption permits their use. Our lab has studied such magnetic methods
to correlate magnetic properties with residual stresses in magnetic steels for more than three
decades. Apart from that, we have provided three different families of magnetic sensors,
namely magnetic Barkhausen noise [9], differential permeability [10] and magnetoelastic
sensors [11]. In this paper, after summarizing our methodology concerning the correlation
of magnetic properties with residual stresses, we emphasize on the permeability sensors,
namely the single sheet testers and the electromagnetic yokes, that serve as reference tools
and lab equipment to determine stresses, as well as low consumption permeability sensors,
like Hall and AMR sensors for in-field applications and measurements.

2. Magnetic Stress Calibration Curves

The use of any kind of instrument to monitor magnetic properties for the determination
of residual stresses requires the comparison of residual stress and the magnetic property
at the very same area-volume and direction, resulting in the determination of sensitivity,
uncertainty, parametric dependence of uncertainty as well as the spatial resolution of the
magnetic method. For this reason, the development and maintenance of magnetic steel
samples, called hereinafter steel coupons, are necessarily required with well determined
residual stresses on their surface and in their bulk.

Our group has initially taken the advantage of welding techniques to develop such
stress coupons for calibration reasons. In fact, using autogenous steel welding of the same
steel grade, it is possible to generate a steel coupon with a stress gradient across the weld.
(Autogenous welding means welding without any other additional compound to be added
in the steel under welding.) For simplicity reasons, the stress coupons are usually flat. Such
autogenous welding methods that can generate a stress gradient across the welding are
the tungsten inert gas (TIG) method [12], the plasma welding method [13], the induction
heating method [14], the electron beam welding [15], etc. The first three mentioned welding
methods are widely used in the steel industry, while the fourth one is mainly used for
research and development purposes. In all these welding techniques, the welding method
is the same: the two parts of steel are molten and then pressed to be in touch or even
mix each other. This way, during cooling, a stress gradient can be generated in the fusion
zone (FZ) and the heat-affected zones (HAZ), provided that the two steel parts are forced
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to be flat. Practically, the base metal (BM) remains with a minimum amount of stresses.
Otherwise, if the two components are not forced to be flat, the cooling welded steel is
deformed to accumulate the heat gradient release.

Figure 1a illustrates such residual stress distribution in the fusion zone and heat-
affected zones. Despite the phase transformations introduced inside the welded steel, the
diffraction methods are capable of determining the residual strains existing within the FZ
and HAZ areas [16]. All our steel coupons until now are based on such welding methods,
despite issues like phase transformations and repeatability process. However, both phase
transformation and sample repeatability are important and enlarge the uncertainty in
inter-laboratory comparison tests. For this reason, we have started using another method,
according to which phase transformation and sample repeatability are much better, allow-
ing safer inter-laboratory comparison tests. This method is the local induction heating using
a 6 mm straight, water-cooled conductor, transmitting a high-frequency current, generating
eddy currents and therefore heat along the steel. The heated steel is set on top of a ceramic
base and two vices are loosely fixing the ceramic and the steel under heat. Due to the
relatively low thermal conductivity of steels, a temperature profile is generated in the steel,
perpendicular to the orientation of the straight conductor direction, which can be regarded
as a heat-affected zone (HAZ). The temperature distribution of the steel is monitored by
an infrared camera. As soon as the maximum temperature reaches temperatures in the
order of one-third of the melting temperature of the steel grade, thus allowing for no phase
transformations, the two vices fix the ceramic-steel assembly and the whole assembly is
inserted either in cold water or oil for quenching. This way, the temperature gradient is
transferred into residual stresses, until the temperature in the steel is uniform (Figure 1b).

Figure 1. Stress distribution in steel coupons: (a) stresses in the fusion and heat-affected zones of
welded samples; (b) stresses in inductively heated and quenched steel coupons.

The steel coupons used for the experiments of this paper are both welded and heated-
quenched ones. These steel coupons must be kept in a safe place, without temperature,
humidity and stress. Practically, they are stored in zero humidity champers, covered by soft
blanquettes to avoid changes in localized residual stresses. Steel coupons of homogeneous
stresses could also be prepared and stored, following heating, consequent quenching and
then thermal recovery with different temperature and time intervals. However, this is
not practically useful for in-field calibration reasons and therefore it is not followed as
a best-practice. Then, these steel coupons undergo stress characterization. Thin, white
indelible dots are used to mark different positions on top of the quenched steel, across the
heat-affected zone, where the measurement of residual stresses is realized. Three lines of
dots are designated on the surface of the steel, to have a number of areas with residual
stresses for statistical reasons. They are determined in given directions, namely X and
Y directions for surface stresses and X, Y and Z directions for bulk stresses. The surface
strain measurement using the XRD-BB arrangement will be illustrated hereinafter. Pointing
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in one (let us say X) direction on an individual dot point of the steel coupon, the XRD
response is determined, selecting the most stable 2theta angle with respect to sample tilting.
We have experienced that the fourth peak of the XRD of ferrous steels is the most stable,
which is close to 98◦–99◦. Then, the X-ray source and detector are fixed in this angle with
a fourth decimal precision and rotate in an angle ±ψ from the vertical line, from −35◦ to
+35◦ with respect to the sample, monitoring the change of the detected counts. Thus, the
dependence of counts on sin2ψ determines the strain ε in this direction at the given dot, by
the following formula:

εx =

D1−Dn
Dn

(1 + n)sin2ψ
(1)

Positive inclination of this dependence corresponds to tensile stresses and negative
inclination to compressive stresses. Then, the Young’s modulus E, determined by the
stress–strain curve of the steel, multiplied with εx, results in the residual stress σx:

σx = E
D1−Dn

Dn

(1 + n)sin2ψ
(2)

This process is repeated in the Y-axis and then, the two stress components of this dot
are determined. The next dot measurement follows, until the strains and stresses in all
directions and dots of the steel are determined. The precision of the 2theta angle determina-
tion, the type of the X-ray source and the precision of the counts detected in different angles
are the three main and decisive parameters for the quality of the dependence of counts on
sin2ψ. In case one of these parameters is not determined well, the dependence of counts on
sin2ψ is not monotonic, resulting in large uncertainties in stress measurement. The counts
are detected with a signal to noise ratio of 104 due to the time exposure in photons All this
process is depicted in Figure 2. Neutron diffraction can detect the strains and stresses in
the bulk of the steel, following a very similar procedure.

In all measurements of residual stresses, the initial measurement was the microstrain
change, which was always multiplied with the Young’s modulus E of the original com-
pound, without taking into account the phase transformations or microstructural changes.
This practically means that all measurements and experiments referred to microstrain
changes. This ensures the validity of the measurements, avoiding any change of the
Young’s modulus E or any phase transformation and microstructural change.

Magnetic properties are measured on the surface and in the bulk of these steel coupons.
These magnetic properties should be related to magnetic Barkhausen noise, magnetic
permeability and magnetoelastic properties of the material, i.e., the dependence of the
magnetostriction coefficient λ on residual stresses. These properties can be determined
by measuring Barkhausen noise, magnetization hysteresis and magnetoacoustic emission
measurements. Barkhausen noise can determine the amount of Barkhausen jumps by
counting the number of pulses at each period of excitation, as well as the energy needed to
overcome the obstacles of domain wall propagation, which is proportional to the integral
of the Barkhausen jumps with respect to time. In practice, this energy is represented by the
surface below the envelope of Barkhausen jumps. Magnetization loop offers the differential
permeability dependence of the applied field and can be partially considered as the integral
of the Barkhausen jumps sequence. In fact, the maximum differential permeability is
the preferred magnetic property of the magnetization loop, being more sensitive than
others, like coercivity, remanence magnetization and magnetic losses. The dependence
of static magnetoelastic properties, namely the dependence of λ on stress, as well as the
dependence of dynamic magnetoelastic properties, namely the amplitude and waveform of
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magnetoelastic waves generated in magnetic steels, that also offer significant information
on stresses, is out of the scope of this paper.

Figure 2. The methodology to determine the strain at a given dot of the under-test steel. At first, the
XRD histogram determines the 2theta angle corresponding to the fourth (most stable) peak of the
histogram (top left). Then, the X-ray source and detector are precisely fixed in this 2theta angle that
rotates in an angle ±ψ (top right), allowing for the determination of counts with a signal to noise
ratio of 104 (bottom right). Finally, the dependence of counts d on sin2ψ determines the strain ε and
stress σ (bottom left).

Having had the tools to determine and monitor magnetic properties, the correlation
between stresses and magnetic properties was realized, by means of measuring MBN and
differential permeability at the same areas and directions, where residual stresses were
measured (Figure 4). The reasons for good agreement are mainly related to the correlation
of magnetic properties and stresses in the same direction, using a proper X-ray source
and magnetic instrument. These measurements indicate that the MBN measurements
are in good agreement with residual stresses. The output of the search coil related to the
differential permeability measurements indicate less precise measurements, since the yoke
was not calibrated, as described next in this paper.

We have initiated the measurements of Barkhausen noise and differential permeability
using the MEB-2c probe of the Magnetics Laboratory, Gdansk, Poland (Figure 3). This
probe uses an electromagnetic yoke to magnetize the steel under test, a search coil on the
electromagnetic yoke to obtain a response proportional to the differential permeability of
the steel under test, as well as a magnetic Barkhausen noise (MBN) search stylus set on
the surface of the steel under test to provide the Barkhausen noise characteristics. The
MBN stylus comprises of a short length and diameter coil, containing a thin ferrite rod
for amplification of the MBN signal, which is weak and requires some magnetic and
electronic pre-amplification.
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Figure 3. The MEB-2c probe used for the initial determination of magnetic properties. The schematic
of the sensor (left). The actual probe with the electronics (right).

Figure 4. Indicative response of correlation between stresses and magnetic properties. Top left:
correlation of MBN measurements with residual stresses in AISI 1008 steel, US Steel, Pittsburg, PA,
USA, using TIG welding. Top right: correlation of MBN measurements with residual stresses in AISI
1008 steel using plasma welding. Bottom left: correlation of the differential permeability and stresses
in AISI 1008 steel using TIG welding. Bottom right: correlation of the differential permeability
and stresses in AISI 1008 steel using plasma welding. The larger uncertainty for the differential
permeability response is due to the calibration of the electromagnetic yoke.

From these results, the pairs of stress and magnetic measurements resulted in the so-
named magnetic stress calibration (MASC) curve. Until now, we have achieved 26 different
types of MASC curves from different steel grades. All these curves are different to each
other, in terms of residual stress amplitudes due to the corresponding yield point, as well
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as in magnetic properties due to the different MBN and permeability response. However,
normalizing the X-axis with the corresponding yield point of the steel grade and the Y-axis
with the maximum magnetic property (MBN or permeability), all MASC curves collapsed
in on MASC curve, called Universal MASC curve [17]. Indicative results of the Universal
MASC curve are illustrated in Figure 5. The Universal MASC curve is useful for the precise
residual stress measurement in an unknown type of steel: measuring the stress–strain
dependence of a dog-bone of the unknown type of steel, with simultaneous measurement
of MBN or magnetic permeability, results in the determination of the yield point and the
maximum amount of the magnetic property, respectively. Thus, multiplying the Universal
MASC curve with these values results in the determination of the MASC curve of the
unknown type of steel [18].

Figure 5. Universal MASC curves for MBN (left) and permeability measurements (right).

In order to provide robust stress distribution monitoring, we need to have precise
sensors. MBN measurements, if not resulting from coils surrounding the under-test steel,
are subject to uncertainties due to the not-perfect vertical orientation of the sensor with
respect to the under-test steel. A slight deviation from their vertical position with respect
to the surface of the steel under test, lower than a degree, results in significant changes
of the MBN signal, more than 10%. Apart from that, MBN measurements suffer from
the rather random, non-deterministic and non-repeatable MBN, requiring a sequence of
measurements at each point to average the response and therefore result in a less uncertain
measurement. Magnetic permeability measurements suffer less from this effect, being
proportional to the integration of the MBN with respect to time or field. For this reason,
the development of new types of robust permeability sensors that are able to provide
precise information on the permeability of the under-test steel are required. The families
of permeability-measuring instruments and sensors, developed in the laboratory, are
presented next, illustrating their uncertainty levels and robust response. At the first page,
the single sheet tester of the lab is presented, followed by the electromagnetic yoke sensors,
both being principles of commonly accepted methods for permeability measurements in
several labs around the world. Then, two other types of permeability sensors are presented
based on the Hall effect and the anisotropic magnetoresistance (AMR) principle, offering
several advantages related to in-field measurements.

3. Single Sheet Testers

The historical and reference instrumentation to monitor the magnetic permeability
and the magnetization loop of soft magnetic materials has been the Epstein method [19],
mainly dedicated to thin electric steel laminas. A large amount of these laminas is packed,
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arranged in a rectangular frame, thus allowing for a closed magnetic loop, permitting the
application of Ampere’s law when an excitation and search coil are arranged around them.
In the Epstein topology, the excitation and search coils are coupled by the closed magnetic
loop of the orthogonal frame generated by the thin steel laminas. The advantage of the
Epstein method is the easily applicable equations of Ampere’s law, resulting in a high
signal to noise ratio in the order of 104 and in relatively low uncertainty, because of the large
amount of magnetic mass involved in the measurement. This advantage is also responsible
for the main disadvantage of the method: with the Epstein method, the average of the
magnetization loop of all packed laminas is available, not permitting the measurement of
each individual piece of steel. For this reason, the international steel community commonly
accepted the ISO-ASTM A1036-04 (2020) standard entitled ‘Standard Guide for Measuring
Power Frequency Magnetic Properties of Flat-Rolled Electrical Steels Using Small Single
Sheet Testers’ [20], that allows for the determination of the dependence of the differential
permeability and magnetization loop on the applied magnetic field using the so-called
single sheet tester (SST).

We have adopted this standard and the experimental arrangement used in our lab is
illustrated in Figure 6. With this arrangement, it is possible to measure the permeability
and magnetization loop of different parts of a single steel sheet in low frequencies to avoid
eddy currents in it. In fact, the excitation frequencies are from 0.1 Hz up to 10 Hz. In
this arrangement, the excitation (or primary) and search (or secondary) coils surround the
steel sheet under test and are directly coupled together. Our single sheet tester has been
designed to accommodate single sheets with a thickness up to 0.5 mm and width up to
30 mm. Therefore, the constraints of the substrate of the primary and secondary coils were
to have an internal free space of 1 mm and 31 mm external cross-section dimensions of
2 and 32 mm, respectively. The need to apply the Induction Law without compromises
resulted in designing and developing a single-layer solenoid as the secondary coil. This coil
should be short in order to monitor a small volume of the steel sheet under test. Therefore,
it has been designed to be 10 mm long, made from 0.05 mm enameled copper wire, thus
allowing for 200 single-turn secondary solenoid. The primary coil should be longer than
the secondary coil in order to apply a uniform field inside the secondary coil, so designed
to be 30 mm long. Therefore, the substrate of the primary and secondary coils was 32 mm
long with an internal 0.5 mm deep gap of 10 mm length in the middle of the substrate
to accommodate the secondary coil, made by polymer powder using a 3D printer. The
substrate was polished with alcohol in order to have a smooth surface allowing for no
complexities of the secondary coil wire winding.

The low excitation frequency permits the use of multiple turns of the excitation coil.
According to the needs of the biasing field, 0.3 mm up to 0.5 mm enameled copper wire
were used for the development of the excitation coil. For 0.3 mm and 0.5 mm wire, 100 and
60 turns are accommodated in a single turn, respectively, thus requiring for three to four
turns for the 0.3 mm wire and five to six turns for the 0.5 mm wire to make the excitation coil.
Different excitation and search coils with their corresponding substrates can be developed
in order to accommodate different cross-sections of the under-test steel.

The requirements of the ISO-ASTM A1036-04 (2020) standard [20] refer to the presence
of two mirror-like, soft magnetic yokes that trap the magnetic flux allowing for the precise
average length calculation on Ampere’s law. There are some arguments on the type of the
material of these yokes. A group of scientists and engineers wish to employ yokes with
the maximum possible differential permeability to trap all magnetic lines (flux) from the
single sheet. Another group wishes to use the same steel grade with the lamina under
test. However, all agree to use yokes with a width larger than the width of the steel sheet
under test. We have decided to use a couple of yokes made of amorphous ribbons with
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high differential permeability and magnetostriction close to zero to allow for magnetic
flux trapping, without allowing magnetic lines to move outside the yoke. The width of
the yokes is 50 mm, larger than the maximum width of the steel sheet under that which is
30 mm.

Figure 6. The schematic and waveforms of the single sheet tester of our lab. Top left: the schematic
of the single sheet tester. Top middle: excitation current waveform proportional to the excitation
field H. Top right: the voltage output of the secondary coil. Bottom left: the filtered voltage output of
the secondary coil. Bottom middle: the integrated voltage output of the secondary coil, proportional
to the magnetic flux B. Bottom right: the magnetization loop as a plot of B versus H.

The measurement of the applied field H can be performed by calculations based on
the number of turns of the excitation coil and the amplitude of the transmitted current.
However, we prefer to use Hall sensors at different and well-determined positions above
the excitation coil. It is known that the dependence of the applied magnetic field follows
a parabolic law on the distance from the surface of the steel [21]. Therefore, setting three
Hall sensors on a substrate vertical to the steel under test, the parabolic projection of the
field to the zero position results in the actual magnetic field H being applied on the single
sheet. For this reason, four-pin Hall sensors from the market were arranged with a 5 mm
distance from each other, with the closest Hall sensor been 1 mm from the surface of the
primary coil. Thus, the magnetic field from each Hall sensor was measured for different
excitation currents. The response of the Hall sensors for every excitation current had its
own coefficients in the parabolic response. However, dividing these coefficients with the
excitation current I resulted in collapsing all parabolic curves into a single one with an
uncertainty of ±100 ppm. Thus, the parabolic response of the magnetic field at different
positions x is given by:

H(x, I) = aIx2 + bIx + cI (3)

where c = 10 m−1 + 10−3m−1. Thus, the magnetic field on the surface (and therefore in the
bulk) of the steel sheet is given by:

H(I) = cI (4)
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During measurements, the magnetic field was determined just by a measuring the
excitation current I. Measuring B(H) in the arrangement of Figure 6 can be achieved by
using Ampere’s law:

Ne I(t)

∑ 1
μi(t)

li
Si

= Φ(t) (5)

where Ne, μi, li, Si and Φ(t) are the number of turns of the primary coil, the differen-
tial permeability at a given excitation field at a given part of the magnetic circuit, the
average length of the magnetic part, the cross-section of the magnetic part and the flux
passing through the magnetic circuit, respectively. So, for the case of the single sheet tester
illustrated in Figure 6, Ampere’s law is

Ne I(t)
1

μsss(t)
lsss
Ssss

+ 2 1
μy(t)

ly
Sy

= Φsss(t) (6)

where μsss(t), lsss, Ssss are the differential magnetic permeability, the length and the cross-
section of the single sheet tester, μy(t), ly, Sy are the differential magnetic permeability, the
length and the cross-section of the yokes and Ne is the number of turns of the primary coil.
The lengths and cross-sections can be determined with relatively low uncertainty. The μy is
a parameter that can be determined by using two pairs of yokes: each one of the yokes is
fed by a primary (excitation) and a secondary (search) coil, having the same characteristics
like the single sheet tester in terms of number of turns, length and diameter of the enameled
copper wire. Then, these two yokes are set opposite each other with one exciting the other
measuring the output signal. Ampere’s law for this case is

Ne I(t)

2 1
μy(t)

ly
Sy

= Φy(t) (7)

Hence,

μy(t) = 2
ly
Sy

Φy(t)
Ne I(t)

(8)

but Φ(t) is related to the voltage output of the secondary (search) coil:

V(t) = −No
dΦ
dt

(9)

Therefore,

Φ(t) = − 1
No

∫
Vy(t)dt (10)

So,

μy(t) = 2
ly
Sy

∫
Vy(t)dt

NeNo I(t)
(11)

Or

μy(I) = 2
ly
Sy

(∫
Vy(t)dt

∣∣I)
NeNo I

(12)

Thus, the μsss, which is the actual unknown parameter, using Equation (6), is given by

Ne I
1

μsss(I)
lsss
Ssss

+ 2 1

2
ly
Sy

(
∫

Vy(t)dt|I)
Ne No I

ly
Sy

= Φsss(I) = − 1
No

∫
(Vsss(t)dt|I) (13)
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Or

μsss(I) =
1

No Ne I
lsss

Ssss

(∫
Vy(t)dt

∣∣I)(∫ Vsss(t)dt
∣∣I)(∫

Vy(t)dt
∣∣I)− (

∫
Vsss(t)dt

∣∣I) (14)

All parameters at the right part of Equation (14) are known or can be known. Therefore,
μe(I) or the μsss(H) can be determined, since H = cI. This is the software logic to precisely
determine μsss(H). Apart from that, there is also another hardware solution. According to
this, two secondary coils are arranged symmetrically around the axis of the primary coil,
while one is empty and the other includes the steel under test. The two coils are connected
in series opposition and their output voltage is proportional to the susceptibility of the steel
sheet, instead of the permeability, like in the previous arrangement. The errors introduced
by the fact that the cross-section of the secondary coil(s) is not the same with the steel sheet
is rather negligible since almost all magnetic flux is included in the steel sheet. This way, a
steel coupon with uniform distribution of residual stresses can be calibrated in terms of
magnetic properties. The nature of this measurement methodology, i.e., the fact that a piece
of steel is cut to be characterized, indicates that the single sheet tester cannot be used for
field measurements.

Despite its disability of being used in the field, SST can be used for several lab mea-
surements, determining the quality of steels, monitoring frequency dependence, determine
minor loops and therefore determine the first-order reversal curve (FORC). Knowing the
characteristics of the magnetization process, a number of parameters can be tested this way.
Furthermore, the SST arrangement can also be used for MBN measurements in a way that
the uncertainties caused by the precision of the vertical arrangement of the MBN search
coil are missing in the SST arrangement: the search coil is almost impossible to move in an
angle with respect to the sample orientation. Having the disadvantage of not being a really
localized measurement, the SST arrangement used for MBN measurements is the proper
MBN set-up allowing for small measurement uncertainties.

4. Electromagnetic Yokes

The electromagnetic yoke (EMY) employs some principles of the single sheet tester
standard and is capable of being used in this field, since it can scan surfaces without
any need of cutting the steel under test. The Π shape of these electromagnetic yokes
allows for the yoke magnetization using a low-frequency current. Typical arrangements of
electromagnetic yokes are illustrated in Figure 7, where the schematic of such a typical yoke
is demonstrated with an excitation coil transmitting a low-frequency sinusoidal current,
magnetizing the yoke. The search coil is also on the Π-shaped yoke, where the proximity
with the steel under test offers a closed magnetic loop, magnetizing the steel under test,
thus allowing the calculation of its permeability by using Ampere’s law. An important
issue of this measurement is the distance between the yoke and the under-test steel. This
gap may be of significant importance, being decisive for the uncertainty of the permeability
measurement. For this reason, a contactless sensor for low air-gap determination, namely
time-of-flight ultrasonic or laser transceiver, can be used.

At first, the permeability dependence on magnetic field is the same as for the case
of the calibration of yokes of the single sheet tester. Thus, Equation (12) can be used to
determine the permeability dependence on current and excitation field. Then, following
the corresponding procedure for the single sheet tester, Ampere’s law for the case of a zero
gap between the yoke and steel under test gives

μs(I) =
1

No Ne I
ls
Ss

(∫
Vy(t)dt

∣∣I)(∫ Vs(t)dt
∣∣I)(∫

Vy(t)dt
∣∣I)− (

∫
Vs(t)dt

∣∣I) (15)
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where μs is the permeability of the steel under test and Vs(t) is the voltage output of the
search coil of the yoke during measurement of the steel under test. Taking the air gap
into account, Equation (15) is more complicated, but can be analytically solved, too. In
case the electromagnetic yoke is to be used in curly surfaces, its legs are of circular shape,
allowing for continuous touching on the surface of the steel under test. However, in this
case, the precision of measurement is not as good as for the case of flat yoke legs, because
magnetic flux escapes from the curly surface of the yoke in a rather unpredictable way.
In electromagnetic yokes, the question of the kind of the yoke’s material is also present.
The two different schools are also present: use of either high-permeability material, or
material of the same steel grade as the steel under test. In fact, in our group, we used highly
permeable amorphous ribbon yoke, while high-quality electronics can clearly distinguish
the change of the signal due to the presence of the steel under test. Electronics refer to
current power amplifiers, like IGBT transistors and high-quality signal amplifiers together
with 16-bit A to D converters, controlled by a proper micro-controller, like ESP32. Apart
from that, the measurement of the ambient temperature is also required, since permeability
is strongly dependent on temperature. Thus, both lift-off between yoke and steel under test,
as well as the ambient temperature are two significant parameters, affecting the uncertainty
of measurements. Precise measurements of permeability require measurements of both
parameters (lift-off and ambient temperature) in order to correct the readout of the search
coil of the yoke. This is important when in-field measurements are considered.

Figure 7. Typical electromagnetic yoke arrangements. Top left: schematic of the electromagnetic
yoke (a), with the excitation coil (b), search coil (c) and steel under test (d). Top right (a): exact
geometrical configuration of an ARMCO yoke. Top right (b): the actual ARMCO electromagnetic
yoke. Bottom left: calibration methodology of the permeability of the electromagnetic yoke. Bottom

right: near-zero magnetostriction amorphous ribbon yoke with the excitation and detection coils,
able to operate on flat steel surfaces.

Although electromagnetic yokes are used in steel non-destructive tests, they suffer
from several disadvantages. A certain disadvantage is the large area in which the yoke
is able to measure permeability, while the other is the time needed for each individual
measurement, being at least equal to the period of the excitation current. In case of 0.1 Hz,
the time needed for a single measurement in a single direction is more than 10 s, which is
very long for specific applications. This way, when electromagnetic yokes need to be used in
the field, their excitation frequency is larger, up to 10 Hz, to allow for faster measurements.
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Such a frequency increase results in eddy currents involved in the output signal which is
not favorable for a proper quasi-dc permeability measurement.

The way of using electromagnetic yokes in real environments depends on the specific
in-field applications. In case that electric energy for feeding the electronics of the yoke and
particularly the current amplifier of the excitation coil are acceptable for field measurements,
electromagnetic yokes can be used, offering a large amount of information on magnetic
properties. However, there are cases where energy requirements do not permit the use of the
electromagnetic yokes. One reason may be that such energy is not readily available in the
field, while the other is that the sensor must consume energy up to a certain threshold for
anti-explosive reasons. For both cases, electromagnetic yokes cannot be efficient. Bearing
in mind that at least two A rms are required for a proper permeability measurement, under
at least 5 V power supply, the total energy consumption of the yoke is larger than 10 W,
thus making its use impossible in cases of a restricted amount of energy demand.

However, electromagnetic yokes can offer significant information in quality control
labs, where the speed of measurement and energy consumption are not an issue, because
they offer information that may approach the information and the quality of information
provided by the single sheet testers. As an example, the use of these yokes in ductile
to brittle transition temperature in quality control labs of the steel industry is of vital
importance, since they can offer detailed information of FORC analysis of magnetization
loops. For some particular applications of steel structures, like heat exchangers, the use
of electromagnetic yokes is preferable with respect to single sheet testers, due to shape
reasons and the disability of cutting them for quality control.

For all these reasons, we have developed new families of sensors, having a much
smaller size, much lower energy consumption, having a time response in the order of ms
or even μs, allowing for fast, reliable and safe measurements, with power consumption in
the order of mW. These families of sensors are based on the Hall effect and the Anistropic
Magnetoresistance (AMR) effect and are presented next.

5. Hall Sensors

The Hall effect is well-known for sensors and transducers [22]. They offer a linear
dependence of the magnetic field component vertical to the surface of the sensing element,
being able to have a large variety of span from mT up to T, with a sensitivity in the
order of μTHz−1/2. This sensitivity requires the magnetic biasing field to properly use
the advantages of Hall sensors in magnetic permeability measurements. Therefore, the
design of our permeability sensors based on the Hall effect use the principle of magnetic
bias. Suppose a permanent magnet yoke, i.e., a yoke comprised of a permanent magnet,
magnetizing two magnetized soft magnetic bars, as depicted in Figure 8, comprising the so-
called permanent magnet yoke. In the absence of a magnetic steel under test, magnetic lines
follow a large path from one soft magnetic pole to the other (left). As soon as the magnetic
steel is under the permanent magnet yoke at a certain distance from the soft magnetic
bars, the magnetic lines tend to be more vertical towards the surface of the magnetic steel
under test (middle). The larger the permeability of the steel under test, the more vertical
the magnetic lines on the surface of the steel, provided that the distance between the soft
magnetic bars and the steel under test remains the same. Therefore, the magnetic field at
the edge of the soft magnetic bar increases with the permeability of the steel under test.

At the same time, the magnetic field far from the edge of the soft magnetic bar
decreases with the permeability of the magnetic steel. It is clear that for this family of
sensors, the measurement of the distance between the soft magnetic bar and the steel under
test is of vital importance. Similarly, the ambient temperature is also important, affecting
both, the performance of the Hall sensor and the permeability of the steel under test.
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Therefore, a time-of-flight sensor and an ambient temperature sensor are used between the
two soft magnetic bars to adjust the Hall sensor response at the proper levels, thus affecting
dramatically the uncertainty of the measurement. In Figure 8, the actual permanent magnet
yoke with the Hall sensors at the bottom of the soft magnetic bars can be seen. The
packaging of the system, including a 16-bit A to D converter, together with an ESP32
microcontroller, inside a 3D-printed package, can also be observed (right). This sensor
can also measure magnetic anisotropy by rotating it on top of the steel under test. Such a
measurement is illustrated in Figure 9.

Figure 8. The main principle of our family of permeability sensors based on the Hall effect. Left:
magnetic lines in the absence of the steel under test. Middle: magnetic lines in the presence of the
steel under test. Right: the actual permanent magnet yoke with the Hall sensors at the bottom of the
soft magnetic bars and the packaging of the Hall sensor arrangement, hosting four wheels allowing
for permeability distribution monitoring.

Figure 9. Magnetic anisotropy measurements, obtained by rotating the sensor on top of the steel
under test in different areas of non-oriented electric steel. Left: Polar anisotropy response. Right:
Cartesian anisotropy response.

Apart from this type of Hall sensor arrangement, there is another possible magneti-
zation means, comprised of a permanent magnet in the form of a cylinder, being vertical
to the surface of the steel under test, with its magnetization along the axis of the cylinder.
Thus, following the same principle like in Figure 8, in the absence of steel under test, the
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magnetic lines getting out of the cylinder follow a large path until entering back to the
other pole of the permanent magnetic cylinder. In the presence of the steel under test,
the magnetic lines are more vertical on the surface of the steel, dependent on the local
permeability and magnetic anisotropy of the steel, while they escape from the steel at a
distance also dependent on the local permeability and magnetic anisotropy of the steel.

Therefore, arranging a ring of Hall sensors, radially oriented and surrounding the
edge of the permanent magnetic cylinder, results in the measurement of the local magnetic
permeability of the steel on a ring, formulated by the diameter of the permanent magnetic
cylinder. The distribution of permeability is the indication of the magnetic anisotropy of
this region of the steel under test. A typical response of such anisotropy is indicated in
Figure 10, using a 12 mm × 12 mm Si substrate, where 24 Hall sensors radially developed
with a 15◦ pitch, having a 10 mm diameter permanent magnetic bar in the middle of the
arrangement, are used.

Figure 10. Polar magnetic anisotropy (arbitrary units) in the heat-affected zones (HAZ) of welded
AISI 1008 flat steel samples. Left: TIG-welded sample. Middle: Plasma-welded sample. Right:
Induction heating sample.

The advantages of this sensor arrangement open a new era in magnetic permeability
measurements in steels. In the first place, they can achieve a fast measurement. Bearing
in mind that the time response of the Hall sensor, including the A to D conversion and
signal transmission through the microcontroller of the sensor is less than 1 ms, and the
fact that the size of the Hall sensors is in the order of 0.1 mm × 0.1 mm, the speed of
measurement is in the order of 0.1 m/s or 360 m/h with a spatial resolution of 0.1 mm.
This speed is sufficient for several steel production and manufacturing lines. Furthermore,
it is incomparably higher than the speed of electromagnetic yokes. Furthermore, using the
permanent magnetic cylinder arrangement, the magnetic anisotropy is able to be monitored
with the same speed and spatial resolution. Apart from that, the power consumption of
the permanent magnet yoke is in the order of 50 mA, including the ESP32 microcontroller,
allowing for the possibility of passing the anti-explosive ATEX specifications [23]. However,
the permanent yoke arrangement suffers from the same size issues, like the electromagnetic
yoke, due to the similar topology of the Π-shaped yoke. In order to improve sensitivity,
energy consumption and other properties, another family of permeability sensors has been
developed, based on the AMR effect, presented in the next chapter.

6. AMR Sensors

AMR sensors are more sensitive than the Hall sensors. In fact, they can have a
sensitivity in the order of 1 nTHz−1/2 and a span of several hundreds of μT. This way, they
do not need a biasing magnetic field in the order of several tens of mT to operate as the
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Hall sensors do. Instead, they can operate with the biasing field of the Earth’s field, being
in the order of some tens of μT. This way, they do not need permanent magnets to measure
permeability. Although they are used as sensing elements in electromagnetic and magnetic
yokes to monitor cracks present on the surface of the steel, they can also be used without
these yokes to monitor the magnetic permeability in given surface areas of the steel under
test, having a size in the order of the size of the AMR sensor.

The main principle of operation is the following: suppose that the steel under test
has a residual stress on its surface. If this material is positive magnetostrictive in the
direction of measurement and has a tensile stress field in this direction, then its permeability
increases [24]. Bearing in mind that the Earth’s field is parallel to the surface of the steel
and having such a local permeability increase, the Earth’s field (magnetic lines) penetrates
the steel under test in the region of the increased permeability. Earth’s field has three
components: Hx corresponding to the in-plane direction along measurement (X-axis), Hy

corresponding to the in-plane direction orthogonal to the measurement axis (Y-axis) and
Hz corresponding to the direction vertical to the plane of measurement (Z-axis). Then, Hz

will decrease (the Z-axis is considered positive for amplitudes from the surface of the steel
under test upwards) and therefore Hx will slightly decrease, because the magnetic lines of
the X-axis are trapped inside the steel. Consequently, the Hy will slightly increase, because
it has to behave the opposite of the X-axis, because the sign of magnetostriction should be
opposite to the sign of magnetostriction of the X-axis [25].

If the steel is positive magnetostrictive in the direction of measurement and has a
compressive stress field in this direction, then its permeability decreases. Thus, following
the same analysis as above, Hz will increase and therefore Hx will slightly increase, while
Hy will slightly decrease. If the steel is negative magnetostrictive in the direction of
measurement and has a tensile stress field in this direction, then its permeability decreases.
Following the same analysis as above, Hz will increase and therefore Hx will slightly
increase, while Hy will slightly decrease. If the steel is negative magnetostrictive in the
direction of measurement and has a compressive stress field in this direction, then its
permeability increases. Thus, Hz will decrease and therefore Hx will slightly decrease,
while Hy will slightly increase. All these are depicted in Table 1. A schematic describing
this process is illustrated in Figure 11.

Figure 11. Representation of the magnetic lines of Earth’s field for tensile and compressive stresses in
positive magnetostrictive steels. The opposite behavior occurs in negative magnetostrictive materials.
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Table 1. Change of permeability and AMR sensor response due to stresses and magnetostriction.

λ σ μ Hz Hx Hy

+ + ↑ ↓↓ ↓ ↑
+ − ↓ ↑↑ ↑ ↓
− + ↓ ↑↑ ↑ ↓
− − ↑ ↓↓ ↓ ↑

A critical issue arising from this analysis is how to distinguish positive and negative
magnetostrictive materials in known and unknown steel grades in order to select the
proper sign of residual stresses at the area of measurement. Regardless of the steel grade, a
magnetostriction constant is not universally either positive or negative. It may be positive
or negative in given crystallographic directions, but it is also dependent on the amount of
magnetostriction in given coordinates: in case λx in the X-axis is positive at a given region,
then λy in the Y-axis is negative in most cases at the same region. Until now, this issue has
remained unsolved, and there is ongoing research in order to find a solution. However,
since the gradient of stress is the important parameter, one should count on the absolute
value of stress which appears to be symmetric with respect to the Y-axis of the MASC curve.
Therefore, AMR scanning may provide the absolute value of stress along the measurement,
which tells about the stress gradient. Apart from that, the areas of severe probability of
suffering a nano-crack generation are those demonstrating a gradient from one sign of
stress to another, when stresses are close to the yield point of the steel under test. Therefore,
the absolute stress value and the gradient stress are the two decisive parameters for the
determination of the position of crack initiation.

The AMR sensor used in our group is the ST microelectronics LSM30-3D sensor. It has
been selected due to the sensitivity of 1 nTHz−1/2, the three-dimensional measurement of
field and the ambient temperature sensor hosted on the integrated circuit, which is vital
for more precise measurements. Two types of AMR sensors have been developed, one
with a biasing permanent magnet and another one without permanent magnet yoke. A
typical response of the AMR sensor on non-oriented electric steel which suffered induction
heating and consequent quenching, therefore giving rise to residual stresses and strains, is
illustrated in Figure 12. In this response, the coincidence of the sign of the AMR response in
X and Z axes can be seen, as well as the opposite sign in the Y-axis direction. This response
refers to the AMR sensor with the permanent magnet yoke. The same response without the
yoke is illustrated in Figure 12 demonstrating better sensitivity, allowing for the monitoring
of smaller residual stresses present along the length of the measurement.

In case the AMR sensor needs a lift-off for measurement, like a (non-magnetic) coating,
a time-of-flight sensor, either ultrasonic or laser, can be used in order to correct the readout
response. Otherwise, concerning naked steels under test, the polymeric sensor packaging
is attaching the steel under test, taking into account the precise distance between the AMR
sensor and the outer part of the sensor packaging, which is 0.5 mm ± 0.01 mm. The
excitation and detection electronics are driven by the ESP32 microcontroller, used in all
our Hall and AMR sensors arrangements. The main advantage of the AMR sensor is the
ability to monitor three-dimensional fields with a sensitivity better than the Hall sensor.
Another advantage of the AMR sensor is the fast measurement, less than 1 ms, including
the time needed for the microcontroller. Bearing in mind the size of the AMR sensor being
0.1 mm × 0.1 mm, similar to the Hall sensor, it can scan surfaces as fast as the Hall sensor.
The power consumption is also similar to the Hall sensor, with the most amount of power
required for the microcontroller. This way, the AMR sensor can also be used in harsh
environments as with the Hall sensor, provided that both pass the specific anti-explosive
ATEX requirements.
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Figure 12. The AMR sensor used with biasing permanent magnet yoke, able to show the changes of
field in the X, Y and Z axes, demonstrating the presence of stresses in a non-oriented steel after local
induction heating and consequent quenching. Top: The sensing element from ST microelectronics,
together with its packaging on top of a non-oriented steel. Bottom: Response of the field change on
the three directions X, Y and Z.

Magnetic field sensors can in general be used for such measurements, like GMR [26],
TMR [27], Spin Valves [28], and GMI [29–32] sensors. All these sensors can take the place
of AMR sensors with similar results. Furthermore, other types of magnetic sensors can
also be employed with the possibility of measuring residual stresses [33–35], using the
magnetoelastic coupling theory [36,37].

Bearing in mind the advantages of the AMR sensor with respect to the rest of the
sensors, we have provided the dependence of the magnetic component Hz on the residual
stresses in two different types of steels, namely non-oriented electric steel and 42CrMo4
steel grade, which is suitable for maritime applications. The two samples have been
prepared by using localized RF induction heating and consequent quenching in water. The
samples were measured in three different lines across the area of heating and quenching.
The results are given in Figure 13, illustrating a sigmoid response, reaching values of
residual stresses closer to the yield point with respect to the stress values obtained with the
autogenous welding process.
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Figure 13. MASC curves of non-oriented electric steel (left) and 42CrMo4 maritime steel grade (right),
using RF induction heating and consequent quenching.

7. Discussion

The four different families of instruments and sensors, able to measure and monitor
the differential magnetic permeability of steels, are important in the steel industry, in both
production and manufacturing, as well as in structural and operational steel applications.
At first, the single sheet tester (SST) arrangement is useful for quality control laboratories
in the steel industry. As an example, our SST instrument has been used in the quality
control laboratory of Corinth Pipe Works (CPW) in Greece to monitor the ductile to brittle
transition temperature (DBTT) in magnetic steels for pipeline manufacturing. The classic
method of monitoring such transition temperature is to drop a weight from a distance
and determine the energy required for breaking the steel. CPW accepted the use of our
magnetic technology in their factory to monitor the permeability of such samples. Indeed,
the experimental set-up was developed the quality control facilities of CPW, to compare
the magnetic technique with the classical, standardized response of the drop weight facility
of the factory. Next to this drop weight instrument, there is a cooling pool to drop the
temperature of the steel under test. As soon as the temperature reaches the required level,
the piece of steel is transferred quickly from the cooling pool to the drop weight instrument
to drop the weight and then to determine the energy required for breaking the steel sample.
As soon as the temperature of the steel is below DBTT, the breaking energy decreases. The
SST instrumentation was set next to the above-mentioned cooling pool, and the magnetic
permeability of the steel under test was determined at each temperature level. Figure 14
illustrates the set-up and the achieved results. According to these results, the ductile to
brittle transition temperature window was within the region measured by the standard
method. However, the time required to determine DBTT in one sample using the standard
method is more than 8 h, while the magnetic method requires no more than 10 min for one
sample, without any kind of special and laborious sample preparation. This application
of the permeability sensors to determine DBTT, as well as to predict the crack initiation of
magnetic steels are the two examples according to which the sensors and the methodology
of using them to predict the crack initiation are clear indications of the superiority of these
sensors with respect to the current state of the art.

The electromagnetic yoke has been used for the same reason, i.e., quality control pro-
cedures in testing magnetic steels, before the development of our low-power-consumption
Hall and AMR sensors.

As already mentioned in previous chapters, there are two parameters affecting the
performance of the permeability sensors. The first is the lift-off effect, causing uncertainties
in measurements: an increase of the lift-off results in a decreased amplitude of the under-
determination magnetic permeability, illustrating an incorrect amount of residual strain
and stress at the area of measurement, according to the sigmoid response of the MASC
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curves presented in Section 2. The second is the ambient temperature during measurement.
The dependence of permeability on temperature is more or less decreasing and parabolic.
Permeability decreases with temperature, affecting the determination of residual stresses
on the under-test steel too. The response of all permeability sensors is independent of
the specific and mentioned application, like energy, transportation, oil and gas, steel
structures, etc. The only parameters affecting their response are the lift-off effect and
ambient temperature.

Figure 14. The SST of our lab used for the DBTT determination. Top left: the SST of our lab (behind
SST a part of the standard Drop Weight test can be seen). Top right: the cooling pool where the
electro-mechanical part of the SST instrument was firmly set. Bottom right: manual measurement of
temperature for security reasons. Bottom left: comparison of the magnetic measurements with the
drop weight tests. The agreement between the two methods can be seen.

The steel applications foreseen by our laboratory are many and different. Apart
from steel manufacturers (namely pipeline, shipyards, steel coil producers, heat exchanger
manufacturers, etc.) where the inspection of the incoming raw materials and the final
product are needed, the steel end-users that need such measurements are divided into five
main categories:

• Transportation, namely on-board stress tests in ships, railways and train wagons, as
well as electric steels for the largely developing industry of electric motors for e-motion
applications, etc.

• Energy, namely heat exchangers in several energy production activities, test of domes
in nuclear stations, tests of the carrying steel bar in underwater current transmis-
sion, etc.
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• Oil and gas, namely quality control of the front-end tools to cut the ores, tests in vessels
under pressure and pipelines of refineries, oil and gas transmission pipelines, etc.

• Several steel structures, like steel bridges, metallic buildings, special facilities like the
27 km ring and the foreseen 100 km new ring at CERN, etc.

The comparison of the four different families of sensors is depicted in Table 2, allowing
for the determination of the advantages and disadvantages of each one. The Hall and AMR
sensors can be used in harsh environments, like oil and gas transmission lines, vessels
under pressure, etc., during operation and not only in the shut-down periods. Of course, it
is impossible for them to be used in neutron fluence environments, like in nuclear stations.
For this particular reason, new types of Hall and AMR sensors should be developed,
made of semiconductors able to withstand high energies. Examples of these materials are
the garnets that have been extensively used in space applications, having proven their
resistance in high-energy particles. Apart from that, the AMR sensor can be used to develop
a pen-like sensor for some specific applications: for example, surveyors in ships, energy
stations, oil and gas applications and other steel structures may have such a pen, calibrated
against residual stresses and strains, transferring data to their cell phone or tablet or laptop
in order to see by their own eyes the validity of measurements and evaluate the quality
control procedures, based on our magnetic steel health-monitoring technology.

Table 2. Comparison of the four families of permeability sensors.

Characteristics
Sensors

Use in
the Field

Consumption
(W)

Speed of Tests
(mm/s)

Sensitivity
(ppm)

Uncertainty
(%)

Cost of Use
(k€)

SST No >100 0.01 10 0.1 50–180
EMY Yes >50 0.01 100 0.5 30–60
Hall Yes ~0.05 100 1000 ±2 0.5–1
AMR Yes ~0.05 100 1000 ±1 0.5–1

Another important issue is the development of technology for the structural health
monitoring of non-magnetic ferrous steels, like the austenitic 304, 316, 316L and 316LN
steel grades. In fact, all these steels are non-magnetic until the end of their life: as soon as
they suffer the development of nano-cracks, they undergo a phase transformation from
austenitic to martensitic phase, which is magnetic. To demonstrate a feeling on such phase
transformation, one can think of the following experiment: cutting an austenitic steel
without cooling results in a magnetic layer at the vicinity of cutting, which corresponds
to the martensitic phase. Thus, the measurement of a small magnetic substance, by the
Hall or the AMR sensor, is an indication of the beginning of the end of life of the austenitic
steel. As the sensitivity of the AMR sensor is superior to the Hall sensor, it is very logical
to use AMR sensors for the austenitic steel health monitoring. Bearing in mind the vast
amount of applications of austenitic steels, our team has initiated work in this subject,
mainly targeting applications in ITER, south France.

One of the most significant future outcomes of magnetic steel health monitoring is
the remaining lifetime prediction, based on the monitoring of the differential permeability
change with time. The most straightforward method to foresee the position and the time
of failure of such a steel grade is the projection of a continuous time-dependent function
towards the yield point of the steel. The time-based projection is separated into micro-time,
mid-time and macro-time functions of permeability change, representing the accumulation
of residual and hydraulic stresses. For example, a sudden and short approach to the yield
point due to a high hydraulic stress is not necessarily the preamble of a steel failure: if it
happened once and then the magnetic properties are changing slightly, the steel in question
does not suffer possible failure. Instead, a stress gradient changing from −20% up to 20%
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of the yield point in a space of a few mm will result in steel failure, in a time window
determined by the projection of the actual data toward the yield point. Another approach
apart from following a continuous projection of the magnetic permeability towards the
yield point is the realization of high and low cycle fatigue studies (i.e., fatigue studies less
or higher than the yield stress point, respectively), to have the experimental evidence of the
permeability levels approaching the yield point.

Having determined the position and the time window for the steel failure, we are
also able to fix the issue of residual stress by using a localized heat induction treatment.
Transmitting a sinusoidal current at a frequency bandwidth from 10 to 30 kHz and a
current amplitude in the order of 30 A results in eddy currents in the near-surface of
the sample. Bearing in mind the low thermal conductivity of steel, it is expected that a
temperature profile, with maximum temperature below one-third of the melting point of
the corresponding steel grade, provides stress annihilation.

Future work includes experiments under low and high cycle fatigue under various
thermodynamic and electromagnetic conditions.

The presented sensors and the technology to provide the correlation of the sensor
response with the actual residual stresses in the tested steels is the basis, i.e., the working
documents of the Quality Management System of our laboratory, towards its accreditation
according to the ISO 17025 Standard.

8. Conclusions

In this work, after presenting the dependence of magnetic properties, like MBN and
differential magnetic permeability, on residual stresses, the sensors measuring magnetic
permeability were presented. These sensors are suitable for laboratory use, like the single
sheet tester instrument or the electromagnetic yoke, as well as for in-field measurements,
like sensors based on the Hall effect and the AMR principle. The advantages and disadvan-
tages of these sensors have been discussed, offering applications in steel manufacturing
and corresponding use in steel structures.
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Abstract: Multilayered [Cu(3 nm)/FeNi(100 nm)]5/Cu(150 nm)/FeNi(10 nm)/Cu(150 nm)/
FeNi(10 nm)/Cu(150 nm)/[Cu(3 nm)/FeNi(100 nm)]5 structures were obtained by using the mag-
netron sputtering technique in the external in-plane magnetic field. From these, multilayer magne-
toimpedance elements were fabricated in the shape of elongated stripes using the lift-off lithographic
process. In order to obtain maximum magnetoimpedance (MI) sensitivity with respect to the external
magnetic field, the short side of the rectangular element was oriented along the direction of the
technological magnetic field applied during the multilayered structure deposition. MI sensitivity
was defined as the change of the total impedance or its real part per unit of the magnetic field. The
design of the elements (multilayered structure, shape of the element, etc.) contributed to the dynamic
and static magnetic properties. The magnetostatic properties of the MI elements, including analysis
of the magnetic domain structure, indicated the crucial importance of magnetostatic interactions
between FeNi magnetic layers in the analyzed [Cu(3 nm)/FeNi(100 nm)]5 multilayers. In addition,
the uniformity of the magnetic parameters was defined by the advanced technique of the local
measurements of the ferromagnetic resonance field. Dynamic methods allowed investigation of the
elements at different thicknesses by varying the frequency of the electromagnetic excitation. The
maximum sensitivity of 40%/Oe with respect to the applied field in the range of the fields of 3 Oe to
5 Oe is promising for different applications.

Keywords: magnetic multilayers; permalloy; magnetic properties; magnetic domains; magnetostatic
interactions; ferromagnetic resonance; magnetoimpedance; magnetic field sensors

1. Introduction

Magnetic soft multilayered structures are relevant in numerous technological applica-
tions. Modern electronics are developing in the direction of patterned multilayered films
with different shaped electronic components [1–4]. One of the perspective applications is
the fabrication of sensitive elements for detecting small magnetic fields up to the signals
corresponding to the stray fields of magnetic labels or biomagnetic signals from living
systems [5–8]. Magnetoimpedance (MI) is one of the most promising effects on which
sensitive magnetic detectors can be based. Its advantage is its highest sensitivity with
respect to external applied magnetic fields observed in a low field in the order of a few
Oersted at room temperature [9–12].

The MI effect is the change of the ferromagnetic conductor impedance (Z) when high-
frequency current flows through it and an external magnetic field is applied. This is a
classical electrodynamic effect related to the dependence of the skin penetration depth (δ) on
the dynamic magnetic permeability (μ) [13,14]. The skin penetration depth can be estimated
as δ = (πfσμ)−0.5, where f is the driving current frequency, and σ is the conductivity of
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the material. As can be seen, frequency is a significant parameter; the lower frequency is
more acceptable for technical applications. On the other hand, low frequency leads to a
higher skin penetration depth; consequently, the thickness of the material should be higher.
A high sensitivity of MI elements is observed for a frequency of the order of tens of MHz at
a thickness of about half of the micron of the magnetic layers.

Permalloy (Fe20Ni80) is a magnetically soft material used in most sensor applica-
tions [14–17]. However, at a thickness of about 100 nm transition, an in “transcritical”
state is observed. This state of permalloy is characterized by an increase in the coercivity
Hc and particular features of the shape of the magnetic hysteresis loop, stripe magnetic
domains formation, and appearance of “rotational anisotropy” [18,19]. To avoid this effect,
the concept of nanostructuring was proposed [18–20]. Nanostructuring is the separation
of magnetic layers of permalloy by a conductive material [21,22]. Copper is frequently a
useful material due to availability, high conductivity, and ease of etching in the course of
the standard techniques of electronic component production. The thickness of the cooper
spacers in MI multilayered structures has been analyzed previously and, for the present
studies, we just took into account existing references [19–23]. However, the analysis of
magnetostatic interactions between magnetic FeNi layers in [Cu(3 nm)/FeNi(100 nm)]5
multilayered structures is absent in the literature.

Based on a previous research, reports of high magnetoimpedance effects are observed
in symmetric structures, with two layers of [Cu(3 nm)/FeNi(100 nm)]5 separated by 500 nm
Cu [22–24]. The MI element requires a stripe shape for measurements in “microstripe” lines
and induced magnetic anisotropy perpendicular to the short side of the stripe. In this case,
the highest magnetoimpedance is observed when a high frequency current and magnetic
field are directed along the long side of the element [24,25]. Although magnetoimpedance
is high for this type of structure, it is still lower in comparison with theoretical predictions.
One reason for the low MI effect is the inhomogeneity of the magnetic properties in the FeNi
layers, i.e., the magnetic anisotropy field, the dispersion of induced magnetic anisotropy
axes, and magnetization. Also, other complicated contributions (for instance, magnetostatic
interactions between magnetic layers) can be essential. The asymmetry of the magnetic
properties of the magnetic layers is due to a long deposition time and the presence of
a thick Cu layer in the middle. Previously [26], we have shown that a 0.5 μm thick Cu
lead has a rather high average grain size up to 50 nm in comparison with the typical size
of 12–25 nm for a thin FeNi film of 100 nm. The grain size and texture of the Cu lead
usually contribute to the structural peculiarities of the FeNi layer immediately above the
Cu lead and, consequently, to the properties of the other layers of the top multilayered
structure. As a result, the structure and the magnetic properties of the top and bottom
multilayers differ from each other and the asymmetry of their properties become reflected
in the decrease in MI. In a previous work [27], we suggested that the problem of magnetic
property asymmetries related to thick Cu leads [26] can be partially solved using the
nanostructuring of FeNi layers by Cu sublayers. However, this complex technological step
requires further investigation.

Understanding magnetic properties with inhomogeneities like multilayered structures
is an actual task. Static methods such as vibrating sample magnetometry (VSM) and Kerr
microscopy give signals from a whole sample or a thin surface area (about 20 nm for a
Kerr microscope). Indirect dynamic magnetic methods such as ferromagnetic resonance
(FMR) and MI effect related to dynamic magnetic permeability allow set investigation
thickness (skin penetration depth) by variation of frequency. Resonance spectra for FMR
are analyzed by widely used Sul–Smith equations [28,29], while, for MI effects, a more
complicated system using the Landau–Lifshitz equation with special boundary conditions
is calculated [30–32]. These theoretical approximations estimate magnetic anisotropy fields,
dispersion of induced magnetic anisotropy axes, magnetization, etc.

The measurements of the impedance Z and its active (R) and reactive (X) components
(Z(f) = R(f) − iX(f)) were widely discussed in the literature [33,34]. However, for practical
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applications in certain conditions devices with active part R control working principle may
have an advantage [35].

In this work, FeNi/Cu-based multilayered MI rectangular elements separated by Cu
lead were obtained by a standard lift-off lithographic process. Elements were investigated
by static (VSM, Kerr microscopy) and dynamic (FMR, MI effect) methods in order to
estimate magnetic anisotropy field, dispersion of induced magnetic anisotropy axes, and
magnetization at different thicknesses, revealing the crucial role of the magnetostatic
interactions between FeNi layers in [Cu(3 nm)/FeNi(100 nm)]5 multilayered structures.

2. Experiment

Multilayered [Cu(3 nm)/FeNi(100 nm)]5/Cu(150 nm)/FeNi(10 nm)/Cu(150 nm)/
FeNi(10 nm)/Cu(150 nm)/[Cu(3 nm)/FeNi(100 nm)]5 MI elements were obtained by dc
magnetron sputtering onto Corning glass substrates at room temperature. Parameters of
deposition were next, with a background pressure of 3 × 10−7 mbar and a working argon
pressure of 3.8 × 10−3 mbar. The thickness of the layers was defined by the deposition
time using previously calibrated rates. For fabrication, a batch of the magnetoimpedance
sensitive elements of a standard optical lift-off lithography was employed [36]. The ob-
tained magnetoimpedance elements were configured with an open magnetic flux [26], i.e.,
the rectangular elements consisted of a number of layers of the same width and length
(0.5 mm × 10.0 mm) organized as a vertical structure (Figure 1a).

 

 

(a) (b) 

Figure 1. Scheme of multilayered [Cu(3 nm)/FeNi(100 nm)]5/Cu (150 nm)/[FeNi (3 nm)/
Cu(150 nm)/[FeNi (3 nm)/Cu(150 nm)/[FeNi(100 nm)/Cu(3 nm) ]5 element in magnetoimpedance
geometry. Ht—direction of the application of technological magnetic field during multilayered
structure deposition. Iac—direction of the flow of the high frequency not alternating current during
magnetoimpedance applications. Note that the structures are shown in their real scale (a). Photograph
of 1–6 lithographic MI element arrangements; l is a length of 10 mm (b).

Two batches of twelve elements (batch I and batch II) were arbitrarily selected for char-
acterization by different techniques. Therefore, the denomination of the elements included
the batch number (I or II), and position (from 1 to 6) (Figure 1b). MI element thicknesses
for magnetic properties estimation were measured by sharp step and analyzed with a
Dektak 150 stylus profilometer (Veeco, Somerset, NJ, USA). The thickness of all samples
was (1.20 ± 0.04) μm. During the deposition process, an in-plane constant technological
magnetic field Ht = 100 Oe was applied along the short side of the MI elements in order to
induce a transverse uniaxial in-plane magnetic anisotropy.

Static magnetic properties measurements were carried out by the means of a 7407 VSM
vibrating sample magnetometer (Lake Shore Cryotronics, London, UK) and a magneto-
optical Kerr effect (MOKE) using a specialized optical microscope Evico (Evico, Dresden,
Germany). The latter equipment was also used for the magnetic domain structure observa-
tion in different external magnetic fields applied in the plane of the MI element.

A rectangular multilayered MI sensitive element was placed into a “microstripe” line,
which was contacted by highly conductive silver painting on the short sides. A uniform
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constant external magnetic field (H) up to 100 Oe was created by a pair of Helmholtz coils.
It was applied along the long side of the rectangular element and therefore the longitudinal
magnetoimpedance configuration was employed. The alternating current flowed parallel
to the external magnetic field, providing the highest sensitivity of the MI ratio.

The total impedance was measured by a network analyzer (Agilent E8358A) in a
frequency range of 0.1–400 MHz, with 1 mA amplitude of the excitation current across
the multilayered element. The calibration and mathematical subtraction of the test fixture
contribution procedures were performed in accordance with previously well-described
procedures. The MI ratio and MI ratio sensitivity for the resistive component of impedance
were calculated as follows:

ΔR/R(H) =
R(H)− R(Hmax)

R(Hmax)
·100% (1)

where R(H) and R(Hmax) are the resistances corresponding to the external magnetic fields
H and Hmax, respectively. The magnetic field sensitivity of the MI ratio, i.e., the change
of the real component of the impedance ratio per unit of the external magnetic field, was
determined by the following expression:

s(ΔR/R) =
ΔR/R

ΔH
(2)

where ΔH = 0.1 Oe is the increment for an external magnetic field.
The ferromagnetic resonance (FMR) of the MI multilayered structures was studied

on the basis of the measurements of absorption spectra by a home-made scanning FMR
spectrometer (Kirensky Institute of Physics, Krasnoyarsk, Russia) using a microstrip res-
onator with a hole 0.8 mm in diameter [37]. This means that high frequency properties
were measured from the local area of about 1 mm in diameter. FMR spectra were measured
at a fixed frequency 1.3 GHz and at room temperature. The measurements were carried out
with the direction of the external constant magnetic field Hc hanging in the film plane, i.e.,
in in-plane configuration (the angle between the magnetization M and the applied constant
field was variable) (Figure 2).

Figure 2. Scheme of FMR measurements. Here, M is the magnetization vector, H is an external
constant magnetic field, and h is a microwave rf field. For definition of all angles, see also the
main text.

In all configurations, the radio frequency alternating magnetic field (ac) magnetic field
h was perpendicular to the external constant magnetic field, i.e., h~⊥ H. The longitudinal
MI effect employed in this work (according to the literature it is the most useful config-
uration for applications) also dealt with the same configuration of the external magnetic
field and the direction of the flow of the alternating current. FMR is an indirect method for
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determining the magnetic characteristic of magnetic thin film. It is based on the investiga-
tion of resonance field depending on the angle at the in-plane (θH = 90◦) or out-of-plane
(ϕH = const) configuration.

The resonance field at fixed θH and ϕH angles for homogeneous film could be defined
by an equation of motion of magnetization:

(
ω

γ

)2
=

1
Me f f

2·sin2(θ)
·
(
∂2E
∂θ2 ·

∂2E
∂ϕ2 −

(
∂2E
∂ϕ∂θ

)2)
(3)

Taking into account the magnetization equilibrium state [27–29].

∂E
∂ϕ

=
∂E
∂θ

= 0 (4)

where γ = 1.758 × 107 Hz/Oe is the gyromagnetic ratio; ω is the resonance frequency; E is
the free energy density. The equation of free energy density includes the following: EH is
the energy of Zeeman; Enz is the demagnetization field perpendicular to the plane; Eu is the
induced uniaxial magnetic anisotropy in-plane (Ku = Ha × Meff/2); Enxy is the energy of
demagnetization in-plane of the film [38–40].

E = EH + Enz + Eu + Enxy
EH = −Me f f ·H·(sin(θ)·sin(θH)·cos(ϕ− ϕH) + cos (θ)· cos(θH))

Enz =
Nz
2 ·Me f f

2·cos2(θ)

Eu = −Ku·sin2(θ)·cos2(ϕ− ϕ0)

Enxy =
Me f f

2

2 (Nx·cos2(ϕ) + Ny·sin2(ϕ))·sin2(θ)

(5)

where θ is theangle between the z-axis and magnetization; θH is the angle between the
z-axis and the external magnetic field; H is the external magnetic field; Meff is the effective
magnetization; ϕ is the angle between the x-axis and magnetization; ϕH is the angle
between the x-axis and the external magnetic field; ϕ0 is the angle between the x-axis and
the magnetic anisotropy axes; Nx, Ny, and Nz are the demagnetization factors; Ku is the
constant of induced uniaxial magnetic anisotropy (Ku = Ha × Meff/2).

In this work, the in-plane configuration of FMR (θH = 90◦) was measured. Therefore,
the equilibrium direction of magnetization lay in-plane (θ = 90◦) due to the influence of the
demagnetization field being perpendicular to the plane. Varied parameters were effective
magnetization Meff and magnetic anisotropy field Ha. The parameters Meff and Ha were
varied until the experimental curve matched the approximation curve with an accuracy
of 5% or less. Local measurements of ferromagnetic resonance field were made using a
homemade scanning FMR spectrometer and a microstrip resonator with a hole 0.8 mm in
diameter. This device allowed to measure the heterogeneities of the magnetic properties
along the long side of MI elements.

The measurements of MI effects and FMR spectra were carried out at a high frequency,
so it was important to take into account skin effect. The advantage of skin effect for
magnetodynamic methods is the opportunity to measure magnetic properties of a local
area of the sample with a thickness equal to the skin depth. Skin penetration depth can be
estimated by Equation [41]:

δ = c ·
√

1
4π2· f ·μ( f )·σ (6)

where σ is the conductivity, f is the current frequency, μ(f ) is the transverse magnetic
permeability at resonance frequency, and c is the speed of light.

Let us estimate the skin penetration depth for frequencies at which measurements
were carried out. For this, evaluate transverse magnetic permeability for MI elements
investigated in this paper (6): effective magnetization Meff = 750 G, thickness d = 1 μm,
permalloy conductivity σ = 3 × 1016 s−1, Gilbert damping parameter κ = 0.02, magnetic
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anisotropy field Ha = 7 Oe, ψ -deviation of the magnetic anisotropy axis from the transverse
direction [31].

μ = 1 +
γ4πMe f f

(
γ4πMe f f +ω1 − iκω

)
sin2θ(

γ4πMe f f +ω1 − iκω
)
(ω2 − iκω)−ω2

, (7)

ω1 = γ
[

Hacos2(θ − ψ) + Hsinθ
]

ω2 = γ[Hacos(2(θ − ψ)) + Hsinθ]

Hasin(θ − ψ)cos(θ − ψ) = Hcosθ

In the case of the MI effect, when the frequency of the current changes from 100 MHz
to 400 MHz, the minimum skin depth varies from 600 nm to 300 nm and is observed in the
field of magnetic anisotropy Ha = 7 Oe. With a further increase in frequency to 1.3 GHz in
the case of FMR, the skin penetration depth in the resonance field from 15 Oe to 30 Oe is
about 200 nm. Since, at the measurements of the MI effect and FMR, the penetration of the
exciting electromagnetic field occurs from two surfaces of multilayered element structures,
the signal actually comes from a thickness equal to twice the skin penetration depth.

3. Results and Discussion

3.1. Static Magnetic Properties

Static magnetic properties were investigated by a VSM magnetometer and a magneto-
optical Kerr microscope. The VSM magnetometer allowed to investigate the magnetic
properties of the whole sample, including quantitative estimates of magnetization. The
Kerr microscopy was associated with the properties of the surface layer in the case of FeNi
and visualized the magnetic domain structure.

According to the VSM magnetic hysteresis loops, the MI elements had the coercive
force value of about Hc = 1 Oe, and the anisotropy field was estimated as a field close to
saturation Ha = 5 Oe. Although, during the deposition the technical magnetic field was
applied along the short side of the elements, the easy magnetization axis (EMA) was along
long side of the element. This behavior related to the shape anisotropy, which created an
additional demagnetizing field directed along the short side of the MI elements. However,
the axis of uniaxial magnetic anisotropy along the short side was confirmed by the Kerr
microscope, which showed that the magnetization process occurred by magnetic domain
wall displacement in this direction (Figure 3). To estimate the shape of the MI elements
for calculating the demagnetizing field, an infinitely long prism was confirmed, with a
thickness of t = 500 nm and width of w = 500 μm, for which the demagnetizing factors
were Nx = 0.027; Ny ≈ 0; Nz ≈ 12.539 (Nx, along the short side; Ny, along the long side; Nz,
perpendicular to the plane) [38,39].

This choice was due to the following factors. The length of the elements exceeded the
width by several orders of magnitude, so the demagnetizing factor along the long side could
be neglected, which corresponded to a prism with infinite length. In a multilayer structure
separated by interlayers of Cu, the demagnetizing fields would be less than in a non-
separated structure, i.e., the greater the thickness of the interlayers, the smaller these fields.
In this case, it was assumed that the magnetostatic interaction between two multilayers
separated by a thick Cu layer was negligible, and the magnetostatic interaction between the
FeNi layers in each multilayer was the same as if they were not separated by Cu interlayers.
Then, to estimate the demagnetizing fields, we could take the demagnetization factor for
a thin film with a thickness of t = 500 nm equal to the thickness of one FeNi multilayer.
It is worth noting that, for bodies of a non-ellipsoidal shape, the demagnetization factor
depended in a complex way not only on the shape but also on the magnetic properties of
the material, the magnetic state of the body, the distribution of magnetization in the sample,
and the coordinates of the observation point. Therefore, for the estimation, we considered
the state of magnetic saturation, and, by demagnetizing factor, we meant its average value
over the volume (magnetometric demagnetizing factor) [38,39]. So, the estimation for the

36



Sensors 2024, 24, 6308

demagnetization field resulted in the value of about Hd = 22 Oe for the saturation state of
the permalloy, with Ms = 820 Gs.

 
(a) (b) 

 
(c) 

Figure 3. VSM (a) and magneto-optical Kerr (b) in-plane magnetic hysteresis loops measured along
the long (red curves) and short (black curves) sides of MI elements. Magnetic domain images obtained
from both sides of the MI element A at zero magnetic field (c). Here “up” is for the measurements
increasing in the external field starting from the saturation in the maximum negative field and “down”
is for the measurements decreasing in the external field starting from the saturation in the maximum
positive external field.

The magnetization process along the long side of the MI elements according to the Kerr
microscopy occurred by magnetization rotation for the anisotropy field of about Ha = 7 Oe.
The VSM and Kerr microscopy magnetic hysteresis loops for magnetization along the long
side were similar. Thus, the magnetization processes mainly occurring by magnetization
rotation were very close for the surface layer and the whole sample (Figure 3a,b, “red”).
However, the magnetization process along the short side of the MI element was different
for the whole sample (Figure 3a, “black”) and the surface layer (Figure 3b, “black”), which
pointed out the strong effects of magnetostatic interaction between FeNi layers and shape
anisotropy.

First of all, at H = 0 Oe, according to the VSM measurements, the whole element
had zero magnetization. However, according to the Kerr microscopy data, the individual
magnetic FeNi layer was close to magnetic saturation along the short side (Figure 3a,b,
“black”). This was possibly due to the “antiparallel” ordering of magnetic moments in the
adjacent FeNi layers leading to a closed magnetic flux state.

It was confirmed by the magnetic domain images of the free FeNi layer and the FeNi
layer closest to the glass substrate at zero magnetic field that they were almost magnetically
saturated having an opposite direction of magnetization (Figure 3c). The above observed
behavior indicated not only an induced magnetic anisotropy but also a magnetostatic
interaction between layers played an important role in the formation of effective transverse
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magnetic anisotropy with the axis oriented along the short side, which was necessary for
the high sensitivity of the magnetoimpedance effect. Secondly, the magnetic hysteresis
loop corresponding to the surface layer measured by Kerr microscopy had a “rectangular”
shape. However, it described a rather complex and “non-classical” magnetic hysteresis
process. Re-magnetization began when the external magnetic field was still directed along
the current magnetization vector of the layer (Figure 4a).

 
(a) 

 
(b) 

 
(c) 

Figure 4. Kerr microscopy surface magnetic hysteresis loops measured along the short side of MI
elements with the scheme of magnetization of elements: (a) magnetization from −100 Oe to 100 Oe
and back; (b) magnetization from −100 Oe to 0 Oe and back; (c) image of magnetic domains of MI
element corresponding to the external magnetic field Hext = 7 Oe. Here “up” is for the measurements
increasing in the external field starting from the saturation in the maximum negative field and
“down” is for the measurements decreasing in the external field starting from the saturation in the
maximum positive external field. Orientation of the external magnetic field is indicated by the red
arrow; orientation of the magnetization of the top layer is indicated by the black arrow; orientation of
the magnetization of the bottom layer is indicated by the blue arrow.

This feature was due to magnetic shift field Hs, which the FeNi bottom layer created
as a result of the magnetostatic interaction, which became very important in the analyzed
[Cu(3 nm)/FeNi(100 nm)]5 multilayered structure. The whole magnetization process can
be described as follows (Figure 4a). At point (1), the magnetizations of the top and bottom
FeNi layers were directed along the direction of the external magnetic field Hex. At point
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(2), when Hex became lower than Hs, the upper layer began with the re-magnetization
process. At point (3), the value of the external field Hex became sufficient in order to change
the orientation of the FeNi bottom layer, and the magnetization of the upper and bottom
layers became directed along the direction of the external field. For the opposite direction
of the external magnetic field, the above-described process was repeated, (point (4)). In the
case under consideration, the magnetic field Hex = 7 Oe at which the magnetic moment
equaled zero did not define the coercive force as for classic hysteresis; this value was close
to the value of the shift field Hs. For the measurement of the coercive force using the
magneto-optical Kerr microscopy, it was necessary to measure the magnetic hysteresis loop
without the re-magnetization of the FeNi bottom layer. Figure 4b shows such a process.
In this case, the coercivity Hc = 1 Oe had the same value as for the VSM measurements.

3.2. Dynamic Magnetic Properties

Figure 5 shows the experimental (points) and theoretical (line) dependences of the
resonance fields for the MI elements denominated by A and B. The theoretical approxima-
tion was carried out with the point that the films had magnetic anisotropy along the short
side of the elements according to the Kerr microscopy (ϕ0 = 0◦) (see also Figures 3 and 4).
Demagnetization factors were chosen as follows: Nx ≈ 0.027; Ny ≈ 0; Nz ≈ 12.539 (Nx,
along the short side; Ny, along the long side; Nz, perpendicular to the plane). In this
case, approximation could be reached for the next varied parameters (Meff and Ha), i.e.,
for element A Meff = 740 Gs, Ha = 10 Oe; for element B Meff = 780 Gs, Ha = 14 Oe. This
also confirmed the presence of induced magnetic anisotropy along the short side. The
minimum of the resonance field was observed at the direction of the field being parallel to
the long side of the element. This pointed out the dominant effect of the demagnetization
field over the induced magnetic anisotropy at the magnetic saturation state. The Effective
magnetization value was in an agreement with the values of magnetization carried out by
VSM and Kerr microscopy, but the magnetic anisotropy was higher.

If we selected the demagnetizing factor Nx = 0.022, a good approximation could be
reached for the next varied parameters (Meff and Ha), i.e., for element A Meff = 740 Gs,
Ha = 7 Oe; for element B Meff = 780 Gs, Ha= 10 Oe. So, the value of the magnetic anisotropy
field corresponded to the results of the Kerr microscopy and VSM magnetometry, while
the effective magnetization remained the same. Thus, FMR can be used to estimate the
demagnetization factor from other known quantities. The demagnetizing factor describing
the demagnetization field could be lower due to the presence of Cu layers, which decreased
the magnetostatic interaction between the FeNi layers with increasing thicknesses.

An interesting feature was observed at an angle when the external field was applied
along the short side of the element (ϕ = 180◦ ± 5◦). There was a local minimum (Figure 5b).
This complicated behavior could be explained by the following suggestions. The first
suggestion is that, at a frequency of 1.3 GHz, the resonant field of about 32 Oe was not
sufficient for magnetization saturation due to the influence of the demagnetization field
(Figure 3a, “black”). Thus, the inhomogeneity of the resonance field was present along the
element. The second suggestion is that the magnetostatic interaction between the permalloy
layers (see the explanation in Section 3.1) made an additional contribution.

As the scanning FMR spectrometer consisted of a microstrip resonator with a hole of
0.8 mm in diameter, it allowed to measure the heterogeneities of the magnetic properties
along the long side of the MI elements, with ane accuracy about the size of the hole. It can
be seen in Figure 5c that, at the edges of the elements, the values of Meff decreased and Ha
increased. It could be supposed that this behavior was connected with the complicated
distribution of the demagnetization fields at the edges.

The magnetoimpedance effect is another magnetodynamic effect connected with FMR.
The difference between them is that energy absorption does not have resonant behavior
and it is measured in the external field range near the field of saturation [42–44]. Energy
absorption is related to the resistive component of impedance. Therefore, as the next step,
we considered the real part of the MI study. The magnetoimpedance effect was measured in
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the “microstripe” line, in which the high frequency current flowed through the element. The
current created an rf-magnetic field (h) like in the FMR measurements, and the resistance
(energy absorption) was measured with the changing external static magnetic field (H). The
parameters Meff and Ha shown in Figure 5c were determined from the angular dependence
of the FMR field taken from a certain region of the MI strip element. The position for each
measurement is shown using the gray circles (Figure 6).

  
(a) (b) 

 
(c) 

Figure 5. (a) Dependence of the skin penetration depth on the value of the magnetic field at different
frequencies of the exciting electromagnetic field for the f values in the range of the experimental
studies. (b) The angular dependence of the resonant field for MI elements A and B at a frequency of
1.3 GHz. Lines 1 and 2 are theoretical calculations of Nx = 0.027 and Nx = 0.022, respectively, points of
the experiment. (c) Distribution of Ha and Meff values along the long side of MI element A.

This angular dependence was calculated using the Stoner–Wohlfarth model, an essen-
tial assumption of which is the homogeneity of magnetization, and the uniform rotation
of magnetization within the sample. For the sample as a whole, the resonance fields
(15 ÷ 32 Oe) corresponded to the saturated state of the MI strip element (see Figure 3a).
In the case of applying the external magnetic field along the long axis of the MI element,
the orientational homogeneity of magnetization was significantly disrupted near the edges
of the strip (Figure 6a, where the regions of inhomogeneous magnetization are colored
blue and pink). The deviations of Meff and Ha values near the strip edges (Figure 5c)
were exactly related to this. It was evident that the region of non-uniform magnetization
orientation extended approximately 1 mm from each edge of the stripe. For the point in the
center of the strip (from which the angular dependence shown in Figure 5b was taken), the
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magnetization could be considered uniform in the angular range φ > 10÷90 deg, but would
be non-uniform at φ = 0 ÷ 10 deg (in Figure 6b, it corresponded with the angle between the
field and the long axis of the MI element, i.e., 90 deg – φ = 80 deg). In this angular range,
the angular dependence of the resonant field (Figure 6b) exhibited a deviation from the
line corresponding to the Stoner–Wohlfarth model. In the region between the strip edges
(1 mm long), Figure 5c exhibits remarkable homogeneity of the absolute values of Meff and
Ha along the strip length. This means that, when detecting an external field by an element
of a given geometry using MI, the direction of the external field along the long axis of the
element is preferable, and the length of the element significantly exceeds the length of the
edge effect by ~1 mm.

Figure 6. Schematic representation of the geometry of local FMR measurements for MI strip element:
external magnetic field is applied along the long (a) and short (b) sides of the element. See also the
main text.

The frequency behavior of magnetoimpedance was analyzed as a frequency depen-
dence of the maximum value of the MI ratio (ΔR/Rmax) taken from ΔR/R(H) dependencies
for each frequency. For the frequency of the 253 MHz value, the maximum of the magne-
toimpedance effect was observed (Figure 7a). MI can be used as a method for the definition
of an effective magnetic anisotropy field and an effective magnetic anisotropy direction.

The magnetic anisotropy field corresponded to the maximum MI ratio in the field
dependence of the MI ratio for the real part of the impedance. The “two peaks” shape of
the MI ratio field dependence corresponded with the magnetic anisotropy along the short
side of the MI element [24]. At the frequency of 253 MHz, the magnetic anisotropy field Ha
was close to 5 Oe and was directed along the short side of the elements (Figure 7). For the
values of skin penetration depth in the range from 600 nm to 300 nm, the corresponding
frequency range was from 85 MHz to 400 MHz (Figure 5a), where the magnetic anisotropy
field was changed in the range from 5 Oe to 7 Oe (Figure 7c,d). This effect was connected
with the inhomogeneity of the magnetic anisotropy field and the dispersion of the EMA
over the volume of the elements. As the frequency increased, the skin penetration depth
decreased, and the MI signal came from a smaller area near the surface. For example,
in paper [31], theoretical calculations without the contribution of the inhomogeneity of the
magnetic anisotropy gave non-shifted MI ratio curves.

This possibly pointed out that the surface of elements had a higher magnetic anisotropy
field and dispersion of the EMA axis, which was also in accordance with the VSM measure-
ments of Ha = 5 Oe for the whole sample (signal from about one μm thickness) correspond-
ing to the MI measurements for a skin-penetration depth of 600 nm (85 MHz). From the
skin-penetration depth of 300 nm (400 MHz), the MI measurements were Ha = 7 Oe corre-
sponding to Kerr microscopy with Ha = 7 Oe, with a signal from thickness at about 20 nm
and FMR with Ha: 7 Oe (A) and 10 Oe (B) for signal corresponding to a skin-penetration
depth of 180 nm.
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(a) (b) 

 
(c) (d) 

Figure 7. Frequency dependence of maximum MI ratio for real part of the impedance ratio (a); field
dependence of MI ratio for resistance: (b,c) A, (d) B. Numbers in the legend correspond to the value
of the frequency of the exciting current.

The method of optical-lift off lithography allowed to obtain big batches of MI elements
with good repeatable properties, which is important for industrial mass production [27].
Fabricated MI elements showed a maximum MI ratio close to 130% at a frequency of
253 MHz. The maximum sensitivity of 40%/Oe at a frequency of 253 MHz in the range of
the external fields from 3 Oe to 5 Oe is quite satisfactory for different applications [45–47].
In addition, it is worth mentioning that the MI properties of the elements of the batch
(Figure 1a) were rather close to each other with an accuracy of at least 10%. This is a
reasonable result, indicating the possibility of the application of a developed fabrication
process for the mass production of MI elements under consideration.

As it mentioned above, in some cases, the operational properties for the real component
of the impedance are preferable. In our previous studies [28], the magnetoimpedance effect
was analyzed for MI elements of similar types but with a focus on total impedance variation
ΔZ/Z. The maximum MI values (ΔZ/Zmax) of the magnetoimpedance ratio was close to
105% for 169 MHz frequency, i.e., the maximum for total impedance variation was lower
in comparison with the real component changes. The maximum sensitivity of 30%/Oe
for ΔZ/Z was also lower in comparison with ΔR/R values of about 40%/Oe. Thus, real
component detection indeed may have an advantage in certain conditions.

Although we mainly considered the MI effect as a candidate for the possible sensor
application of a designed sensitive element, these data can be useful for different electronic
components where high magnetic permeability is desired. Properties of the FeNi rectangu-
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lar elements with different width-to-length ratio and permalloy components with other
geometries are currently under special interest in view of their applications as electronic
components in many modern devices designed for technological applications [48–51]. Even
more, to some extent, the obtained result can be used for the analysis of magnetostatic
interactions in more complex MI composites when size and shape effects become very
important or we are dealing with arrays of the elements [51–54].

4. Conclusions

Rectangular multilayered magnetoimpedance elements [Cu(3 nm)/FeNi(100 nm)]5/
Cu(150 nm)/FeNi(10 nm)/Cu(150 nm)/FeNi(10 nm)/Cu(150 nm)/[Cu(3 nm)/FeNi(100 nm)]5
were obtained by rf-sputtering and standard lift-off lithographic processes as batches of
12 long (0.5 × 10.0 (mm2)) elements. In MI elements, there is competition between trans-
verse magnetic anisotropy, which consist of induced magnetic anisotropy, and magneto-
static interaction between magnetic layers and longitudinal magnetic anisotropy due to
shape magnetic anisotropy.

Magnetostatic properties of MI elements including analysis of the magnetic domain
structure indicate the crucial importance of magnetostatic interactions in the analyzed
[Cu(3 nm)/FeNi(100 nm)]5 multilayered structures. Local parameters of ferromagnetic
resonance were measured along the stripe lengths, showing that the deviations of the
effective magnetization and the anisotropy field values near the strip edges are related
to the orientational inhomogeneity of the magnetization of the MI strip element (being
approximately 1 mm from each of the strip edges). The center of the strip can be considered
uniform in the angular range φ > 10◦ ÷ 90◦, but at φ = 0◦÷10◦, the angular dependence
of the resonant field exhibits a deviation from the Stoner–Wohlfarth model. In the region
between the strip edges (central 8 mm long part), remarkable homogeneity of the absolute
values of Meff and Ha along the strip length is exhibited, i.e., the detection of an external
magnetic field by an element of a given geometry, using magnetoimpedance, is preferable
along the long axis of the element, and the length of the element should significantly exceed
2 mm, corresponding with the sum of the length of the edges of the inhomogeneities.

An obtained linear MI response with respect to the external magnetic field is not near
the zero magnetic field, but has a bias effect. Previously, there were attempts to add an
antiferromagnetic material to the FeNi multilayer in order to shift the linear magnetic field
range to a near zero magnetic field [55]. However, technologically, the usage of a double
element configuration might be easier. In any case, the direction to use biasing in MI planar
systems is an interesting task to develop in the future.

The MI effect allows to investigate inhomogeneities of magnetic properties within
multilayered structures at different thicknesses by varying skin penetration depth with
current frequency. The skin penetration depth at FMR is fixed by resonance condition, but
this method provides a remarkable quantitative estimation of magnetic inhomogeneities.
The maximum sensitivity with respect to the external magnetic field being 40%/Oe at a
frequency of 253 MHz in the range of the external fields of 3 Oe to 5 Oe is quite satisfactory
for different applications, keeping in mind the advantages of active component R detection
in many electronic devices.
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Abstract: Changes in the microwave permeability of permalloy films with an increase in the film
thickness are studied. Measurement data on the evolution of microwave permeability with film
thickness are analyzed in the framework of a model for the film with a regular stripe domain structure
and out-of-plane magnetic anisotropy. A correlation between the microwave magnetic properties and
magnetic structure of permalloy films is established. It is demonstrated that the observed decrease
in the ferromagnetic resonance frequency and the static permeability with a growth in the film
thickness can ascribed to the appearance of perpendicular anisotropy and the formation of a stripe
domain structure. The calculated dependences of the ferromagnetic resonance frequency and static
permeability on the film thickness are in reasonable agreement with the measurement results. Based
on the analysis of these dependences, the domain width in the permalloy films is estimated. It is
found that for thick permalloy films, the domain width is of the order of the film thickness. The
results obtained may be useful for high-frequency applications of soft magnetic films.

Keywords: permalloy films; microwave permeability; ferromagnetic resonance; out-of-plane anisotropy;
stripe domain structure

1. Introduction

In recent decades, thin soft magnetic films have been studied extensively due to
their possible use in high-frequency applications, such as magnetic inductors [1–10], patch
antennas [7,8], micro-transformers [3], magnetoelastic sensors [2,9], tunable microwave
filters [5,6,10], electromagnetic shielding [11], etc. In these applications, high values of
microwave permeability are required. The microwave permeability of a material may be
estimated based on the static permeability μs and the ferromagnetic resonance frequency
f res. To achieve high values of the microwave permeability, both μs and f res should be as
high as possible.

For bulk magnetic materials, the product of these values is limited by the Snoek
law [12]. Soft magnetic films are promising for obtaining high microwave permeability,
since the product of the static permeability and ferromagnetic resonance frequency in
the films may exceed the Snoek limit [13–15]. For thin magnetic films, the microwave
permeability is evaluated by using the Acher parameter:

kA =
(μs − 1) f 2

res

(γ4πM0)
2 , (1)

where M0 is the saturation magnetization of the material and γ ≈ 3 GHz/kOe is the
gyromagnetic ratio.

For a uniformly magnetized film with in-plane magnetic anisotropy, kA tends to
unity. In real magnetic films, the Acher parameter may decrease (kA < 1) as a result of
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deviations from the uniform magnetic structure, in particular, due to the appearance of
out-of-plane magnetic anisotropy and a domain structure [15,16]. The model for a magnetic
film having a stripe domain structure and an arbitrary angle between the anisotropy axis
and the film plane predicts a decline in microwave permeability [17]. This prediction is in a
qualitative agreement with the results of the measurements of microwave permeability in
permalloy [18] and cobalt films [19] with different thicknesses.

Permalloy films attract much attention due to their low coercivity, high static perme-
ability and low magnetocrystalline anisotropy, resulting in high microwave permeabil-
ity [20–25]. The excellent soft magnetic properties of permalloy films are very promising
for sensors applications, in particular, for the development of giant magnetoimpedance sen-
sors [26–29]. However, out-of-plane anisotropy can appear in permalloy films in cases when
the film thickness exceeds some critical value [20,30–38]. The appearance of out-of-plane
anisotropy may be related to columnar structure formation as well as magnetocrystalline
and magnetoelastic anisotropy. The presence of out-of-plane anisotropy in a film can lead
to a transition into a transcritical state. The transcritical state is characterized by a specific
hysteresis loop (so-called transcritical loop) [39], enhanced coercivity and the formation of
a stripe domain structure in the film. As a result, the microwave permeability of a film is
significantly reduced after its transition into a transcritical state.

This paper deals with a quantitative comparison of the results predicted by the model
in [17] with measurement data for the microwave permeability of permalloy films. Based
on the microwave permeability data, changes in the magnetic structure of permalloy films
appearing with an increase in the film thickness are analyzed. It is found that the observed
decrease in the static permeability and the ferromagnetic resonance frequency is related to
the appearance of perpendicular magnetic anisotropy and formation of a stripe domain
structure in the films. The width of the domains in the films is estimated by the analysis of
the dependence of the Acher parameter on the film thickness.

2. Model

In this section, we briefly describe the main results obtained by using a previously pro-
posed model [17]. It was assumed that the film has uniaxial anisotropy, and the anisotropy
axis makes the angle ψ with the film plane. It was also assumed that the film has a regular
stripe domain structure. The motion of the domain walls was neglected. The geometry and
angles used in the model are presented schematically in Figure 1.

Figure 1. A sketch of the geometry used for analysis. A film of thickness d is in the x–y plane, and the
anisotropy axis and equilibrium magnetization vector M are in the y–z plane. The angle between the
anisotropy axis and the film plane is ψ, and the width of the domains is a.

Note that in general case, the stripe domain structure arises in films as a result of
competition between perpendicular magnetic anisotropy, exchange interactions and magne-
tostatic energy. It is well known that the stripe domain structure exists if the film thickness
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exceeds some critical value [40–42]. This means that there is no stripe domain structure in
very thin ferromagnetic films.

For films with out-of-plane anisotropy, the effect of the stripe domain structure on the
demagnetizing factor Nz in the direction transverse to the film plane is described in [43–45].

Nz =
32(1 + Q−1)

1/2

πq
×

∞

∑
j=1

1

(2j − 1)3 × 1

1 + (1 + Q−1)
1/2coth[(2j − 1)q]

(2)

Here, q = (πd/2a)(1 + Q−1)1/2; d is the film thickness; a is the domain width;
Q = Ha/4πM0; Ha is the anisotropy field. For very thin films, for which a/d >> 1, the
demagnetizing factor tends to 4π as in the case of the single-domain film. The value of Nz
decreases monotonically with the domain aspect ratio a/d, and at q >> 1, the demagnetizing
factor Nz is expressed as in [17]:

Nz ≈ 56ζ(3)
π2 × a/d

1 + (1 + Q−1)
1/2 , (3)

where ζ(3) ≈ 1.20 is the Riemann ζ function of 3.
The equilibrium magnetization angle θ with respect to the film plane was found by

minimizing the free energy that consists of anisotropy and demagnetizing energy. In
general case, the magnetization angle θ is given by

tan 2θ =
(4πQ/Nz) sin 2ψ

1 + (4πQ/Nz) cos 2ψ
. (4)

It should be noted that for soft magnetic films with relatively wide domains, where
4πQ/Nz << 1, the equilibrium magnetization angle θ is small [17]. In this case, the magne-
tization deviates slightly from the film plane, and Equation (4) is rewritten as

θ ≈ (2πQ/Nz) sin 2ψ [1 − (4πQ/Nz) cos 2ψ] (5)

The ferromagnetic resonance frequency f res was found by solving the linearized
Landau–Lifshitz–Gilbert equation. In the framework of the model, the resonance frequency
is defined as the frequency where the real part of the permeability μ’ = 1. The resonance
frequency f res depends on the anisotropy axis deviation angle ψ, the factor Q and the
domain aspect ratio a/d and is expressed as

f 2
res/(γ4πM0)

2= (Nz/4π)2 sin2 θ + Q(Nz/4π)[cos2 ψ− 2 sinψ sin θ cos(ψ− θ)]

+Q2 cos2(ψ− θ) .
(6)

For soft magnetic films, for which Q << 1, with relatively wide domains, when θ << 1,
Equation (6) is simplified as follows:

f 2
res/(γ4πM0)

2 ≈ Q cos2 ψ [(Nz/4π) + Q]. (7)

It follows from Equation (7) that the ferromagnetic resonance frequency f res decreases
monotonically with a growth in the anisotropy axis angle ψ and with a decrease in the
domain aspect ratio a/d [17].

The value of the static permeability μs is found from the general expression for
permeability at zero frequency. In general cases, the static permeability is written as

μs = 1 + (γ4πM0)
2[(Nz/4π) cos 2θ + Q cos 2(ψ− θ)]/ f 2

res. (8)

From Equations (1), (6) and (8), the Acher parameter kA is given by

kA = (Nz/4π) cos 2θ + Q cos 2(ψ− θ). (9)
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If the deviation of the equilibrium magnetization angle is small, θ << 1, the Acher
parameter is simplified as

kA ≈ (Nz/4π) + Q cos 2ψ. (10)

Since Q << 1, the Acher parameter depends slightly on the deviation of the anisotropy
axis from the film plane and is mainly governed by the domain aspect ratio a/d.

3. Experimental

Thin permalloy films with a nominal composition of Ni80Fe20 on a polyethylene tereph-
thalate (PET) substrate were obtained by DC magnetron sputtering at room temperature.
The films were sputtered under an Ar flow at 0.67 Pa pressure. A flexible substrate of
12 μm thickness was fixed on a rotating barrel-type substrate holder. The barrel height was
20 cm, while the diameter was 20 cm. A planar extended magnetron sputtering source was
used, and the sputtering power per target area was 10 W/cm2. The sputtering target-to-
substrate distance was 5 cm. The film thickness was controlled by a ZYGO New View 7300
laser interferometer.

The microwave permeability measurements were carried out in a 7/3 coaxial mea-
surement line. A scheme of the measurement setup can be found elsewhere [46,47]. For
the measurement, the strips were cut from a film and wound into a hollow cylindrical
roll. The inner and outer diameters of the wound stripes were 3 and 7 mm. The frequency
dependence of microwave permeability was measured in the range of 0.1 to 5 GHz. The
direction of the cut film stripes was chosen to obtain the maximum response in permeability,
with the easy magnetization axis being across the strip. The microwave permeability was
measured in the absence of an external magnetic field.

4. Results and Discussion

The measured frequency dependence of microwave permeability for permalloy films
with different thicknesses is shown in Figure 2. It follows from Figure 2 that both the
static permeability μs and ferromagnetic resonance frequency f res drop sharply if the film
thickness exceeds 220 nm. Note that the static permeability was obtained by approximating
the experimental data on the real part of the permeability to the low frequency range. The
resonance frequency decreases from 1.7 to 0.6 GHz when the film thickness increases from
80 to 1760 nm. The static permeability drops by a factor of four with an increase in the film
thickness. A decrease in both the resonance frequency and static permeability leads to a
significant decline in the Acher parameter given by Equation (1).

 
(a) (b) 

Figure 2. The measured real (a) and imaginary (b) parts of microwave permeability versus frequency
at different values of film thickness d.
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A qualitative explanation for the observed evolution of the ferromagnetic resonance
frequency and static permeability with the thickness of permalloy film is as follows. For
a film with a thickness of 80 nm, the anisotropy axis is located in the film plane. With
an increase in the film thickness, the anisotropy axis deviates from the film plane, and
perpendicular anisotropy appears. An increase in perpendicular magnetic anisotropy may
be related to columnar microstructure formation and a magnetoelastic effect [37]. A growth
in perpendicular anisotropy and a corresponding increase in the anisotropy axis angle
ψ lead to a decrease in the ferromagnetic resonance frequency f res in accordance with
Equation (7). It should be noted that the appearance of perpendicular magnetic anisotropy
is confirmed by the observed transition to transcritical hysteresis loops in thick permalloy
films [18].

Furthermore, an increase in the film thickness is accompanied by a decrease in the
static permeability (see Figure 2). This indicates that the in-plane anisotropy field also
increases with the film thickness. A change in in-plane anisotropy may be related to the
magnetoelastic effect, which contributes greatly to the measured microwave permeability
of the films [47]. Note that although the magnetostriction constant in Ni80Fe20 alloy has a
low value [48], the presence of magnetoelastic effects in Ni80Fe20 thin films obtained by DC
magnetron sputtering was reported previously [18,37]. An increase in in-plane anisotropy
was also observed in hysteresis loops [18]. An analysis of changes in internal stresses in
permalloy films leading to an increase in anisotropy is beyond the scope of this paper.
However, it should be noted that the magnetoelastic origin of the increase in anisotropy is
confirmed by data on microwave permeability obtained for amorphous films with very
low magnetostriction [49]. In these films, a decrease in the microwave permeability was
not observed even for relatively thick films due to a low magnetoelastic effect. For further
analysis, we introduce the in-plane Hin and perpendicular Hper anisotropy fields. Taking
into account that θ << 1, these fields can be expressed in terms of the effective anisotropy
field Ha and the anisotropy axis angle ψ:

Hin = Ha cosψ cos(θ − ψ) ≈ Ha cos2 ψ, (11)

Hper = Ha sinψ cos(θ − ψ) ≈ Ha sinψ cosψ. (12)

Figure 3 shows the values of the anisotropy axis angle ψ and anisotropy fields Ha, Hin
and Hper obtained as a result of fitting the measured data on microwave permeability. The
effective anisotropy field Ha and the anisotropy axis angle ψ are obtained from calculations
of the resonance frequency f res and the static permeability μs by using Equations (2), (4),
(7) and (8) and from a comparison of the calculated and measured values of f res and μs.
It follows from Figure 3 that the effective anisotropy field Ha increases sharply when the
film thickness exceeds 220 nm and the transition into a transcritical state appears. In this
case, the perpendicular anisotropy field Hper becomes higher than the in-plane anisotropy
field Hin.

A comparison of the measured and calculated dependences of the ferromagnetic
resonance frequency f res and the static permeability μs on the film thickness is shown in
Figure 4. For calculations, we use the value of the saturation magnetization M0 = 805 G
and the values of the effective anisotropy field Ha and anisotropy axis angle ψ presented
in Figure 3. The resonance frequency and the static permeability are found by using
Equations (7) and (8), respectively. It follows from Figure 4 that the calculated dependence
of the resonance frequency is in good agreement with the results of the measurements, and
the discrepancy between the calculated and measured values of static permeability does
not exceed 10%.
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Figure 3. The variations in the anisotropy axis angle ψ, effective anisotropy field Ha, in-plane
anisotropy field Hin and perpendicular anisotropy field Hper (symbols) versus the film thickness d
used in the analysis. The lines are guides for eyes.

  
(a) (b) 

Figure 4. The ferromagnetic resonance frequency f res (a) and the static permeability μs (b) as functions
of film thickness d. The lines are guides for eyes.

Figure 5 shows the dependence of the Acher parameter kA on the film thickness
restored from the results of measurements and calculated using the model. The Acher
parameter reduces from 1 to 0.08 with a rise in the permalloy film thickness from 80 to
440 nm. The sharp drop in kA is attributed to the transformation in the film magnetic
structure with an increase in film thickness leading to the appearance of perpendicular
anisotropy and a stripe domain structure.

As mentioned above, in soft magnetic films with out-of-plane anisotropy, the Acher
parameter depends mainly on the value of the demagnetized factor Nz (see Equation (10)).
According to Equation (2), the value of Nz is governed by the domain aspect ratio a/d.
Therefore, we can estimate the domain width a by using the obtained dependence of the
Acher parameter on the film thickness.
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Figure 5. The Acher parameter kA as a function of the film thickness d. The line is a guide for eyes.

Shown in Figure 6 is the dependence of the domain width on the film thickness
calculated by Equations (2), (4) and (9). The domain width decreases sharply when the film
thickness exceeds 220 nm and the transition into a transcritical state appears. For permalloy
films with thicknesses higher than 440 nm, the domain width is of the order of 0.5 μm. The
calculated domain width correlates with the stripe domain structure period observed for
sputtered permalloy films [50,51]. Note that the domain aspect ratio a/d for permalloy
films under study is not too low and is about 0.4 for a film with a thickness of 1760 nm, as
follows from the data presented in Figure 6.

 
Figure 6. The calculated dependence of the domain width a on the film thickness d (squares). The
line is a guide for eyes.

For not-too-narrow domains, when (a/d)Q1/2 >> 1, we can obtain an expression for
the domain aspect ratio in explicit form. Combining Equations (3) and (10), we have

a/d ≈ π3

16.8
× kA − Ha cos 2ψ/4πM0

1 + (1 + 4πM0/Ha)
1/2 (13)

Note that calculations by means of Equation (13) give the same values for the domain
width a, as shown in Figure 6, when the permalloy film thickness is higher than 220 nm.

The decrease in the Acher parameter with the domain aspect ratio a/d in films with
out-of-plane anisotropy can be explained as follows [17]. With a decrease in a/d, the dy-
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namic demagnetizing fields at the domain walls increase, which restrains variations in
magnetization in the film plane. As a result, magnetization variation in the direction trans-
verse to the film plane becomes more preferable, which leads to a decrease in microwave
permeability.

We assume above that there is the stripe domain structure in the permalloy films under
study. In general, a more complex micromagnetic configuration may arise in soft magnetic
films. However, a comparison of the measurement data on microwave permeability with
the results of the model does not contradict the assumption of the existence of a stripe
domain structure in the permalloy films.

To conclude this section, note that a decrease in microwave permeability with a growth
in film thickness was also studied for cobalt films [19]. For these films, a slow decrease in
the resonance frequency and the static permeability was observed, and the Acher parameter
reduced gradually from 0.70 to 0.26 when the film thickness increased from 20 to 160 nm.
The measured hysteresis loops exhibited a shape close to the transcritical one for cobalt
films with a thickness of 470 nm. As in the case of permalloy films, a decrease in the
microwave permeability of cobalt films is attributed to the appearance of out-of-plane
anisotropy. However, the slower decrease in the Acher parameter in cobalt films is due to
the fact that the domain aspect ratio a/d still remains quite high, even for the thickest films.

5. Conclusions

The microwave permeability of a thin film can be estimated based on the saturation
magnetization of the material by using the Acher parameter, described in Equation (1).
It tends to the limiting value of unity for a single-domain film with in-plane magnetic
anisotropy. The appearance of out-of-plane anisotropy and a domain structure results in
a decrease in the Acher parameter. The analysis of the Acher parameter can be used to
study the relationship between the microwave magnetic properties and magnetic structure
of films.

We studied changes in the magnetic structure of permalloy films with an increase
in the film thickness based on the measured microwave permeability. The measurement
data were analyzed by means of a model for film with a regular stripe domain structure
and out-of-plane magnetic anisotropy [17]. The observed decrease in the ferromagnetic
resonance frequency with a growth in the film thickness was attributed to the appearance
of perpendicular anisotropy. Both the in-plane and perpendicular anisotropy increase with
the film thickness due to the magnetoelastic effect. As a result, the static permeability
drops sharply when the transition into a transcritical state appears. It should be noted that
the ferromagnetic resonance frequency also decreases with a growth in the film thickness,
despite the increase in the in-plane anisotropy field. This is due to the fact that the resonance
frequency depends on the perpendicular anisotropy field and decreases with the domain
aspect ratio a/d (see Equation (7)).

It is predicted that for soft magnetic films with out-of-plane anisotropy, the value
of the Acher parameter is mainly governed by the ratio of the domain width and film
thickness. This allows one to estimate the domain width in the film by using measurement
data on the microwave magnetic properties. It is found that for relatively thick permalloy
films, the domain width is of the order of the film thickness. The formation of a stripe
domain structure results in a sharp decrease in the Acher parameter for thick films due to
the influence of dynamic demagnetizing fields at the domain walls.
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Abstract: In practical application, existing two-point magnetic gradient tensor (MGT) localization
methods have a maximum detection distance of only 2.5 m, and the magnetic moment vectors
of measured targets are all unknown. In order to realize remote, real-time localization, a new
two-point magnetic localization method based on self-developed, ultra-sensitive superconducting
quantum interference device (SQUID) magnetometers and MGT invariants is proposed. Both the
magnetic moment vector and the relative position vector can be directly calculated based on the
linear positioning model, and a quasi-Newton optimization algorithm is adopted to further improve
the interference suppression capability. The simulation results show that the detection distance of the
proposed method can reach 500 m when the superconducting MGT measurement system is used.
Compared with Nara’s single-point tensor (NSPT) method and Xu’s two-point tensor (XTPT) method,
the proposed method produces the smallest relative localization error (i.e., significantly less than 1%
in the non-positioning blind area) without sacrificing real-time characteristics. The causes of and
solutions to the positioning blind area are also analyzed. The equivalent experiments, which were
conducted with a detection distance of 10 m, validate the effectiveness of the localization method,
yielding a minimum relative localization error of 4.5229%.

Keywords: magnetic localization; magnetic gradient tensor; superconducting quantum interference
device; magnetic anomaly detection

1. Introduction

Since the magnetic characteristics of underwater targets are difficult to camouflage,
magnetic anomaly detection (MAD) technology based on magnetic sensors has received a
great deal of attention in the field of underwater target detection and localization. Com-
pared with the traditional magnetic field scalar measurement and magnetic field vector
measurement, magnetic gradient tensor (MGT) measurement can not only avoid the influ-
ence of the geomagnetic background field and the magnetization direction of the magnetic
target, but it can also directly locate the magnetic dipole target through the MGT inversion
algorithm [1–3]. As a result, MGT measurement and inversion has become a research
hotspot in geophysical exploration, archaeology, and security applications [4–7].

The development of an ultra-sensitive MGT measurement system is essential for
detecting the magnetic anomaly changes generated by long-distance underwater targets.
MGT measurement systems can be constructed by fluxgates or superconducting quantum
interference devices (SQUIDs) [8,9], with the detection distance is related to their sensitivity.
As we all know, the sensitivity of SQUID magnetometers is 2 to 3 orders higher than that of
fluxgate magnetometers [10]. Meanwhile, the length of the baseline of SQUID gradiometers
is much smaller than that of fluxgate gradiometers under the same gradient sensitivity,
which is conducive to the miniaturization of the design of measurement systems [11,12]. In
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addition, the bandwidth of SQUID magnetometers is much higher than that of fluxgate
magnetometers, and it is more suitable for measurement occasions where the signal to be
measured changes dramatically [13]. However, the current MGT measurement system,
which is designed to realize the real-time localization of a single magnetic dipole target, is
mainly constructed by fluxgate magnetometers, and the maximum detection distance is
only 5 m. Therefore, an MGT measurement system based on SQUID magnetometers was
designed in this paper to improve detection distance.

The relative position vector from the observation point to the magnetic dipole object
can be calculated using the measured MGT and its invariants, a process called MGT
inversion. According to the number of observation points, the current magnetic localization
methods based on MGT inversion algorithms are divided into two categories: single-point
tensor (SPT) methods and two-point tensor (TPT) methods. SPT methods can be categorized
into three main groups: eigenvalue-based localization methods, Nara’s single-point tensor
(NSPT) methods, and scalar triangulation and ranging (STAR) methods. Eigenvalue-
based localization methods were developed rapidly after Wynn [14,15] and Frahm [16]
proposed and promoted the innovative application of MGT for point-to-point positionings
of magnetic dipoles [17,18]. However, the solution of this method has an inherent fourfold
ambiguity; it requires adding a measuring point or additional information to eliminate
‘ghost’ solutions [19]. The NSPT method, which only needs to measure the MGT and the
magnetic field vector at one observation point [20], has attracted a great deal of attention
because of its simplicity and high real-time performance. In order to solve the localization
dead-zone problem of this method, the Moore–Penrose generalized inverse matrix [21],
truncated singular-value decomposition [22], and eigenvector constraint-based method [23]
were studied to eliminate the MGT singularity at certain measuring points. However, the
above-mentioned NSPT-based methods all involve the measurement of the magnetic field
vector of a magnetic dipole target, which is difficult to separate from the geomagnetic
field in the actual measurement process, and a small geomagnetic field measurement error
leads to a considerable localization error. Certain single-point, high-order MGT localization
methods based on NSPT have been researched [24,25], but they are more susceptible to
instrument measurement errors. The STAR method, based on tensor invariants, which
has also been widely studied, was proposed in order to eliminate the influence of the
geomagnetic background field [26–30]. Additionally, it has a unique advantage in highly
dynamic magnetic detection applications. However, the inherent aspherical error and
greater number of instrument measurement errors introduced by the eight triaxial fluxgate
magnetometers contained in the probe structure reduce the positioning accuracy of this
method. As a result, the TPT method was gradually developed; it is not affected by the
geomagnetic field and does not have aspherical errors. The TPT methods proposed earlier
either required prior information [3] or adopted optimization algorithms, such as particle
swarm optimization (PSO) [31]. These are complex in computation and relatively poor in
real-time performance. Compared to them, Xu’s two-point tensor (XTPT) method [2] can
provide an analytical solution of the relative position vector that is simple and provided in
real time. However, an approximation error is introduced if the distance between the two
observation points is not sufficiently small. Therefore, our research group proposed a new
two-point tensor (NTPT) method [32] with higher localization accuracy, which is not only
unaffected by the geomagnetic field, but also has no approximate errors. In this method, a
new simulation model was established that takes into account the influence of different
z-coordinates on localization. However, the NTPT method only considers cases where the
relative position vectors and the magnetic moment vector are not coplanar and the noise
suppression ability needs to be enhanced in the actual experiment process.

In this paper, a two-point magnetic gradient tensor (TMGT) localization method
for remote, single-magnetic-dipole targets based on SQUID magnetometers and MGT
invariants is proposed. In order to improve the detection distance, an MGT probe composed
of eight self-developed SQUID magnetometers was designed. A linear localization model
based on the spatial position relationship between a magnetic moment vector and relative
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position vectors—which can not only realize the high-precision localization of magnetic
target, but also calculate its magnetic moment vector—is also proposed. At the same
time, an objective function based on the relationship between the measured MGTs and the
relative position vectors was constructed to optimize the inversion results, and the magnetic
interference suppression ability was further improved. A long-distance spherical trajectory
simulation model was established to analyze the positioning accuracy and positioning blind
area of this method. Both simulations and equivalent experiments helped to demonstrate
that the TMGT method has a better localization performance for remote magnetic targets.

2. Methods

2.1. Magnetic Gradient Tensor and Tensor Invariants

The magnetization of a magnetic target by the geomagnetic field causes a local dis-
tortion in the geomagnetic field, thus forming a magnetic anomaly. The aim behind the
detection of magnetic anomalies is to locate the target by detecting these distortions. The
magnetic target can be equivalent to a magnetic dipole when the detection distance is greater
than 2.5 times the maximum size of the magnetic target. According to the Biot–Savart law,
the magnetic induction intensity vector B = (Bx, By, Bz) generated by a magnetic dipole at
a certain observation point can be expressed as follows:

B =
μ

4π
3(M · r)r − Mr2

r5 =
μ

4πr5

⎡
⎢⎣

3r2
x − r2 3rxry 3rxrz

3rxry 3r2
y − r2 3ryrz

3rxrz 3ryrz 3r2
z − r2

⎤
⎥⎦
⎡
⎢⎣

Mx

My

Mz

⎤
⎥⎦, (1)

where r = (rx, ry, rz) is the relative position vector from the magnetic dipole to the observa-
tion point, r is the modulus of r, M = (Mx, My, Mz) is the magnetic moment vector of the
magnetic dipole, and μ is the permeability of the medium at the observation point. Since
the observation point is usually in the air, then μ ≈ μ0 = 4π × 10−7N · A−2, where μ0 is
the vacuum permeability.

The magnetic gradient tensor G is the spatial variation rate of the three components
of the magnetic induction intensity vector B in the orthogonal direction, and it has nine
elements in total. Among them, the curl and divergence of the magnetic field vector at a
certain point in the passive static magnetic field are zero [32]. Hence, the magnetic gradient
tensor G has only five independent elements and can be denoted as follows:
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⎡
⎢⎣

Bx

By

Bz

⎤
⎥⎦[ ∂

∂x
∂

∂y
∂

∂z

]
=

⎡
⎢⎣

Bxx Bxy Bxz

Bxy Byy Byz

Bxz Byz −Bxx − Byy

⎤
⎥⎦. (2)

The five independent elements of G are expressed as follows:⎡
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The eigenvalues of the characteristic equation of G can be derived as follows [18]:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

λ1 =
3μ0M
8πr4

(
− cos θ +

√
5(cos θ)2 + 4

)
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4πr4 cos θ
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(
− cos θ −
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) , (4)
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where M =‖M‖ is the modulus of M, and θ is the angle between r and M. From
Equation (3), cos θ can be deduced and denoted as follows:

cos θ =
M · r

‖M‖ · ‖r‖ =
λ2√

−λ2
2 − λ1λ3

, (5)

and the relationships between the three eigenvalues above are⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

λ1 + λ2 + λ3 = 0
λ1 ≥ λ2 ≥ λ3

|λ1| ≥ |λ2|
|λ3| ≥ |λ2|

. (6)

These eigenvalues of G, and any combination of them, which are called tensor invari-
ants, are independent of the coordinate system choice and are kept unchanged when the
attitude of the magnetic gradient tensor measurement system changes. Therefore, tensor
invariants are resistant to motion noise.

As the magnetic anomalies caused by magnetic dipoles have positive and negative
peaks, the normalized source strength (NSS), a tensor invariant, is often used to locate the
magnetic target because it is isotropic around the magnetic dipole and is not affected by
the direction of magnetization. The NSS can be expressed as [18]

NSS =
√
−λ2

2 − λ1λ3 =
3μ0M
4πr4 . (7)

The three eigenvectors corresponding to the three real eigenvalues are expressed
as follows:

ui =

⎡
⎢⎣
αi

βi

γi

⎤
⎥⎦ =

⎡
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ByzBxy + (λi − Byy)Bxz

BxzBxy + (λi − Bxx)Byz

(Bxx − λi)(Byy − λi)− B2
xy

⎤
⎥⎦, i = 1, 2, 3, (8)

which are orthogonal to each other. In the above equation, ni = ui/|ui| is the corresponding
unit eigenvectors, and n2 is the unit normal vector unit of the plane defined by M and r,
corresponding to the eigenvalue λ2 with the smallest absolute value.

As a result, only five independent elements of G need to be measured, and the
magnetic target can be located with the inversion algorithm based on the magnetic gradient
tensor invariant.

2.2. Superconducting MGT Measurement System

The superconducting MGT measurement system is mainly composed of an MGT
probe, a non-magnetic liquid helium dewar, SQUID readout circuits, a data acquisition
system, and a control software. The structure diagram of the probe is shown in Figure 1,
and it is mainly composed of eight uniaxial SQUID magnetometers and one stainless steel
probe rod. These SQUID magnetometers are divided into three groups, corresponding to
the three axes of the Cartesian coordinate system, and the magnetometers are designed in
the “face to face” form in order to construct an MGT measurement probe. When obtaining
the MGT, the difference calculation is often used to replace the differential calculation in
the MGT. As a result, the output of this system is expressed as follows:
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G =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−(
By1 − By2

)
d23

− (Bz1 − Bz2)

d18

Bx1 − Bx3

d67

Bx1 − Bx2

d47
Bx1 − Bx3

d67

By1 − By2

d23

By1 − By3

d25
Bx1 − Bx2

d47

By1 − By3

d25

Bz1 − Bz2

d18

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where Bij represents the output of the SQUID magnetometers, i indicates the direction
of the magnetometers (i = x, y, z), j indicates the number of magnetometers in a certain
direction, and dmn indicates the distance between any two magnetometers in a probe.

Figure 1. A structure diagram of the probe.

2.3. Inversion Algorithm Based on MGT Invariants

A schematic diagram of the inversion algorithm based on the two-point MGT proposed
in this paper is shown in Figure 2, where T represents the magnetic target; A and B represent
the two observation points; rA and rB are the relative position vectors of the magnetic target
to observation point A and observation point B, respectively; ϕ is the angle between rA
and rB; M is the magnetic moment vector of the magnetic target; θA is the angle between
rA and M; θB is the angle between rB and M; nA2 is the unit normal vector of the plane
ATP formed by M and rA; and nB2 is the unit normal vector of the plane BTP formed by
M and rB.

Figure 2. A schematic diagram of the non-coplanar inversion algorithm.

As can be seen from Figure 2, the relative position vector rAB from observation point
A to observation point B can be expressed as follows:
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rAB = rB − rA. (10)

In the actual measurement process, since the positions of observation points A and
B were known, the position of the magnetic target T could be obtained as long as rA or
rB was solved. According to the law of cosine, the relationship between rA and rB can be
denoted as follows:

r2
AB = r2

A + r2
B − 2rArB cos ϕ, (11)

where rA, rB, and rAB are the moduli of rA, rB, and rAB, respectively. According to
Equation (6), the relation between rA and rB can also be deduced as follows:

r4
A

r4
B
=

NSSB
NSSA

. (12)

As the magnetic gradient tensor G at the observation point can be obtained via the
superconducting MGT measurement system, the NSS of the observation point can be
calculated through the eigenvalues of G. Therefore, as long as cos ϕ is solved, rA can be
obtained. The procedure for solving cos ϕ is as follows:

(a) When nA2 × nB2 	= 0, which means M is not coplanar with rA and rB, the three
vectors can form a triangular pyramid, as shown in Figure 2. Since the distance between
observation points A and B is particularly small compared to the distance between the
observation point and the magnetic target, ϕ and the dihedral angle α (the angle between
the plane ATP and BTP) must be less than 90 degrees. According to the relation between
the angle of the lines and the angle of the planes in the triangular pyramid, cos ϕ can be
deduced as follows:

cos ϕ = cos θA cos θB + sin θA sin θB cos α, (13)

where cos θA and cos θB can be calculated from Equation (4). The value of sin θA sin θB can
be uniquely determined as both θA and θB are less than 180 degrees. Based on the relation
between the dihedral angle α and the unit normal vector of the two planes, as well as
considering the fact that α is an acute angle, cos α can be expressed as follows:

cos α = |nA2 · nB2|. (14)

(b) When nA2 × nB2 = 0, M is coplanar with rA and rB, as shown in Figure 3, then
Mi is the magnetic moment vector of the magnetic dipole, where i represents different
regions. If nA2 · nB2 < 0, which means that M is located at the acute angle area formed by
the relative position vectors rA and rB, then cos ϕ can be solved by

Figure 3. A schematic diagram of the coplanar localization algorithm.
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cos ϕ = cos(θA + θB) = cos θA cos θB − sin θA sin θB. (15)

If nA2 · nB2 > 0, which means the relative position vectors rA and rB are on the same
side of M, then cos ϕ can be solved by

cos ϕ = cos(θA − θB) = cos θA cos θB + sin θA sin θB, (16)

where rA can be calculated through Equations (11)–(13). Then, M, the modulus of the
magnetic moment, can be solved by substituting rA into Equation (7).

The cosine of the angle between rA and rB can also be expressed as follows:

cos ϕ =
rA · rB
rArB

=
rA · (rA + rAB)

rArB
=

r2
A + rAnA · rAB

rArB
, (17)

where nA is the unit direction vectors of rA. According to the properties of the plane unit
normal vector, the following equations can be obtained:

nA · nA2 = 0, (18)

nB · nB2 = (nA + nAB) · nB2 = 0, (19)

M · nA2 = MnM · nA2 = 0, (20)

M · nB2 = MnM · nB2 = 0, (21)

where nB, nAB, and nM are the unit direction vectors of rB, rAB, and M. By combining
Equations (5) and (17), nA, nB, and nM can be solved. As a result, rA, rB, and M can be
obtained via the following:

rA = rAnA, (22)

rB = rBnB, (23)

M = MnM. (24)

However, in the actual detection process, the rA calculated by this algorithm is accurate
only when the signal-to-noise ratio is particularly high. Therefore, due to the presence of
interference, the solution of rA is transformed into an optimization problem. In order to
improve the anti-interference ability of this localization method, the objective function can
be constructed as follows [2]:

f = min‖(GA − GB)nA − (3GA + GB)rAB‖2, (25)

where GA and GB are the magnetic gradient tensor of observation points A and B, re-
spectively. The relative position vector rA obtained from Equation (22) is taken as the
initial solution, and a more accurate rA can be solved via the quasi-Newton optimization
algorithm. Naturally, the magnetic moment of the magnetic dipole M can be obtained via
the final rA.

As a result, in the whole inversion process, only the positions of two observation
points and the corresponding magnetic gradient tensors are needed in the TMGT algorithm,
which is not affected by the geomagnetic field and has strong anti-interference ability.

3. Simulations

As shown in Figure 4, a spherical trajectory model was established to analyze the
performance of the algorithms under various orientations of the magnetic target in order
to verify the feasibility of the TMGT localization algorithm. In this model, observation
point A is at the origin of the coordinate system and observation point B is 10 m away from
observation point A on the x-axis. The magnetic target T moves along the surface of the
spherical trajectory model, where the polar angle β varies from 0 to 180 degrees and the
azimuthal angle γ varies from 0 to 360 degrees (both with an interval of 1 degree). The
radius rA of the model is 500 m, and the magnetic moment M of the magnetic target T is
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(50, 50, 70.7) × 106 A·m2. In order to quantitatively evaluate the localization performance
of the inversion algorithm, the relative localization error ε is used and defined as

ε =

√
(−xt + xt0)

2 + (−yt + yt0)
2 + (−zt + zt0)

2/rA × 100%, (26)

where (xt0, yt0, zt0) is the real coordinate of the magnetic target, and (xt, yt, zt) is the esti-
mated coordinate of the inversion algorithm. During the remote magnetic target localization
process, if ε exceeds 10%, then the localization is considered a failure.

Figure 4. Spherical trajectory model.

3.1. Without the Influence of Noise

In order to compare the localization performance of the NSPT, XTPT, and TMGT
methods, a set of simulations without noise were carried out, and the simulation results are
shown in Figure 5. It can be seen that the relative localization errors were particularly large
when the magnetic target was at certain points, which can be called positioning blind spots.
Without the influence of noise, the location and number of the positioning blind spots in
each method were kept unchanged after repeated simulations. Among these three methods,
XTPT had the largest number of positioning blind spots. TMGT had three positioning
blind spots, and NSPT had two positioning blind spots. In the non-positioning blind area,
the relative localization error of the TMGT method was much smaller than those of the
NSPT and XTPT methods, which were at about a magnitude of 10−12 or below. Meanwhile,
the relative localization error of the NSPT method was three orders of magnitude smaller
than that of the XTPT method. In summary, under ideal conditions, the TMGT method
proposed in this paper had the best localization performance, followed by the NSPT and
XTPT methods.
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(a)

(b)

(c)

Figure 5. Relative localization error without noise: (a) NSPT method; (b) XTPT method;
(c) TMGT method.

3.2. With the Influence of Noise

Magnetic field measurement noise, which mainly includes geomagnetic background
measurement noise and instrument measurement noise, are unavoidable in practical local-
ization applications. Since the slightest geomagnetic activity could cause magnetic field
fluctuations of ±20 nT, a Gaussian distribution geomagnetic noise with a mean of 0 and a
standard deviation of 20 nT was added to the three components of the calculated magnetic
induction vector B. At the same time, instrument measurement noise with an average
of 0 and a standard deviation of 10−13 T was added to each element of the calculated
magnetic gradient tensor G since the sensitivity of the superconducting MGT measurement
system, which is determined by the bottom line of magnetic noise, was generally in the
order of 10−13 T. Then, a set of simulations involving magnetic field measurement noise
was carried out.

As illustrated in Figure 6, under the same simulation conditions, each method had its
own positioning blind area, and the location of the area was kept unchanged in repeated
simulations. In these three methods, the positioning blind areas of the TMGT method and
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NSPT method were distributed like a sine wave curve, while that of the XTPT method was
distributed along two curves and had the largest number of positioning blind spots. In the
non-positioning blind area, the NSPT method needs to measure the magnetic induction
intensity vector B at the observation point caused by the magnetic target, which is inversely
proportional to the third power of the detection distance. When the detection distance
was 500 m, the magnetic induction intensity vector signal generated by the magnetic
target was submerged in the background noise of the geomagnetic field, and the relative
localization errors were greater than 10%, resulting in a failure of positioning. As the TMGT
and XTPT methods only need to measure the MGT at the two observation points, they
were mainly affected by the instrument measurement noise. With the same instrument
measurement noise, the relative localization error of the XTPT method was about 3% in
the non-positioning blind area with or without of noise, and the relative localization error
of the TMGT method was two to three orders smaller than that of the XTPT method.
Compared with the other two methods, the TMGT method has better noise resistance and
localization accuracy.

(a)

(b)

(c)

Figure 6. The relative localization error with noise: (a) NSPT method; (b) XTPT method; and
(c) TMGT method.
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The influence of different instrument noise on the localization error of the TMGT
method was clear when the detection distance and magnetic moment were the same, as
shown in Figure 7. Evidently, the greater the instrument noise, the greater the localization
error and vice versa. It can be inferred that under the same magnetic moment and localiza-
tion error, the smaller the instrument noise, the farther the detection distance. Therefore,
the probe structure and readout circuits of the measurement system must be optimized
to reduce the instrument noise of the whole system in order to improve the positioning
accuracy or detection distance of the measuring system.

(a)

(b)

Figure 7. The relative localization error with different instrument noise: (a) standard deviation of
10−12 T; (b) standard deviation of 10−14 T.

3.3. Positioning Blind-Area Analysis

When the magnetic target is located at some points, the MGT matrix at the observation
points is singular, and the area where these points converge is called the positioning blind
area. Although the TMGT method does not calculate the inverse of the MGT, it may
influence the solving of the spatial positioning model. In the previous simulation, it was
found that different localization methods have their own fixed positioning blind area under
the fixed magnetic moment vectors of a magnetic target. In order to further verify this
conjecture, a simulation that only changed the magnetic moment vector was carried out,
the results of which are shown in Figure 8. Different magnetic moment vectors were found
to only change the relative localization error in the positioning blind area. The location
of the positioning blind area was kept unchanged, and the localization performance in
the non-positioning blind area was not affected. In order to eliminate the effect of the
irreversible MGT matrix, the Moore–Penrose generalized inverse matrix [21], truncated
singular value decomposition [22], or eigenvector constraint-based method [23] can be
adopted. In practical detection applications, multiple localization methods or measurement
systems can also be combined to eliminate the positioning blind area.
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(a)

(b)

Figure 8. Relative localization error with different magnetic moment vectors: (a) M = (50, 70.7, 50)
× 106 A·m2; (b) M = (70.7, 50, 50) × 106 A·m2.

3.4. With and without the Optimization Algorithm

The quasi-Newton optimization algorithm was added to the TMGT method in order to
further improve the noise resistance, and the NTPT method was selected as a comparison
in order to analyze the effect of the optimization algorithm on the localization performance.
As shown in Figure 9, the relative localization error of the TMGT method was less than
10% at most points in the positioning blind area. Conversely, the relative localization errors
of the NTPT method in the blind area were almost all greater than 10%. At the same time,
the relative localization error of the TMGT method was about two orders of magnitude
smaller than that of the NTPT method in the non-positioning blind area.

Since the introduction of a non-linear optimization algorithm will generally increase
the localization time, the average localization time of the TMGT method and NTPT method
were also compared and analyzed, and the maximum number of iterations of the TMGT
method was set to 1000. The simulation code was performed on a laptop equipped with
an Intel ® Core ™ Ultra 7 155H processor running at a nominal clock speed of 1.4 GHz.
In each simulation cycle, the magnetic targets that moved along 65,341 points on the
spherical trajectory model were localized. The total time required by the TMGT method
was 1987.299689 s, and the average time for locating each point was about 0.030414 s. The
total time of the NTPT method was 1999.893442 s, and the average time for locating each
point was about 0.030607 s. It can be seen that the TMGT method proposed in this paper
does not deteriorate in real time due to the introduction of an optimization algorithm, and
it is also demonstrated that it can meet real-time localization requirements.
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(a)

(b)

Figure 9. Relative localization error of the (a) NTPT method and (b) TMGT method.

4. Experiments and Results Analysis

4.1. Equivalent Experimental Setup

Since it is difficult to find a site that can meet the requirement of a detection distance
of 500 m with few magnetic interference factors, an equivalent experiment was adopted to
verify the effectiveness of the TMGT method. In Section 3, the magnetic induction intensity
generated by the magnetic dipole target at observation point A was on the order of 10−10 T
to 10−13 T. Therefore, as seen in Figure 10b, a one-dimensional coil was designed and made
as the magnetic dipole target in the equivalence experiment, and it was able to produce
a magnetic induction intensity of about 10−10 T at a distance of 10 meters. The design
parameters of the equivalent magnetic dipole object are shown in Table 1.

Figure 10. The equivalence experiment: (a) the experimental site; (b) the magnetic dipole target; and
(c) the superconducting magnetic gradient tensor probe.
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Table 1. The design parameters of the equivalent magnetic dipole object.

Name Coil Specification Coil Turns
Effective
Diameter

Total Coil
Inductance

Total Coil
Resistance (25 °C)

One-dimensional coil 1.5 mm 150 200 mm 6.823 mH 0.93 Ω

The SQUID magnetometers, the SQUID readout circuits, and the control software of
the superconducting MGT system used in the experiment were all independently developed
by the Shanghai Institute of Microsystem and Information Technology. The sensitivity of the
SQUID magnetometers was 5 fT/Hz2. The pendulum rate of the superconducting magnetic
gradient tensor measurement system was 2 mT/s, and the bandwidth affected by the metal
dewar was about 500 Hz. The experimental data measured by the superconducting MGT
probe were stored in the data acquisition system (NI 9235) through the SQUID readout
circuits. The probe is shown in Figure 10c, and it is described in detail in Section 2.2. The
baseline distance between the SQUID sensors was determined, and the output of the probe
was as follows:

G = 100

⎡
⎢⎢⎢⎢⎢⎢⎣

−1
2
(

B1y − B2y
)− 1
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(
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) 1

11
(B1z − B2z)

⎤
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. (27)

As shown in Figure 10, the site of this experiment was Hengsha Island in Shanghai,
where the background magnetic field is relatively clean. Before the experiment, in order
to further reduce the magnetic interference caused by vibration and other factors, we
buried the superconducting MGT measurement system underground. Observation point A
was set as the origin of the Cartesian coordinate system, and the positive direction of the
x-axis was set as south on the compass. The coordinates of the magnetic target position
A′ were about (−10, 0, 1) m, the coordinates of observation point B were about (0, −3, 0)
m, and the coordinates of the magnetic target position B′ were about (−10, 3, 0) m. The
TMGT method needs to measure the magnetic gradient tensor at two observation points,
but there was only one superconducting magnetic gradient tensor measurement system.
According to the relativity of measurement, the MGT at observation point B generated by
the magnetic dipole target T at position A′ is the same as the MGT at observation point
A that is generated by the magnetic dipole target T at position B′. Therefore, in order to
facilitate the experiment—after measuring the magnetic gradient tensor GA at observation
point A, which is generated by the magnetic dipole target T at the position A′—we moved
the magnetic dipole target T to position B’, and we then measured the magnetic gradient
tensor GB at observation point A. Finally, the TMGT method and XTPT method were used
to locate the magnetic target at the position A′ based on the measured GA and GB.

4.2. Analysis of Experimental Results

Compared with the other localization methods mentioned above, the TMGT method
not only has higher localization accuracy but can also calculate the magnetic moment
vector of the measured target. The higher the localization accuracy, the closer the magnetic
moment vector is to the true value. Eight different currents were successively added to
the one-dimensional coil to simulate the magnetic dipole target with different magnetic
moments, and eight sets of measurement data were obtained. Due to the excessive, uncon-
trolled magnetic interference in the field experiment, the localization errors of the other
two-point methods were all much greater than 10% in the eight experiments; as such,
only the experimental results of the TMGT method are listed in Table 2. Although the
superconducting MGT measurement system is highly susceptible to magnetic interference
due to its ultra-high sensitivity, the TMGT method can still achieve a relative good localiza-
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tion effect when the current is greater than 1.242 A in the field experiment. The minimum
relative localization error was 4.5229%, and the corresponding magnetic moment amplitude
was 3.3940 × 1010 A·m2. The magnetic gradient tensor generated by the magnetic dipole
target at the observation point was overwhelmed by the magnetic noise when the current
was too low. Hence, the magnetic noise mechanism and compensation algorithm of the
superconducting MGT measurement system will be studied in order to further reduce the
influence of magnetic noise and improve the detection distance. At the same time, the
localization method proposed in this paper was mainly designed for a single magnetic
dipole target; thus, it is not applicable when there are multiple magnetic dipole targets or if
the measurement distance is too small. Therefore, the positioning method will be further
optimized for different magnetic source models [33–36] in the future.

Table 2. The experimental results of the TMGT method.

Sets Current (A) Relative Localization Error (%) Magnetic Moment (A·m2)

1 0.828 338.5185 9.2624 × 1012

2 0.966 104.9234 3.8083 × 1011

3 1.104 42.2661 1.1361 × 1011

4 1.242 10.1966 2.4411 × 1010

5 1.380 4.5229 3.3940 × 1010

6 2.760 5.0574 2.8727 × 1010

7 4.140 6.0444 3.2539 × 1010

8 5.520 10.3482 3.0586 × 1010

5. Conclusions

At present, the MGT inversion algorithms are mainly applied to the MGT detection
system based on fluxgate magnetometers. In this case, the detection distance is limited
and the magnetic moment vector of the magnetic target cannot be calculated. In order to
improve the detection range and obtain more information about the magnetic target, a
remote magnetic localization method based on ultra-sensitive SQUID magnetometers and
MGTs at two observation points was proposed. A spherical trajectory simulation model
with a detection distance of 500 m was established in order to analyze the localization
performance of the TMGT method for magnetic targets in any azimuth. The simulation
results show the following: (a) the relative positioning error of the proposed TMGT method
is much smaller than that of the NSPT method and the XTPT method regardless of noise;
(b) the smaller the instrument measurement noise, the higher the localization accuracy
and the farther the detection distance; (c) the positioning blind area of the TMGT method
can be eliminated; and (d) the TMGT method, when using a quasi-Newton optimization
algorithm, has better interference suppression ability and can meet the requirements of
real-time detection. The equivalent test results show that the TMGT method not only
has better localization performance in practical applications, but it can also calculate the
magnetic moment vector of a magnetic dipole target. When the detection distance is 10 m,
the minimum relative localization error of the TMGT method is 4.5229%. However, when
the magnetic moment of the magnetic target is too small, the localization method cannot
work. In the future, we will optimize the probe structure of the superconducting MGT
system to reduce the instrument measurement noise so as to further improve the detection
distance for the magnetic target.
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Abstract: The detection of magnetic nanoparticles in a liquid medium and the quantification of their
concentration have the potential to improve the efficiency of several relevant applications in different
fields, including medicine, environmental remediation, and mechanical engineering. To this end,
sensors based on the magneto-impedance effect have attracted much attention due to their high
sensitivity to the stray magnetic field generated by magnetic nanoparticles, their simple fabrication
process, and their relatively low cost. To improve the sensitivity of these sensors, a multidisciplinary
approach is required to study a wide range of soft magnetic materials as sensing elements and
to customize the magnetic properties of nanoparticles. The combination of magneto-impedance
sensors with ad hoc microfluidic systems favors the design of integrated portable devices with
high specificity towards magnetic ferrofluids, allowing the use of very small sample volumes and
making measurements faster and more reliable. In this work, a magneto-impedance sensor based
on an amorphous Fe73.5Nb3Cu1Si13.5B9 wire as the sensing element is integrated into a customized
millifluidic chip. The sensor detects the presence of magnetic nanoparticles in the ferrofluid and
distinguishes the different stray fields generated by single-domain superparamagnetic iron oxide
nanoparticles or magnetically blocked Co-ferrite nanoparticles.

Keywords: magneto-impedance sensor; magnetic nanoparticles; magnetic wire; SPIONs; Co-ferrite;
microfluidic system

1. Introduction

Magnetic nanoparticles (MNPs) suspended in aqueous or non-aqueous liquids (fer-
rofluids) have the potential to improve the efficiency of relevant applications in key areas
of society, including medicine, environmental treatment, and mechanical engineering [1–4].

In the field of water purification, MNPs have emerged as a promising material due
to their large surface area and fast response to magnetic fields [5–9]. The former enables
the effective trapping of large amounts of contaminants through adsorption or catalytic
degradation, while the latter facilitates their separation from the treated water. However,
MNPs themselves can act as contaminants and are potentially harmful to the environment
and human health [6,10]. Therefore, a reliable assessment to determine the complete
removal of MNPs from water resources (after their use for contaminant removal) is a
significant undertaking that can be addressed with the development of dedicated sensors.
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Contextually, in the field of biomedicine, the detection of the stray magnetic field
generated by MNPs with selected surface functionalization promotes the development of a
range of diagnostic sensors and lab-on-chip devices with increasing sensitivity, biocom-
patibility, reliability, safety, and energy efficiency [2,11–16]. MNP-based biosensors make
biomedical diagnostics fast, simple, robust, and high-throughput, improving the detection,
separation, and transport of various bioanalytes [14,17], such as cancer biomarkers, which
are present at very low concentrations in the early stages of the disease [18].

In both aforementioned fields, the crucial goal of detecting MNPs and quantifying
their concentration in a liquid medium is leading to the development of a large number
of magnetic sensors [19–22], among which those based on the magneto-impedance effect
are of great interest due to their exceptional sensitivity to the small magnetic fields (up to
10−12 T [23]), simple fabrication process, and relatively low cost [24–28].

In particular, the magneto-impedance (MI) effect is defined as a significant change in
the electrical impedance of a soft ferromagnetic material when an alternating current flows
through it and an external magnetic field is present [29–33].

Improving the sensitivity of MI sensors to the stray magnetic field generated by
the MNPs is an interesting ongoing multidisciplinary research topic [16,25,26,28]. This
goal is being pursued by exploring a wide range of soft magnetic materials as sensing
elements with different compositions, microstructures, and shapes, including microwires,
films, and ribbons [34–38]. Furthermore, with equal importance, attention is being paid to
customizing the magnetic properties of MNPs by varying their composition, shape, size,
functionalization, and concentration in the ferrofluid [25,35–38].

The combined application of MI sensors for the detection of MNPs suspended in a
liquid medium with a microfluidic system offers promising opportunities for the design of
relatively inexpensive miniaturized integrated portable devices with high specificity and
sensitivity [16,17,39]. In particular, the milli- and microfluidic chips enable the use of very
small volumes of liquid, reducing the amount of sample required and the amount of waste
produced, as well as making measurements faster and more reliable [24,40].

This study presents a magneto-impedance (MI) sensor designed to detect the stray
magnetic field generated by a ferrofluid. The sensor utilizes amorphous Fe73.5Nb3Cu1Si13.5B9
microwire as the MI sensing element, positioned within a custom millifluidic chip that
facilitates the flow of the ferrofluid around the wire.

The response of the MI sensor is tested using two ferrofluids with different magnetic
behaviors. The first (i.e., the commercial Synomag ferrofluid) contains single-domain
superparamagnetic iron-oxide nanoparticles (SPIONs), which are characterized by anhys-
teretic behavior and zero magnetic moment in the absence of an applied external magnetic
field; the second contains magnetically blocked Co-ferrite nanoparticles, which exhibit
a net magnetic moment at zero applied magnetic field. The Co-ferrite nanoparticles are
synthesized by a co-precipitation method, and before incorporating them into the liquid
medium, their structural and morphological properties as well as the magnetic behavior
are studied in detail.

2. Materials and Methods

2.1. Materials

Co-ferrite nanoparticles were synthesized using the conventional co-precipitation
method described in [41]. In brief, an aqueous solution of cobalt(II) nitrate hexahydrate
and iron(III) chloride hexahydrate with a 1:2 molar ratio was prepared. The pH of the
solution was raised to 13 by adding 10 M aqueous NaOH, and then the solution was heated
to 100 °C under nitrogen flow and stirring. After 30 min, iron(III) nitrate nonahydrate was
added to the solution to achieve a Co2+/Fe3+ molar ratio of 1:3, followed by cooling to
room temperature. The precipitate was decanted using a magnet and washed multiple
times with deionized water until reaching a neutral pH. The nanoparticles are dispersed in
aqueous medium, resulting in a stable ferrofluid with selected concentrations c equal to 0.8,
4.0, 8.1, 16.2, and 28.3 mg/mL.
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Ferrofluid containing superparamagnetic iron-oxide nanoparticles (SPIONs) was pur-
chased from Micromod Partikeltechnologie GmbH, Rostock, Germany [42]. The selected
concentrations of SPIONs in the liquid medium are c = 0.76, 1.4, 7.6 mg/mL. The SPIONs
are composed of iron oxide (mainly γ-Fe2O3) and result in a multicore structure with a
nanoflower shape covered by a dextran shell. The magnetic core size is 9.0 ± 1.7 nm, while
the particle size is ≈66 nm [42].

The amorphous magnetic wire of nominal composition Fe73.5Nb3Cu1Si13.5B9 (FINEMET)
was produced by the melt spinning in water technique [43,44]; it is called Fe-based wire in the
following text.

2.2. Characterization Techniques

The structure and crystallinity of Co-ferrite NPs were investigated by X-ray diffraction
(XRD) in a Panalytical X’Pert PRO MPD diffractometer with Cu Kα radiation. The dried
nanopowders were placed in the cavity of a silicon zero-background sample holder and an-
alyzed in Bragg–Brentano configuration. The atomic ratio between Fe and Co in Co-ferrite
NPs was estimated by standardless semi-quantitative analysis through energy dispersive
spectrometry coupled to a scanning electron microscope (SEM-EDS) after deposition of the
nanoparticles on the carbon adhesive tape used for electron microscopy.

Morphology of the Co-ferrite NPs was determined by transmission electron mi-
croscopy (TEM, JEM-2100, JEOL, Tokyo, Japan). TEM images were analyzed by the
open-source software ImageJ [45] to estimate the NP size distribution.

Magnetic characterization of all samples was performed at room temperature with a
highly sensitive vibrating sample magnetometer (VSM, LakeShore, Carson, CA, USA)
operating in the magnetic field range of ±17 kOe. Hysteresis loops of the magnetic
wire were evaluated by applying the magnetic field along both the longitudinal (i.e.,
parallel, PA) and transverse (i.e., perpendicular, PE) directions to its major geometric axis.
In contrast, SPIONs and Co-ferrite nanoparticles in powder form were randomly dispersed
in a suitable sample holder whose diamagnetic signal was duly taken into account and
properly subtracted.

Moreover, isothermal residual magnetization (IRM) and continuous demagnetization
remanence (DCD) curves were also measured [46] for Co-ferrite nanoparticles. The IRM
curve reports the remanence values obtained from a magnetic field progressively increasing
towards positive values applied to the initially demagnetized magnetic sample. Conversely,
the DCD curve reports the remanence values obtained from a magnetic field progressively
increasing towards negative values applied to the magnetic sample initially at positive
remanence [46].

A microfluidic system was assembled with the objective of facilitating the flow of the
ferrofluid around the Fe-based wire. A schematic representation of this system is provided
in Figure 1.

Figure 1. Scheme of the microfluidic system.
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The millifluidic chip consists of a commercial quartz channel with a length of 13 cm
and an inner/outer diameter of 1/1.5 mm. The quartz channel ends were inserted into
plastic nozzles, which were threaded by lathe to connect the chip to a vial containing
the magnetic ferrofluid via external fluorinated ethylene-propylene (FEP) tubes with an
inner/outer diameter of 0.5/1.58 mm.

The magnetic wire was positioned within the quartz tube, with the two ends passing
through the chip to create a dry area available for the electrical contacts used to measure
the magneto-impedance effect. The application of glue ensured that the system was
perfectly watertight.

The ferrofluid was made to flow into the chip via an advanced pressure-based flow
control system (LineUp Flow EZ, Fluident). In the microfluidic circuit, two flow sensors
were positioned at the ends of the chip to measure the flow rate and thus facilitate a reliable
estimate of the velocity of the ferrofluid inside the quartz tube as a function of the pressure
set on the flow control. When the microfluidic system was turned on, the chip was filled
with ferrofluid, which completely submerged the magnetic wire. The entire chip was placed
inside a solenoid, which was used to apply the DC magnetic field along the longitudinal
axis of the magnetic wire. Some photos of the experimental microfluidic setup, millifluidic
chip, and section of the quartz tube are available in the Supplementary Materials; in this
paper, the term microfluidic refers to the entire experimental system used, as the pump is
suitable for microliter volumes and the FEP tubes are in the micrometer range, while the
term millifluidic refers only to the chip used due to the size of its inner diameter.

Magneto-impedance measurements were performed on the Fe-based wire using a
conventional four-contact volt-ampere technique in the presence of an external DC field.

The four electrical contacts were made using conductive silver paste on the wire ends
outside the millifluidic chip. The two external contacts were used to drive the sinusoidal
AC drive current (IAC) through the wire, while the two internal ones were used to measure
the voltage signal (VAC) across the wire, see Figure 1.

A signal generator (SD6022X Siglent, Helmond,the Netherlands) was exploited to
generate IAC, the frequency of which was set in the range 0.5–1.5 MHz, while the intensity
was estimated to be 20 mA peak-to-peak by measuring the voltage across a precisely
known resistor placed in series with the magnetic wire. A digital multimeter (3478A,
Hewlett Packard, Palo Alto, CA, USA) was used to measure the voltage signal across the
Fe-based magnetic wire (whose resistance was 26 Ω). The impedance of the wire is given
by Z = VAC/IAC.

The impedance measurements were performed as a function of the external DC
magnetic field (generated by a solenoid powered by a Hewlett Packard 6654A DC power
supply) with an amplitude in the range of H = ±150 Oe and directed along the main axis
of the magnetic wire. The modulation of the external DC field affected the configuration
of the magnetic domains in the wire, leading to a large variation in the measured voltage
(ΔVAC) and consequently in the impedance (ΔZ). The magneto-impedance ratio (MI) is
defined as

ΔZ
Z

(%) =
Z(H)− Z(Hmax)

Z(Hmax)
× 100 (1)

where Z(Hmax) is the impedance measured at the maximum amplitude of the applied
longitudinal DC field.

3. Results and Discussion

3.1. Structural and Morphological Characterization

The XRD pattern of the Co-ferrite NPs is shown in Figure 2a: the distinctive peaks
reveal that the NPs are crystalline materials and all the reflections are compatible with
the ones of cubic iron-spinel phases like magnetite and its substituted relatives such as
CoFe2O4, where all the Fe2+ ions have been replaced by Co2+ ions. Since these two phases
have the same cubic structure and very similar lattice parameters, their XRD pattern is
almost identical; consequently, distinguishing cobalt ferrite from magnetite on the basis of

78



Sensors 2024, 24, 4902

X-ray diffraction is very difficult. For this reason, the actual presence and concentration
of Co ions in the synthesized NPs was checked and confirmed by SEM-EDS elemental
semi-quantitative analysis: the atomic ratio between Co and Fe turned out to be 1:3, cor-
responding to the one used in the synthesis recipe. Thus, the actual composition of the
Co-ferrite NPs can be written as Co0.75Fe2.25O4. The crystallite size of the Co-ferrite NPs,
calculated from XRD by means of Scherrer’s formula after subtraction of the instrumental
contribution to peak broadening, is around 11 nm.

Figure 2. Structural and morphological properties of Co-ferrite NPs: (a) XRD pattern, together with
the reference lines of CoFe2O4; (b) representative TEM image; (c) NP size distribution obtained by
the statistical analysis of TEM images and fitted by a Gaussian function (dashed line).

A representative TEM image of the Co-ferrite NPs is shown in Figure 2b. The NPs
appear well defined, with an almost spherical shape. Statistical analysis of some TEM
images yields the NP size distribution shown in Figure 2c, which is well fitted by a Gaussian
function with a mean value of 13.2 nm and a standard deviation of 3.0 nm, in reasonable
agreement with the value obtained by XRD analysis.

The morphology of the Fe-based wire is investigated by the SEM images shown
in Figure 3. The top-view image (panel a) reveals that the diameter of the wire is not
perfectly constant but is characterized by fluctuations of a few tens of microns around
an average value of 150 μm. Furthermore, the cross-sectional image (panel b) shows a
homogeneous morphology of the wire throughout its thickness with no visible cracks,
crystals, or inclusions.
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Figure 3. SEM images of the Fe-based wire: (a) top view and (b) cross section.

3.2. Magnetic Characterization of the MNPs

Room-temperature hysteresis loops for SPIONs and Co-NP samples in dry powder
form are reported in Figure 4a.

Figure 4. (a) Room-temperature hysteresis loop for Co-NPs (blue curve) and SPIONs (green curve)
fitted with a Langevin curve (red line); (b) ΔM(H) curve obtained combining linearly the IRM and
DCD measurements for the Co-NPs (see text for details); (c) field derivative for IRM and DCD curves
for the Co-NPs.

The magnetization curve for SPIONs shows an anhysteretic behavior with a sigmoidal
trend with a non-saturating behavior at high fields. This curve is well fitted by the superim-
position of two Langevin curves (red line), proving the genuine superparamagnetic state of
these nanoparticles [47,48].

The value of the saturation magnetization (MS) is estimated from the high-field ex-
trapolation of the Langevin fit curve, which gives MS ≈ 71 emu/g, a value lower than the
saturation magnetization of bulk magnetite (92 emu/g) [49] due to the non-negligible role
of magnetic disorder induced by surface magnetic anisotropy. Moreover, Langevin’s fit
leads to estimate the average size of SPIONs at around 12 nm, in good agreement with the
size values obtained from TEM and XRD analyses.

Conversely, the M(H) curve for the Co-NP sample shows a hysteretic behavior with a
sigmoidal trend, characterized by an unsaturated behavior at the maximum applied field.
The MS values are estimated by fitting the high-field portion of the M(H) curve with the
well-known expression [50] M(H) = MS(1 − δ/H − γ/H2) + χH, where δ and γ are free
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parameters, while χ is set to zero to neglect any paramagnetic contribution. This procedure
gives MS ≈ 50 emu/g; such a value is fully compatible with Co-ferrite nanoparticles [51,52],
although it is lower than that of bulk Co-ferrite (80 emu/g) [49]. This reduction can be
attributed to the effects of a non-equilibrium distribution of Co2+ and Fe2+/3+ cations in
the spinel ferrite structure [51] and spin canting/disorder on the nanoparticles surface [51].
Additionally, the M(H) curve is characterized by a coercive field (HC) value of about 280 Oe
and a remanence magnetization (MR) of about 8.5 emu/g (see the inset of Figure 4a).

The remanence curves, i.e., isothermal remanence magnetization (IRM) and dc-demag-
netization remanence (DCD), for the hysteretic Co-NP sample are measured by means of
VSM and are reported in the Supplementary Materials.

These curves represent non-equilibrium magnetic states measured after the application
and removal of a positive DC field with increasing amplitude on the sample in different
initial magnetic configurations: demagnetized state and saturation remanence for IRM and
DCD measurements, respectively [46].

The parameters of isothermal remanence coercivity (HCIRM ) and demagnetization
remanence coercivity (HCDCD ) indicate the field at which the IRM curve is equal to 0.5 and
the field at which the DCD curve crosses zero, respectively; the estimated values for Co-NPs
are HCIRM = 927 Oe and HCDCD = 850 Oe.

The evidence of HCIRM > HCDCD indicates that the Co-NP sample turns out to be more
difficult to magnetize than to demagnetize; consequently, it can be inferred that interactions
among Co-ferrite NPs occur and play a non-negligible role in the magnetization process [46,
53,54]. This assumption is also supported by the shape of the ΔM(H) curve (see Figure 4b) ob-
tained by combining linearly the IRM and DCD measures: ΔM = DCD(H)− [1− 2IRM(H)].
In particular, the well-defined negative dip confirms the existence of dipole–dipole inter-
particle interactions, which tends to demagnetize the entire sample [55–57].

Moreover, the ratios HCDCD /HC = 3 and MR/MS = 0.17 collocate the studied Co-NPs
in the pseudo-single-domain (PSD) region of the Day’s plot [58].

The field derivative for both normalized remanence curves is reported in Figure 4c to
highlight the switching field distribution required to magnetize the Co-NP sample. Both
curves show a rapid increase from a low value to a well-defined maximum. The presence of
a single peak indicates that a single reversal mechanism in the magnetization process takes
place [55]. After that, the curves very slowly decrease, approaching zero, to a field value
of approximately H = 5 kOe, which indicates the minimum amplitude of the magnetic
field required to activate all irreversible mechanisms of the magnetization process. At this
value, the hysteresis curve shows the overlap of the two branches (see Figure 4a) but has
not yet reached its maximum value, which will only be achieved by increasing the applied
magnetic field by a rotational and reversible mechanism of magnetization.

3.3. Magnetic Characterization of Magnetic Fe-Based Wire

Room-temperature hysteresis loops for the Fe-based wire obtained by applying a
magnetic field along the directions parallel (PA) and perpendicular (PE) to its geometric
axis are reported in Figure 5a; both curves are normalized to the value of the magnetic
moment at H = 10 kOe.

The M(H) curve along PA (black symbols) shows a magnetization reversal in a narrow
magnetic field range by a sharp and irreversible jump of the magnetic moment, defining
a high magnetic susceptibility at the coercive field (χHc = 1.64 × 10−2 Oe−1) and mag-
netic remanence (Mr/Ms = 0.75), as well as an extremely low coercive field (below the
VSM resolution). Conversely, the magnetization reversal along the PE direction (red
symbols) occurs by a continuous rotation of the magnetic vector over a wide field range
(H = 6.5 kOe) with a perfectly linear behavior, resulting in a low magnetic susceptibility
(χHc = 1.85 × 10−4 Oe−1) and a magnetic remanence and coercive field close to zero. No
irreversible processes characterized by magnetization jumps are visible.
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Figure 5. (a) Room-temperature hysteresis loops of the Fe-based wire evaluated along the direc-
tions parallel (PA) and perpendicular (PE) to its geometric axis; (b) field dependence of ΔZ/ZV at
f = 1.5 MHz for the Fe-based wire and the frequency dependence of the ΔZ/ZV at zero applied field.

These soft magnetic properties of the Fe-based wire are consistent with an ideal single-
domain structure characterized by an extremely low crystalline anisotropy with the easy
and hard axes aligned along the PA and PE directions, respectively. Such effective magnetic
anisotropy is mainly dominated by the contribution of the shape anisotropy resulting from
the high aspect ratio of the wire [49].

An example of the magneto-impedance (MI) effect on the magnetic Fe-based wire is
shown in Figure 5b, where the ΔZ/Z ratio is reported as a function of the DC magnetic
field applied along the PA direction of the wire. The frequency of the AC current applied to
the wire is 1.5 MHz.

The ΔZ/ZV curve shows a single peak at H ≈ 0 Oe and a monotonous and symmetric
decrease as the magnetic field amplitude increases.

Such behavior of the MI curve indicates that the easy magnetization direction for
magnetic anisotropy is nearly parallel to the wire axis and the transversal magnetization
is always dominated by the rotational process, in perfect agreement with the evidence
obtained from the hysteresis loops (see Figure 5a) [29,33,59].

The dependence of the maximum of ΔZ/Z (H = 0) as a function of the AC current
frequency is shown in the inset of Figure 5b. The observed increase is due to the relationship
between the current frequency and the skin penetration depth. In fact, as the frequency
increases, the skin penetration depth decreases, and thus, the circular permeability increases,
leading to an increase in Z [60]. The highest value results at 1.5 MHz, which is the value
selected as the working frequency for the detection of MNPs using an amorphous wire
magneto-impedance sensor in a microfluidic setup.

3.4. Microfluidic Detection of MNPs Using Amorphous Wire Magneto-Impedance Sensor

A magneto-impedance signal on Fe-based wire can be exploited to detect the presence
of a magnetic ferrofluid surrounding it, allowing the wire to act as a sensing element.
The ferrofluid is pumped by the microfluidic system up to surround the Fe-based wire,
after which it is stopped before measuring the magnetic impedance.

Figure 6a shows that the ΔZ/Z (%) curve of the bare wire (here displayed as a dashed
line and already shown previously in Figure 5b) is significantly modified by the presence
of SPION and Co-ferrite NPs dispersed in a liquid medium at selected concentrations; each
curve shown in Figure 6a is the average of six repeated measurements under the same
experimental conditions.
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In particular, the magnitude of the MI effect is adjusted according to the type and
concentration of the NPs; conversely, the shape of the ΔZ/Z (%) curve maintains its
maximum at H = 0 Oe with a monotonous trend decreasing as the external magnetic field
increases. This evidence shows that the ferrofluid magnetically interacts with the wire but
does not affect its uniaxial magnetic anisotropy. In fact, the magnetic NPs generate a stray
field that affects the MI behavior by superimposing on the external longitudinal DC field
and the transverse AC magnetic field generated by the AC excitation current.

Figure 6. (a) Field dependence of ΔZ/ZV at f = 1.5 MHz for the Fe-based wire immersed on the static
ferrofluid at different concentrations of Co-ferrite NPs or SPIONs; (b) ΔZ/ZV values at zero DC field
as a function of the static ferrofluid concentration for Co-ferrite NPs and SPIONs; (c) ΔZ/ZV(H = 0)
ratio as a function of the pressure difference (Δp) set to the flow of the Co-ferrite ferrofluid.
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The ΔZ/Z values at H = 0, corresponding to the maximum MI variation, are shown as a
function of nanoparticle concentration in Figure 6b. The SPIONs and Co-ferrite NPs affect the
MI signal in opposite ways with increasing concentration. The former leads to an increase
in the MI amplitude, while the latter induces a reduction. The explanation for this opposite
behavior should be sought in the different magnetic states of the two types of NPs [35–38,61].

As a matter of fact, the magnetic behavior of the SPIONs, which refers to a single-
domain magnetic state with extremely low magnetic anisotropy energy and negligible
magnetic interaction (see Figure 4a and Section 3.2 for more details), allows the SPIONs
themselves to instantaneously generate a magnetic moment in response to the transverse
AC and longitudinal DC magnetic fields applied during magneto-impedance measure-
ments. Therefore, under the action of the AC transverse magnetic field alone (i.e., H = 0),
whose magnitude is related to the current intensity and whose maximum is near the wire
surface, the magnetic moment of SPIONs quickly reacts, promoting the domain wall mobil-
ity of the Fe-based wire, thus enhancing the MI effect as a function of SPION concentration,
as shown in Figure 6b [37,38]. The superimposition of the longitudinal DC magnetic field
progressively overcomes the effect of the transverse field and (depending on its strength)
gradually orients the magnetic moments of the SPIONs along the major axis of the wire.
This results in a reduction in the transverse magnetic permeability of the wire, resulting in
a monotonic reduction of the ΔZ/Z(%) curve as a function of H, as shown in Figure 6a.

In contrast, the hysteretic magnetic behavior of the Co-ferrite nanoparticles, character-
ized by a significant magnetic anisotropy energy even in the absence of an applied magnetic
field (see Figure 4a and Section 3.2 for more details), hinders the action of the transverse
AC magnetic field, which is no longer sufficient to orient the magnetic moments of the
Co-ferrite nanoparticles in a transverse direction.

Furthermore, the intrinsic magnetic moments of these nanoparticles favor dipole
magnetic interactions, which end up with the formation of nanoparticle arrangements such
as clusters or chains. The resulting magnetic stray field tends to hinder the domain wall
motion in the Fe-based wire, leading to a progressive reduction of the MI effect as a function
of the Co-NP concentrations, as shown in Figure 6b [35,36,61]. Again, the longitudinal DC
magnetic field gradually orients the magnetic moments of Co-ferrite NPs or clusters along
the major axis of the wire; thus, a monotonic reduction of the ΔZ/Z(%) curve as a function
of H is measured, as shown in Figure 6a.

The evolution of ΔZ/Z (H = 0) values as a function of c was fitted to determine the
calibration curve of the amorphous wire MI sensors for both types of nanoparticles.

In particular, the same logarithmic function, represented by the equation ΔZ/Z (H = 0)
= P1 + P2 × ln(c + P3), was able to fit well the experimental data obtained from both
nanoparticle systems with suitable coefficients (P1, P2, and P3), as shown by the dashed
gray lines in Figure 6b.

Moreover, these calibration curves enable the determination of the limit of detection
(LOD) of the studied MI sensor, which is a pivotal parameter for characterizing it [62].
The LOD is defined as the smallest concentration of nanoparticles that produces a statis-
tically significantly greater MI signal than that obtained from the repeated measurements of
the bare wire [62,63]. This quantity is given by LOD = 3.3 σb/m, where σb is the standard devi-
ation of the MI value for the bare wire and m is the slope of the calibration curve for c → 0 [63].
The LOD estimates are ≈0.3 and 0.7 mg/mL for SPIONs and Co-ferrite, respectively.

In addition, the detection range of the MI sensor is evaluated using Co-ferrite ferrofluid,
taking advantage of the availability of more concentrated samples. It is approximately be-
tween 0 and 16.2 mg/ml; in fact, at higher concentrations, the calibration curve becomes so
flat that the measured MI values tend to be statistically indistinguishable. It is evident that
the experimental ΔZ/Z (H = 0) value 54.55 ± 0.41 % obtained for c = 28.3 mg/mL overlaps
with the value 54.59 ± 0.27 % obtained for c = 16.2 mg/mL. A similar detection range
would also be expected for the SPION ferrofluid if the calibration curve were extended to
higher concentrations.
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Magneto-impedance measurements are also capable of detecting magnetic nanoparti-
cles under continuous flow of the ferrofluid.

The trend of ΔZ/Z (H = 0) as a function of the velocity (v) of the Co-ferrite ferrofluid
at c = 0.8 mg/ml through the millifluidic chip is shown in Figure 6c. The flow velocity is
related to the pressure difference (Δp) set in the pressure-based flow control system and is
determined by averaging the flow rate measurements through two flow sensors placed in
the microfluidic setup (see Figure 1).

In the range Δp = 0–100 mbar, the ferrofluid flows inside the millifluidic chip with
a v = 0–3.125 mm/s dominated by a laminar flow as confirmed by the Reynolds number
(Re) of 3.125 for maximum speed. The Reynolds number is calculated by Re = ρvs.L/μ,
where v is the flow velocity, L = 1 mm is the inner diameter of the quartz channel, and
ρ = 1000 kg/m3 and μ = 0.001 Pa·s are the density and viscosity of the ferrofluid, respec-
tively, which are reasonably approximated to those of pure water (at room temperature)
due to the very low concentration of nanoparticles.

As a matter of fact, a linear approach of the ΔZ/Z (H = 0) ratio from the value
measured in static flow conditions (v = 0) towards the value of the bare wire is observed
with increasing v.

This behavior can be reasonably explained by considering the competing Brownian
and laminar forces that drive the displacement of the Co-ferrite NPs within the millifluidic
chip. The balance of these hydrodynamic forces determines the time taken for the NPs
to move in the multichannel during MI measurements and thus the efficiency of their
magnetic interaction with the Fe-based wire. MI measurements take approximately 2 min
due to the time required to bring the DC field to its maximum amplitude.

In the static flow condition (v = 0), Brownian forces are dominant, resulting in the random
displacement of each NP within the liquid. This results in a high probability of the NPs remain-
ing within the millifluidic chip throughout the duration of the MI measurement. Consequently,
the NPs, subjected to AC and DC fields, maximize the interaction with the domain walls of the
Fe-based magnetic wire, thereby inducing a substantial variation in the MI signal.

In the continuous flow condition, the hydrodynamic forces typical of the laminar state
transport the NPs into the flow. Therefore, the travel time of the Co-ferrite NPs in the
millichannel is progressively reduced as the ferrofluid velocity increases. Consequently, dur-
ing MI measurements, the magnetic interaction of the NPs with the walls of the magnetic wires
becomes progressively less effective and the variation in the MI signal becomes less significant.

4. Conclusions

A magneto-impedance sensor aimed at detecting the stray magnetic field generated
by magnetic nanoparticles dispersed in a ferrofluid was successfully obtained by exploiting
an amorphous Fe73.5Nb3Cu1Si13.5B9 magnetic wire (average diameter of 150 μm), charac-
terized by soft magnetic properties and anisotropy that is easy-axis-aligned along its main
geometrical axis.

The detection of the magnetic nanoparticles takes place in a custom millifluidic chip
to facilitate the flow of the ferrofluid around the Fe-based wire and to reduce the required
sample and the amount of waste produced. In addition, this combined application of MI
sensors with a microfluidic system promotes the development of miniaturized and portable
devices, making measurements faster and more reliable.

In particular, it is observed that the magnitude of the MI signal is significantly in-
fluenced by the intrinsic magnetic properties of the NPs and their concentration in the
ferrofluid. The superparamagnetic state of the SPIONs enables them to respond rapidly
to the AC transverse magnetic field with a magnetic moment that generates a stray field
capable of increasing the transverse magnetic permeability of the wire with a consequent
enhancement of the MI effect. Conversely, the magnetically blocked state of the Co-ferrite
NPs is characterized by an intrinsic magnetic moment that favors dipole magnetic interac-
tion, resulting in a magnetic stray field that tends to hinder the domain wall motion in the
Fe-based microwire. This leads to a reduction in the MI effect.
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Under static flow conditions, the MI sensor demonstrates sensitivity to ferrofluid
concentration with a detection limit of approximately 0.3 and 0.7 mg/ml for SPION and
Co-ferrite, respectively. In dynamic flow conditions, the travel time of the Co-ferrite NPs
decreases as a function of fluid velocity, and therefore, the magnetic interaction of the NPs
with the wires becomes progressively less effective and the variation of the MI signal is
observed to be less significant.

In conclusion, a simple and robust amorphous wire magneto-impedance sensor was
proposed that is characterized by a simple fabrication process and relatively low cost. Its
sensitivity to the stray magnetic field generated by MNPs in the ferrofluid makes it useful
for reliably assessing the complete removal of NPs from water resources (after their use for
contaminant removal), as well as for promoting the development of diagnostic sensors and
lab-on-chip devices based on the detection of functionalized NPs.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/s24154902/s1, - Photo of experimental microfluidic detection setup; -
photo of millifluidic chip equipped with nozzles and magnetic wire; - photo of the section of quartz
tube; - IRM and DCD curves for hysteretic Co-ferrite NP sample.
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Abstract: Inkjet printing of magnetic materials has increased in recent years, as it has the potential
to improve research in smart, functional materials. Magnetostriction is an inherent property of
magnetic materials which allows strain or magnetic fields to be detected. This makes it very attractive
for sensors in the area of structural health monitoring by detecting internal strains in carbon fibre-
reinforced polymer (CFRP) composite. Inkjet printing offers design flexibility for these sensors to
influence the magnetic response to the strain. This allows the sensor to be tailored to suit the location
of defects in the CFRP. This research has looked into the viability of printable soft magnetic materials
for structural health monitoring (SHM) of CFRP. Magnetite and nickel ink dispersions were selected
to print using the JetLab 4 drop-on-demand technique. The printability of both inks was tested by
selecting substrate, viscosity and solvent evaporation. Clogging was found to be an issue for both ink
dispersions. Sonicating and adjusting the jetting parameters helped in distributing the nanoparticles.
We found that magnetite nanoparticles were ideal as a sensor as there is more than double increase
in saturation magnetisation by 49 Am2/kg and more than quadruple reduction of coercive field of
5.34 kA/m than nickel. The coil design was found to be the most sensitive to the field as a function of
strain, where the gradient was around 80% higher than other sensor designs. Additive layering of 10,
20 and 30 layers of a magnetite square patch was investigated, and it was found that the 20-layered
magnetite print had an improved field response to strain while maintaining excellent print resolution.
SHM of CFRP was performed by inducing a strain via bending and it was found that the magnetite
coil detected a change in field as the strain was applied.

Keywords: magnetostriction; magnetite; nickel; ink dispersion; inkjet printing; JetLab 4

1. Introduction

Printed electronics via inkjet printing onto substrates such as on printed circuit boards
(PCB) have been around for decades. This method has gained an interest in printing
smart magnetic materials for sensors and actuators [1]. One area of research is printing
magnetostrictive sensors for structural health monitoring (SHM) of carbon fibre-reinforced
polymer (CFRP) composite. The current state of the art in SHM shown in [2–5] conclude that
fibre Bragg grating (FBG) and acoustic methods are suitable for SHM due to reliability in
sensing damages in CFRP, whereas magnetostrictive sensors are limited in manufacturing
methods and cost.

Therefore, this paper exploits the gap in reducing the manufacturing process time
and cost of materials used for SHM devices via inkjet printing soft magnetic materials.
Printing magnetostrictive materials has been difficult due to the materials’ availability
and compatibility, which so far has been restricted to three-dimensional (3D) extrusion or
powdered metal additive manufacturing [6,7]. Inkjet printing is desirable in applications
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where the weight and cost of material are important. The objective of this paper is to
demonstrate the printability of magnetostrictive sensors and be able to monitor damages
in aircraft CFRP material. The aim is to develop and print magnetostrictive via an inkjet
printing technique; this allows additional freedom in designing various patterns and layers,
which could improve the performance of the sensor. Therefore, this paper will print,
characterise and develop a tension to test the sensor’s magnetic field response to strain.

In the literature, ref. [8] have shown that magnetostrictive materials can detect damages
present in CFRP under bending and impact forces. One of the main advantages of using
magnetostrictive materials is that magnetostriction is an inherent property of magnetic
materials and does not degrade the CFRP. Ref. [9] have designed and developed an SHM
device consisting of a magnetostrictive ribbon embedded in the CFRP while detecting the
magnetic field using a coil inductor. Wireless monitoring can also be implemented and
will be useful in aerospace applications. Another method shown by [10], made a printable
copper inductor coil, which was used for detecting small changes in the magnetic field
from the magnetostrictive sensor.

The two main forms of magnetoelastic effects [11] can be described by Equation (1):
Joule magnetostriction, where the material changes in length under a magnetic field, and
Equation (2): Inverse-Joule or Villari Effect, where the magnetic flux density changes
direction under an applied strain.

ε = σ/EH
y + d33H (1)

B = d33σ+ μσH (2)

where in Equation (1), ε is the strain, σ is stress, EH
y is the compliance coefficient at constant

field strength, d33 = dε/dH (strain/field), and H is the magnetic field. Where in Equation (2),
B is the magnetic flux density in Tesla (T), d33 = dB/dσ (induction/stress), which is the
magnetostrictive constant, and μσ is the permeability at constant mechanical stress.

Fe-based soft magnetic materials are ideal for structural health monitoring [6] as
they have low coercivity and high saturation magnetisation. However, inkjet-printed
magnetostrictive materials have not yet been tested for SHM of CFRP composite.

Printing magnetic materials by inkjet printing is achievable; however, there are certain
factors that could influence the base metal [12,13]:

• Nozzle and droplets;
• Alignment of moments;
• Magnetic and non-magnetic printing.

Magnetic inks can form long liquid bridges from the nozzle, which makes the drop
on demand (DOD) system difficult to print with magnetic inks. The inkjet system uses a
piezoelectric actuator to push inks from the ink chamber to the nozzle therefore controlling
the number of drops to the substrate. However, ref. [12], mentioned that magnetic inks
could be pushed by a magnetic field instead of an actuator or any mechanical device. This
would mean controlling the magnetic particles further by ensuring each drop contains
magnetic metal particles and breaking the bridge with the drop to the nozzle, which could
improve densification and further control of the droplets.

Thick film magnetostrictive material has been produced and measured by [14]. They
have produced a paste containing Terfenol-D and glass frit, then printed using screen
printing. By measuring the magnetostriction using the change in length from lasers, they
reported that it has a lower magnetostriction constant than the bulk materials due to void
formation in the thick film.

Nickel and magnetite are soft magnetic materials (ferromagnetic) that can be used
for printing magnetostrictive sensors. In literature, nickel and magnetite nanoparticles
have been used and successfully printed/deposited by [12,15–24]. Although nickel and
magnetite have been shown to be printable, there have been issues with ink synthesis,
droplet formation, substrate and post-printing.
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There are various ways to synthesise magnetite and nickel inks, such as additives,
sol–gel and solvents to improve the printing and post-printing process. The substrate onto
which the ink is printed plays a key role in retaining the nanoparticles and evaporating
the solvent. Ref. [20], have shown that nickel can be printed onto glass slides using a
Dimatix Materials Printer inkjet system for electronic applications. The nickel inks printed
were preheated to 140 ◦C on a hotplate and then heated to 180 ◦C after printing to avoid
wetting and to sufficiently evaporate the solvent. However, glass as a substrate material
cannot be used as a magnetostrictive sensor as there needs to be greater flexibility in the
substrate. Polymer materials can be used to print nickel ink; however, there are limitations;
for example, ref. [24], shows that the PET substrate material causes shrinkage and blistering
problems when curing nickel inks. Kapton film could be used as the melting point for
Kapton is around 400 ◦C, well above the curing temperature of nickel. Ref. [19], have
shown that nickel ink (with ethanol solvent) can be printed on Kapton and cured on a hot
plate at 150 ◦C for 20 min and then flashlight sintered.

Ref. [23] have printed magnetite inks via inkjet printing onto sacrificial paper to
produce a turntable actuator and explored the effect of synthesising magnetite solvent to
form a photo-curable ink such as oleic acid. Polymeric resin is used to strengthen and form
bonds between magnetite nanoparticles. The magnetic properties at room temperature were
measured for both magnetite inks in the original and with polymeric resin. It was shown
that the polymeric resin reduced the magnetic properties, such as saturation magnetisation
(Ms), slightly, which was due to the higher level of non-magnetic material within the print.
Ref. [22] explored the effect of printing magnetite inks onto paper by changing the jetting
(piezoelectric or thermal), temperature of print and size of magnetite nanoparticles. The
magnetic properties remain unchanged for both piezoelectric and thermal print heads.
Ref. [18] produced an inkjet-printed magnetite inductor core on paper at room temperature
and polyimide (sintered at 300 ◦C) by JetLab 4 by MicroFab Inc. (Plano, TX, USA). Oleic
acid was used to cover the ink and was treated with potassium hydroxide. Aggregation in
some areas was formed; however, the print was successful on both paper and polyimide.

2. Methods

The metal dispersion inks that were selected to be studied in this research were 20%
Magnetite with Dimethylformamide (DMF) and 2% Nickel with N-Methyl-2-pyrrolidone
(NMP) nanoparticles (NPs) inks, manufactured by Nanoshel. Table 1 shows the composition
and physical properties of the inks. These include the solvent within the ink, the viscosity of
the ink, surface tension, particle size and solvent evaporation temperature. The composition
and physical properties are vital for printing NPs using an inkjet system to avoid clogging
and printability on a substrate. For example, particle size above 100 nm would be prone
to clogging depending on the nozzle size. The ink composition and particles were readily
available and tested by the manufacturer. However, for inkjet printing applications, it is
critical to know the viscosity of the ink and tailor the composition for the printing system.
Equation (3) shows the Z number that determines the printability of the inks [25,26].

Z =

√
ρdoγt

μv
(3)

where ρ is density, do is the orifice diameter, γt is the surface tension of the ink, and μv is
the viscosity of the ink. An ink can be considered printable with a Z number to be between
1 to 10.

A viscometer was used to measure the viscosity of both inks. The viscometer was
calibrated by a one-point calibration technique with water at room temperature before
measuring the inks. Distilled water was measured at a known temperature and then
compared to published values, as shown in Table A1 [27]. Magnetite and nickel ink were
placed in a polycarbonate container and placed in a sample holder. The viscosity was
measured by placing two vibrating probes and a thermocouple lowered and aligned to the
meniscus of the ink.
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Table 1. Nickel and magnetite ink properties.

Metal NP
Solvent

Composition
Viscosity at
298 K (cP)

Density
(g/cm3)

Surface
Tension
(mN/m)

Particle Size
(nm)

Solvent
Evaporation

Temperature (K)

Ni (2 wt. %) NMP and water 7.5–10 2.07 72.8 (water) 80–100 473 (NMP)

Fe3O4 (20 wt. %)

Organic Solvent
(DMF), IPA

Ethanol, Water
(ddH2O)

7.5–10 5.17 72.8 (water) 50–80 426 (DMF)

2.1. Printing Process

The experimental procedure for printing the metal NPs in the JetLab 4 was to first
prepare the ink. An ultrasonic bath was used for 30 min before transferring approximately
3 mL of ink to the ink reservoir. The reservoir was then placed into the JetLab 4 printing
machine. The jetting parameters were then calibrated. Before printing onto the substrates,
they were cleaned by air drying to remove any dust or impurities.

The piezoelectric print head was bought from MicroFab Inc. (Plano, TX, USA); it had
a nozzle size of 60 μm with controllable voltage output. The printing parameters used
were a standard wave at a rise time of 5 μs, dwell time of 5 μs, fall time of 50 μs, echo time
of 6 μs, rise time of 10 μs, idle voltage of 0 V, dwell voltage of 60 V and echo voltage of
−60 V as seen in Figure 1. There is a slight variation in these parameters depending on the
ink mixture. For example, the dwell voltage may change to 65 V, or the dwell time may
change to 3 μs to prevent clogging of satellites in each droplet. For example, nickel ink has
heavier metal particles, which were not easily mixed into the solution, therefore creating an
additional issue when there was a difference in the density at the nozzle. This created a
clogging problem where the jetting parameters were not calibrated for the heavier particles
of the solution. This results in an irregular print, which cannot be altered during printing.
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Figure 1. JetLab signal input standard wave for each droplet.

Designs for printing were made in Ansys CAD Space Claim 2019 R2 and converted
into bitmap monochrome file. The resolution of the image depends on the number of pixels
in the image.
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2.2. Post Treatment

After the printing process, the printed design required further treatment in order to be
used as a sensor. The first stage involved drying the print after the printing process, which
involved heating to evaporate the solvent. The print was left at room temperature, leaving
the metal NPs on the substrate.

Coating is another treatment, which serves to protect the inkjet-printed designs from
external environments. Two ways of applying a coating were used, these were by applying
a layer of silicone via spin coater or spray coating a layer of acrylic polymer. Both coating
methods have advantages and disadvantages of applying and protecting the print. Spray
coating is an easy way of applying and protecting the print, as it needs no additional
machines or equipment. However, the spin coater ensures an even coating, which is useful
without compromising thickness and detection of the magnetic field.

An Ossila spin coating machine was used to apply a layer of polydimethylsiloxane
(PDMS) to the print under a fume hood. The PDMS (Slygard 184) used was purchased
from Merck Life Science (Dorset, UK), which came in pre-packed solutions of resin and
hardener. As the PDMS solution was viscous, the spin coater was set at 3000 RPM for 12 s.
The coated print was left to dry at room temperature for 24 h. The print with the PDMS
layer was then placed in an oven at 60 ◦C for 1 h to cure. An acrylic conformal coating
spray was purchased from RS component. The spray was used under a fume hood and
sprayed directly onto the print from 15 cm away.

2.3. Production of Carbon Fibre Composite Sample

The carbon fibre prepreg 4-ply twill weave (VTC401-C200T-HS-3K-42%RW) was
used in this project and was supplied by SHD Composites Ltd. (Lincolnshire, UK). The
composite laminate was formed using vacuum bagging. The prepreg CFRP were cut to
size and layered on top of each other on a glass substrate and sealed in a vacuum bag
at −28 Hg. The autoclave was used to apply pressure of 6 bar and heated to 60 ◦C at a
rate of 3 ◦C/min and held for 60 min. Then the temperature increased to 120 ◦C at a rate
of 3 ◦C/min for 60 min and then cooled down to room temperature. The cure cycle was
recommended for the specific carbon fibre prepreg (VTC-401) from the supplier [28], as
demonstrated in [9]. A tile cutter was used to cut the CFRP to size. This included a blade
submerged in water to prevent excess dust from cutting the CFRP samples. For the strain
bending test, the laminates were made to a size of 25 mm × 50 mm × 0.75 mm

2.4. Villari Effect Magnetostriction
Strain Bending Test

An inductance measurement was used to measure the magnetoelastic performance
of the soft magnetic printed designs under strain. These methods were selected from
literature as they have proven to detect magnetic fields. The magnetic prints were strained
by placing them on a bending rig to apply a bending force. The bending test setup shown
in Figure 2a shows the force applied on two ends, which forces the sample around a known
curvature radius. The dimensions of the bend rig and radius of curvature were measured
and produced in the Ansys CAD design package. The CAD design was converted to an
STL file for printing. A resin photo-polymer printer was used to print 3D bend rigs, as
shown in Figure 2b. As the print is at the top of the paper, the bend will produce a tensile
force and reorientate the magnetic moments, therefore producing a change in the magnetic
dipole and field.
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Figure 2. (a) Bending test on a known radius of curvature (b) 3D printed bend rig.

The radius of curvature is converted to strain by using Equation (4). Where ε is strain,
y is the distance from the neutral axis, and R is the radius of curvature. By converting the
radius of curvature of R1000, R900, R800, R700, R600, R500, R400, R300, R200 and R100
(where R1000 = 1000 mm radius) to strain values of 0.13, 0.14, 0.16, 0.19, 0.22, 0.26, 0.33,
0.43, 0.65 and 1.3 με respectively for paper substrate. The strain depends on the distance
of curvature from the neutral axis; therefore, calculated values for paper and CFRP are
presented in Appendix A in Figure A1. The 3D-printed bending rig dimensions were
measured again after printing for recalculation of the strain.

ε =
y
R

(4)

L = ΦI (5)

L = μ0
N2 A

l
(6)

Measuring a change in inductance is a direct way of measuring the change in the
magnetic field of a material. For this measurement, a coil was made to measure the change
in inductance when the strain was applied to the print. The inductance is proportional to
magnetic flux, as shown in Equation (5), where L is in Henries, Φ is magnetic flux, and I is
the current. Therefore, the magnetic flux can be derived from the inductance at a constant
current in the coil [29]. This allows flexible measurement to adjust the sensitivity of the
inductance. In Equation (6), where L is in Henries, μ0 is the permeability of free space, N
is the number of turns, A is the inner core area in m2, l is the length of the coil in metres.
This shows that in a coil, the number of turns increases the inductance greatly, therefore
increasing the area. The dimensions of the 3D-printed coil holder are shown in Figure 3a,
where the diameter of the inner air core is 5 mm, and the diameter of the coil holder is
16 mm. The inductor was made from copper wire of 0.1 mm thickness and an air core size
radius of 1.5 mm.
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a c 
b 

Figure 3. (a) Dimension of the air core coil holder used for inductance measurements, (b) inductance
measurement with coil and clamp on 3d printed bend rig and (c) circuit schematic with inductor,
capacitor (where 1 and 2 are positive and negative connection) and AC power supply in series.

The experimental setup to measure the inductance of the printed sample consisted
of an 891-bench top LCR meter from BK precision, connected to a coil inductor, as seen in
Figure 3b,c. A current was applied at a frequency of 1 kHz with a voltage of 1 vrms for the
benchtop LCR meter.

3. Results and Discussion

3.1. Magnetic Properties

The magnetic properties were measured by measuring the hysteresis loop using a
Quantum Design MPMS magnetometer at room temperature, as shown in Figure 4 and
Table 2. From the hysteresis loops, it was observed that the magnetite NP had more than
double the saturation magnetisation (Ms) and a lower coercivity (Hc) and remanence (Mr)
than the nickel NP, which is preferable for sensing application.

Figure 4. Hysteresis loop of magnetite and nickel NP from −1200 to 1200 kA/m field.
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Table 2. Magnetite and nickel saturation magnetisation, remanence and coercivity calculated from
the hysteresis loop.

Material Ms (Am2/kg) Mr (Am2/kg) Hc (kA/m)

Magnetite 76.5 1.25 ± 0.02 1.22 ± 0.02

Nickel 27.1 2.53 ± 0.01 6.56 ± 0.10

From the literature, the magnetic properties of both magnetite and nickel NP have been
measured [15,16]. The Ms of the magnetite was 76 Am2/kg, which is close to published
values at 70–80 Am2/kg. There are similarities in magnetic properties for all literature
shown except for one published paper [15], where Hc and Mr show a 10 kA/m and
10 Am2/kg difference, respectively, from the current work and other published papers.
This may be due to the technique used by [15]; they used an electrode bath (electrolysis) to
form magnetite, which may have reduced the particle size, hence increasing the Hc and Mr
values considerably. It is reported that bulk magnetite has Ms at 92 Am2/kg [15], which is
similar to the measured magnetite Ms in Table 2, as the difference is due to surface effects
such as spin canting.

Whereas the published values and current work for Nickel NPs [30,31] show that
there is considerable variation in the magnetic properties. For example, in [30], the data is
closest to this work where the Ms is around 30 Am2/kg; however, in [31], the Ms is around
55 Am2/kg, which was higher than all published and current work. The gap of 20 Am2/kg
is significant, more than the published values for magnetite. The size and composition of
NPs of nickel do affect the Ms value, which could explain the high variation between the
published values. For example, a particle size of 20 nm has a single domain, whereas above
this size, they are multi-domain. For example, ref. [31], reported that the hysteresis loop for
Nickel NPs with a diameter of 22 nm has a similar Ms value of around 30 Am2/kg from the
hysteresis loop. However, this work has a particle diameter of 80 nm, far larger than in [31].
This may be down to their process in obtaining Nickel NPs, where thermal fluctuation,
solvent and technique could affect their magnetic properties.

3.2. Viscosity Measurement

Table 3 shows the result of magnetite and nickel ink viscosity at room temperature
measured using a viscometer SV–1 A from A&D Company Ltd. (Tokyo, Japan). This shows
that both inks are suitable for inkjet printing as the value is below 20 cP and above 1 cP.
However, the measurement was taken at the meniscus, where there is more solvent than
heavy NPs. As the heavy NPs tend to drop to the bottom of the polycarbonate container.
This creates an issue when measuring, as the measured value is not the true viscosity of
the ink; rather, it is more of the viscosity of the solvent. Therefore, the process of setting
up the measurement was performed quickly to prevent the heavy NPs from dropping to
the bottom before the viscosity measurement. The true viscosity is likely to be higher. The
viscosity for nickel is slightly higher than magnetite ink even though magnetite contains
20 wt.% NPs and Nickel has 2 wt.% NPs in the ink. The higher viscosity is due to the higher
molecular weight and density of the solvent, as NMP in nickel ink has a higher density
than DMF in magnetite ink.

Table 3. Viscosity measurement for magnetite and nickel NP.

Metal NP Solvent Temperature (K) Viscosity (cP)

Magnetite DMF, IPA and water 294 1.92

Nickel NMP and water 293.6 2.06

The Z number was calculated by using the equation in [26] and found to be around
6–8 cP for nickel ink and 9.7–12.9 cP for magnetite ink. However, the inks can be diluted
to improve the viscosity and reduce the Z number. The Z number is less or around the
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critical value of 10 cP; therefore, this makes it suitable for inkjet printing. In the published
paper by [32], the magnetite dispersion from the same company was shown to have a
viscosity value of around 1.6–1.7 cP at 297 K. Although the test was not performed at
around 297 K, the viscosity in the published values would be slightly lower than in this
work. Nevertheless, the inks have shown a good level of viscosity for inkjet printing using
the JetLab 4 printing system.

3.3. Print Analysis

Figure 5 shows the (a) image and (b) printed design for (i) magnetite uniaxial patch,
(ii) magnetite coil, (iii) magnetite 3 mm grid design and (iiiv) nickel lines on photo paper
printed by JetLab 4 with 60 μm print head orifice, respectively. All designs are measured at
25 × 25 mm2 in length. The grid designs are adjusted by changing the infill size as track
gaps are increased from 3 mm to 5 mm in distance.

 

a(i) a(ii) a(iii) a(iiiv)

b(i) b(ii) b(iii) b(iiiv)

Figure 5. (a) image and (b) printed design: (i) magnetite uniaxial patch, (ii) magnetite coil and
(iii) grid design and (iiiv) nickel lines print.

The microscope image of magnetite print on photo paper presented in Figure 6a
shows that each droplet has a non-spherical shape, but there is good adhesion between
the magnetite nanoparticles on paper. Some droplets, as seen in Figure 6a, have joined,
which may have been due to the droplets being too close together during the printing
process; this could be improved by adjusting the jetting parameters to reduce satellite
droplets, as seen in Figure A2. The radius of droplets (R1, R2 and R3) are all similar to each
other with a mean of 78.20 ± 2.5 μm, while the diameter (D1, D2 and D3) have a mean of
159.45 ± 5.3 μm, which is due to the misalignment of droplets. Although the droplets are
shown to have a slight variation in diameter and radius, the size of the droplets is relatively
good. This would not affect the magnetisation change when strain is applied.

The nickel coil is printed as seen in Figure 6b, which shows the microscope image of
nickel ink on photo paper. The microscope image shows that the nickel drops are erratic
and do not show good cohesion on the paper. Compared to magnetite, where multiple
prints show a relatively good accuracy (print direction on top of each drop), nickel does
not print well in additive layering as each drop does not overlap each other. There are
areas where the print is inconsistent, as clogging may have disrupted the printing process.
The size of the droplets shown in Figure 6b has a mean diameter of 141.6 ± 2.3 μm (D1,
D2 and D3) and a spherical mean radius of 70.7 ± 1.5 μm (R1, R2 and R3). In comparison,
the nickel drop measured shows that the drops are about 20 μm smaller than magnetite
droplets, which is due to the lower concentration of nickel in each droplet and are prone to
forming voids and non-uniform NPs due to excess solvent in each drop.
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a 

b

Figure 6. Optical microscope of (a) magnetite uniaxial patch design on paper and (b) nickel coil
design on paper.

The magnetite print has a resolution of around 132 dots per inch (DPI), whereas in the
literature [11], the resolution is much higher at 185 DPI. Reducing the droplet size can be
achieved by reducing the wettability of the ink on the substrate. Layer-by-layer printing
depends on the evaporation of the solvent to prevent the NPs from spreading. Therefore,
applying heat during printing which increases solvent evaporation and reduces migration
of NPs to the edge increases the density of the NPs in the droplet.

SEM and EDS Analysis

Magnetite and nickel NPs were further analysed by SEM and EDS using AZtec one
software (https://nano.oxinst.com/products/aztec/aztecone (accessed on 30 September
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2023)). Figure 7 shows the SEM and EDS analysis of magnetite print on paper where (a) and
(c) show the magnetite droplet on paper substrate. The distribution of magnetite NPs is not
homogeneous across the droplet, as larger amalgamated NPs can be seen clearly in the SEM
image. This will affect the roughness and height of the droplet. Achieving homogeneous
droplets is essential to reduce porosity and controllable anisotropy. Instead, the droplet will
have random alignment if the porosity increases. The EDS image in (b) and spectrum in
(d) and (e) shows elements of iron, carbon and oxygen present in the droplet. Iron elements
in magnetite droplets can be clearly seen. Carbon and oxygen can be seen all over the
substrate and the droplet, as oxygen is present in magnetite and paper, while carbon is
present in paper but not in magnetite; however, due to the thinness of the magnetite drops,
the electron beam is likely also to be detecting the substrate as well as the droplets.

a
b

c

d

e

Figure 7. (a) SEM image of magnetite on paper at 2 kV, (b) EDS element map at 10 kV, (c) SEM
spectrum label at 2 kV, (d) EDS spectrum 2 at 10 kV and (e) EDS spectrum 3 at 10 kV.
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Nickel droplets on paper SEM and EDS mapping/spectrum can be seen in Figure 8.
Compared to magnetite, nickel NPs on paper contain higher levels of porosity, which can
be clearly seen in the SEM layered image in (a). This is due to the higher level of solvent
than magnetite which is prone to porosity when it is evaporated or absorbed into the paper.
The EDS mapping in (b) shows elements of nickel, oxygen, silicon and carbon present. The
droplet shows a clear presence of nickel and carbon elements, whereas silicon and oxygen
are present in the paper. This is as expected as the nickel NPs contain only nickel and paper,
showing oxygen. Spectrum (c) and (d) show that the SEM image in (a) contained a majority
of nickel and oxygen.

Spectrum 11

a

b

c d

Figure 8. (a) Nickel droplet on paper SEM at 2 kV, (b) EDS layered map at 10 kV, (c) nickel EDS
spectrum 11 and (d) nickel EDS spectrum 12 at 10 kV.

3.4. Inkjet Printing Sensor Measurement

The graph in Figure 9a shows the mean value of magnetite print inductance, measured
on each bend rig, while Figure 9b shows the inductance as a function of strain for nickel
print with a deviation of ±0.005 μH. Most of the results shown in Figure 9 appear to show
a negative inductance as the strain is increased. As the strain is increased, the distance
between the coil and magnetite print is increased and the tension caused by the bend rig
would align the moments toward the stress direction, which would naturally assume a
negative trend. The measured magnetic field may be improved by increasing the density
or layers of the print. In comparison, nickel has shown a higher inductance than magnetite;
for example, the coil design in nickel at 0.22 με is at 0.025 ΔμH compared to 0.005 ΔμH for
magnetite, as shown in Figure 9a,b.

100



Sensors 2024, 24, 4657

0.0 0.5 1.0 1.5
-0.07

-0.06

-0.05

-0.04

-0.03

-0.02

-0.01

0.00

0.01

0.02
In

du
ct

an
ce

 (
)

Strain ( )

Print design
 Uniaxial patch
 Coil x10
 5mm grid
 3mm grid
 Coil
 100x200
 200x100

a

0.0 0.5 1.0 1.5

-0.01

0.00

0.01

0.02

0.03

0.04

In
du

ct
an

ce
 (

)

Strain ( )

Print design:
 Uniaxial patch
 5mm grid
 3mm grid
 Coil

b

Figure 9. Change in inductance as a function of strain from 0.22 με to 1.3 με for (a) magnetite print
designs and (b) nickel print designs.

A linear fit was performed on the data where Figure 10 shows the calculated linear
fitting of the magnetite print for the graph (a) intercept, (b) slope and (c) R-squared values.
The gradient is the change in the magnetic field as a function of strain applied; therefore,
the greater the change, the better the sensor design performs as a function of strain. The
intercept shows the initial inductance value where no strain is applied, which may be
significant to compare with other designs such as increased layers. The R-squared value
shows how well the data fits the linear fitting and if increasing strain changes the magnetic
field; for example, if the data is erratic, then the R-squared value is low. For a reliable
sensor, an R-squared value should be close to 1.
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Figure 10. Magnetite print designs linear fitting showing (a) intercept, (b) gradient and (c) R-
squared value.
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The magnetite design that is most sensitive to strain is the coil design, as shown in
Figure 10b. In comparison with other designs tested, the gradient of the coil design is lower,
which may be due to the design itself. The R square value (COD), as seen in (c), shows that
80% of the data is due to the applied strain. In comparison, the R-value for a 5 mm grid, a
3 mm grid and a uniaxial patch are close to 0, which suggests that the change in strain does
not affect the change in inductance. Data could be improved by gradually reducing the
radius of curvature while measuring the inductance. For example, the intercept shown in
(a) should show a positive value due to the demagnetising field of the printed NPs. The
negative intercept could be due to the initial applied strain; in other words, the starting
strain could be too high, resulting in a negative reduction in inductance.

To improve the change in the field with strain, different designs, the number of layers
and print directions were explored, as seen in Figure 10b. The effect of changing the design
from 5 mm to 3 mm and the uniaxial patch does not show a significant change. There is
a slight increase in gradient and R squared value for the 5 mm grid. However, there is
a larger deviation in the 3 mm grid than the 5 mm grid design, which may benefit from
additional data points; the same can be said with the uniaxial patch. In comparison with the
desktop printing grid design, the change in field to strain (cantilever) did show a difference
between the 5 mm and 3 mm track gap design, as seen in [6]. Printing multiple layers
does make a difference to the magnetoelastic performance. A coil with 10 layers shows an
increased slope in the field as a function of strain compared to the single-layered coil, which
is expected due to a greater amount of material deposited on the substrate. Even though
the gradient for both single and multiple coil layers shows a negative tread, the addition of
multiple layering causes an increased gradient to the magnetoelastic performance.

The print that is perpendicular to the strain direction shows the greatest sensitivity to
inductance as a function of strain, as seen in Figure 10. The 100 × 200 px rectangular print
(perpendicular to strain) has a higher inductance to strain sensitivity than the 200 × 100 px
rectangle (parallel to strain) print. The intercept in (a) is shown to be almost the same for
both print in parallel and perpendicular lines. As strain is applied, the perpendicular print
produces a positive gradient, whereas the parallel print remains at zero, as seen in (b). It is
true that the perpendicular gives a higher gradient but at lower to higher strain values, e.g.,
from 0.65 με to 1.3 με. The parallel print is more sensitive to the field as a function of strain
at a lower strain value than the perpendicular direction. This may be due to the shape
anisotropy effect where the alignment of print direction in the parallel, the easy direction is
along the axis, which is why the inductance peaked much earlier than the perpendicular
direction. The perpendicular direction peaked at 1.3 με, which is due to the hard direction
(as the alignment is already aligned towards the perpendicular direction). In Figure 6a, the
microscope image of the printed magnetite on photo paper shows that individual drops
of the magnetite ink are near-spherical shape, which suggests that the shape anisotropy is
down to the direction of print and not due to the shape of individual droplets.

The graphs in Figure 11 show the fitting for nickel with parameters of (a) intercept,
(b) gradient and (c) R squared value. Figure 11a shows that even though the intercept is
higher, all the designs have smaller gradients in comparison to magnetite print, as shown
in Figure 10b. For example, the nickel 5 mm grid and coil designs gave a good response to
inductance as a function of strain. However, they have a lower gradient than magnetite coil
and a 5 mm grid design. Although the gradient is very small for all designs, it was expected
that the coil design would be more sensitive in nickel ink based on the design change
rather than the material change. The change in magnetic field can change depending on
the design and applied strain, which could be useful in various applications. For example,
from Figure 9b, the coil design shows a much steadier and more gradual slope than the
5 mm grid, similar to a magnetite coil as strain is increased. For example, in the 5 mm grid
design, from 0.22 με to 0.33 με, there is a small positive change in inductance, but when
the strain is increased to 0.65 με, there is a steep reduction in inductance. In comparison,
the coil design shows a reduction of inductance from 0.22 με to 0.65 με. Therefore, the coil
design has a better range of sensing for small and larger strains. The R-square values in
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(c) in both Figures 10 and 11 show that for both magnetite and nickel, the uniaxial patch is
the least effective design, as the data is not influenced by the strain size. This could be due
to the print direction (perpendicular to strain) and gaps within the design, which could
reduce the change in the field.
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Figure 11. Nickel print designs linear fitting graph showing (a) intercept, (b) gradient and (c) R-
squared value.
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Overall, the design that gives the best magnetoelastic response is the coil design. While
it does show a negative inductance gradient in both nickel and magnetite material, both do
show a good trend of change in inductance to strain. The trend shows a gradual change,
whereas other designs give a sharp and unpredictable change, which can distort the results.
Therefore, this makes it ideal to select it as a sensor in future work. The rate of change
in field as a function of strain is higher in magnetite than nickel, even though nickel has
a higher intercept (demagnetising field) than magnetite print. Therefore, the material of
choice in this work is magnetite.

3.4.1. Additive Layering

Printing magnetite in layers has been shown to improve the NPs change in the field as
a function of strain. However, this was performed with one design, comparing the single
and 10-layer printed magnetite coil on photo paper. Printing a simple design, such as a
square shape (5 × 5 mm2), makes it easier to print in layers of 10, 20 and 30.

Figure 12 shows the magnetite square design (5 × 5 mm2) in (a) 30, (b) 20 and (c) 10 lay-
ers. Significant differences can be seen in each layering print. For example, the 10 layers
show clear print direction across the square design, whereas the 30 layers show erratic
print direction, thus reducing the printing accuracy. This may be due to the excess satellites
and clogging forming during printing, where the excess droplets can be seen on the edges
of the square design. Therefore, when printing beyond 30 layers, the jetting parameters
may need to be recalibrated in order to prevent satellites or excess droplets. The 20-layered
print has been shown to have good definition and density to form an accurate square patch
on the photo paper substrate.

 

a b c

Figure 12. Magnetite print in (a) 10, (b) 20, (c) 30 layered square design.

Figure 13 shows the bending test performed for each layered magnetite sample in
Figure 12. The radius of curvature was reduced from 600 mm to 1000 mm; this was used to
see the effect of applying a smaller strain to the magnetite designs and whether there was
any change in inductance. Not all square prints show a change in inductance or reliability
as a function of strain. From all three sample square prints, on average, the change in
inductance increased from an applied strain of 0.13 με to 0.2 με, and then the change in
inductance reduced as the applied strain increased from 0.25 με. This pattern was present
in all print layers. However, the error seen in 10 and 30 layers exceeds the change in
inductance, whereas in 20-layered square patches, the error is lower than the change in
inductance to strain. All three prints have shown different levels of noise and sensitivity to
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strain. In the 30-layered magnetite print, the sensitivity is the largest; however, by using
the same inductor coil, the level of signal-to-noise ratio for 30 layers is larger compared to
other layers. For example, the error/noise in a 30-layered print is around ±4.2 μH, whereas
the error/noise in a 20-layered print is around ±2.2 μH. This could be due to the excess
porosity and voids present in the print, which restricts magnetic moment orientation. In the
20-layered square design, the sensitivity is greatest beyond 0.2 με and saturates at 0.4 με.
The level of error in the 20-layered print is the best compared to other layered designs.
The 10-layered square design shows the least sensitivity to strain and the lowest measured
magnetic field. This is expected, as there is less magnetite material on the surface; hence, it
will have a lower field and reduced sensitivity. The level of error is quite large, which is
surprising, as it would contain less porosity than the other designs, such as the 20-layered
magnetite. There is a difference in maximum inductance saturation as more material is
layered on top. For the 10 and 20 layers, the inductance is saturated at around 0.2 με,
whereas 30-layered magnetite has an inductance maximum at around 0.225 με. This is
due to the amount of material on top, as more strain is needed to orientate the magnetic
moments to reach maximum strain when the coil is placed on top. Coating a thin layer
of PDMS or acrylic polymer on the 30-layered magnetite could help with reaching the
maximum inductance.
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Figure 13. Bending test of magnetite square designs of 10, 20 and 30 layers measuring the inductance
as a function of strain.

3.4.2. Bending Test

For structural health monitoring of CFRP, the inkjet-printed sensor will be directly
printed onto the CFRP rather than paper. Therefore, a magnetite coil design was directly
printed on top (Figure 14). The change in inductance as a function of applied strain was
measured, as previously performed for the sensors on paper, but this time, it was found
that smaller bend radii were required to achieve a higher strain.

The inductance measurements were carried out using a magnetite coil sensor, printed
on CFRP using a 200 coil turns inductor and a 10 μF capacitor in series. While the results
in Figure 15 show that there is a change in inductance as a function of radii, the initial
measurement (baseline) showed that there was a drift over time; therefore, an average was
taken. The change in inductance is higher compared to the magnetite coil sensor on a photo
paper substrate. In comparison, ref. [9] have reported a resolution of 0.211 μStrain with
CoFeB ribbon, while this work shows that the coil has a resolution of 0.12 μStrain. While
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different types of inductors were used, such as the number of turns, it does show that the
sensor used here is much lower compared to literature due to a higher magnetostriction of
CoFeB than magnetite.

 

Carbon fibre  
Magnetite coil print   

Figure 14. Magnetite coil print on CFRP.
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Figure 15. Inductance of coil print on CFRP with 200 coil inductor.

4. Conclusions

Magnetic sensors were made from 20% magnetite NP and DMP solvent, and the
designs were made and selected to print using the JetLab 4 inkjet printing system. These
included a coil, uniaxial patch, grid and rectangular block to test the inductance sensitivity
as a function of strain.

The print was analysed by optical microscope, SEM and EDS. Print analysis shows
that the print had a resolution of 132 DPI. This was lower than in literature studies, where
they achieved a resolution of 180 DPI. This is because the jetting parameters were set to
print larger droplets to ensure magnetic NPs were jetted and not to let the NPs sink to the
bottom of the reservoir. EDS shows magnetite and nickel composition, where iron and
oxygen were present in magnetite droplets, and nickel was present in nickel droplets.

The coil design was selected, and the best ink for strain bending was magnetite. The
coil design far exceeded other designs that were thought to have anisotropy due to the print
design such as in uniaxial patch design. This may be due to the print pattern where the coil
design contained larger gaps between the coil turns; therefore, it may improve the field
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through increased demagnetisation. It was evident that the greater number of layers of
magnetite increased inductance as a function of strain. For example, the 20-layered square
patch had a greater response to strain than the 10-layered square magnetite patch. However,
beyond 20 layers, the print quality was reduced even though the magneto-mechanical
response was slightly higher. This increased the level of noise that would not be suitable
for SHM applications.

By continuing from inkjet printing on photo paper, strain by bending over a known
curvature was performed on a CFRP sample with a magnetite coil printed directly on top.
The results showed that printing directly on the surface of CFRP, performed better than on
paper substrate. This could be due to the paper substrate absorption of the magnetite and
higher wetting angle on kapton than CFRP. Acrylic spray or PDMS coating can be used to
protect the magnetite print on CFRP and prevent damage to the environment.

As magnetostrictive materials are known to provide SHM of CFRP, this paper has
contributed to developing a sensor via inkjet printing magnetostrictive material and shown
how changing the design and number of layers affects the change in inductance under
applied strain. This work provides scope for future research and development into SHM
and printing magnetic materials.
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a 

d c 

b 

Ink droplet 

Figure A2. Print head nozzle during jetting metal NP when jetting from nozzle (a), single droplet (b),
satellite (c) and clogged (d).

Table A1. Viscosities of water at various temperatures (James et al., 1984 [27]).

Flow Times (S)

Temperature (K) Density (g cm−3) Upper Bulb (cP) Lower Bulb (cP) Average (cP)

273.15 0.99984 1.789 1.7889 1.7891

278.15 0.99996 1.518 1.5187 1.5187

293.15 0.9982 (1.002) (1.002) (1.002)

298.15 0.99704 0.89 0.8903 0.8904

303.15 0.99565 0.7978 0.7977 0.7978

308.15 0.99403 0.7193 0.7193 0.719,

313.15 0.9922 0.6531 0.6531 0.6531

323.15 0.988 0.5475 0.547 0.5475

333.15 0.9832 0.467 - 0.467
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Abstract: The recently proposed magnetoimpedance tomography method is based on the analysis of
the frequency dependences of the impedance measured at different external magnetic fields. The
method allows one to analyze the distribution of magnetic properties over the cross-section of the fer-
romagnetic conductor. Here, we describe the example of theoretical study of the magnetoimpedance
effect in an amorphous microwire with inhomogeneous magnetic structure. In the framework of
the proposed model, it is assumed that the microwire cross-section consists of several regions with
different features of the effective anisotropy. The distribution of the electromagnetic fields and the
microwire impedance are found by an analytical solution of Maxwell equations in the particular
regions. The field and frequency dependences of the microwire impedance are analyzed taking into
account the frequency dependence of the permeability values in the considered regions. Although
the calculations are given for the case of amorphous microwires, the obtained results can be useful
for the development of the magnetoimpedance tomography method adaptation for different types of
ferromagnetic conductors.

Keywords: magnetoimpedance; amorphous microwires; modeling; magnetic structure; magnetic
anisotropy; permeability

1. Introduction

The magnetoimpedance (MI) effect consists in significant change in the complex
impedance of a ferromagnetic conductor under application of an external magnetic
field [1–3]. MI is promising for the development of magnetic sensors and magnetome-
ters with very high sensitivity with respect to applied magnetic fields [4–8], including
devices for the detection of biomagnetic signals and magnetic biomarkers [9–12]. The
nature of MI is attributed to the dependence of the skin penetration depth of a magnetic
conductor on the external magnetic field. A significant MI effect can be observed in different
soft magnetic amorphous and nanocrystalline as well as in complex composites [13–16].

In addition, the microwave properties of glass-coated microwires have attracted
particular interest. In some cases, the developed metamaterials have shown extraordinary
characteristics that are interesting for high-frequency applications in various devices [17].
Figure 1 shows selected examples of different types of magnetic wires demonstrating
promise for MI applications. The varieties of their magnetic, magnetoelastic and microwave
properties open the possibility to create modern magnetic sensors of multifunctional type
adapted to different temperature ranges and environmental conditions. For example,
water-quenched amorphous wires of selected composition and glass-coated microwires
(Figure 1a–d) can be very good candidates for applications in biological and harsh chemical
conditions. Figure 1 shows images obtained by scanning electron microscopy (SEM)
representing different features of the samples. The details of the SEM technique [18]
or preparation of the rapidly quenched wires [2,19], glass-coated microwires [20] and
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electroplated wires [21] can be found elsewhere. However, it is important to emphasize that
the wire samples used for imaging are not exactly the same as those used for the magnetic
and MI measurements or in a particular sensor device. Magnetic wires of all types have a
certain disadvantage: it is necessary to use a special procedure in order to cut them without
deformation of the edge part and install them into electronic circuit. Figure 1a,b show
purposely deformed rapidly quenched wire in a way that one can appreciate the evidence
of the amorphous structure. Figure 1c,d show a glass-coated microwire with broken glass
shell, making it possible both to estimate the geometrical parameter of each part of the
composite sample and evaluate the quality of the metal surface. Figure 1e is the same, but
in the case of an electroplated wire.

There are two different types of magnetic biosensors: one for magnetic label detection,
and an electrochemical type of detector that works on the label-free principle [22,23]. For
magnetic label detection, the MI-sensitive element should be stable in biological and harsh
chemical conditions. This can be achieved not only by the selection of appropriate composi-
tion, but also by coating/protecting the surface of the sensitive element with an additional
metallic, polymer or carbon layer to make it biocompatible [24–28]. Even more, magnetic
biosensors are usually designed with an additional layer either for functionalization of the
sensitive element or for surface protection [24,25]. According to traditional classification of
magnetic biosensors, the first type is for the the measurement of parameters of electrical
and magnetic properties of living systems related to their functionality; the biocompati-
bility does not require the direct contact of the biosystem with the surface of the sensitive
element [29–31]. The second type of magnetic biosensors (for testing the bioanalytes) is
described above. In addition, electroplated wires having a nanostructured magnetic layer
might be suitable for aerospace applications or other rugged radiation conditions [16].

One of the most-studied MI materials is glass-coated amorphous microwires pro-
duced by the Taylor–Ulitovsky technique [32–38]. In these microwires, magnetocrystalline
anisotropy is negligible and the magnetoelastic anisotropy is governed by the magnetostric-
tion and spatial distribution of internal stresses arising in amorphous metal during the
glass-coated microwire production [32,34–36]. Uneven temperature distribution during
the microwire fabrication and the difference in the thermal expansion coefficients of the
glass covering and metal core parts leads to a non-uniform distribution of internal stresses
over the microwire cross-section [32,35]. The magnetoelastic anisotropy in amorphous
microwires can be modified by different post-annealing treatments [36,38,39], which results
in a relaxation of the internal stresses.

Several models based on the theory of viscoelasticity have been proposed in order
to describe the internal stress distribution in glass-coated amorphous microwires (see, for
example, [35,40–43]). Usually, the magnetic structure of the amorphous part of glass-coated
microwire is described in terms of the core–shell model [32]. It is assumed that the internal
core has an axial magnetic anisotropy, whereas the external shell has a circular or radial easy
axis of magnetization depending on the sign of the magnetostriction coefficient. The core–
shell representation of the magnetic domain structure of glass-coated microwires allows
one to explain peculiarities of their magnetic behavior. However, amorphous microwires
may have a more complex domain structure. In particular, the magneto-optical Kerr
effect studies for glass-coated microwires with a nearly-zero magnetostriction coefficient
have shown that a helical anisotropy does exist in a surface region [44,45]. In addition,
it has been demonstrated that the domain wall between the core and shell regions may
significantly affect the magnetic behavior of microwires with a nearly-zero magnetostriction
coefficient [46].
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Figure 1. SEM images showing the general views of different types of magnetic wires. Cold-
drawn in the rotating water amorphous wires with following compositions: Fe75Si10B15 (a) and
(Co94Fe6)72.5Si12.5B15 (b). Glass-coated amorphous microwires obtained by Taylor–Ulitovsky tech-
nique: (Co94Fe6)72.5Si12.5B15 (c) and (Co50Fe50)72.5Si12.5B15 (d). Composite CuBe/CoFeNi electro-
plated wires: cross-section showing both the central conductive base wire and magnetic coating (e),
general features of the surface properties of CoFeNi layer showing different types of the surface
defects appearing daring the electroplating process (f).

The use of a glass-coated amorphous microwire as an MI-sensitive element requires
sufficient understanding of its magnetic anisotropy and magnetic structure, since the MI
response depends on the microwire geometry, composition and post-preparation anneal-
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ing/cooling or other type of additional treatment. In the first approximation, the impedance
of a magnetic microwire can be described as follows [47]:

Z/Rdc = (ka/2)J0(ka)/J1(ka). (1)

Here, Rdc = l/πσa2 is the microwire resistance in the direct current mode; l and a are the
length and radius of the amorphous part of the microwire; σ is the conductivity; J0 and
J1 are the Bessel functions of the first kind of zero and first orders; k = (1 + i)/δ; i is the
imaginary unit; δ = c/(2πσωμ)1/2; c is the speed of light in vacuum; ω is the angular
frequency and μ is the circumferential permeability.

Equation (1) was obtained assuming that the circumferential permeability does not
change over the microwire cross-section. Moreover, the tensor form of the permeability
is neglected in Equation (1). The models for MI responses taking into account the tensor
form of the permeability were developed for the geometry of a cylindrical conductor with
circular or helical anisotropy [48–50]. It was shown that these models are applicable in
cases of asymmetric MI and off-diagonal MI effect.

The influence of the axially magnetized core on the MI in the rapidly quenched
amorphous wires and glass-coated microwires was investigated in the framework of
different models [51–55]. It was demonstrated that in some cases, the core–shell models
allow one to explain specific features of the frequency dependences of the MI response.

It should be noted that there are no methods for the direct study of the magnetic
structure in the cross-section of glass-coated amorphous microwires, so it is usually inter-
preted on the basis of magnetostatic measurements. Recently, a new method to evaluate
magnetic structure in amorphous materials of different types exhibiting a MI effect was
developed [56–62]. The method is based on measured data on the frequency dependence of
the MI, which allows one to analyze the distribution of the permeability over the conductor
cross-section. This method is referred to as MI tomography.

In Ref. [56], the radial distribution of the permeability in glass-coated amorphous
microwires was restored by using Equation (1). The permeability was reconstructed by
averaging over a surface layer of the microwire to which part the major intensity of the
excitation current corresponded. However, this approach has some limitations when the
permeability has strongly non-uniform distribution over the microwire cross-section [56].

Another approach is based on a comparison of the experimental frequency depen-
dences of the MI with numerical simulation [57]. The conductor cross-section is divided
into several regions with constant electromagnetic properties. The Maxwell equations were
solved numerically by the finite element method by using Comsol Multiphysics commer-
cial software (https://www.comsol.com/products). The method allowed description of
the experimental data on the MI frequency dependences in the composite CuBe/FeCoNi
wires [57–59], amorphous rapidly quenched wires [57,60,62] and amorphous ribbons [61].

Note that there are some assumptions in the method developed in Ref. [57]. First,
the field dependence of the permeability in each region was not specified explicitly. Sec-
ond, it was assumed that the permeability is independent of the frequency. In addition,
the imaginary part of the permeability was neglected. Although, in many cases, these
approximations are well applicable, it is of interest to develop a model that does not have
these restrictions.

In this work, we propose a theoretical model for the description of the MI effect in
amorphous microwires with inhomogeneous magnetic structure. The microwire cross-
section is divided into several regions, where the magnetic properties are assumed to be
constant. The approach is based on the calculation of electromagnetic fields in the regions
of the microwire by using an analytical solution of Maxwell equations. In the framework of
the model, the frequency dependence and complex nature of the permeability are taken
into account, and the field dependence of the permeability is expressed in an explicit form.
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2. Model

Let us consider amorphous microwire exciting by the alternating current I(t) = I0exp(–iωt).
The external magnetic field He is directed along the microwire axis. Following the approach
proposed previously [57], we divide the amorphous nucleus of the microwire into n coaxial
regions. It is assumed that each region has uniaxial magnetic anisotropy, and the anisotropy
axis makes an angle ψj with the azimuthal direction (hereinafter, the index j = 1, . . . n
denotes the region number in the model).

To find the magnetization distribution, we neglect the exchange and magnetostatic
coupling between the selected regions. This approximation significantly simplifies the
calculations. However, it should be noted that the coupling between the regions can
be taken into account by introducing effective interaction fields similar to the core–shell
models proposed previously [53,54].

The static equilibrium magnetization distribution within the regions can be found
by the minimization of the free energy. The free energy density U for each region can be
presented as a sum of the magnetic anisotropy term and Zeeman energy [13]:

U = (MHj/2) sin2(θj − ψj)− MHe sin θj. (2)

Here, M is the saturation magnetization, Hj is the anisotropy field in the region j and θj is
the equilibrium magnetization angle with respect to the azimuthal direction.

The minimization of the free energy density results in the following equations for the
equilibrium magnetization angles θj:

Hj sin(θj − ψj) cos(θj − ψj) = He cos θj. (3)

In the following analysis, we neglect the contribution of the domain-wall motion to the
permeability and assume that the values of the permeability in the regions are governed by
the magnetization rotation. This approximation is valid at not-too-low frequencies, when
the domain-wall motion is damped by eddy currents. In soft magnetic amorphous materials
exhibiting the MI effect, the domain-wall motion is negligible in the frequency range from
several hundred kHz to a few MHz [63,64]. It is assumed also that the permeability
tensor has a quasi-diagonal form, and the MI response depends only on the values of the
circumferential permeability in the regions. For simplicity, we neglect the contribution
of the exchange-conductivity effect to the permeability in the regions. This contribution
is relatively low at high frequencies, and it could be taken into account by means of the
methods developed previously [49,65]. Under the above assumptions, the circumferential
permeability μj in the region j is expressed as [13,50,63]:

μj = 1 +
γ4πM(γ4πM +ω∗

j − iκω) sin2 θj

(γ4πM +ω∗
j − iκω)(ω∗∗

j − iκω)−ω2 . (4)

Here, γ is the gyromagnetic constant, κ is the Gilbert damping parameter and the charac-
teristic frequencies are given by [50]

ω∗
j = γ[Hj cos2(θj − ψj) + He sin θj] ,

ω∗∗
j = γ[Hj cos

{
2(θj − ψj)

}
+ He sin θj] .

(5)

Taking into account the cylindrical symmetry, the distribution of electromagnetic fields
within the microwire is described by Maxwell equations [47]:

− ∂ej
∂ρ =

iωμj
c hj ,

1
ρ
∂
∂ρ (ρhj) =

4πσ
c ej .

(6)
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Here, ρ is the radial coordinate; ej and hj are the amplitudes of the longitudinal electric field
and the circular magnetic field, respectively.

The solution of Equation (6) for each region is expressed as follows:

ej = (ckj/4πσ)[Aj J0(kjρ) + BjY0(kjρ)] ,
hj = Aj J1(kjρ) + BjY1(kjρ) .

(7)

Here, kj = (1 + i)/δj; δj = c/(2πσωμj)1/2; Y0 and Y1 are the Bessel functions of the second
kind of zero and first orders; Aj and Bj are the constants. Note that due to the symmetry,
the constant B1 is equal to zero in the central region, j = 1.

The constants Aj and Bj can be found from the continuity conditions for the amplitudes
of the electric and magnetic fields at the interfaces between different regions, ρ = rj (j < n − 1):

ej(rj) = ej+1(rj) ,
hj(rj) = hj+1(rj) .

(8)

Using Equation (7), these conditions can be rewritten as

Aj J0(kjrj) + BjY0(kjrj) = (μj+1/μj)
1/2[Aj+1 J0(kj+1rj) + Bj+1Y0(kj+1rj)] ,

Aj J1(kjrj) + BjY1(kjrj) = Aj+1 J1(kj+1rj) + Bj+1Y1(kj+1rj) .
(9)

The boundary condition at the surface of amorphous part of the microwire is obtained
from the current excitation condition. For the surface region, j = n, we have

An J1(kna) + BnY1(kna) = 2 I0/ca. (10)

The field distribution within the microwire is completely determined by Equations (7),
(9) and (10). The microwire impedance Z is expressed as [48–50]

Z =
len(a)

I0
=

2l
ca

× en(a)
hn(a)

, (11)

where en(a) and hn(a) are the amplitudes of the electrical and magnetic field at the surface
of the amorphous part of the microwire.

Equation (11) can be rewritten as follows:

Z/Rdc = (kna/2)× An J0(kna) + BnY0(kna)
An J1(kna) + BnY1(kna)

. (12)

Note that for a uniform distribution of the anisotropy over the microwire cross-section,
n = 1, we have Bn = 0 from the symmetry conditions. Then, Equation (9) transfers to a
standard expression for the microwire impedance (see Equation (1)).

Thus, the procedure for the calculation of the MI response in the microwire with
inhomogeneous magnetic structure can be summarized as follows. The cross-section of
the metallic part of the microwire is divided into n regions. In principle, there are no
restrictions on the selection of the number of regions. For each region, the anisotropy field
Hj and the anisotropy axis ψj can be specified. The equilibrium magnetization angles θj
and the circumferential permeability μj in the region j are found from Equations (3) and (4),
respectively. After that, the field distribution within the microwire is calculated using
Equations (7), (9) and (10), and the impedance Z is obtained by means of Equation (12).

3. Results and Discussion

The proposed model allows one to analyze the MI effect in amorphous microwires
with inhomogeneous magnetic structure. A comparison of modeling results with measured
data on the MI in microwires is out of the scope of this paper, and below we present some
results of the MI calculations to illustrate the applicability of the model. For calculations,
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we use the following parameters of amorphous microwire: the diameter of metallic nucleus
2a = 20 μm, the saturation magnetization M = 600 G, the conductivity σ = 1016 s−1 and the
Gilbert damping parameter κ = 0.1.

We divide the cross-section of the amorphous part of the microwire into five regions,
n = 5. It is assumed that in the central region, the easy magnetization axis is along the
microwire axis. In the surface region, the anisotropy is close to the circular one. In the
intermediate regions, the anisotropy axes change gradually from the axial to transverse
directions. The radii of the regions rj, the anisotropy fields Hj and the anisotropy axis angles
ψj are presented in Table 1.

Table 1. Parameters of the five-region model, n = 5.

j Region Radius rj, μm Anisotropy Field Hj, Oe Anisotropy Axis Angle ψj, rad

1 2 5 0.5π
2 4 8 0.4π
3 5 10 0.2π
4 7 15 0.1π
5 10 20 0.05π

The dependences of the values of the static permeability in the regions on the external
field are shown in Figure 2. The values of μj are calculated by means of Equations (3)–(5) at
ω = 0 using the parameters presented in Table 1.

 

Figure 2. The values of the static permeability in the five-region model, n = 5, versus the external
field He.

The permeability in two central regions, j = 1 and j = 2, has a maximum at zero
external field and decreases with a growth of He. In other regions, the permeability has non-
monotonic behavior and achieves a peak at some non-zero external field. The difference in
the field dependences of the permeability values significantly affect the MI response of the
microwire. Note that at high external fields, the permeability values for different regions
approach each other (see Figure 2). This is due to the fact that the magnetization directions
in each region are close to the direction of the external field. The magnetization distribution
over the microwire cross-section becomes almost uniform, and the permeability values
depend weakly on the anisotropy field.

Let us return to Equation (4) and results shown in Figure 2. The developed model for
calculation of the frequency dependence and complex nature of the magnetic permeability
were taken into account. However, Figure 2 presents values of the static permeability to
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illustrate the changes in the permeability in the regions with external field just for the
simplicity of visual representation.

Further, we compare the results of the MI modeling by using the five-region approach,
n = 5, with two other models for distribution of the magnetic anisotropy within the mi-
crowire. In the first model, it is assumed that the anisotropy distribution is uniform over the
microwire cross-section, n = 1. Then, the MI response can be found by using Equation (1). It
is assumed that in this case, the anisotropy field and the anisotropy axis angle coincide with
those for the surface region in the five-region model, that is, H1 = 20 Oe and ψ1 = 0.05π.

In the second model, we assume that the magnetic structure of the microwire is
described in the framework of the core–shell model, n = 2. Note that for n = 2, the microwire
impedance Z is expressed in the following form [51]:

Z/Rdc = (k2a/2)× J0(k2a)+PY0(k2a)
J1(k2a)+PY1(k2a) ,

P = (μ2/μ1)
1/2 J1(k1r1)J0(k2r1)−J0(k1r1)J1(k2r1)

J0(k1r1)Y1(k2r1)−(μ2/μ1)
1/2 J1(k1r1)Y0(k2r1)

.
(13)

Here, r1 is the radius of the inner core, and the subscripts 1 and 2 correspond to the core
and shell regions. Further, we take the following values of parameters for calculations in
the core–shell model: 2r1 = 10 μm, H1 = 5 Oe, H2 = 20 Oe, ψ1 = 0.5π and ψ2 = 0.05π.

The studied magnetic structure with axial anisotropy in the inner region of the mi-
crowire and close to the circular anisotropy in the surface region is typical for Co-rich glass-
coated amorphous microwires with nearly-zero or negative magnetostriction [13,32]. These
microwires exhibit the highest values of the MI effect. A similar structure exists in stress-
annealed Fe-rich glass-coated amorphous microwires with positive magnetostriction, since
the circular anisotropy appears in the surface region after the annealing [36,38,55,66,67].
Note also that the proposed model is applicable for microwires with a regular domain
structure in the surface layer consisting of ring domains (so-called bamboo domain struc-
ture), since Equation (4) is valid for description of the effective circumferential permeability
after averaging over the surface domain structure.

Figure 3 shows the field dependences of the MI ratio ΔZ/Z calculated at several
frequencies f = ω/2π for different models. Note that the dependences of ΔZ/Z on He is
presented only for positive values of the external magnetic field, since in the framework of
the model, the field dependences of the MI ratio are symmetric with respect to the sign of
the external field. The MI ratio is defined as follows:

ΔZ/Z = [Z(He)− Z(H0)]/Z(H0), (14)

where H0 = 150 Oe is the external field sufficient for magnetic saturation of the microwire.
It follows from Figure 3 that at relatively low frequencies of the excitation current,

the discrepancy between the calculated results for the field dependence of ΔZ/Z ratio in
the models with different number of regions n is quite high. The model with uniform
magnetic anisotropy distribution, n = 1, predicts that the field dependence of the MI ratio
exhibits two-peak behavior. For the core–shell model, n = 2, the MI ratio has an additional
maximum at zero field (see Figure 3a,b). This fact is related to the contribution of the core
region with high permeability at low fields. The five-region model, n = 5, provides the
results intermediate between n = 1 and n = 2 at low fields.

With an increase in the frequency, all the models give almost identical results, with the
exception of the field region close to zero magnetic field (Figure 3c,d). This is due to the fact
that at high frequencies, the thickness of the skin layer decreases, and the main contribution
to the MI comes from the surface region, which has the same magnetic properties for all
the models under consideration.
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(a) (b) 

  
(c) (d) 

Figure 3. The field dependences of the MI ratio ΔZ/Z calculated for different numbers of regions n at
several frequencies: f = 10 MHz (a); f = 25 MHz (b); f = 50 MHz (c); f = 100 MHz (d).

The MI tomography method is based on a comparison of calculations of the frequency
dependence of the MI with measurement results. The calculation results are very sensitive
to the distribution of the permeability over the microwire cross-section. Figure 4 presents
the frequency dependences of the impedance Z calculated at several external fields for
different models. At zero external field, the difference between the three models is of signif-
icance at all frequencies (Figure 4a). The discrepancy between the calculated impedance
values for different numbers of regions decreases with an increase in the external field. At
He > 10 Oe, all the studied models provide very similar impedance values within the whole
frequency range, since the permeability values are approximately the same for all regions
at high external fields. The obtained results are in qualitative agreement with numerical
calculations using the finite element method [57]. Thus, to study the anisotropy distribution
within the microwire by the MI tomography method, the frequency dependence of the
impedance at low external fields should be analyzed.
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(a) (b) 

  
(c) (d) 

Figure 4. The frequency dependence of the impedance Z calculated for different numbers of regions
n at several external magnetic fields: He = 0 (a); He = 2.5 Oe (b); He = 5 Oe (c); He = 10 Oe (d).

In conclusion of this section, let us discuss the frequency dependence the MI and the
effect of the imaginary part of magnetic permeability on the MI response. In the framework
of the model proposed, the absence of the frequency dependence of the circumferential
permeability can be obtained by setting ω = 0 in Equation (4). The imaginary part of the
permeability is neglected if we assume in Equation (4) that ω 	= 0 and κ = 0.

An analysis shows that at all frequencies, the highest difference between the proposed
model and simplified approaches is observed near the maximum of the field dependence
of the impedance. In this regard, we analyze further the frequency dependence of the
maximum MI ratio (ΔZ/Z)max calculated for the cases when the frequency dependence
of the permeability is neglected, ω = 0, and when the imaginary part of the permeability
equals zero, κ = 0. The calculated frequency dependences of (ΔZ/Z)max are shown in
Figure 5 for the five-region model, n = 5.
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Figure 5. Frequency dependence of maximum MI ratio (ΔZ/Z)max for the number of regions n = 5:
curve 1, the proposed model; curve 2, model with the permeability independent of the frequency;
curve 3, model with the imaginary part of the permeability equal to zero.

Figure 5 shows that for the studied microwire at frequencies below 70 MHz, the
difference in the calculated values of (ΔZ/Z)max is negligible. The significant difference
between different models appears at the frequencies higher than 100 MHz, and it increases
with the frequency. Note that the frequency dependence of maximum MI ratio exhibits
different behavior in the proposed model and simplified approaches.

In the model proposed, the maximum MI ratio has a peak and decreases at high
frequencies (see curve 1 in Figure 5). If the frequency dependence of the permeability is not
taken into account, then the maximum MI ratio is almost constant within a wide frequency
range (see curve 2 in Figure 5). When we take into account the frequency dependence
of the permeability and neglect the imaginary part of the permeability, then (ΔZ/Z)max
increases with the frequency (see curve 3 in Figure 5). Thus, the analysis demonstrates that
the simplified approach developed previously [57–62] is valid within a wide frequency
range. However, at high frequencies, the frequency dependence and the complex nature of
the circumferential permeability should be taken into account in order to describe the MI
response of amorphous microwires correctly.

Despite the main focus of the present study being on glass-coated magnetic mi-
crowires, the obtained results are not limited by this particular kind of MI materials,
and the developed model can be useful for MI tomography as an additional instrument
complementing existing methodology. For example, a recently proposed type of biphase
glass-coated microwires, i.e., composites based on magnetic microwire having an addi-
tional magnetic coating deposited by the sputtering technique would be of special interest
to researchers and engineers. Such a phenomenon as low field microwave absorption
or low field MI [16,37,68–70] to some extent could be rethought and may be even better
understood.

In the present work we made a focus on the study of glass-coated microwires. Future
research directions can be connected to the development of this approach for the other
cylindrical ferromagnetic conductors and even more complex composites.

4. Conclusions

The MI tomography method consists in a comparison of the calculated and measured
frequency dependences of the MI at different external fields. The method can be used to
restore the distribution of the magnetic permeability and magnetic anisotropy over the
conductor cross-section.

In this work, we designed, proposed and tested a theoretical model for the description
of the MI effect in amorphous microwires with inhomogeneous magnetic structure over

121



Sensors 2024, 24, 3669

their cross-section. This approach allows one to analyze the distribution of magnetic prop-
erties over the cross-section of the conductor, including the cases of composite conducting
materials. The microwire cross-section is divided in several regions, in which the magnetic
properties are assumed to be constant. The approach is based on the calculation of elec-
tromagnetic fields in the regions of the microwire by using an analytical solution of the
Maxwell equations. The frequency dependence and complex nature of the permeability are
taken into account, and the field dependence of the permeability is expressed in an explicit
form in the framework of the model. The results obtained can be useful for the application
and further development of the MI tomography method.
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Abstract: An approach was proposed to control the displacement of domain walls in magnetic mi-
crowires, which are employed in magnetic sensors. The velocity of the domain wall can be altered by
the interaction of two magnetic microwires of distinct types. Thorough investigations were conducted
utilizing fluxmetric, Sixtus–Tonks, and magneto-optical techniques. The magneto-optical examinations
revealed transformation in the surface structure of the domain wall and facilitated the determination of
the mechanism of external influence on the movement of domain walls in magnetic microwires.

Keywords: soft magnetic materials; amorphous magnetic microwires; magnetic domains; magneto-
optic Kerr effect; magnetic anisotropy

1. Introduction

Amorphous soft magnetic materials, such as glass-coated microwires and ribbons,
play a fundamental role in numerous technological applications [1–7]. The most advanced
application of these soft magnetic materials is their utilization in magnetometers and
magnetic sensors [8–13]. This utilization is made possible by the exceptional magnetic
properties and good mechanical properties of the materials, as well as the existence of a
well-established and validated production and quality control system.

The perfectly cylindrical shape of magnetic wires presents the opportunity to ob-
serve magnetic properties that are quite unusual, such as spontaneous magnetic bistability
and/or the giant magnetoimpedance (GMI) effect [1,14–19]. These properties are intrinsi-
cally linked to the distinctive domain structure of magnetic wires, which consists of an inner
axially magnetized core surrounded by an outer domain shell [14,20]. Consequently, the
high GMI effect of Co-rich magnetic wires is a result of the high circumferential magnetic
permeability of Co-rich amorphous wires [14,20–24]. On the other hand, spontaneous mag-
netic bistability is attributed to the remagnetization process within the axially magnetized
core brought about by the rapid propagation of domain walls (DWs) [1,20].

The observation of rapid single-domain wall (DW) propagation in magnetic wires has
garnered significant attention from the perspective of fundamental physics. This includes
investigating the origins of DW nucleation and propagation fields, as well as the remarkably
high DW velocities (v) and DW mobility (S) [1,20,25–30]. Conversely, various potential
applications, such as racetrack memories, magnetic logic, and electronic surveillance,
have been developed by leveraging the magnetic bistability of fast and controllable DW
propagation [31–33].

In the majority of applications, the efficient regulation of individual domain walls
(DWs) through injection, the management of controllable DW propagation, and the act of
pinning are of utmost significance [31,32,34].
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Generally, this study aligns with the overarching concept of interlayer interaction
present in magnetic multilayer structures featuring non-magnetic separators surpassing
exchange lengths [35,36]. Notably, oscillation periods of interlayer exchange were noted,
contingent upon the non-magnetic material type and thickness. In our investigation,
the glass coating of two microwires functioned as the non-magnetic layer. Additionally,
within this framework lies the notion of employing two magnetic microwires with distinct
chemical compositions, hence differing magnetic characteristics.

One of the primary focal points in our previous research, within the context of the
specified orientations of employing magnetic microwires, entailed a comprehensive ex-
amination of the dynamics of domain walls (DWs), both internally within the microwires
and on their surfaces [34,37]. Particularly noteworthy to us was the matter of regulating
DW propagation [31,34,37–39]. In the course of developing diverse methodologies for such
regulation, we pursued the concept of reciprocal influence between closely positioned
microwires. This concept was explored not only through our own research endeavors [37],
but also by other scientific communities [40–42], thereby enabling us to assess the potential
level of this reciprocal influence in relation to the distance separating the microwires.

In the majority of prior publications, researchers have investigated the magnetostatic
interaction among microwires that possess similar compositions and geometry [37,40–44]. In
terms of the dynamics of domain walls, our previous work from several years ago demon-
strated that the relationship between the velocity of the DW and the applied magnetic field
could be influenced by the magnetostatic interaction with another microwire with identical
properties [37]. Furthermore, only a small number of publications have reported on the
distinctive magnetic properties observed in a linear array consisting of microwires with
varying chemical compositions and magnetic properties [45].

As an outcome, the notion of situating two microwires with distinct characteristics in
close proximity to each other appeared innovative and promising to us. In order to achieve
a located influence, one of the microwires was deliberately chosen to be considerably
shorter than the other. Consequently, one of the designated wires was a lengthy Fe-rich
microwire. In this microwire, which possesses the magnetic bistability phenomenon, we
examined the displacement of an individual DW, the presence of which we were already
aware of. The second microwire, with which we aimed to exert a localized influence, was a
short Co-rich microwire.

We opted for a specific set of research techniques that appeared most appropriate for
this study, including the fluxmetric method [46], the Sixtus–Tonks method [37], and the
magneto-optical Kerr effect technique [47].

2. Experimental Details

In our studies, we used the following two microwires: an as-prepared 12 cm long
Fe75B9Si12C4 microwire (diameter of the metallic nucleus d = 19.8 μm, total diameter
D = 28.6 μm) and a 1 cm long Co64.6Fe5.8B16.8Si11Cr3.4 microwire (d = 80 μm, D = 92.3 μm).
The Co-rich microwire was located in close proximity to the Fe-rich microwire (Figure 1).

The magnetic hysteresis loops were obtained utilizing the fluxmetric technique, which
has been previously employed for the characterization of magnetically soft microwires. The
investigation of the magnetization reversal process in the surface region of the microwire
was conducted using a MOKE loop tracer. The polarized light emitted by a He–Ne laser
was directed towards the detector after being reflected from the microwire (Figure 1).

The DW velocity was determined using a modified Sixtus–Tonks experiment, which
has previously proven effective in the examination of DW dynamics in magnetic mi-
crowires [20,26]. The microwire was positioned within an extended solenoid, establishing
a magnetic field.
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Figure 1. Schematic picture of the experimental set-up: 1, 2, and 3—pick-up coils; I, II, and III, points
of laser reflection during the MOKE experiment. The position of the Co-rich microwire relative to the
pick-up coils and the Fe-rich microwire is demonstrated.

Three pickup coils were positioned coaxially within the solenoid (Figure 1), encircling
the sample and kept at an equal distance apart, for the purpose of evaluating the velocity of
the DW. The velocity of the DW was determined by observing the difference in time between
the electromotive force (EMF) peaks caused in the pick-up coils by the displacement of the
DW. The pick-up coils were separated by the distance L.

In addition to the phenomenon of surface hysteresis, the MOKE method facilitates
the detection of MOKE peaks that correspond to the displacement of a domain wall
across the surface of the specimen. By acquiring knowledge about the characteristics of
the MOKE peaks at various positions on the surface of the elongated microwire sample
(designated as locations I, II, and III in Figure 1), we employed the MOKE technique to
infer the structure of the domain wall at the different aforementioned locations within the
investigated microwire.

3. Results and Discussion

As an initial investigation, magnetic and magneto-optical hysteresis were acquired
from the two samples utilized in the experiments. Figure 2 shows the hysteresis loops for
the magnetic (represented by black lines) and MOKE (represented by red line) methods.
The Fe-rich microwire, which displayed positive magnetostriction, exhibited a volume
hysteresis loop with a perfectly rectangular shape (Figure 2a, black line). Conversely,
the Co-rich microwire, with a vanishing value of magnetostriction, exhibited an inclined
hysteresis loop with significantly lower coercivity (Figure 2b). The shape of the volume
hysteresis loop observed for the Fe-rich microwire is associated with the so-called “magnetic
bistability effect”.

Figure 2 depicts diagrams illustrating the domain structures. The black arrows rep-
resent magnetization in a schematic manner. When the external magnetic field reached a
sufficient magnitude, both types of microwires reached saturation (top and bottom inserts).
This is denoted by the black arrows that align with the microwire axis. In Fe-rich mi-
crowires, magnetization reversal occurs through the swift movement of a flat domain wall
separating domains with opposite magnetization (as shown in the left inset). Generally, in
Co-rich microwires, various domain structures, such as axial, helical, or circular structures,
may exist. However, in this instance, magnetization reversal occurs through the rotation of
magnetization without forming a stable domain structure (as shown in the right inset).
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Figure 2. Fluxmetric (black lines) and MOKE (red line) hysteresis loops obtained from Fe-rich (a) and
Co-rich (b) samples.

The process of magnetization reversal in Fe-rich microwires takes place when a single
DW is detached from one of the closure end domains and is subsequently displaced along
the microwire [20,26,48,49]. On the other hand, the magnetization reversal process in
Co-rich microwires is characterized by the rotation of magnetization. As a result, these
microwires typically exhibit low coercivity and high magnetic permeability [50–53].

It was equally important to obtain pertinent details regarding the process of mag-
netization reversal within the surface layer of a Fe-rich microwire. The confirmation of
our assumptions regarding the magnetic bistability, referred to as the “surface bistability
effect”, was made evident by the rectangular shape observed in the MOKE hysteresis loop.
This observation was made both in the sample’s volume and on its surface. Therefore,
we deduced that during the magnetization reversal, there was swift displacement of a
solitary domain wall on the surface of the Fe-rich sample, as well as within the bulk. It is
important to highlight the slight deviation of the signal from a linear path, as observed
in the MOKE hysteresis loop. This occurred because the laser beam reflected not from a
flat surface, but from a cylindrical surface of the sample. Nonetheless, this did not hinder
our ability to detect magnetization jumps on the sample’s surface that were linked to the
rapid movement of the domain wall. The slight disparity in the coercivity magnitude
observed in the magnetic and MOKE hysteresis loops arose from the fact that the process
of magnetization reversal initiates from the surface of the Fe-rich sample.

After obtaining initial insights into the bulk and surface magnetization reversal process,
we initiated an investigation into the propagation of the domain wall (DW) using the Sixtus–
Tonks method. In Figure 3, the magnetic field dependencies of velocity in the Fe-rich sample
are illustrated. The placement of the Co-rich short wire aligns with the diagram depicted in
Figure 1.

The Co-rich microwire was situated in close proximity to the surface of the long Fe-rich
microwire, as well as in the space between the secondary coils 2 and 3. The black line
(Figure 3) represents the velocity that was measured between coils 1 and 2, whereas the
red line (Figure 3) was measured in the region of the sample between coils 2 and 3, where
the shorter Co-rich microwire was situated. It can be observed that a substantial disparity
in the value of the velocity of the domain wall, as measured in various regions of the
sample, exists. In simpler terms, a controlled deceleration in the motion of the domain wall
is apparent.
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Figure 3. V(H) dependencies obtained from the Fe-rich microwire. V1–2 represents the velocity depen-
dence obtained between secondary coils 1 and 2. V2–3 represents the velocity dependence obtained
between secondary coils 2 and 3.

To examine the operation of regulated alterations in the speed of the domain wall,
we investigated the conversion of the MOKE peaks acquired at different positions on the
surface of the microwire.

The initial MOKE measurement (designated as point I in Figure 1) was carried out
between coils 1 and 2. A comparison of the EMF peak registered by coil 1 and the MOKE
peak registered at point I is shown in Figure 4. It is evident that the shapes of these two
signals bear significant resemblance. This observation suggests the rapid, homogeneous,
and compact motion of the domain wall within the volume of the microwire and on
its surface. In this particular instance, the MOKE peak exhibited a somewhat narrower
width compared to the peak acquired using the Sixtus–Tonks technique. Presumably, this
discrepancy arose from the fact that the width of the domain wall on the sample’s surface
was slightly smaller than within its interior.

Figure 4. V(H) dependencies obtained in a linear array consisting of long Fe-rich and short Co-rich
microwires. V1–2 represents the velocity dependence obtained between secondary coils 1 and 2. V2–3

represents the velocity dependence obtained between secondary coils 2 and 3.

In the second phase of the MOKE investigation, our focus shifted towards the region
between coils 2 and 3, which exhibited a lower speed of the domain wall. The MOKE peaks
were obtained at the designated locations II and III, as illustrated in Figure 1. Point II can
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be identified on the surface of the Fe-rich microwire, positioned in close proximity to the
Co-rich microwire. On the other hand, point III was situated on the surface of the Fe-rich
microwire, slightly above the Co-rich microwire. Our belief is that this particular area of the
Fe-rich microwire, encompassing points II and III, found itself within the zone of influence
exerted by the Co-rich microwire, albeit to a varying degree at each point.

The findings of these MOKE experiments are depicted in Figure 5. It is evident that the
morphology of the MOKE peaks exhibits variability contingent upon the precise location
of the observation point. As previously mentioned, a consistent peak achieved at point I
corresponds to the displacement of the compact and regular domain wall. Conversely, the
signal received at point II (the blue line in Figure 5) exhibits a modified shape in relation
to the peak obtained at point I. An additional series of smaller peaks and a reduction in
the amplitude of the primary peak signified a metamorphosis of the domain wall on the
surface of the Fe-rich microwire. The signal received at point III (the green line in Figure 5)
underwent even more pronounced alterations. At this juncture, a series of peaks with
varying heights became apparent. Simultaneously, the primary peak continued to decrease.

Figure 5. V(H) dependencies obtained in a linear array consisting of long Fe-rich and short Co-rich
microwires. V1–2 represents the velocity dependence obtained between secondary coils 1 and 2. V2–3

represents the velocity dependence obtained between secondary coils 2 and 3.

Henceforth, the alterations observed in the MOKE signal imply a metamorphosis
of the surface segment of the domain wall within the sphere of impact of the Co-rich
microwire. Evidently, the impact of the Co-rich microwire is associated with its stray fields
(Figure 6); however, certain peculiarities exist.

Figure 6. Schematic sketch of stray field distribution.
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We maintain the belief that the impact of stray fields is non-uniform, both in terms of
the microwire’s length and diameter. In the vicinity of the Co-rich microwire (designated as
point II in our experimental setup), the configuration of domains was primarily influenced
by the stray magnetic field that was perpendicular to the microwire’s axis. As we traversed
the surface of the microwire (designated as point III in our experiment), the contribution
of the longitudinal stray magnetic field became increasingly prominent. In this particular
scenario, the surface region of the microwire, which we examined using the MOKE method,
was situated within a region exhibiting significant variations in the amplitude of the
magnetic field.

The observed transformation of the domain wall manifested through the emergence
of a specific form of non-uniformity. In the region where the perpendicular stray fields
exerted their effect (identified as point II), local areas with a perpendicular component
of magnetization appeared on the domain wall. Based on the minor peak count, there
were two such regions. At point III, two minor peaks transitioned into a singular peak;
however, simultaneously, the primary peak widened and diminished in magnitude, thereby
indicating an augmentation in the influence of the stray field that aligned parallel to the
sample’s axis.

Generally speaking, we posit that the primary impact of a closely positioned additional
microwire lies in the induced complexity of the moving domain wall’s shape. The key
elements of this mechanism involve the creation and enlargement of regions with uneven
magnetization rotation within the domain wall, together with its general broadening.

4. Conclusions

We proposed a novel method for controlling the movement of domain boundaries
in magnetic microwires. Our investigation focused on understanding the impact of the
Co-rich microwire’s proximity on the velocity of the domain wall in the Fe-rich microwire.
Various experimental techniques, including the fluxmetric method, Sixtus–Tonks method,
and magneto-optical Kerr effect method, were employed. These complementary methods
allowed us to ascertain the key properties of the influence of the Co-rich microwire and,
more importantly, comprehend the underlying mechanism. Our findings revealed a no-
ticeable alteration in the domain wall velocity within the region directly adjacent to the
additional Co-rich microwire in the studied sample.

During these experiments, we observed a notable alteration in the magneto-optical
peaks linked to the motion of the domain wall in the surface region of the microwire. We in-
terpreted this change in MOKE peaks as a complexity emerging in the structure of the surface
segment of the domain wall as it neared the influence zone of the additional microwire.

Ultimately, alterations in the moving domain wall’s structure resulted from the combi-
nation of longitudinal and transverse projections of the stray magnetic field, enabling local
control over its velocity. We posit that when applied to a system comprising numerous
microwires with diverse properties, this method holds promising potential.
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Abstract: A unique functionality was reported for a thin-film soft magnetic strip with a certain
angle of inclined magnetic anisotropy. It can switch magnetic domain by applying a surface normal
field with a certain distribution on the element. The domain switches between a single domain
and a multi-domain. Our previous study shows that this phenomenon appears even in the case
of the adjacent configuration of multiple narrow strips. It was also reported that the magnetic
permeability for the alternating current (AC) magnetic field changes drastically in the frequency
range from 10 kHz to 10 MHz as a function of the strength of the distributed magnetic field. In
this paper, the correspondence of AC permeability and the magnetic domain as a function of the
intensity of the distributed field is investigated. It was confirmed that the extension of the area of
the Landau–Lifshitz-like multi-domain on the clustered narrow strips was observed as a function
of the intensity of the distributed magnetic field, and this domain extension was matched with the
permeability variation. The result leads to the application of this phenomenon to a tunable inductor,
electromagnetic shielding, or a sensor for detecting and memorizing the existence of a distributed
magnetic field generated by a magnetic nanoparticle in the vicinity of the sensor.

Keywords: distributed magnetic field; magnetic domain transition; permeability; soft magnetic thin
film; amorphous; narrow strip; magnetization easy axis; surface normal field

1. Introduction

The magnetic domain is a region within a magnetic material [1,2]. The magnetization
within each domain points in a uniform direction, but the magnetization of different
domains may point in a different direction. The regions separating magnetic domains
are called domain walls. The magnetic domains and the domain walls are generated in
order to reduce the overall free energy, mainly the magneto-static energy, in magnetic
systems. Thus, without the application of external magnetic fields, the magnetic domain
and domain walls are unavoidable in patterned soft-magnetic material systems. As they
can have different shapes and widths, the magnetic domains are an exciting playground
for fundamental research and have become in recent years the subject of intense studies [3];
these studies have mainly been focused on controlling, manipulating, and moving their
internal magnetic configuration; their usage in information storage [4–6]; their performance
in logic operations [7–9]; high frequency inductors [10]; and sensor applications.

The domain structure has been studied in the research field of magnetic inductors
and sensors using soft magnetic materials. The relationship between the magnetic domain
and permeability has been extensively studied for ferromagnetic materials. The basic
magnetization process consists of domain wall movement, magnetization rotation, and
magnetization reversal. They are intricately intertwined in a manner that depends on the
inner structure, such as crystal structure, anisotropy property, magnetostriction, defects,
and grain size [11].
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For the study of the inductor, the relationship between permeability and the magnetic
domain was recognized as indispensable. It was initiated in the study of silicon iron [12–14].
The improvement of magnetization properties was studied based on the structural and
dimensional change in the magnetic materials, such as in the study of amorphous powder,
the size dependence of spherical ferromagnetic particles, and the soft magnetic multilayered
films [15–17]. Some recent studies on modeling and simulation had advantageous results,
such as the improvement of the performance of magnetic shielding [18]. In order to
clarify the magnetization process for the actual application, the domain wall propagation is
essential; therefore, some attempts were made to achieve it, such as those in the study on
domain boundary propagation velocity, the domain wall transverse caused by fast-rising
current pulses, and the effect of plastic deformation on the permeability [19–21].

Many studies have also been conducted on magneto-impedance (MI) sensors. The
recent performance improvement of the magnetic domain observation has contributed to
the investigation of the sensor from the viewpoint of the dependence of high-frequency
impedance on the magnetic domain structure of the thin-film element. This electrical
response against the alternating current which depends on the magnetic domain is closely
related to this study; an application to the MI sensor is one of the expected candidates.
The physical fundamentals of the MI sensor have been studied to clarify the sensing
mechanisms [22–24]. Thereafter, the study of the thin-film MI sensors was carried out
for the purpose of improving the properties of the MI sensor based on the control of
the magnetic domains. The study subjects ranged from sensor structures, materials, and
treatment methods to biasing [25–34]. Regarding the magnetic domain simulation, an
original method was developed which was adaptive for the actual size of the MI element,
which are difficult to apply using the conventional micro-magnetic simulations due to the
larger dimensions of the element [35,36].

This paper considers a narrow rectangular element made of amorphous soft magnetic
thin film with an inclined in-plane magnetization easy axis. It is well known that a sputter-
deposited amorphous thin film is able to induce a uniaxial magnetization easy axis using
magnetic field annealing [11]. Our previous study shows that a narrow rectangular strip of
amorphous thin film with an in-plane inclined easy axis has two different magnetic domain
transition properties. One is a multi-domain with inclined striped domain configuration, in
which the width of the stripe gradually changes as a function of the external magnetic field.
The other is a single domain with a magnetic moment along the length direction of the strip,
in which the magnetization reversal appears as a function of the external field. A typical
characteristic of magnetic domain transition was reported when the easy axis lay at around
70◦ [37], which is a transition condition of the easy axis angle between these different
magnetic domain variations. This study aims to apply this phenomenon to a functional
device with a switching as well as a memorizing property. In this transitional condition, the
magnetic domain transition between the single domain and the multi-domain is artificially
controlled by applying a surface normal magnetic field with a certain distribution [38,39].
The details are explained in the next paragraph.

Figure 1 shows the schematics of the domain transition of this case and the effect of
the applied distributed normal field. This figure shows the cases both with and without
the application of the distributed normal field. When the normal field is not applied, the
domain apparently switches between the single domain + direction and the − direction
(Figure 1a). There is a non-apparent multi-domain state, which is shown by a short line in
the middle of this figure. This state has lower energy compared with the single-domain one;
thus, this state is a stable one [40]. Figure 1b shows a case when a distributed normal field
is applied. In this case, the multi-domain state appears and the transition from the single
domain to the multi-domain is available. This was confirmed experimentally [38], and a
sensor with a memory function or a three-state memory as an application was proposed.

We also discovered that this phenomenon appears for a clustered many-body element,
with an almost 70◦ easy axis, even in the conditions of the existing magnetic mutual
interaction between the multiple elements [41]. It was also reported that the magnetic
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permeability for the alternating current (AC) magnetic field changes drastically in the
frequency range from 10 kHz to 10 MHz as a function of the strength of the distributed
magnetic field [42,43]. It was also noticed in a newly reported typical phenomenon, which
has recently been reported [44], that there was an appearance of the multi-domain state
when a small magnetic particle was placed just above the strip to control the applied
surface normal magnetic field. These reports provide hope for the achievement of an
integrated device applying this phenomenon. Based on the background, this article’s study
aims to clarify the basis of the permeability caused by the magnetic domain transition of
this phenomenon.

 
(a) 

 
(b) 

Figure 1. Magnetization diagram with a hidden multi-domain state. (a) Without surface normal
magnetic field. (b) With a distributed normal magnetic field. The numbers in the figure indicate
as follows: 1—longitudinal single domain (parallel direction); 2—longitudinal single domain (anti-
parallel direction); 3—inclined Landau–Lifshitz domain [45,46] (hidden stable state); 3’—inclined
Landau–Lifshitz domain (state of transition available); 4—canted normal field with distribution,
where Bz = const. and ΔBx/Δx = const.; 5—sensor element. The “Memorized state” and the “Reset
state” indicates a function of three-state memory.

In this paper, the correspondence between the AC permeability and the structure of
the magnetic domain as a function of the intensity of the distributed field is investigated.
It was confirmed that the extension of the area of the Landau–Lifshitz-like multi-domain
(LLD) [45,46] on the clustered narrow strips was observed as a function of the intensity of
the distributed magnetic field. This domain extension was compared with the permeability
variation, and it was revealed that they match with each other. The effect of the distributed
field was compared with an element which has the easy magnetization axis along the
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length direction (90◦), and it was revealed that the 70◦ easy axis has the clear transition
to the LLD domain structure and also that it needed a lower distributed field to change
the permeability. The result leads to the application of this phenomenon to a tunable
inductor, electromagnetic shielding, or a sensor for detecting and memorizing the exis-
tence of distributed magnetic field generated by a magnetic nanoparticle in the vicinity of
the sensor.

2. Experimental Procedure

2.1. Magnetic Elements

The magnetic domain of the clustered many-body elements was investigated in re-
lation to the intensity of the distribution of the applied normal magnetic field. The distri-
bution means a variation in the inclination angle, which depends on the position of the
element. In this study, the normal direction is defined as a surface normal direction against
the flat substrate plane of the thin-film element, and the inclination angle of the field is
defined as the angle between the normal direction and the direction of the applied magnetic
field. The applied magnetic field, in this study, has a certain inclination toward the length
direction of the element strip, which changes depending on the position. Figure 2 indicates
a schematic of the distributed field applied to the element. The intensity of the distribution
is defined as a gradient of the partial in-plane field of the inclined normal field, which
varies proportionally as a function of the length displacement of the element strip. In this
study, the gradient is assumed to have a linear relationship.

Figure 2. Schematic of distributed surface normal magnetic field.

The clustered element, which is shown in Figure 3, was fabricated by a thin-film
process. The process flow was the same as that of our previous study, which is shown
in [42]. An amorphous Co85Nb12Zr3 film was RF sputter deposited onto a soda glass
substrate and then micro-fabricated into a clustered element made of rectangular strips
by a lift-off process. A composite metal target with the same composition as Co85Nb12Zr3
and the purity 3N was used. The RF sputter was carried out in a 1.3 Pa Ar atmosphere
with the deposition ratio of 1 μm/h and 196 W input power. The substrate plate in the
sputter apparatus was water cooled using 21 ◦C water supply. An XRD analysis of the
fabricated film showed a broad hump and no sharp peaks; then, the film was recognized
as an amorphous state. The dimensions of the single strip of the element were as follows:
thousands of μm in length, tens of μm wide, and 2.1 μm thick. The thickness was measured
by a stylus-type step profiler. A uniaxial magnetic anisotropy was induced by magnetic
field annealing, at 240 kA/m at 673 K for 1 h in a vacuum. The easy magnetization axis of
the magnetic anisotropy was controlled along the processing magnetic field. The annealing
apparatus used in this study had an angle position accuracy of 0.5◦. In this study, it was
induced at around θ = 70◦, which has a unique magnetic domain transition, as shown
in Figure 1. Also, at θ = 90◦, the easy magnetization axis element was fabricated and
measured for comparison. The definition of the direction θ is shown in Figure 3. Figure 3
is a schematic of the clustered element and an explanation of the direction of the easy
magnetization axis. The configuration of the element was the line arrangement adjacent
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to the many-body elements that had a mutual magnetic interaction with each other. The
investigated many-body element in this study had a strip width of 20 μm, and it had the
easy magnetization axis directions of θ = 71◦ and θ = 90◦. The individual single strip has a
hidden domain state, as shown in Figure 1a, when the element has the easy axis of θ = 70◦
and a 20 μm strip width.

Figure 3. Schematic of the clustered many-body element.

The following is the detailed explanation of the element configuration: The adjacent
many-body elements in this study had individual strips which each had lengths of 3000 μm;
the width was the previously shown 20 μm, and the thickness was 2.1 μm. The element
length was determined according to the knowledge obtained by the previous study, which
stated that the element would have a residual domain at both ends of the strip. The
length was determined to prevent the effect of the residual domain. In our previous report,
the strip length, which was determined for a single element, was set as 2000 μm [38,39],
and it indicated a suitable domain transition property. In this study, the individual strip
was assembled to form a parallel line arrangement configuration with the line and space
(L/S) as 20/20. The “line” corresponds to the strip width, and the “space” corresponds
to the gap between the strips. The two-dimensional area of this assembled element was
3000 μm × 3000 μm, which was suitable for a measurement of magnetization loop using a
vibrating sample magnetometer (VSM), and it was also suitable for an AC permeability
measurement. The element of θ = 90◦ has a changing property between the single domain
− and + [41]. This domain transition appears gradually with the changing of the external
magnetic field. Under the condition of an easy axis of θ = 71◦, which is the focusing
condition of our continuous study, due to the existence of hidden, stable multi-domain
state, the apparent domain transition is the same as that of θ = 90◦, whereas the inclined
LLD domain state appears when a certain distributed field is applied.

The photograph (Figure 4) shows an actual fabricated element. There are different
width elements; each element was individually cut and divided using a dicing machine.
The image of the element with a 20 μm width, on the left side of the photograph, is hardly
recognizable in the individual strip, whereas the diffracted color image can be observed.
In this study, the element with a 20 μm width was used, and the direction of the easy
magnetization axis was made at θ = 71◦ and θ = 90◦, using the magnetic field annealing.

 

Figure 4. Photograph of the measured elements on glass substrate. (The distance between the vertical
lines on the bottom corresponds to 1 mm).
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2.2. Measurement Apparatus

The measurements, which were carried out in this study, consisted of a magnetic
domain observation with a control of the intensity of the applied distributed magnetic field.
We also carried out an AC permeability measurement. The magnetic domain was observed
by a Kerr microscope (BH-762PI-MAE, NEOARK Corporation, Tokyo, Japan). The AC
permeability in the frequency from 10 kHz to 13 MHz was measured by a solenoid coil of
my own making and an impedance analyzer (HP4192A) for measuring coil impedance.
The homemade permeability measurement system was calibrated for the measurement
value using the commercially available PMF-3000 (Ryowa Electronics Co., Ltd., Sendai,
Japan), which is available for the frequency range from 10 MHz to 1.8 GHz. The details of
this permeability measurement are explained in reference [43].

The following explanation is of the magnetic domain observation in this study, which
was carried out with the control of the distributed magnetic field.

Figure 5 schematically explains an observation apparatus of the magnetic domain
with the application of the distributed surface normal field. This apparatus was set up on
a Kerr microscope, and the domain observation was carried out with the control of the
intensity of the distributed field. The distributed magnetic field was generated using a
combination of a soft magnetic steel rod and a winding coil. The distance between the
thin-film element on a glass substrate and the end surface of the steel rod was set as 4 mm.
The profile of the distributed magnetic field was designed using a finite element simulator
to form a uniform distributed profile on the whole area of the square-shaped element. The
center of the distributed field was placed at the center of the 2D square-shaped clustered
element. Figure 6 shows a photograph of an actual observation system with the distributed
field generator set at the observation focusing point.

Figure 5. Schematic of the observation apparatus of magnetic domain with application of the
distributed surface normal field.

Figure 7 shows a measured variation in the substrate’s in-plane magnetic field as
a function of the position of the central line of the element area. The horizontal axis
indicates a longitudinal position, x, of the central strip element. The zero corresponds
to the central position of the square area of the element. The vertical axis indicates the
measured magnetic field in the direction of the in-plane X-direction. The measurement
result shows that the in-plane field, which corresponds to the X-directional partial vector
of the distributed normal field, has a linear variation, and it was controlled by an applied
current of the winding coil. The gradient of the linear variation is defined as the intensity of
the distributed field, as previously defined in this paper and our related papers. It should
be noticed that the gradient in the case of the zero current was not zero; this was due to the
residual magnetization of the steel core.
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Figure 6. Photograph of the observation apparatus of magnetic domain with application of the
distributed surface normal field.

Figure 7. Measured variation in the in-plane magnetic field, Bx, as a function of the position along
the length direction of the element, as a parameter of the coil current.

Figure 8 indicates a measured variation in the surface normal field in the Z-direction.
The vertical axis shows a magnetic flux density Bz. The horizontal axis indicates a current
introduced in the coil. The vertical field was confirmed as being almost uniform in the area
of the clustered element, which was placed on the steel core. It is ordinally the case that the
vertical magnetic field in the air is proportional to the current. It should be noticed that
the Y-intercept value was not zero; this was also due to the residual magnetization of the
steel core.

Figure 9 shows the dependence of the intensity of the distribution, dBx/dx G/mm,
on the coil current. Our apparatus, as shown in Figure 6, can generate the intensity of the
distribution on the element plane, dBx/dx, ranging from 0.89 G/mm to 9.89 G/mm, when
the coil current is controlled from zero to 60 mA. In this case, the magnetic flux density
in the Z-direction changes from 16 G to 142 G. According to the results of our previous
study [38], the element is able to tolerate the surface normal field up to 600 G; then, the
variation in the magnetic domain is not distorted by the surface normal field under the
conditions of this study. Due to the existence of the residual magnetization of the steel core,
which means the existence of the hysteresis of the MH loop, our experiment was carried
out by keeping the limitation of the current range from zero to 60 mA, in order to keep the
linear variation in the magnetic field.
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Figure 8. Measured variation in the surface normal field, Bz, as a function of the current of excitation coil.

Figure 9. Dependence of the intensity of the distribution, dBx/dx, on the current of excitation coil.

3. Results

In this section, the results of the magnetic domain variation for two different directions
of the magnetization easy axis are shown. One is the case for θ = 71◦, and the other is in the
direction of almost θ = 90◦. The element structures were the same as the structure of the
adjacent narrow strips of a 3000 μm length, with L/S = 20 μm/20 μm, which were formed
as a 3000 μm × 3000 μm square element. The quasi-steady magnetization curve, which
was the MH loop measured by VSM, indicated, along the longitudinal direction, their soft
magnetic property, which was reported in our previous papers [41,42]. According to the
papers, the saturation magnetization of 0.96T appeared at 3.5 Oe of the applied magnetic
field. The coercivity had almost the same value, 0.45 Oe, for both easy axis cases; then,
they had a soft magnetic property. Under these conditions, the magnetic domain of the
individual strips in the clustered element forms a single domain with the magnetic moment
along the bi-directional length direction. The number of strips having the same direction
as the direction of the external magnetic field increases as a function of the strength of the
field. Under the condition of a zero external field, both directional strips are mixed and
form the equilibrium state. As shown in the introduction of this paper, the variation in the
magnetic domain throughout the whole strip length was investigated, when a distributed
surface normal field was applied; the correlation of the permeability of the alternating
current magnetic field was discussed in the following study of this paper. Firstly, the
condition of θ = 71◦ is dealt with based on the previously shown typical AC permeability
of the element [43]. Secondly, a newly reported magnetic domain of almost θ = 90◦ and
its AC permeability are reported and discussed, depending on the distributed surface
normal field.
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The magnetic domain was observed from the left end to the right end of the 10 strips
placed in the middle of the width direction of the clustered many-body elements. The
observation division and their corresponding index symbols are schematically shown in
Figure 10. The observed domain photos are continuously connected from one end to the
other end. The 3000 μm length elements were divided into six areas of photographs: L1,
L2, and L3 from the left end and R1, R2, and R3 from the right end. Due to the observation
procedure of the Kerr microscope, in which the magnetically saturated reference image
must be obtained in advance of the observation of the domain in a certain external magnetic
field, it should be noticed and explained that the structure of the magnetic domain of the
same element in the neighboring photos is not always smoothly connected. In the following
results, both the actual domain photographs and the schematic illustrations of the tendency
of the domain variation are shown, depending on the strength of the distributed field.

Figure 10. Observation division and corresponding index symbols of the following magnetic
domain photographs.

3.1. Magnetic Domain Variation for θ = 71◦ Element
3.1.1. Domain Observation

Figure 11 shows a magnetic domain variation in the case of θ = 71◦, as a function of
the applied intensity of the distribution of the surface normal magnetic field. The whole
lengths of the 10 strips were observed in the neighboring six photographs. The observation
layout and the index symbols are shown in Figure 10.

Figure 11a indicates a case when the intensity of the distributed field was 0.89 G/mm.
This condition was obtained when the current of the field generating coil was set at zero,
due to the existing residual magnetization of the steel core. Figure 11a consists of contiguous
bright and dark elements, which indicate an opposite directional single domain. There
were some residual LLD stripe domains in the edge area of each strip. There are several
photos which have an LLD domain around the middle area of the length of the strip, which
is observed in the bottom strip of the photo. The observation magnetic field includes a
slightly distributed field, due to the residual magnetization of the core; thus, it is assumed
that this is the reason for the appearance of the LLD domain in the middle area of the length
of the strip.

Figure 11c indicates a case when the intensity of the distributed field was 5.39 G/mm.
In this case, the LLD stripe domain area extends toward the middle area of the strips, and it
appears in every other strip in the observation area. L2 and R2 are the typical cases of this.
In the neighborhood of the LLD element, a single-domain strip exists; the single domain of
the bright ones appear in the L area, which is in the left moment direction, and the dark
ones appear in the R area, which is in right moment direction.
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Figure 11d indicates a case when the intensity of the distributed field was 9.89 G/mm.
It is a relatively large intensity for the element. There is a single-domain area in the
outermost edge areas, L1 and R1, and also around the middle position of the next edge
areas, L2 and R2. The LLD stripe domain area shrinks and is limited to the vicinity of the
edge area, the residual edge domain, and the middle area of strip.

In Figure 12, a schematic of the magnetic domain variation as a tendency of the whole
clustered element, which corresponds to Figure 11, is shown.

Figure 12a shows a case which corresponds to Figure 11a. It is a domain structure
without a distributed surface normal field for the magnetization easy axis of θ = 71◦.

Figure 12b indicates a case which corresponds to Figure 11c, in which the LLD extends
toward the middle area of the element strips. In this case, the single strip, which consists
of the clustered element, is divided into two areas; one is the LLD stripe domain and the
other is the single domain with a magnetic moment in the longitudinal direction. When
the left side of the strip has the stripe domain, the right side has a single domain towards
right-end direction. In the case that the right side of the strip has the stripe domain, the left
side has a single domain towards the left-end direction.

 
(a) 

 
(b) 

Figure 11. Cont.
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(c) 

 
(d) 

Figure 11. Magnetic domain variation in the case of θ = 71◦ as a function of applied intensity of the
distribution of the surface normal magnetic field. (a) Intensity of the distributed field as 0.89 G/mm,
(b) the result for 2.39 G/mm, (c) the result for 5.39 G/mm, and (d) for 9.89 G/mm.

Figure 12c indicates a case which corresponds to Figure 11d. In this case, the intensity
of the distribution of the applied magnetic field has a certain large value, then the end-
side area of the strip has single domain toward the outer direction, due to the magnetic
force toward the outer direction. Even in this case, the edge residual stripe domain was
still observed.

To summarize the magnetic domain variation in this sub-section, which is when the
element has the magnetization easy axis direction of θ = 71◦, the distributed field has the
effect of changing the sectional ratio of the LLD stripe domain versus the single domain.
Figure 13 shows a schematic explanation of this effect. As the intensity of the distributed
field increases, the single-domain area gradually decreases, and the border of the single
domain and the multi-domain moves toward the middle of the narrow strip. The red arrow
in this figure indicates the variation direction of this phenomenon.

Figure 14 shows a variation in an area ratio of the LLD stripe domain as a function of
the intensity of the distributed magnetic field. As the intensity increases, the area of the LLD
stripe domain increases until the horizontal value of the intensity is up to 5.4 G/mm. The

145



Sensors 2024, 24, 706

intensity of the distributed magnetic field, 5.4 G/mm, corresponds to Figures 11c and 12b.
When the intensity of the distributed field increases more than 5.4 G/mm, both of the end
areas of the narrow strip change to a single domain with a moment direction toward the
outer direction in the length of each strip, as shown in Figures 11d and 12c.

 
(a) 

 
(b) 

 
(c) 

Figure 12. Schematic expression of magnetic domain as a tendency of whole clustered element with
correspondence to Figure 11. (a) Schematic expression for Figure 11a, (b) for Figure 11c, and (c) for
Figure 11d. The arrow indicates the magnetic moment direction, and the color show the moment
direction, which is in much with Figure 11.

 
Figure 13. Schematic expression of the effect of the intensity of distributed magnetic field in the case
of θ = 71◦. The red arrow indicates the variation direction of the transition point.

3.1.2. Comparison of Alternating Current Permeability and Magnetic Domain

Figure 15 indicates our previously reported alternating current (AC) permeability
of the clustered element with the magnetization easy axis of θ = 71◦ [43]. It indicates a
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measured complex permeability as a parameter of the intensity of the distributed field.
Figure 15a shows a real part of the permeability, and Figure 15b shows an imaginary part
of the permeability. Both of them are indicated as a function of the frequency of the AC
magnetic field.

Figure 14. Variation in the area ratio of the LLD stripe domain as a function of the intensity of the
distributed magnetic field.

(a) 

(b) 

Figure 15. Previously reported measured variation in complex alternating current (AC) perme-
ability as a parameter of the intensity of the distributed field [43]. (a) Real part permeability, and
(b) imaginary part permeability.

Here, a discussion of the effect of the distributed magnetic field is provided, based on
the comparison of the permeability and the magnetic domain variation.

As reported in the previous paper [43], which is reposted as Figure 15 in this paper,
the real part of the permeability gradually increases its value and then saturates around
the relative permeability of 370. This variation in the increment and saturation of the
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permeability appears initially at a low frequency; then, it extends its frequency range up
to 1 MHz. The highest permeability and the wider frequency range were obtained when
the applied intensity of the distributed field had the value of 5.4 Oe/mm. The value of the
5.4 Oe/mm distribution intensity was a value in which a wide multi-domain extension was
observed experimentally in this paper, as shown in the previous subsection. It is assumed
that the higher AC permeability in the frequency range of our experiment comes from
the domain wall movement; thus, the extension of the multi-domain area is a reason for
this phenomenon. The imaginary part of the AC permeability has a typical tendency, in
which the peak frequency shifts from low frequency to high frequency. This phenomenon
appeared in accordance with the variation in the distributed fields. The observation shows
that there is almost a single domain in the element under the condition of the weak intensity
of the distributed field, and the area ratio of the multi-domain increases and extends more
widely when the intensity is 5.4 Oe/mm. It is well known that the imaginary permeability
means a lost parameter. Then, the phenomenon would be assumed to come from a change
in the resonant condition depending on the change in the domain state. A comparison
between the AC permeability and the magnetic domain variation shows that it has a certain
linear relation, which is assumed to come from a tendency of the proportional increment of
the LLD stripe domain sectional ratio, as shown in Figure 14.

3.2. Magnetic Domain Variation for θ = 90◦ Element

In this subsection, an observation of the magnetic domain and a discussion on the
comparison of the permeability, as a function of the intensity of the distributed magnetic
field, is given for the element which has the magnetization easy axis of θ = 90◦. The
experimental methods and the development of the argument are the same as those of the
previous subsection for the different easy axis angle, θ = 71◦. In our previous study [41],
the clustered element with a θ = 90◦ easy axis has a directional switching property in the
magnetic domain. When the distributed magnetic field does not apply to the element, the
direction of the magnetic moment in each magnetic narrow strip in the clustered element
has the single domain along the length direction and its direction is switched by applying a
certain value of the in-plane uniform external magnetic field. In this subsection, the effect
of the distributed field for the element of θ = 90◦ is investigated.

3.2.1. Domain Observation

Figure 16 shows a magnetic domain variation in the case of θ = 90◦, as a function of
the applied intensity of the distributed magnetic field. Figure 16a indicates a case when the
intensity of the distributed field was 0.89 G/mm, which is the value of the coil current at
zero. Figure 16a consists of contiguous bright and dark elements, which indicate a single
domain with an opposite direction. There were typical residual magnetic domains in the
edge area of each strip, which consisted of long triangular domain lengthening along the
length direction of the strip, as if the domain wall divided the magnetic strip into two along
the length direction.

Figure 16c indicates a case when the intensity of the distributed field was 5.39 G/mm.
In this case, the multi-domain area extends towards the inner area of the strip. There
are several patterns of multi-domain in this area, which are different from the previous
θ = 71◦ case. Figure 17 shows the schematics of the typical multi-domain structure, which
is observed in Figure 16c. These are typical domain patterns for the multi-domain in
the case of θ = 90◦ with the application of the distributed field. The observed index
number of the photo and the line number are indicated below each schematic. The multi-
domain appeared in the border area between the single domain+ and the single domain−.
The multi-domain structure is not clear compared with the previous case of θ = 71◦;
consequently, a quantitative discussion of the area ratio is difficult to carry out.
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(a) 

 
(b) 

 
(c) 

Figure 16. Cont.
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(d) 

Figure 16. Magnetic domain variation in the case of θ = 90◦ as a function of applied intensity of the
distribution of the surface normal magnetic field. (a) Intensity of the distributed field as 0.89 G/mm,
(b) the result for 2.39 G/mm, (c) the result for 5.39 G/mm, and (d) for 9.89 G/mm.

Figure 17. Schematics of the typical multi-domain structure in case of θ = 90◦, as indicated in
Figure 16.

Figure 16d indicates a case when the intensity of the distributed field was 9.89 G/mm.
It is a relatively large intensity for the element. There is a whole single domain in the near
area of the edge of L1 and R1. In this case, the multi-domain area seems to shrink and is
limited in the vicinity of the middle of the strip.

In Figure 18, a schematic of the magnetic domain variation as a tendency of the whole
clustered element, corresponding to Figure 16, is shown. Figure 18a shows a case which
corresponds to Figure 16a. It is a domain structure without a distributed surface normal
field for the magnetization easy axis of θ = 90◦.

Figure 18b indicates a case which corresponds to Figure 16c, in which the multi-
domain area extends toward the middle area of the element strips. In this case, the single
strip, which consists of the clustered element, is divided into three areas; the first one is the
single domain with a magnetic moment in the longitudinal direction +; the second one is
the single domain in the longitudinal – direction; and the third one is their border area with
the abovementioned typical multi-domain structure in Figure 17. When the left side area of
the strip has the single domain −, the right side has single domain + towards the right end
direction. The multi-domain area appears between them. In Figure 18, the multi-domain
area is indicated as the bottom pattern of Figure 17, the triangular multi-domain, to simplify
the expression.
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(a) 

 
(b) 

 
(c) 

Figure 18. Schematic expression of magnetic domain as a tendency of whole clustered element with
correspondence to Figure 16. (a) Schematic expression for Figure 16a, (b) for Figure 16c, and (c) for
Figure 16d. The white arrow indicates the magnetic moment direction.

Figure 18c indicates a case which corresponds to Figure 16d. In this case, the intensity
of the distribution of the applied magnetic field has a certain large value; then, the end-side
area of the strip has a single domain toward the outer direction, due to the magnetic force
toward the outer direction. Even in this case, a small edge residual triangular domain was
observed, and the multi-domain area also exists between the opposite single-domain areas.

To summarize the magnetic domain variation in this subsection, which concerns the
element with an easy axis of θ = 90◦, the distributed field has an effect of generating the
multi-domain area between the single-domain + and − areas. Figure 19 shows a schematic
explanation of this effect. As the intensity of the distributed field increases, the multi-
domain area appears around the border area of the single-domain + and − areas. The
multi-domain border area moves toward the middle of the narrow strip, as the intensity
of the distributed surface normal magnetic field increases. The red arrow in this figure
indicates the variation direction of this phenomenon. The multi-domain area seems to
widen; then, the area ratio would increase when the intention of the distributed field was
around 5.4 G/mm; however, a quantitative discussion is difficult due to the uncertainty of
the discrimination of the multi-domain existence.

3.2.2. Comparison of Alternating Current Permeability and Magnetic Domain

Figure 20 indicates an AC permeability of the clustered element with the magnetization
easy axis of almost θ = 90◦. It indicates a measured complex permeability as a parameter of
the intensity of the distributed field; the real part is in Figure 20a, and the imaginary part is in
Figure 20b. Both of them are shown as a function of the frequency of the AC magnetic field.
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Figure 19. Schematic expression of the effect of the intensity of distributed magnetic field in the case
of θ = 90◦. The red arrow indicates the variation direction of the transition point.

(a) 

(b) 

Figure 20. Measured variation in complex AC permeability for θ = 90◦ as a parameter of the intensity
of the distributed field. (a) Real part permeability and (b) imaginary part permeability.

It is mentioned that the variation tendency is the same as that of the θ = 71◦ element,
although it has a different domain transition property, especially for the structure of the
multi-domain. The point of difference between them is the existence of the LLD stripe
domain for θ = 71◦, but the point of these phenomena is assumed to be the appearance of
the multi-domain area and the enhancement of the effect of the domain wall movement. A
comprehensive and detailed discussion is provided in the following discussion section.
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4. Discussion

In this study, the effect of the distributed field on the magnetic domain variation
for the clustered soft magnetic strips with a certain inclined magnetization easy axis was
investigated. The observed variation in the magnetic domain was compared with the
permeability variation, in order to reveal the effect of the distributed field on the AC
permeability. The element, which has the in-plane inclined magnetization easy axis of
θ = 71◦ and θ = 90◦, and also has the width of the single strip of the clustered element as
20 μm, was experimentally confirmed as having low AC permeability in the frequency
range from 10 kHz to 10 MHz, when it has a single domain structure in each strip. In the
case of the distributed magnetic field when a suitable value is applied to the element, the
original single domain with the magnetic momentum along the length direction changes to
the multi-domain state. The sectional ratio of the multi-domain area changes as a function
of the intensity of the distributed field, which was clearly observed in the case of θ = 71◦. For
the different easy axis cases, which were between θ = 71◦ and θ = 90◦, the experimentally
observed domain structures of the multi-domain were quite different, whereas the tendency
of the permeability variation was almost the same under these two conditions. There is a
possibility of the existence of an effect of the enhancement of the domain wall movement
caused by the distributed field and the inclined easy axis in a certain domain structure.

Additionally, It should be mentioned that a typical domain transition was experimen-
tally confirmed for the θ = 71◦ clustered element, which would seem to be the effect of
the existence of the hidden stable multi-domain state. It was recently reported [44] that a
small soft magnetic particle placed on the element was able to induce a domain transition
from a single domain to a multi-domain. It was explained that a distributed magnetic field
generated by the dipole magnetization of the particle enhanced the domain transition.

In this discussion, a comprehensive overview of the phenomenon concerning the
element with the hidden multi-domain state and its neighboring condition is summarized.
The future investigation of these phenomena is also discussed.

Firstly, the phenomenon of low AC permeability is discussed for the clustered element
with the inclined easy axis. As explained in references [42,43], the low permeability typically
appeared for the narrow strips, which have a width of 20 μm and the easy axis direction of
more than θ = 70◦. In the previous study [42], the parameters of the experiment ranged
from strip widths of 20 μm to 100 μm and from θ = 61◦ to θ = 90◦ in the easy axis direction.
The single domain in the strips, which causes the low AC permeability, was obtained when
the easy axis was larger than θ = 71◦ and also when the width was 20 μm. The results are
summarized in Figure 21. The Figure shows a matrix expression for the element width W
and the easy axis direction θ. The “M” indicates a multi-domain state, and the “S” indicates
a single-domain state. The hatched area indicates the low AC permeability conditions.
Despite the single domain, the θ = 90◦ and the W = 50 μm element has a high-permeability
property. The triangular-shaped residual magnetic domain in the edge area of the strip
appeared to be the same as that of the 50 μm width and the 20 μm width; therefore, the
element width would be expected to be the key parameter for the low AC permeability.
The low permeability was not restricted by the existence of the hidden multi-domain state.
The element with the hidden state is included in the condition range of the single domain
because the magnetic domain of the condition apparently forms the single domain, and the
strip width is narrow enough.

In the case of the narrow single domain, with a low AC permeability, it is possible
to control the permeability by controlling the intensity of the distributed magnetic field
within the surface normal magnetic field. It would be possible to control the permeability
of the easy axis ranging from θ = 71◦ to θ = 90◦ without depending on the re-constructed
multi-domain structure, which was shown in our study, including that of this paper. As a
result of this study, the enhancement of permeability with application of the distributed
magnetic field is caused by the formation of a multi-domain structure; this is assumed to
be the effect of the enhancement of the domain wall movement of these domains.
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Figure 21. Matrix expression of magnetic domain state of the clustered element depending on
element width and easy-axis direction θ. (M: multi-domain (LLD), S: single domain). The shaded
part indicates the low AC permeability conditions.

It is well known that the magnetization process of soft magnetic materials consists of
both the domain wall movement and the magnetization rotation. The high-permeability
property of soft magnetic material is mainly caused by the domain wall movement. When
the frequency of the external magnetic field increases, the domain wall movement is
restricted by the generation of a microscopic eddy current, which appears in the vicinity
of the domain wall. In this case, the permeability is dominated by the magnetization
rotation [11]. The study in this paper probably includes a transition frequency range of
these phenomena. At 10 kHz, which is the lowest frequency of this study, the domain wall
movement would be dominant, due to the observation of the sensitivity of the permeability
to the domain existence in the element. At around 10 MHz, which is the highest frequency
of this study, a typical resonant profile of the complex permeability was observed [42], and
the permeability decreased suddenly in the frequency occurring here. In the case of several
hundred MHz, the domain walls are stuck in a certain position, which is the position formed
initially in the stable energy state. In this case, the domain structure is observable even
in the case that a high-frequency current is induced in the magnetic element [47]. In this
study, the magnetization process is dominated by the domain wall movement; therefore,
the single-domain structure has low permeability and the multi-domain structure has high
permeability; this comes from the existence of movable domain walls in the element.

The difference in the effect of the easy axis direction for the permeability variation
generated by the intensity of the distributed field mainly appeared in an intensity value
which increased the real permeability from a low to a high value. In the case of 71◦, this
is the increase from 0.14 to 0.27 Oe/mm given in Figure 15a. In the case of 90◦, this is the
increase from 0.27 to 0.54 Oe/mm given in Figure 20a. The inclined easy axis direction,
which would have hidden the stable state, has a lower value, almost half of the intensity of
the distributed field for making the transient phenomenon of permeability. It is assumed
that it comes from the easiness of generating the multi-domain structure for the 71◦ easy
axis rather than the 90◦ one. It is experimentally observed in the domain photo as the
portion of the multi-domain area, between Figures 11b and 16b, which is the condition of
the intensity just after the permeability increase.

Concerning the formation and transition of the magnetic domain that appeared in the
soft magnetic narrow strip and the magnetic energy estimation of these different states, the
consideration of the threshold barrier that needs to be overcome to make the change in the
domain state is important. It was discussed in my previous paper [48] with regard to the
case of a single narrow strip. Based on the previous knowledge, the effect of the distributed
field should be discussed. In this paper, the formation of the multi-domain for a 90◦ easy
axis indicates that there is another multi-domain stable state existing in the distributed
field, other than the ordinally longitudinal strip domain, such as that in Figure 17. Because
of this, the energy difference between the initial domain state and the final state would
be changed by applying the distributed field. It would be the reason for the different
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rising point of the permeability for the different easy axis directions. In order to make a
strict discussion, a magnetic energy simulation is needed; this would be the subject of a
future investigation.

For a brief comment about the effect of distance between the strips, a consideration was
made in my previous paper based on magnetic field simulation [41]. It was mentioned that
“There are two types of mutual interaction. One is a strong short-range effect of magnetic
field generated at the edge of a single narrow strip, and the other is a cumulative effect of
the widely spread weak field which come from the other adjacent many-body elements”.
In order to investigate the distance effect, we have to consider both the short-range field
and the cumulative widely spread field, based on the previous consideration.

It is noticed that a newly reported typical phenomenon, which appears in the element
with the hidden multi-domain state of θ = 71◦ has been recently reported [44]. It is an
appearance of the LLD multi-domain state, which happens when a small magnetic particle
is placed just above the strip and controls the applied surface normal magnetic field. The
parallel surface normal field makes the particle magnetize, and it generates a magnetic
dipole field. The magnetic dipole of the magnetized particle generates a distributed
magnetic field on the magnetic strip of the element; then, it has a possibility to enhance the
re-construction of the LLD stripe domain. This phenomenon is assumed to be a typical one
for the element with the hidden stable state. The appearance of the transited domain of a
certain strip would possibly be detected by an electrical parameter such as impedance or
inductance. The detection and discrimination of the appearance of the domain transition
are two of the objectives of this paper for the sensor application of this phenomenon.

For further understanding of this physical phenomenon, a more detailed study should
be conducted based on the knowledge of this paper and our related papers.

5. Conclusions

The correspondence of the AC permeability and the structure of magnetic domain as
a function of the intensity of the distributed field was investigated for the element with an
in-plane inclined magnetization easy axis. As a result, the extension of the domain area of
the Landau–Lifshitz-like multi-domain (LLD) on the clustered narrow strips was observed
for the element with θ = 71◦, as a function of the intensity of the distributed magnetic field,
which ranges from 0.89 G/mm to 5.39 G/mm and has a certain linear relation between
the permeability variations. In the case of the magnetization easy axis of θ = 90◦, the
multi-domain was not the LLG stripe domain, but some typical structures of multi-domain
appeared. This multi-domain extension was compared with the permeability variation, and
it was revealed that they have a certain linear relation, within the intensity of the distributed
field from 0.89 G/mm to 5.39 G/mm, which is the same property as θ = 71◦. Based on
the investigation, the comprehensive tendency of the domain transition and permeability
variation was discussed, including the neighboring fabrication conditions for different strip
widths and also for different easy axis angles, which surround the target element with the
hidden stable multi-domain state of θ = 71◦ and W = 20 μm. The clustered narrow strip
element with the single domain, which includes the element with the hidden state, has a
possibility to control the AC permeability by controlling the intensity of the distributed
magnetic field. Fundamentally, the result leads to the application of this phenomenon to a
tunable inductor, electromagnetic shielding, or a sensor for detecting and memorizing the
existence of a distributed magnetic field generated in the vicinity of a magnetic nanoparticle.
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Abstract: Spin valves with a synthetic antiferromagnet were fabricated via magnetron sputtering. It
was shown that the fabricated spin valve layers had a perfect microstructure and smooth interfaces,
and therefore, an RKKY interaction dominated in the coupling of the ferromagnetic layers separated
by a copper spacer. Rhombus-shaped micro-objects were fabricated from a single spin valve film. The
thermomagnetic treatment procedure was found to form unidirectional anisotropy in the micro-object
such that the values of the exchange bias fields in the rhombus’ nonparallel sides were opposite
in sign. For the CoFeNi/Ru/CoFeNi synthetic antiferromagnet, we determined the differences
between the ferromagnetic layer thicknesses at which the thermomagnetic treatment formed the
same exchange bias all over each rhombus’ side. We also fabricated a sensor element in which each
side of the rhombus was the shoulder of a Wheatstone bridge. After the thermomagnetic treatment
procedure, each shoulder worked as an active magnetosensitive element, enabling the device to
operate as a full Wheatstone bridge. The sensor output exhibited a step shape, high sensitivity to field
changes, and significant magnetic hysteresis. Such characteristics are suitable for switching devices.

Keywords: spin valve; Wheatstone bridge; magnetic anisotropy; shape anisotropy; exchange bias field

1. Introduction

Bridge circuit measurements have important advantages such as low measurement
errors, high sensitivity, reductions in noise, and temperature drift [1–4]. A Wheatstone
bridge electrical circuit consists of two parallel branches, each consisting of two arms
containing a resistor element. If a Wheatstone bridge is used in magnetic field sensors,
then elements, the electrical resistivity of which depend on the applied magnetic field, are
used as resistors in each arm. The supply voltage Uin is applied to the parallel branches,
and the potential difference Uout between the middle points of the branches is measured.
The maximum value of Uout/Uin can be achieved if the resistance increases in two bridge
arms and decreases in two other arms with a change in the magnetic field. In this case, all
four sensitive elements contribute to the output signal, and the circuit is a full bridge. In
microelectronics, a spin valve (SV) nanostructure with giant magnetoresistance (GMR) is
often used as a magnetosensitive material [5–7].

An SV consists of two ferromagnetic (FM) layers, the free layer (FL) and the pinned
layer (PL), which are separated by a nonmagnetic spacer, usually made from Cu. The
magnetic moment (Mp) of the pinned layer is fixed by the exchange interaction with the
adjacent antiferromagnetic (AF) layer [8]. In this way, the magnetic reversal hysteresis
loop for the PL is shifted. The high-field loop shift (Hex) depends on the interaction
between the AF and PL. For the FL, the field shift of the hysteresis loop from H = 0 (Hj)
is small. In the fields |Hj| < |H| < |Hex|, the magnetic moments of the FL and PL
are opposite, and there is a plateau of the magnetoresistive curve corresponding to the
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maximum magnetoresistance (MRmax). Hj depends on the FM layers’ interaction through
the nonmagnetic spacer. These interactions are the result of competition between the dipolar
ferromagnetic and oscillating RKKY exchange interactions [9]. If dipolar ferromagnetic
interactions are dominant, then Hj and MRmax decrease with an increase in spacer thickness.
If the standard deviation of the interlayer roughness is no more than 0.3–0.5 nm [10,11],
then the RKKY interactions can be dominant. In this case, Hj changes periodically with
an increase in the spacer thickness, enabling an SV with Hj ≈ 0 and a large MRmax to be
obtained [12].

The pinned layer in an SV can be replaced by a synthetic antiferromagnet (SAF) to
reduce the magnetostatic interactions between the FM layers and increase the operating
temperature range. An SAF consists of two FM layers coupled through a layer of Ru [13–15].
The thickness of the Ru layer (0.7–0.9 nm) corresponds to the maximum antiferromagnetic
exchange interaction [16]. In this case, the FM layer adjacent to the AF layer is called the
pinned layer (PL), and the second FM layer in the SAF is called the reference layer (RL).

The magnetic and magnetoresistive properties of an SV have several types of anisotropy:
(1) uniaxial easy axis (EA) anisotropy, induced during deposition in a magnetic field; (2) unidi-
rectional anisotropy with the pinning direction (PD), arising due to the interaction between the
pinned and AF layers; and (3) shape anisotropy in micro-objects. The PD can be changed via
thermomagnetic treatment (TMT) [1].

It is difficult to implement a full Wheatstone bridge during magnetic field microsensor
fabrication from a single SV film because the resistance (Rn, n = 1, 2, 3, 4) of all the bridge
arms changes equally with a change in the magnetic field, and all the dRn/dH values are
the same in sign. dR1,3/dH and dR2,4/dH should be opposite in sign to contribute to the
output voltage Uout from all the bridge elements. This result is possible for the SVs in the
Wheatstone bridge if their PDs are mutually opposite. The following methods are used to
obtain this result: the two-stage deposition of SVs with different PDs [1] and EAs [17] or
with different compositions [18,19] onto the corresponding parts of the substrate; TMT in
the field corresponding to the spin-flop state in the SAF [16,17]; and the use of a permanent
magnet to create additional oppositely directed field components in the active elements of
the bridge [20].

In this work, spin valves with predominant RKKY interactions between the free
and reference layers are studied. The formation of an exchange shift in the pinned layer
under the combination of shape anisotropy and uniaxial anisotropy is also investigated.
A thermomagnetic treatment mode to form an opposite exchange shift in the nonparallel
sides of a rhombus-shaped micro-object was found, and the full Wheatstone bridge circuit
was realized.

2. Materials and Methods

SVs with the composition Ta(5)/[Ni80Fe20]60Cr40(5)/Co70Fe20Ni10(tFL)/Cu(tCu)/
Co70Fe20Ni10(tRL)/Ru(0.8)/Co70Fe20Ni10(tPL)/Fe50Mn50(10)/Ta(5) were deposited on glass
substrates via dc magnetron sputtering in a magnetic field of 80 Oe and applied in a film
plane. Layer thicknesses are given in nm. A computer program controlled the process of
deposition for the multilayer nanostructure. This program set the sequence of deposition
of the layers, the time of deposition for each layer, the time of launching argon gas into
the chamber, the power of the magnetrons, argon pressure, substrate temperature, and
substrate rotation speed. The base pressure of the residual gasses in the sputtering chamber
was less than 5 × 10−7 Pa. Sputtering was carried out at room temperature under an argon
pressure of 0.1 Pa and magnetron power of 100 W. The nanolayer thickness was nominal
and calculated from the measured deposition rate with a pre-assigned sputtering time. The
applied experimental procedure allowed us to change the layer deposition time with a step
of 0.1 s (corresponding to a step of 0.01 nm) at a copper deposition rate of 7 nm/min and a
deposition rate of 2.8–3 nm/min for the rest of the layers. The materials’ deposition rates
were determined by making calibration films and measuring their thickness values using
a Zygo NewView 7300 (Zygo, Middlefield, OH, USA) white light interferometer with an
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accuracy of ±0.02 nm at full film thickness (40–60) nm. The thicknesses of the Cu and FM
layers were varied, and Co70Fe20Ni10 was used as the FM layer. For this alloy, saturation
magnetization was 13% higher and coercivity was 4.5 times lower than the values for
Co90Fe10 commonly used in SVs [21]. The buffer layer Ta/[Ni80Fe20]60Cr40 promoted the
formation of the <111> texture [22,23] and a decrease in crystallite size, as well as the
interlayer roughness of the nanostructured film [24,25].

Analyses of the materials’ microstructure were carried out via X-ray diffractometry on
a DRON-3M (Bourevestnik, St. Petersburg, Russia) diffractometer under CoKα1 radiation
(λ = 1.7889 Å) and via transmission electron microscopy on a Tecnai G-30 (FEI, Hillsboro,
OR, USA). A special technique was used to produce TEM samples (foil). The sample on a
glass substrate was thinned using sandpaper, and then ion etching was carried out using a
PIPS II 695 (GATAN, Pleasanton, CA, USA).

The magnetic microstructures of the micro-objects were investigated by using a scan-
ning probe microscope Solver Next (NT-MDT, Zelenograd, Moscow, Russia) in the magnetic
force microscopy (MFM) mode.

Magnetoresistive measurements and TMT were carried out in the setup based on a
Bruker electromagnet and a LakeShore 336 temperature controller (Lake Shore Cryotronics,
Westerville, OH, USA). TMT involved heating in a helium atmosphere to a temperature
TTMT = 448 K, which exceeded the blocking temperature Tb = 433 K for SVs based on an
antiferromagnetic FeMn alloy [26]. The magnetoresistance was determined as MR = (R(H)
− Rs)/Rs, where R(H)—resistance of the sample in a magnetic field, and Rs—resistance of
the sample in a saturation field. The error of the relative resistance value was 0.05%. These
experimental results were all obtained for the “Current In the Plane of the layers” (CIP)
geometry.

Micro-objects were fabricated via laser lithography on DWL 66+ (Heidelberg Instruments
Mikrotechnik GmbH, Heidelberg, Germany) and reactive ion etching on a PlasmaPro 80 RIE
(Oxford Instruments, Abingdon-on-Thames, UK). The contact pads were fabricated using
the lift-off procedure. Two types of micro-objects (Figure 1) were prepared. (1) V-shaped
micro-objects were made from two microstrips forming a corner with Cu contact pads at the
apex of the corner and ends of the microstrips. The corner angle (α) was 20 or 40◦, and its
bisector coincided with the EA. (2) Rhombus-shaped micro-objects included 315 μm long and
2 μm wide microstrips and Cu pads at the rhombus vertices. The acute angles were α = 20 or
40◦, and the long rhombus diagonal coincided with the EA.

 

Figure 1. Images of V-shaped micro-object made from 2 microstrips (a) and rhombus-shaped micro-
object made from 4 microstrips (b) with contact pads.
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3. Results

3.1. Microstructural Studies

The Co70Fe20Ni10 alloy, [Ni80Fe20]60Cr40 alloy, and Cu and Fe50Mn50 antiferromagnetic
alloy have the same cubic face-centered (fcc) crystal structure and similar lattice parameter
values. Figure 2a shows the coincidence of the angular position of the (111) peak for the
bulk Co70Fe20Ni10 alloy, the thin film of the [Ni80Fe20]60Cr40 alloy, and the SV containing
the layers of these alloys. A <111> texture can be seen in the film and SV, with no other
peaks in the fcc structure. The full width at the half-maximum of the rocking curve (ω-scan)
for the (111) peak of SV is 4.4 degrees.

 

Figure 2. (a) X-ray diffraction patterns for the SV of the Ta(5)/NiFeCr(5)/CoFeNi(3.5)/
Cu(3.3)/CoFeNi(3.5)/Ru(0.8)/CoFeNi(3)/FeMn(10)/Ta(5) composition (black line), NiFeCr film
with a thickness of 60 nm (red line), and bulk sample of the CoFeNi alloy (green line). (b) Thickness
oscillations (satellites) around the (111) peak of the SV diffraction pattern.

Thickness oscillations (satellites) are clearly visible around the (111) peak (Figure 2b)
in the SV X-ray diffraction patterns. The presence of satellites shows that the SV films are
of high quality and have smooth interfaces. Such satellites appear when X-ray radiation
interferes on a layer with a uniform microstructure and smooth boundaries. The thickness
(d) of such a layer can be estimated from the period of the oscillations with Selyakov’s
formula [27,28]:

d =
λ

Δ(2Θ)cosΘB
(1)
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where λ is the X-ray wavelength, ΘB is the Bragg angle for the (111) peak, and Δ(2Θ) is
the period of the oscillations. The value of d determined from formula (1) coincides with
an accuracy of 0.1 nm for the total nominal thickness of the NiFeCr(5)/CoFeNi(3.5)/Cu
(3.3)/CoFeNi(3.5) layers in the spin valve. Thus, in this part of the SV, the microstructure is
uniform, and the microstructure of the layers become aligned.

Figure 3 shows the results of the TEM investigation. In the electron diffraction pattern,
Debye rings for NiFeCr, CoFeNi, Cu, and FeMn are common because they have the same fcc
structure and similar lattice parameters. Note that the {220} ring is the brightest, while the
{111} ring is weak. It is typical for the <111> texture and consistent with the results of the
X-ray diffraction study. High-resolution images show thin parallel bands (Figure 3a). These
are a direct resolution of the atomic plane projections on the image plane. Figure 3b shows
the moiré lines. These lines are a result of the interference of electron beams diffracted
by crystal lattices in adjacent layers. In multilayer structures parallel to each other, moiré
lines appear if the lattice mismatch of the layers is low, and the number of dislocations and
packaging defects is small.

 

Figure 3. TEM high-resolution images (a,b) and electron diffraction pattern (c) for the SV of the
Ta(5)/NiFeCr(5)/CoFeNi(3.5)/Cu(3.3)/CoFeNi(3.5)/Ru(0.8)/CoFeNi(3)/FeMn(10)/Ta(5) composition.

The studied SVs featured layers with a perfect microstructure and low lattice mismatch
along with an excellent <111> texture. Such properties of the microstructure were obtained
by using the layer materials with similar crystal structures and the buffer layer of the
Ta(5)/NiFeCr(5) composition. In [12,24], a similar high-quality microstructure was achieved
in the superlattices and spin valves sputtered onto the Ta/NiFeCr buffer layer. In the present
investigation, such microstructural properties are necessary to obtain smooth interfaces
and a high prevalence of RKKY interlayer coupling.

3.2. Exchange Coupling of Free and Reference Layers

Magnetoresistive curves were measured for SVs with tCu = 1.8 ÷ 2.4 nm in the field
applied parallel to PD || EA. Figure 4 shows the MR(H) curve for the SV with tCu = 2.2 nm.
Figure 4 shows how the values of MRmax and the shift of low field hysteresis loop (Hj) were
estimated. For spin valves with weak interactions between the free and pinning layers,
the low field loop retains a rectangular shape in the case of small values for the angle of
deviation PD from the EA [9,29].

162



Sensors 2024, 24, 625

Figure 4. Low field part of the magnetoresistive curve for the SV of the
Ta(5)/NiFeCr(5)/CoFeNi(5.5)/Cu(2.2)/CoFeNi(2.3)/Ru(0.8)/CoFeNi(2)/FeMn(10)/Ta(5) composi-
tion. The inset shows the MR(H) curve in a wide range of fields.

The Hj value depends on the interaction between the free and reference FM layers.
Ordinarily, if ferromagnetic dipolar coupling dominates, Hj(tCu) dependence decreases
monotonously. In our case, Hj(tCu) dependence has an oscillating behavior. Thus, we may
conclude that RKKY interlayer coupling dominates (Figure 5).

 
Figure 5. The dependence of the low field hysteresis loop shift on the thickness of the Cu layer for
SVs of the Ta(5)/NiFeCr(5)/CoFeNi(4)/Cu(tCu)/CoFeNi(4)/Ru(0.8)/CoFeNi(3.5)/FeMn(10)/Ta(5)
composition (solid symbols) and the shift in the low field hysteresis loop for the SV of the
Ta(5)/NiFeCr(5)/CoFeNi(5.5)/Cu(2.2)/CoFeNi(2.3)/Ru(0.8)/CoFeNi(2)/FeMn(10)/Ta(5) composi-
tion (open symbol).

The minimum value of Hj was obtained at tCu = 2.2 nm. Changing the thickness of the
ferromagnetic layers in the SV is also an effective way to influence the amount of interlayer
interaction [30]. Thus, we changed the thickness of the FM layers to increase MRmax and
further reduce Hj. We achieved an Hj value close to H = 0 (open symbol in Figure 5) and
MRmax = 9% at a tFL of 5.5 nm and tPL of 2 nm. In the SV of the obtained composition,
we changed the reference layer thickness (tRL). Thus, the difference (tRL − tPL) between
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the FM layers in the SAF and the total magnetic moment of the SAF changed. Figures 6
and 7 show the changes in the magnetoresistive curves and the values of Hj and MRmax
that occurred due to increasing the value of tRL.

 

Figure 6. Magnetoresistive curves for SVs of the Ta(5)/NiFeCr(5)/CoFeNi(5.5)/Cu(2.2)/CoFeNi(tRL)/
Ru(0.8)/CoFeNi(2)/FeMn(10)/Ta(5) composition for tRL = 2.3 and 3.5 nm.

 
Figure 7. Dependencies of the low field hysteresis loop shift (red line and circles, shift values
are given on the right axis) and the maximal magnetoresistance (blue line and triangles, magne-
toresistance values are given on the left axis) on the reference layer thickness for the SVs of the
Ta(5)/NiFeCr(5)/CoFeNi(5.5)/Cu(2.2)/CoFeNi(tRL)/Ru(0.8)/CoFeNi(2)/FeMn(10)/Ta(5) composition.

When the thickness and, accordingly, the magnetic moment of the reference layer
increase, the interlayer coupling and Hj value naturally increase. The value of MRmax also
varies slightly.

Further analyses will be carried out on this series of SVs with a small shift in the low
field hysteresis loop and different values of the reference layer magnetic moment.

3.3. Change in the Pinning Direction in Spin Valve Films and Micro-Objects during
Thermomagnetic Treatment

The thermomagnetic treatment procedure includes annealing at TTMT and subsequent
cooling in the applied magnetic field HTMT. If TTMT > Tb, the exchange interaction at
the boundary of CoFeNi/FeMn is destroyed. Then, the initial unidirectional anisotropy
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and initial PD in the SV disappear. Cooling in the applied magnetic field then forms new
unidirectional anisotropy and new PD1. The direction of PD1 coincides with the direction
of the magnetic moment of the adjacent FM layer [31,32]. We performed two consecutive
TMT procedures for the following objects: the V-shaped SV micro-object and the SV film.
We performed the first TMT(1) with HTMT = 9 kOe exceeding the magnetic saturation field
and the second TMT(2) with HTMT ≈ 0. HTMT was always directed perpendicular to the EA.
After TMT(2), we investigated the magnetic structure of the V-shaped micro-object and SV
film using magnetic force microscopy. Figure 8 shows the topography and corresponding
MFM images obtained for the film and the V-shaped micro-object.

 

Figure 8. Topography (b,d) and MFM (a,c) images obtained for the film (a,b) and the V-shaped
micro-object (c,d).

The MFM image of the film shows an irregular magnetic structure. The majority of
each strip has one magnetic order with small areas of a different magnetic order. Magnetic
contrast shows that the predominant magnetic order differs between the strips. In the MFM
image (Figure 8c), the left strip is lighter than the right strip, while there is no such difference
in the topographic image. Thus, after the same TMT, different magnetic structures were
formed in the film and the V-shaped micro-object. The presumed reason for the observed
differences is as follows.

Here, the magnetic moments of the pinned and reference layer (MPL and MRL) are
antiferromagnetically coupled and opposite to each other in HTMT ≈ 0. In the SV film
during TMT(2) at T = TTMT, the uniaxial anisotropy controls the turn of MPL and MRL; thus,
clockwise and counterclockwise turns are equally probable (Figure 9). During subsequent
cooling, the exchange interaction in the CoFeNi/FeMn boundary fixes this different mag-
netic ordering and forms the new pinning directions PD1 and PD2 in different regions of
the film. PD1 and PD2 are antiparallel and collinear with EA. In the micro-objects, the shape
anisotropy competes with the uniaxial anisotropy. If the shape anisotropy dominates, then
it controls the turn of MPL and MRL during TMT(2) at T = TTMT. With our experimental
geometry (Figure 9), in one strip of the V-shaped micro-object, MPL and MRL turn clockwise,
and in the other strip, they turn counterclockwise. Thus, after cooling, the new pinning
directions PD1and PD2 are collinear with the strips. If the angle between the strips is 20 or
40◦, the angle between PD1 and PD2 will be 160 or 140◦, respectively.
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Figure 9. Schematic representation of the turn of reference (thin black arrow) and pinned (thick black
arrow) layer magnetic moments in the SV film and SV micro-object during TMT. PD (pink arrow)
changes and EA direction (grey arrow) is unchanged during TMT. Green and blue colors correspond
to areas with different PDs.

Magnetoresistive curves measured for each strip of the V-shaped micro-object in the
magnetic field applied parallel to EA are shown in Figure 10. The values of Hex for two
different strips are opposite in sign. This result is in good agreement with the fact that
in one strip, the projection of PD onto the applied field is positive, and in the other, the
projection of PD onto the applied field is negative.

 

Figure 10. Low field parts of the magnetoresistive curves measured for each strip of the V-shaped SV
micro-object. The applied magnetic field direction with respect to PD1 and PD2 is shown in the insert
on the right. The inset on the left shows the MR(H) curves in a wide range of fields. The color of the
curve corresponds to the color of strip.

In the low fields, dMR/dH > 0 for the green magnetoresistive curve, and dMR/dH < 0
for the blue magnetoresistive curve. Note that this PD arrangement was obtained in
different strips of a single micro-object under two TMTs in a direction-fixed magnetic field.

3.4. Full Wheatstone Bridge Based on Rhombus-Shaped Spin Valve Micro-Object

TMT(1) and TMT(2) procedures were performed for the rhombus-shaped spin valve
micro-object. Figure 11 shows the PD arrangement with rhombus sides, which can be
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expected if one considers the rhombus as two V-shaped micro-objects. This mutual PD
arrangement is required to implement the Wheatstone bridge, in which dR1,3/dH and
dR2,4/dH are opposite in sign. Thus, each SV element makes an active contribution to the
output signal.

 

Figure 11. Scheme of PD arrangement in the rhombus-shaped micro-object sides after TMT(1) and
TMT(2) (a) and the electrical circuit of the Wheatstone bridge (b). The inset in (a) shows R(H)
dependencies for R1, R3 (blue) and R2, R4 (green).

We applied the supply voltage (Uin) to the long diagonal of the rhombus and measured
output voltage (Uout) in the short diagonal of the rhombus under the magnetic field swept
along the EA (Figure 12).

 

Figure 12. Wheatstone bridge output under the magnetic field sweep along EA
for the rhombus-shaped micro-object based on the SV of the Ta(5)/NiFeCr(5)/
CoFeNi(5.5)/Cu(2.2)/CoFeNi(3.5)/Ru(0.8)/CoFeNi(2)/FeMn(10)/Ta(5) composition.

The maximal output of the full Wheatstone bridge was estimated from Uout/Uin = ΔR/R,
where R is the resistance of each of the four elements, and ΔR is the resistance change in the
applied magnetic field. For the half Wheatstone bridge with two active sensing elements,
the maximal output was Uout/Uin = 0.5ΔR/R [33]. Thus, for the full Wheatstone bridge
with four active SV elements, we obtained Uout/Uin = MRmax, where MRmax is the maximal
magnetoresistance of each SV element. In our case, Uout/Uin = 7%, while MRmax = 10%
(Figures 6 and 12, respectively). Thus, 0.5MRmax < Uout/Uin < MRmax. A possible reason for
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this result could be the presence of small areas of undesirable PD orientation in the rhombus-
forming strips. These areas are visible in the image of the magnetic structure (Figure 8c) in the
upper part of the left strip and in the lower part of the right strip.

3.5. Formation of Opposite Pinning Directions in Rhombus-Shaped Micro-Objects Based on Spin
Valves with Different Thicknesses of the Reference Layer

An increase in tRL led to an increase in the total effective magnetic moment (Meff) of
antiferromagnetically coupled MPL and MRL, with Meff = MRL − MPL. During TMT(2)
at T > Tb, the magnetic moments were arranged in a way that minimized the anisotropy
anisotropic energy. We estimated the shape anisotropy field using the research in [34], in
which the demagnetizing factors of the general ellipsoid were reported. For the long strip,
the demagnetizing factor was approximately t/w, where t is the thickness of the FM layer
and w is the width of the strip. Hence, the anisotropy field was calculated as the sum of
two terms: Ha = 2Ku/Meff + 4 Meff t/w, where Ku is the uniaxial anisotropy constant, and
t = tRL + tPL. We changed the relationship between the two terms of the anisotropy field by
changing tRL. In this way, we changed the magnetic moments’ arrangement after TMT(2).

Rhombus-shaped micro-objects with an angle α = 20 and 40◦ were fabricated from
films of SVs with tRL = 2.3, 2.5, 3.0, 3.5, and 4 nm. TMT(1) and TMT(2) were performed
consistently. Then, the Wheatstone bridge output voltage was measured in the short
diagonal of the rhombus under a magnetic field swept along the EA. Figure 13 shows bar
charts to compare the Wheatstone bridge Uout/Uin ratio with the MRmax value of the SV
strips. For convenience of comparison, we also plotted the relation between Uout/Uin and
MRmax as a function of the reference layer thickness (Figure 14).

 

Figure 13. The dependencies of the Wheatstone bridge Uout/Uin ratio and SV strip MRmax value on
the thickness of the reference layer for rhombus-shaped micro-objects with α = 40◦.

For rhombus-shaped micro-objects with α = 20◦, the minimal difference between
Uout/Uin and MRmax was found for samples with the maximum tRL and maximum differ-
ence in FM layer thicknesses in the SAF. The effect of shape anisotropy on the alignment of
the magnetic moments under TMT likely increases with an increase in the total magnetic
moment of the antiferromagnetically coupled MPL and MRL. For rhombus-shaped micro-
objects with α = 40◦, the difference between Uout/Uin and MRmax is practically the same
under maximal and minimal tRL. This result could be caused by different effects of uniaxial
anisotropy due to the different micro-object geometries. When the angle α changes from 20
to 40◦, the deviation of the strip from EA increases. As Meff increases, coupled MPL and
MRL can be set not only along the strip but also along EA in some areas of the strip.
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Figure 14. The dependencies of the relation between Uout/Uin and MRmax on the thickness of the
reference layer for rhombus-shaped micro-objects with α = 20 and 40◦.

4. Discussion

The proposed method for implementing a full Wheatstone bridge scheme with SVs
as magnetically sensitive materials is simple. This method does not require the separate
sputtering of the SV elements with an exchange bias that is opposite in sign or a separate
TMT for each SV element. Nevertheless, there are a number of requirements for the success-
ful application of this method. To prevent accidental splitting into magnetic domains, the
microstructure of the layers should contain minimal defects, and the interlayer boundaries
should be smooth. The SV elements with opposite exchange bias should change their
magnetoresistance under the same low fields. Therefore, the shift of the low field hysteresis
loop should be close to H = 0. To increase the ratio between Uout/Uin and MRmax for each
SV element, it is necessary to increase the difference in the thicknesses of the reference
and pinned layers and, accordingly, the total magnetic moment of the SAF. The proposed
TMT procedure is also effective for SVs based on antiferromagnetic alloys with higher Neel
temperatures and, accordingly, higher Tb values [35]. In this case, it is necessary to use a
higher temperature TTMT > Tb.

5. Conclusions

The results showed that shape anisotropy controls the turn of magnetic moments in
spin valve micro-objects under the low magnetic fields.

We used the TMT procedure, which makes it possible to obtain exchange bias fields
that are opposite in sign and a nearly collinear arrangement of the axes of uniaxial and
unidirectional anisotropy in separate elements of the Wheatstone bridge circuit. The
procedure includes two subsequent TMTs in the applied magnetic field perpendicular to
the easy axis. During the first TMT, the field exceeded the saturation field, and during the
second TMT, the field was close to H = 0. The formation of the opposite exchange bias in
non-parallel sides of the rhombus-shaped micro-object was caused by the predominance of
shape anisotropy in magnetic reversal and during TMT. The output signal of the complete
Wheatstone bridge sensor had a step-like shape. Such characteristics are in demand for
switching devices.
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Abstract: The results of a computer simulation and experimental study of the magnetoimpedance
effect (MI) in amorphous Co68.5Fe4.0Si15.0B12.5 and Co68.6Fe3.9Mo3.0Si12.0B12.5 ribbons in the ac fre-
quency range from 0.01 to 100 MHz are presented. It was found that the maximum MI value exceeds
200%, which may be of interest in the development of magnetic field sensors. It is also shown
that practically significant characteristics of the MI response strongly depend on the ac frequency,
which is due to the inhomogeneous distribution of magnetic properties over the ribbon cross section.
This distribution was studied using magnetoimpedance tomography based on the analysis of the
experimental dependences of the reduced impedance on the ac frequency.

Keywords: magnetoimpedance tomography; magnetoimpedance effect; amorphous magnetically
soft alloys; computer simulation; finite element method

1. Introduction

The magnetoimpedance effect (MI) consists of changing the electrical impedance
of a ferromagnetic conductor under the action of an external magnetic field [1]. If we
confine ourselves to conductors of planar geometry, then MI is most intensively studied in
amorphous magnetically soft ribbons based on cobalt and iron [2,3], including those after
nanocrystallization [4,5], as well as in thin magnetic films [6,7] and multilayer films [8–10].
In this case, the MI is most often studied in the so-called longitudinal configuration, when
the alternating current and the external magnetic field are oriented along the same axis [11].

The relative change in the impedance in the mentioned objects can reach hundreds of
percents when the magnetic field intensity changes by units of A/m. For this reason, the de-
velopment of highly sensitive magnetic field sensors based on MI is being actively discussed
because it can be in demand both in technical [12–14] and biomedical applications [15–17].

The MI can be clearly explained in terms of the skin effect. The distribution of
an alternating electric current (ac) over the cross section of a conductor with magnetic
permeability μ and specific conductivity σ depends on the ac frequency f and can be
characterized by the thickness of the skin layer [18]:

δ =

√
1

π fσμ0μ
, (1)

where μ0 is the magnetic constant.
Simplistically, it can be assumed that the alternating current is mainly concentrated in

the surface layer of the conductor with a thickness equal to the thickness of the skin layer,
i.e., the effective cross section of the conductor is determined by δ. Thus, it follows from
expression (1) that if the magnetic permeability of the conductor changes, then its effective
cross section changes. Consequently, the impedance also changes, i.e., MI is observed.
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With a uniform distribution of the magnetic permeability over the cross section of a
planar conductor with a thickness of 2b, its impedance, taking into account the external
inductance Lext, can be represented as follows [18,19]:

.
Z = RDCkb cot kb + j·2π f Lext, (2)

where RDC is the ribbon resistance to direct current and k = (1 − j)/δ, j is an imaginary unit.
External inductance is due to the magnetic flux created by the electric current outside the
conductor. In the case of a rectangular conductor with length l, width a and thickness 2b,
the value of Lext can be written as follows [20]:

Lext =
μ0l
2π

(
ln

2l
2b + a

+
1
2

)
, (3)

Equation (2) shows that the contribution of an external inductance increases with
an ac frequency increase. With the usual parameters for samples of cobalt-based ribbons
(a = 1 mm, 2b = 25 μm and σ = 600 kS/m), the contribution of the external inductance
at an ac frequency of 1 MHz is 10 times less than RDC, that at the frequency of 10 MHz
becomes comparable and that at the frequency of 100 MHz exceeds RDC by 10 times. The
contribution of the external inductance is often not considered when modeling MI at low
ac frequencies [19]. However, at high frequencies, this contribution must be considered.

To date, theoretical concepts have been developed on how to determine the orientation
of an easy magnetization axis and the magnitude of magnetic anisotropy on MI of planar
magnetically soft conductors [19,21]. The frequency dispersion of the magnetic permeability
and different orientations of the magnetization in neighboring magnetic domains were
considered in [22]. The MI was also considered in the presence of an inhomogeneous
external magnetic field [23]. The theoretical models of MI are of interest in multilayer
films, the electrical and magnetic properties of which vary over the cross section [10,24].
A computer simulation using the finite element method also recommended itself in the
study of MI response of such objects [8,25,26]. The effect of various coatings on the MI of
amorphous magnetically soft ribbons was also studied using a computer simulation [27].
However, the influence of the nonuniform distribution of magnetic properties over the
cross section of the ribbons on the MI has not been discussed either theoretically or with
the help of computer simulations, although, this issue is relevant, as shown below.

Quenching stresses are irregularly distributed over the thickness of the amorphous
ribbon. According to [28,29], the quenching stresses reach their maximum modulus near
the surface of the ribbon, while they are minimal in its central part. Since there is no
magnetocrystalline anisotropy in amorphous ribbons, the magnetoelastic anisotropy caused
by quenching stresses leads to the formation of an inhomogeneous magnetic structure. It
was shown when studying amorphous FePC ribbons that the distribution of the magnetic
anisotropy over the thickness of the ribbon is inhomogeneous and asymmetric [30]. Its
value is minimal near the middle of the ribbon and increases as it approaches the ribbon’s
surfaces. This distribution of the magnetic anisotropy correlates with the quenching stress
distribution over the ribbons’ cross sections described above.

Another factor affecting the distribution of magnetic properties over the cross section
of the ribbon is surface irregularities [29,31,32]. The effect of irregularities on the mag-
netic anisotropy parameters of an amorphous ribbon is especially strong in the case of
zero magnetostriction [32]. Surface irregularities can also cause an increase in the mag-
netic anisotropy dispersion [31,33], which can strongly affect the MI, especially at high
frequencies [34]. Polishing and other modifications of the ribbon surface lead to a significant
change in the MI response [35,36].

If the magnetic parameters are not uniformly distributed over the ribbon cross section,
then different regions of the ribbon, which may have different magnetic anisotropy param-
eters, are involved in the formation of the MI response at different ac frequencies due to
different skin layer thicknesses. In this case, it is fair to expect that the nature of the MI
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response depends on the ac frequency. This is also supported by numerous experimental
results, for example [37]. Thus, the inhomogeneity of the ribbon magnetic structure must
be considered when developing MI sensors. Knowing the distribution of the magnetic
properties over the ribbon cross section and how it changes depending on the choice of
manufacturing conditions and further heat treatment, it is possible to purposefully tune
the characteristics of MI sensors based on amorphous ribbons for a specific task.

To establish the distribution of the magnetic properties over the cross section of amor-
phous and electrodeposited wires, a method called magnetic impedance tomography (MIT)
was proposed [38]. This method is based on the analysis of the impedance dependences
on the ac frequency. In this paper, we propose an implementation of this method for
amorphous ribbons.

2. Samples, Experimental Methods and Computer Simulation

2.1. Description of the Samples

The ribbons Co68.5Fe4.0Si15.0B12.5 (S0) and Co68.6Fe3.9Mo3.0Si12.0B12.5 (S1) were pre-
pared by rapid quenching using the Cu weal technique. The nominal widths of the S0
and S1 ribbons were 0.71 mm and 0.78 mm, respectively. The thicknesses of the S0 and S1
ribbons were 24 and 26 μm, respectively. Samples 30 mm long were cut from the original rib-
bon. Designations of the samples, their geometrical parameters, values of magnetostriction
and specific conductivity are given in Table 1.

Table 1. Sample parameters for experimental study.

Sample Composition Length l0, mm Width a, mm
Thickness 2b,

μm
Magnetostriction

Sign

Specific
Conductivity,

kS/m

S0 Co68.5Fe4.0Si15.0B12.5 30 0.71 24 − 615

S1 Co68.6Fe3.9Mo3.0Si12.0B12.5 30 0.78 26 + 618

2.2. Experimental Methods

The modulus of the electrical impedance Z was measured using the measuring com-
plex of magnetoimpedance spectroscopy. A measuring setup was developed by the authors
of this article. A photograph of the setup is shown in Figure 1; its detailed description
is given in [11]. The distance between the contacts of the measuring cell was l = 24 mm.
The effective value of the alternating current was equal to 1 mA. The alternating current
frequency, f, varied in the range 0.01–80 MHz. An external magnetic field, H, was gen-
erated by a pair of Helmholtz coils. Its maximum strength was Hmax = ±12.3 kA/m.
The alternating current and the external magnetic field were oriented along the length of
the sample.

MI was calculated using the following formula:

ΔZ/Z(H) =
Z(H)− Z(Hmax)

Z(Hmax)
× 100%. (4)

The magnetic hysteresis loops were obtained using the induction method. The remag-
netizing magnetic field oriented along the length of the sample varied with a frequency of
1 kHz, and its amplitude was 1.2 kA/m.

Saturation magnetostriction, λS, was determined using the approach of changing the
peak field in the ΔZ/Z(H) dependence under the action of tensile mechanical stresses γ.
This approach was proposed in [39]. The maximum values of the mechanical stresses, γmax,
were 575 MPa and 480 MPa for the S0 and S1 ribbons, respectively.
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Figure 1. Photograph of the measuring setup. 1—Agilent 4294A impedance analyzer (Keysight
Technologies, Santa Rosa, CA, USA); 2—Agilent N6700B (Keysight Technologies, Santa Rosa, CA,
USA) power supply for Helmholtz coils; 3—Helmholtz coils; 4—pipe-holder of the measuring cell,
which can also be used as part of a heating system (more details in [11]); 5—measuring cell; 6—three
pairs of Helmholtz coils to compensate for geomagnetic and effective laboratory fields (coils’ power
supplies are not shown).

2.3. Computer Simulation of the MI

A computer simulation of the MI was performed using the finite element method in
Comsol Multiphysics software in the ac frequency range from 0.01 to 80 MHz (license no.
9602434). The ribbon model had a rectangular section 2b × a and length l. The section
of the model was divided into a stack of 2n − 1 layers of a rectangular section, arranged
symmetrically with respect to its middle (Figure 2b). The width and length of each layer
were a and l, respectively. For each layer, the value of the transverse magnetic permeability
μi was set according to the following system of equations:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

μ1, i f |y| ≤ |y1|;
μ2, i f |y1|< |y| ≤ |y2|;

. . .
μi, i f |yi−1|< |y| ≤ |yi|;

. . .
μn, i f |yn−1|< |y| ≤ |yn|,

(5)

where yi is the coordinate of the outer boundary of the i-th layer. Obviously, |yn| = b.
The specific conductivities of the layers were assumed to be the same and equal to σ (see
Table 1). Models with n from 1 to 6 were considered.
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Figure 2. Schematic representation of the ribbon (a) and splitting the ribbon model into layers (b).

To simulate the magnetic flux outside the ribbon in Comsol Multiphysics, the circular
section Air with radius 2a was used (Figure 3). The magnetic permeability of this region is
1, the permittivity is 1 and the specific conductivity is 0. The closing of the magnetic field
lines at infinity was considered using the Infinite Element Domain tool (outer cylindrical
layers of the model in Figure 3). It should be noted that, we made sure that the size of finite
element mesh elements was less than the thickness of the skin layer. Figure 3c also shows
an example of calculating the distribution of magnetic induction in and around the ribbon.

Figure 3. A model for calculating the MI response of the ribbon with the finite element method using
Comsol Multiphysics (a), fragmentation into a finite element mesh (b) and the result of calculating
the magnetic induction in the ribbon and the surrounding space (c).

2.4. Implementation of Magnetic Impedance Tomography of Amorphous Ribbons

MIT was used in this work to estimate the distribution of magnetic permeability over
the amorphous ribbons’ cross sections. This method was implemented as described below.

1. The distribution of the magnetic permeability was set according to the system of
Equation (5) and Table 2. In this case, μi varied from 1 to 25,000.

2. Using solutions for the electric and magnetic field obtained with Comsol Multiphysics
for various combinations of μi values, the dependences of the reduced impedance on
the ac frequency Z(f )/RDC were calculated.

3. In the array of the simulated Z(f )/RDC dependences, we found the one that had the
smallest absolute deviation from the Z(f )/RDC dependence obtained experimentally.

4. The combination of μi values at which the simulated dependence Z(f )/RDC has the
smallest deviation from the experimental one is, presumably, an approximation of the
actual distribution of the magnetic permeability over the ribbon cross section.
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Table 2. Coordinates of the layers of ribbon models S0 and S1 when performing MIT.

Sample
Layer Boundary Coordinates, μm

y1 y2 y3 y4 y5 y6

S0 4 6 8 10 11 12

S1 4 6 8 10 12 13

The dependence of the magnetic permeability on the ac frequency can be described
using the Landau–Lifshitz–Gilbert equation (see for example [40]). The greater the Gilbert
damping parameter kG included in this equation, the more the magnetic permeability
changes with frequency. For amorphous CoFeSiB alloys, the typical kG value is around
0.03 [41]. With this parameter value, the magnetic permeability module at the frequency
of 80 MHz differs from the magnetic permeability module at the frequency of 0.01 MHz
by several percent. Therefore, to simplify the modeling in this work, we neglect the
frequency dependence of the magnetic permeability modulus. However, it should be noted
that the real and especially imaginary component of the magnetic permeability changes
with the ac frequency much more significantly than the modulus. Therefore, taking into
account magnetic permeability dependence on the ac frequency is strictly necessary when
determining its components using MIT. Obviously, for this, it will be necessary to analyze
not the impedance modulus, but the resistance and reactance. The determination of the
magnetic permeability components using MIT will be discussed in further articles devoted
to the development of this method.

3. Results and Discussion

3.1. Experimental Results

The saturation magnetization of both ribbons is about MS ≈ 560 kA/m (Figure 4). The
coercive force in both cases is about 50 A/m. Thus, according to the magnetic hysteresis
loops, the ribbons have pronounced soft magnetic properties.

Figure 4. Magnetic hysteresis loops of S0 and S1 ribbons.

The saturation magnetostriction, determined as described in Section 2.2, is –0.18· · · 10−7

and +0.59· · · 10−7 for samples S0 and S1, respectively. It should be noted that the obtained
magnetostriction values are in good agreement with the results obtained for similar ribbons
based on the analysis of changes in hysteresis loops under the action of tensile mechanical
stresses [42].

The value of (ΔZ/Z)max corresponds to the peak in the magnetic field dependence
of the MI and reaches its maximum value at an ac frequency of about 8 MHz in the
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case of S1 ribbons (Figure 5). In this case, (ΔZ/Z)max exceeds 200%, which may be of
practical interest.

Figure 5. Frequency dependences of the highest MI value (ΔZ/Z)max(f ) in S0 and S1 ribbons.

In the case of the S0 ribbons, the dependence (ΔZ/Z)max(f ) has the same characteristics
as in the case of S1 ribbons (Figure 5). However, the highest MI value in these ribbons
exceeds 250%, which is observed at an ac frequency of about 8 MHz.

Both in the case of the S1 ribbons and of the S0 ribbons, the MI dependences on
the external magnetic field strength ΔZ/Z(H) in the entire ac frequency range have
two peaks. This is expressed as the stronger the ΔZ/Z(H), the higher the f. In addi-
tion, an increase in the magnetic field strength Hp is observed with an increase in the
frequency of the alternating current. For S1 ribbons, the minimum value of the peak field is
Hp1 ≈ 60 A/m and the maximum value is Hp2 ≈ 320 A/m (Figure 6b). In turn, for S0
ribbons, these values are approximately 20 and 260 A/m, respectively (Figure 6a). The
described changes in Hp with ac frequency increasing, as well as an increase in the in-
creasing portion of the ΔZ/Z(H) dependence may be associated with the inhomogeneous
distribution of the magnetic permeability over the cross section of the S0 and S1 ribbons [38].

Figure 6. Dependences of the magnetoimpedance effect in the S0 (a) and S1 (b) ribbons on the
external magnetic field strength, obtained at various ac frequencies.

3.2. MIT Results

Details of the magnetic permeability distribution over the ribbon cross section were
restored using MIT (see Section 2.4) based on the analysis of the experimental Z(f )/RDC
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dependences (Figures 7 and 8, solid lines). These dependencies consist of two sections: an
almost horizontal section Z/RDC ≈ 1, which at a certain alternating current frequency f 0,
smoothly transforms into an increasing section. It should be noted that there are features
such as kinks and changes in the angle of inclination in low magnetic fields in the increasing
section of the Z(f )/RDC dependence. It may indicate a non-uniform distribution of the
magnetic permeability over the cross section of the ribbon [38]. In magnetic fields close to
Hmax, the increasing section is almost a straight line, indicating a distribution of magnetic
permeability that is close to uniform.

Figure 7. Frequency dependences of the reduced impedance Z(f )/RDC of the S0 ribbons. The
dependences were obtained in magnetic fields of 0 (a) and 12 kA/m (b). Lines are experimental
dependences; markers—dependencies restored using MIT. The tables show the magnetic permeability
values reconstructed using MIT.

Figure 8. Frequency dependences of the reduced impedance Z(f )/RDC of the S1 ribbons. The
dependences were obtained in magnetic fields of 0 (a) and 12 kA/m (b). Lines are experimental
dependences; markers—dependencies restored using MIT. The tables show the magnetic permeability
values reconstructed using MIT.

The Z(f )/RDC dependences reconstructed from the MIT results at n = 1 (uniform
distribution of the magnetic permeability over the ribbon cross section) differ significantly
from the experimental ones obtained in low magnetic fields (Figures 7a and 8a, markers).
The relative deviation for some ac frequencies exceeds 80% and confirms the conclusion
about the inhomogeneous magnetic structure of the ribbons. An increase in n in the model
leads to a decrease in the deviation of the reconstructed Z(f )/RDC dependences from the
experimental ones. Thus, at n = 3, the Z(f )/RDC dependences reconstructed using MIT
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deviate from the experimental ones by no more than 6%. Increasing the number of layers to
six made it possible to ensure that the deviation did not exceed 3% over the entire studied
range of the magnetic fields.

At the same time, at Hmax, the Z(f )/RDC dependences, constructed from the MIT
results, even at n = 1, deviate from the experimental ones by no more than 3% (Figures 7b
and 8b markers). This confirms the conclusion that with external magnetic field strength
increasing, the distribution of the magnetic permeability over the ribbons cross section
becomes more uniform. When using the model with n = 6, the deviation of the reconstructed
and experimental dependencies does not exceed 1%.

It should also be noted that the deviation of the simulated and experimental depen-
dences may be due to the fact that the frequency dispersion of the magnetic permeability,
including the dispersion of the magnetic permeability associated with the motion of do-
main walls, is not taken into account. Moreover, symmetrical models were used for MIT,
while the distribution of magnetic permeability can be asymmetric due to the asymmetric
distribution of hardening stresses and the different state of the contact and free surfaces of
the ribbon [28–33].

Magnetic permeability distributions reconstructed using MIT for n = 6 are shown in
Figure 9 for the S0 ribbon and in Figure 10 for the S1 ribbon.

Figure 9. Distributions of the magnetic permeability over the S0 ribbon cross section in the magnetic
fields with strengths (a) 0, 0.02 and 0.26 kA/m and (b) 2.80, 7.6 and 12.4 kA/m.

Figure 10. Distributions of magnetic permeability over the S1 ribbon cross section in magnetic fields
with strengths (a) 0, 0.06 and 0.32 kA/m and (b) 2.80, 7.6 and 12.4 kA/m.
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According to the MIT results, the permeability of the S0 ribbon surface layer that
is 1 μm thick is about 140 in the absence of the external magnetic field (Figure 9). The
permeability of the next layer is much higher—more than 4000. With further advancement
in depth, the magnetic permeability gradually increases, reaching 17,000 in the central part
of the ribbon.

The permeability of the surface layer of the S1 ribbon is also low—about 10 (Figure 10).
However, the details of the magnetic permeability distribution in the inner regions of the
S1 ribbon are somewhat different from those of the S0 ribbon. Thus, at H = 0, the magnetic
permeability first increases from 2000 to 6200, then decreases to 3800 and then increases
again when moving deep into the ribbon from layer 5 to layer 2 (see Table 2). The magnetic
permeability of the central layer exceeds 20,000. Note that internal quenching stresses at
some distance from the ribbon surface can change their sign, passing through 0 [28,29]. In
this region, the magnetoelastic energy 3λsγin/2 (γin is the internal quenching stress) can
also be near zero. This, apparently, determines the higher magnetic permeability in layer 4
compared to that in neighboring layers.

Next, consider how the magnetic permeability changes with a change in the external
magnetic field.

As H increases, the magnetic permeability of the outer layer of the S0 ribbon first
increases, reaching a maximum value of about 950 at H = Hp2, and then decreases. It
reaches 300 at Hmax (Figure 9). The magnetic permeabilities of layers 4–5, as well as the
permeability of layer 2, reach their maximum values in lower fields, at H = Hp1. The
magnetic permeabilities of the remaining layers decrease with increasing external magnetic
field strength. Note that the inner layers, in contrast to the surface ones, are close to
saturation at Hmax. Their magnetic permeabilities are about 1.

In the case of ribbon S1, an increase in the magnetic field strength from 0 to Hp1 leads
to an increase in the magnetic permeability of layers 3, 5 and 6. The permeability of layer 4
practically does not change in this case. The magnetic permeability of layer 5 increases most
noticeably. The magnetic permeability, as in the case of S0 ribbons, decreases in the entire
ribbon with the subsequent increase in H, except for the surface layer. Its permeability
continues to increase, reaching a value of about 950 and then decreasing to about 400
at Hmax.

Probably, the increase in the MI at low frequencies is mainly due to an increase in the
magnetic permeability of the inner regions of the ribbon both in the case of the S1 ribbon
and in the case of the S0 ribbon. The nature of the ΔZ/Z(H) dependence at high frequencies
is mainly determined by the magnetic field dependence of the magnetic permeability
surface layer.

The peculiarities of the change in the magnetic permeability of the surface layers of
both ribbons indicates a predominantly transverse orientation of the EMA in them. At the
same time, the maximum values of these permeabilities are small. This is probably due
to the significant anisotropy dispersion caused by non-uniform relief of the ribbon. Also,
the magnetic permeabilities of the surface layers of the ribbons are far from saturation,
even at Hmax, due to the anisotropy dispersion. This, along with the high contribution
of the external inductance 2πfLext (see expression (2)) limits the maximum MI at high ac
frequencies (Figure 5), which must be taken into account when developing MI sensors.

The magnetic anisotropy of the ribbon inner regions is predominantly longitudinal.
This is indicated by high values of the magnetic permeability and its decrease with increas-
ing H. An increase in the permeability of some inner layers with a change in the magnetic
field from 0 to Hp1 is presumably associated with a decrease in the magnetic anisotropy
dispersion. Based on this, it can be assumed that quenching stresses do not have a decisive
effect on the orientation of the EMA. Otherwise, the orientation of the EMA in the inner
and outer regions of the S0 and S1 ribbons would be different since the signs of their
magnetostriction constants are different. It is likely that the EMA orientation is strongly
affected by the anisotropy of the ribbons’ shape. However, the energy of magnetoelastic
anisotropy can affect the values of magnetic permeability due to the quenching stresses.
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The magnetoelastic energy 3λsγin/2 of the S0 ribbon is smaller, since its magnetostriction is
smaller in modulus. This leads to the fact that the magnetic permeability of the inner region
of the S0 ribbon is higher than that of the S1 ribbon. According to the literature [28,29], the
quenching stresses in the central part are very low, which seems to be responsible for the
high magnetic permeability of both ribbons.

The practical significance of MIT deserves special attention. As is known, amorphous
soft magnetic ribbons obtained by rapid quenching from a melt are characterized by a
noticeable scatter of functional characteristics even within the same batch. Despite this,
a minimum scatter of metrological characteristics must be ensured when manufacturing
devices using these materials, especially MI magnetic field sensors. This can be achieved
by selecting pieces of ribbons with similar distributions of magnetic characteristics using
MIT. In addition, MIT may be in demand when monitoring changes in the magnetic
structure during heat treatment, which is often used to improve the functional properties
of amorphous ribbons [43,44].

4. Conclusions

Thus, based on the analysis of the experimental ΔZ/Z(H) and Z(f )/RDC dependences,
it was shown that Co68.5Fe4.0Si15.0B12.5 (S0) amorphous ribbons with magnetostriction
λs ≈ –0.18 · 10−7 and Co68.6Fe3.9Mo3.0Si12.0B12.5 (S1) with magnetostriction
λs ≈ +0.59 · 10−7 have an inhomogeneous magnetic structure. Details of the distribu-
tion of magnetic permeability over the ribbons’ cross section were reconstructed using
MIT based on an analysis of the experimental Z(f )/RDC dependences obtained in the ac
frequency range from 0.01 to 80 MHz in magnetic fields of various strengths.

According to the MIT, the magnetic permeability distribution over the cross section
of both ribbons is nonuniform. The surface layers of both ribbons have predominantly
transverse magnetic anisotropy. In this case, the low values of their magnetic permeability
indicate a significant dispersion of the magnetic anisotropy associated with the surface
topography. The magnetic permeability of the inner layers of both ribbons is much higher
than that of the surface ones, and the nature of its change in the magnetic field indicates
that the magnetic anisotropy of the inner layers is predominantly longitudinal.

The influence of magnetostriction is manifested in the fact that the magnetic perme-
ability of the inner layers of the Co68.5Fe4Si15.0B12.5 ribbon is generally higher than that of
the Co68.6Fe3.9Mo3.0Si12.0B12.5 ribbon, since its magnetostriction is lower in the modulus,
respectively, and the magnetoelastic energy associated with quenching stresses is less.

The distribution of the magnetic properties over the cross section of amorphous
magnetically soft ribbons, reconstructed using MIT, must be taken into account when
choosing the optimal operating modes for MI sensors. It should also be noted that the MIT
can be in demand in the manufacture of devices based on amorphous ribbons to ensure the
minimum spread of their characteristics.
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Abstract: Thermoelectric phenomena, such as the Anomalous Nernst and Longitudinal Spin Seebeck
Effects, are promising for sensor applications in the area of renewable energy. In the case of flexible
electronic materials, the request is even larger because they can be integrated into devices having
complex shape surfaces. Here, we reveal that Pt promotes an enhancement of the thermoelectric
response in Co-rich ribbon/Pt heterostructures due to the spin-to-charge conversion. Moreover, we
demonstrated that the employment of the thermopiles configuration in this system increases the
induced thermoelectric current, a fact related to the considerable decrease in the electric resistance
of the system. By comparing present findings with the literature, we were able to design a flexible
thermopile based on LSSE without the lithography process. Additionally, the thermoelectric voltage
found in the studied flexible heterostructures is comparable to the ones verified for rigid systems.

Keywords: anomalous Nernst effect; spintronics; thermoelectric conversion; flexible magnetic materials;
magnetic properties; magnetic sensors

1. Introduction

Co-rich amorphous ribbons have excellent ferromagnetic properties. They can be
employed in a broad range of technological applications, including wound transformers,
inductors, magnetic shielding [1,2], and high-frequency magnetic sensing devices [3–6]. In
recent years, they were also extensively studied with focus on biomedical applications for
sensitive elements of magnetoimpedance-based devices for both label-free and magnetic
label detection [7]. The amorphous Co-rich alloys often present high saturation magnetiza-
tion, high magnetic permeability, and low magnetic hysteresis losses [8–10]. Furthermore,
the flexibility of these materials in combination with the corrosion stability of Cr-doped
compositions makes them promising candidates for sensor applications, particularly for
covering of the curved surfaces or surfaces having even more complex geometry. All these
features are interesting for thermoelectric applications based on the Longitudinal Spin
Seebeck Effect (LSSE) [11–13] and Anomalous Nernst Effect (ANE) [14–17].

While there is a limited number of experimental works examining thermoelectric
effects in ferromagnetic ribbons [18,19], the existing literature presents promising findings.
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Recently, we have explored the ANE effect in Fe3Co67Cr3Si15B12 amorphous ribbons [18],
disclosing the influence of the relaxation and annealing under stress of the amorphous
samples on their thermoelectric response. In particular, for temperature differences of
ΔT∼22 K, thermoelectric signals of about 30 μV were achieved. However, it is worth
mentioning that to reach such ΔT levels, the top of the ribbon may often be heated up to the
high temperatures of about 80 ◦C. Considering that the Co-rich ribbons are not protected
with a cap layer, surface oxidation can take place. Therefore, this issue must be considered
for future sensor applications, especially if long-time stability is expected [20].

It is well known that an in-vacuum annealing process can be used for the improvement
of the magnetic properties of the ribbons. This is not the case of the heating in thermoelectric
experiments, such as LSSE and ANE measurements, that are carried out in air, hence
inducing high levels of oxidation in the ribbons. A possible solution to overcome this issue
consists of the use of the protecting covering layer. While the deposition of an insulating
layer appears, in some aspects, as an interesting alternative for protection, it drastically
modifies the electrical properties of the surface, making the thermoelectric measurements
a hard task. In this sense, the usage of metallic protecting layers with high corrosion
stability is preferred. Additionally, some specific metallic layers allow the amplification
of the thermoelectric signal when a heterostructure ribbon/metallic layer is considered.
This is the case for materials with high spin-orbit coupling and positive spin hall angle,
which promote a raise in the spin-to-charge current conversion. Remarkably, Platinum (Pt)
seems to be the best solution for both protecting against oxidation [21–26] and promoting
spin-to-charge conversion [27–29].

From the theoretical point of view, both ANE and LSSE have similar descriptions, in

which a magnetic material is submitted to a thermal gradient
→
∇T. As a consequence, an

electric field
→
E is induced and can be detected as a thermoelectric voltage V. Despite this

similarity, the origin of these two effects is fundamentally different. The ANE electrical
field comes from the relation between the magnetization of the material and the thermal
gradient, and it is given by [29,30],

→
E ANE = −SANE

(
→
m ×

→
∇T

)
, (1)

where
→
m is the magnetization vector with saturation magnetization ms, and SANE is the

Anomalous Nernst Effect coefficient, which brings to light the effective efficiency of the
thermoelectric conversion in the magnetic system. The LSSE is in turn connected to the
generation of pure spin current, which is converted into charge current through the Inverse
Spin Hall Effect (ISHE),

→
J c =

2e
�
θSH

(→
J s × σ̂

)
, (2)

in which
→
J c is the charge current, e is the elementary charge, � corresponds to the Planck

constant divided by 2π, θSH is the spin Hall angle, σ̂ represents the magnetic polarization,

and finally
→
J S is the spin current that flows to a metallic layer placed onto the magnetic

one. Phenomenologically, the LSSE electrical field can be written as

→
E LSSE = −SLSSE

(
σ̂×

→
∇T

)
, (3)

where SLSSE is the LSSE coefficient.

Experimentally, σ̂ can be changed by the application of an external magnetic field
→
H,

which modifies the magnetization
→
m of the material. Taking a closer look at Equations (1)

and (3), one can notice a strict relation between both effects. The consequence is that, for a
metallic ferromagnetic/Pt heterostructure, both effects are accessed during the thermoelec-
tric experiment, bringing the contributions of ANE and LSSE simultaneously. While some
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studies found in the literature have focused on the separation of such contributions [31],
for the case of metallic ribbon/Pt heterostructures, we concentrate on obtaining reliable
estimates of an effective thermoelectric coefficient Se f f .

At the same time, for a practical application, it is necessary to improve the thermo-
electric signal of the system. In this sense, design thermopile seems to be a promising
path for the increase of the electrical signal. This geometry is explored in distinct studies
in the literature [32–35], in which the magnetic system is deposited onto rigid substrate
and/or produced using lithography processes. For instance, recently, Weng et al. [35]
demonstrated the efficiency on the ANE thermopile composed by a single ferromagnetic
element. In this study they showed a linear increase of the thermoelectric signal as the
length of the thermopile increases. Kim et al. [33] in turn presented a spin thermopile
system in which exchange bias Pt/CoFeB multilayers are explored. In the results, the
authors demonstrated a linear increase of thermoelectric signal with the number of bilayers.
In the same sense, Uchida et al. [32] used Pt/Nb thermopile based on Y3Fe5O13 (YIG) to
induce an improvement of the thermoelectric signal of the proposed system. From the
results, a remarkable increase in the induced thermoelectric voltage of Pt/Nb thermopile
in comparison with a single YIG/Pt system was observed.

In the present study, we designed, developed, and comparatively analyzed bare Co-
rich ribbon and ribbon/Pt heterostructures and explored the Anomalous Nernst Effect and
Longitudinal Spin Seebeck Effect showing that the Pt cap layer promotes an enhancement
of the thermoelectric response. Further, we demonstrated the advantages of designing
thermopiles consisting of Co-rich ribbon/Pt heterostructures in a parallel association, which
can considerably improve the thermoelectric current response.

2. Materials and Methods

We investigated flexible Fe3Co67Cr3Si15B12 (self-fabricated by the authors at UPV-
EHU, Leioa, Spain) amorphous ribbons with a thickness of tF ≈ 0.24 μm and width of
w ≈ 0.8 mm (Figure 1a). According to the existing studies, the ribbons of this composition
have a very small negative magnetostriction coefficient λs = −1 × 10−7 [36,37]. For this
reason, we expect that the thermoelectric response does not show considerable change with
stress applications.

 

Figure 1. (a) Image of bare Fe3Co67Cr3Si15B12 flexible ribbon. (b) Schematic representation of the
thermoelectric experimental setup. In particular, the arrow characterizing the field corresponds to the
direction labeled as ϕH = 90◦. We show the sketch of the thermopiles explored in this study (Pt, Pt2,
Pt3 for one, two, and three ribbons, respectively).
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The samples were prepared by a rapid quenching technique, following a procedure
similar to that described in Refs. [18,37,38], thus obtaining ribbons with a length of up to
10 m. Amorphous ribbons were prepared by the melt-spinning technique onto a rotating
roller. The master alloy of desired composition was melted in a quartz crucible using an
inductor coil and ejected by Ar pressure jump onto a copper roller rotating at 470 rad/s in
a vacuum chamber. High-quality ribbons with shine-free surfaces were obtained.

Here, no annealing was performed to modify the structure and magnetic properties of
the amorphous as-cast ribbons. To cap the ribbons, the Magnetron Sputtering technique
was employed. Specifically, we considered a 6 nm thick Platinum layer as a cap layer,
deposited with the following experimental parameters: base pressure of 7 × 10−8 Torr,
deposition pressure of 3 × 10−3 Torr with 20 sccm Ar flow, and 50W set in the DC source,
resulting in a deposition rate of 0.98 Å/s. During the deposition, the ribbons were kept in
a constant rotation to avoid any anisotropy induction due to the residual magnetic field
of the magnetron sputtering guns. In particular, the Pt thickness was carefully chosen,
allowing the achievement of good efficiency in the spin-charge current during the LSSE
measurements [39].

Regarding the characterization of the samples, first magnetization curves at room
temperature were obtained using a Vibrating Sample Magnetometer (VSM, Lake Shore 7404,
Westerville, OH, USA). Amorphous ribbons of 13 mm lengths were employed. Experiments
were performed with the magnetic field applied along the main axis to the ribbon (ϕH = 0◦)
and perpendicular to the long side in-plane of the ribbon (ϕH = 90◦). The thermoelectric
voltage measurements were obtained using a homemade system. In this case, the thermal
gradient ∇T was applied by using a micro-Peltier module (see Figure 1b), which heats
the top of the heterostructure. At the same time, the bottom of the glass substrate was
put in thermal contact with a heat sink. In particular, a glass substrate was considered to
avoid the electrical contact of the sample with the metallic heat sink. To improve thermal
conductivity, thermal paste was used in the system. The voltage detection was done with
silver conductive glue and using gold spring contacts distanced L = 11 mm from each
other. From theory [30], the thermoelectric voltage is described as follows:

V = −
∫ L

0

→
E · d

→
l , (4)

where d
→
l is the length differential element integrated along the distance between electrical

contacts L. The magnetic field is applied through an electromagnet controlled by using
a Kepco bipolar source (BOP 20/20). The thermoelectric signal is measured by using a
high-precision 6 1

2 digits multimeter (Keithley). The sample rotation was performed by
a high-resolution step motor. All the experiments were controlled through a homemade
LabView software (LabVIEW Free online IDE for Learner). During the thermoelectric
measurements, each experimental point was an average of 10 measurements. A similar
procedure was employed for the magnetic characterization, in which each experimental
point was an average of 20 measurements. For this reason, we believe that the experimental
results reflect the real efficiency of the proposed thermopile in these specific experimental
conditions (room temperature, controlled humidity and pressure).

The experiments were performed using both the bare Fe3Co67Cr3Si15B12 amorphous
ribbon and the Fe3Co67Cr3Si15B12/Pt heterostructure for comparative ANE and ANE + LSSE
responses. Prototypes with one (Pt), two (Pt2), and three (Pt3) Fe3Co67Cr3Si15B12/Pt
heterostructures in a parallel configuration were tested. The Fe3Co67Cr3Si15B12/Pt het-
erostructures connected by using conductive silver glue, onto a glass substrate, are depicted
in Figure 1b.

3. Results and Discussion

Figure 2 shows the magnetization curves for the bare ribbon (without an additional
cap layer) and the Fe3Co67Cr3Si15B12/Pt heterostructure with the external magnetic field
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applied along the ϕH = 90◦ and 0◦ directions. Remarkably, for each magnetic field
orientation, the curves measured for the bare ribbon and heterostructure are similar. It
is an indicator that the presence of the Pt layer in the heterostructure does not affect the
magnetic response of the system. Nevertheless, we find differences in the magnetization
curves when the responses for distinct field orientations are compared. For both samples,
the coercive field Hc was close to 1.2 Oe, while the saturation field Hs was 35 Oe and 125 Oe
when the experiments were performed at ϕH = 0◦ and 90◦, respectively. It is interesting to
notice that the rotation of the field does not cause significant changes in the coercive field
but leads to strong modifications in the saturation field of the samples. This observation
suggests that the effective magnetic anisotropy is longitudinal and primarily influenced by
the shape of the samples. These findings are in concordance with previous studies reported
in the literature [18].

 
Figure 2. Normalized magnetization curve as a function of the external magnetic field taken at
ϕH = 90◦ for the bare ribbon and Fe3Co67Cr3Si15B12/Pt heterostructure. In the inset, we show the
corresponding magnetization response for ϕH = 0◦.

Figure 3 shows the thermoelectric response for the bare Fe3Co67Cr3Si15B12 ribbon.
The thermoelectrical measurements were carried out varying the external magnetic field
H and temperature difference ΔT between the top of the sample and the bottom of the
glass substrate. For the bare ribbon, the sample structure allows us to assess uniquely the
ANE. From Figure 3a, we disclose the thermoelectric voltage as a function of the external
magnetic field for selected values of the temperature difference ΔT. The field alignment
was set to ϕH = 90◦ to improve the thermoelectric signal. At ϕH = 90◦, the electrical

field
→
E is induced in the same direction of the electrical contacts

→
L (see Figure 1b). For

ΔT = 0 K, we observe no thermoelectric signal, as expected. Nevertheless, thermoelectric
voltage increases linearly as ΔT rises. Moreover, it is possible to observe the connection
between the thermoelectric and magnetization curves, irrespective of the ΔT value. From
Figure 3b, in turn, we show the thermoelectric voltage as a function of the magnetic
field angle, at ΔT = 13 K, and external magnetic field intensity of H = 400 Oe, where
the sample is saturated magnetically. This behavior is expected, since for fixed ΔT and
H values, Equations (1), (3) and (4) lead to a sine/cosine-shaped curve [29,30]. These
initial results suggested the use of thermopiles configuration to investigate the response of
Fe3Co67Cr3Si15B12/Pt heterostructures and the role of the Pt cap layer in the thermoelectric
effects, as well as exploring a thermopiles configuration.
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Figure 3. (a) Thermoelectric current as a function of the external magnetic field for selected values
of the temperature difference ΔT for the bare Fe3Co67Cr3Si15B12 ribbon. The measurements were
obtained for ϕH = 90◦. This configuration maximizes the induced electric field and, consequently,
the thermoelectric voltage/current, as depicted in Equation (1). (b) Angular dependence of the Imax

for the bare ribbon. The solid line is the expected behavior predicted by Equations (1), (2) and (4) for
a magnetically saturated system.

Regarding the sample structure, the deposition of the Pt onto the ribbon allows us to
assess both LSSE and ANE phenomena. Here, it is worth remarking that Platinum has a
large and positive spin Hall angle θSHE, so an increase in the thermoelectric response can
be observed due to the spin-to-charge current conversion by ISHE. Moreover, the metallic
Pt layer modifies the surface of the heterostructure, hence causing a decrease in the electric
resistance and yielding an increase in the measured thermoelectric current. Therefore, in
addition to protecting the ribbon surface against oxidation, the Pt layer can enhance the
induced signal.

These initial results gave us the motivation to use thermopiles configuration to investi-
gate the response of Fe3Co67Cr3Si15B12/Pt heterostructures and the role of the Pt cap layer
on the thermoelectric effects, as well as explore a thermopiles configuration.

Figure 4 shows the thermoelectric response for the Fe3Co67Cr3Si15B12/Pt heterostruc-
ture. First of all, Figure 4a shows results for a single thermopile. The experimental setup
with ϕH = 90◦ induces again the mirroring of the magnetic and thermoelectric responses.
From a general point of view, the thermoelectric behavior is similar to the one verified for
the bare ribbon, as expected. Nevertheless, it is possible to verify a small increase in the
thermoelectric current when the heterostructure is considered. This feature is a signature of
the thermoelectric contribution from the Longitudinal Spin Seebeck Effect associated with
spin-to-charge current conversion [30].
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Figure 4. Thermoelectric response for the Fe3Co67Cr3Si15B12/Pt heterostructure. Specifically, we
address the thermoelectric voltage as a function of the external magnetic field, at ϕH = 90◦, for
distinct ΔT values for the Fe3Co67Cr3Si15B12/Pt heterostructure, considering: (a) single thermopile
(Pt); (b) double thermopile (Pt2); (c) triple thermopile (Pt3).

Looking at Figure 4a–c, one can see quite a similar evolution of the curves when
different numbers of heterostructures composing the thermopiles are used. This behavior
is expected once the parallel association of thermopiles does not modify the value of
the induced voltage. On the other hand, from the point of view of the values of the
thermoelectric current, the results are very promising, and the details of the discussion will
be given below.

Figure 5 shows the maximum thermoelectric voltage Vmax as a function of the tem-
perature difference ΔT achieved for the bare amorphous ribbon and Fe3Co67Cr3Si15B12/Pt
heterostructure for a distinct number of thermopiles. The solid lines indicate the best
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linear fit for the experimental data. From the obtained results, it is possible to observe
that the bare Fe3Co67Cr3Si15B12 ribbon has a slope smaller than the ones found for the
Fe3Co67Cr3Si15B12/Pt heterostructures. Moreover, for all thermopiles, no significant modi-
fication of the slope is verified, which indicates that the effective thermoelectric coefficient
Se f f for these systems is similar, as expected. In particular, the slope of the obtained curves
is the signature of the energy conversion efficiency for the designed heterostructure.

Figure 5. Vmax as a function of temperature difference ΔT measured during the experiment for the
bare ribbon and for the heterostructures in the configurations of thermopiles. The solid line indicates
the best linear fit of the data.

From the relation between Vmax and ΔT, we are able to calculate the effective thermo-
electric coefficient Se f f for each system. To this end, the temperature difference ΔTH on the
heterostructure was estimated. In the case under consideration, the material was magnetic.
Experimentally, it is given by following equation [15,18]:

ΔTH =
tHKs

tsKH
ΔT, (5)

where tH and KH are the thickness and thermal conductivity of the heterostructure, re-
spectively, while ts and Ks are corresponding quantities for the substrate. Then, from the
dependence of Vmax with ΔTH , Se f f is obtained from the equation:

Se f f =
tRVmax

LΔTH
. (6)

Then, assuming ts = 0.15 mm, Ks = 1.15 W/mK [18], KH = 133.79 W/mK, and
tH = 0.24 μm, we found the Se f f values of around 1.75 μV/mK for the bare ribbon, and
an average value of 2.01 μV/mK for the Fe3Co67Cr3Si15B12/Pt heterostructures. Notice
the remarkable enhancement of Se f f for such heterostructures, which is a signature of the
overlap of the ANE and LSSE effects contributing to the thermoelectric voltage.

Figure 6a brings to light the ratio of the thermoelectric current by the temperature
difference as a function of the external magnetic field for the bare ribbon and thermopiles.
For this purpose, we consider the remarkable decrease in the electrical resistance of the
thermopile as the number of ribbon increases. In particular, here, we observed a decrease
from R = 1.76 Ω for Pt1 (single Fe3Co67Cr3Si15B12/Pt heterostructure) to R = 1.18 Ω for
Pt2, and R = 0.90 Ω for Pt3.
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Figure 6. (a) The amplitude of the thermoelectric current as a function of the external magnetic field
for the bare ribbon and thermopiles Pt, Pt2, and Pt3. (b) Maximum thermoelectric current for the
bare ribbon (blue rectangle part) and thermopiles (red rectangle part). The dashed line is just a guide
for the eyes.

Figure 6b shows the maximum Imax for the bare ribbon (blue region) and thermopiles
(red region). The significant increase of this parameter shows a promising path for exploring
these Fe3Co67Cr3Si15B12/Pt heterostructures that are highly efficient for green energy
devices. In the figure, the dashed line is an eye guide drawn using a linear function, as
predicted by the increase of the current in an ohmic system. The observed behavior is
mainly connected to the decrease in the electrical resistance in the thermopile when the
parallel association is considered. It is important to point out that, if considered a parallel
association of bare ribbons, a similar effect is reached.

Our findings bring to light the multifunctionality of the Pt cap layer in the system.
Here, the Pt layer improves the protection of the ribbon against oxidation, leads to an
increase in the thermoelectric voltage due to the spin-to-charge conversion, and decreases
the electrical resistance of the heterostructure (1.90 Ω for the bare ribbon to 1.76 Ω for
the heterostructure).

Obtained results are promising when compared with previous studies. The linear
increase in the thermoelectric current associated with the number of ribbons in the ther-
mopile is similar to the one found in the literature [32–35]. Moreover, we are able to reach
values of around 20 μV for thermoelectric voltage, a value similar to those found in Ref. [35].
However, in our case, although the number of ribbons can limit the thermopile dimensions
for a given application, no lithography process was required for the production process.

However, as aforementioned, flexible electronic materials become more requested in
functional electronic units because they can be integrated into devices having complex
shape surfaces. Flexibility of a magnetic field’s sensitive elements is a very attractive
property for different types of magnetic sensors [38,40]. Although we did not take advan-
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tage of flexible design for thermopiles based on Co-rich amorphous ribbons/Pt thin-film
heterostructures in the present study, it corresponds to an issue to be highlighted. The
thermopiles exploring flexible ferromagnetic ribbons were studied in the present work. It is
hard to make a quantitative comparison with other types of devices having thermoelectric
responses. However, amorphous ribbons have much higher thermal conductivity in com-
parison with any flexible polymer substrate, and, therefore, the devices based on them may
have an advantage of symmetry of thermoelectric response. Certainly, it is a promising di-
rection for research and applications in the future. In addition, a large variety of functional
cover layers can be considered in a search for the particular performances requested by
the applications. The present findings can motivate new groups to investigate this type of
heterostructures for future sensor applications with mass production. In addition, there are
applications for which cost effectiveness might be less important if efficiency or flexibility
is guaranteed. One of the examples is wearable devices.

4. Conclusions

In summary, bare Co-rich ribbons without covering and ribbon/Pt heterostructures
were considered to explore thermoelectric voltage conversion. In particular, we investigated
the Anomalous Nernst Effect and Longitudinal Spin Seebeck Effect in such systems. First,
it was observed that the deposition of the very thin Pt layer onto the ribbon surface does
not influence the magnetic response of the ferromagnetic amorphous ribbon. Next, we
revealed that the thermoelectric results mirror the magnetization curves for a particular
magnetic field orientation. In a specific condition, we observed the maximum induced
voltage in the thermoelectric experiments. Remarkably, we found that the presence of the Pt
layer, beyond protecting against surface oxidation, facilitates the spin-to-charge conversion,
increasing the thermoelectric voltage induced in the system. Further, we demonstrated
that the employment of thermopiles consisting of Co-rich ribbon/Pt heterostructures in
a parallel association increases the thermoelectric current induced in the system, a fact
related to the considerable decrease in the electric resistance in the system. Specifically, a
linear increase in the thermoelectric current signal was observed with the increase in the
number of ribbons in the thermopile, a fact that is relevant for sensor applications, although
the number of ribbons can limit the thermopile dimensions. Our findings bring to light
noticeable efficiency of the Co-rich ribbon/Pt heterostructure to be used for the conversion
of thermoelectric energy through ANE or LSSE.
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