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The transport of fluids in nanoporous materias is central to their numerous conventional and

emerging applications. Recent advances in the synthesis of ordered nanomaterials with well-defined

pore channels has enabled an improved understanding of the mechanisms affecting transport in

confined spaces, and this Special Issue aims to highlight the current research trends related to this

topic. This Special Issue collects 14 papers from leading scholars in this field and demonstrates the

diverse behaviors of fluid molecules in different processes. In addition to featuring state-of-the art

reviews and research in diverse topics, this collection demonstrates the versatility of the area, ranging

from fundamental theories to practical applications of confined fluids.

Suresh K. Bhatia, David Nicholson, Xuechao Gao, Guozhao Ji
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Understanding the transport behavior of fluid molecules in confined spaces is central to the design
of innovative processes involving porous materials and is indispensable to the correlation of process
behavior with the material structure and properties typically used for structural characterizations
such as pore dimension, surface texture, and tortuosity. The interest in fluid transport in nanopores
dates back a century, when Martin Knudsen [1] performed experiments on gaseous transport in
macroporous glass tubes several microns in diameter and derived the well-known Knudsen diffusion
equation for the transport of rarefied gases. Since then, the Knudsen model has been widely used to
predict gas transport coefficients in confined spaces and has had a significant impact on technological
developments. The Knudsen model was improved by Smolouchowski [2], who showed that the mode
of scattering from a solid surface can radically modify flux rates. Subsequently, it was recognized
that the Knudsen model suffers from a significant weakness, especially in channels of nanoscale cross
sections, because the potential energy field arising from fluid–solid interactions distorts the linear
trajectories assumed in classical gas kinetic theory. As a result, this model and others such as the Dusty
Gas model [3], which is applicable to dense gas systems, fail at the nanoscale where the impact of
fluid–solid interactions is dominant. Moreover, in dense fluids at the nanoscale, it has become clear
that that these interactions mean that fluid density is not uniform, which implies that there must be
a spatial dependence in viscosity. The recognition that transport in nanoporous materials differs in
many respects from macroscale transport has spawned new research in the last decade, particularly to
facilitate the development of new technologies at the nanoscale with enhanced efficiency.

The selective nature of transport in nanoporous materials has resulted in numerous new separation
processes that have replaced energetically less efficient conventional technologies. Zeolite-and
carbon-based membranes have been used to purify azeotropic and saline solutions, for which
membrane-based pervaporation and desalination techniques have been developed, exploiting the
large surface area and adsorptive capacity of nanoporous materials. Pervaporation involves
hydrophilic/hydrophobic surfaces and a phase-change in a liquid, whilst in desalination, as well as
in any phase change, the hydration interaction of ions with water molecules plays a central role in
determining the rejection ratio. In these and all separations in general, fluid–solid interactions strongly
influence adsorption capacity and permeability and therefore the process efficiency. The transport
coefficients associated with such systems can be estimated from the analysis of the trajectories of
fluid molecules from computer simulations; however, structural non-idealities, lack of reliable models
for the solid-fluid interactions, and unduly large computational requirements impose limitations in
actual practice. Consequently, the wide variety of structural complexities and interaction forces make
it necessary to combine experiments on permeation and transport with adsorption isotherms and

Processes 2019, 7, 14; doi:10.3390/pr7010014 www.mdpi.com/journal/processes1
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molecular dynamics simulations in order to probe the movement of fluids/ions in confined systems
under realistic conditions.

This Special Issue on “Transport of Fluids in Nanoporous Materials” of Processes collects the recent
work of leading researchers in a single forum, and the contents cover a variety of theoretical studies
and experimental applications, focusing on the transport of fluids in nanoporous materials. Despite the
interdisciplinary nature of the different applications involved, there is a common characteristic of
fluid/ion transport in nanopores connecting the areas together which we seek to capture in this issue.
We believe that the advances described by the contributors have significantly helped accomplish this
target. Besides the research articles, the issue features a number of reviews, covering a range of topics,
which highlight the versatility of the area. For instance, Kärger et al. [4] discuss the direct measurement
of transport coefficients for guest fluid molecules in complex nanoporous materials where the signal
produced by the H atom is employed to predict diffusivity. Since many fluid molecules contain
hydrogen, this approach is very versatile. As an attractive technique, molecular dynamics modeling
has the ability to access spatial and temporal resolutions that are difficult to attain in experimental
studies. Murad et al. [5] review molecular dynamics techniques to examine intramembrane transport
in reverse osmosis (RO), ion exchange, and gas separation. It is comprehensively demonstrated how
molecular dynamics simulations provide deep insight into the physiochemical behavior of many such
membrane-based applications and aid in more efficient process design and optimization. The review
article of Daivis and Todd [6] analyzes the failure of traditional Navier–Stokes theory when applied
to transport at the molecular scale in nanofluidics where several fundamental phenomena such
as slip, spin-angular momentum coupling, non-local response, and density inhomogeneity require
consideration. Theories accounting for these effects are provided and are discussed to improve the
accuracy of nanoscale transport modelling. The review of Monsalve-Bravo and Bhatia [7] focuses on
models for mixed matrix membranes, an emerging nanomaterial now widely being investigated for gas
separations. Such membranes combine the favorable selectivity properties of polymers with high flux
capabilities of zeolites or other adsorbents to achieve high separation efficiency, and their modelling
is critical to membrane design and optimization. At a more applied level, the review of Zhu and
coworkers [8] discusses the synthesis and potential applications of superparamagnetic Nano-Fe3O4,
an important nanoscale material with desirable properties that are conducive to its application in a
number of areas including magnetic resonance imaging, biosensors, and drug delivery. In another
application-focused review, Nguyen and Lee [9] discuss the separation of lithium, an important
material for battery electrodes, ceramic glass, alloys, dying, and a host of other applications.

Adsorption and separation is one of the key application areas of nanoporous materials where they
provide enhanced efficiency, and several articles address problems related to such applications. Gu and
coworkers [10] describe experimental measurements of ethanol dehydration by cation-treated zeolite
membranes, in which the pore channels were decorated by ion-exchange. The treated membranes
achieved the desired pore size, cation charges, and hydrophilicity, thereby significantly enhancing the
separation factor. Pore size distribution measurement is an important issue in nanoporous materials
and becomes challenging when the pores are in the ultra-microporous range. Ji et al. [11] describe a
novel method for determining such pore size distributions based on the measurement of transport
parameters and interpreting these through effective medium theory while using a molecular level
theory for single pore transport. Qing Liu and coworkers [12] discuss the synthesis of carbon aerogels
for CO2 capture, an application now considered one of the significant challenges of our time. In other
adsorption related work, Xue, Ju, and coworkers [13] discuss the synthesis of ion sieves for Li ion
adsorption, while Liang, Zou, and Li [14] report the effect of different cyclic stress paths on the
damage and permeability changes in gas bearing coal seams. These are all issues of importance to
technologies related to our energy future. Of course, there are a host of other areas where nanoscale
materials play a role, and some examples are discussed in several important contributions. Liu, Ba,
and coworkers [15] applied microfluidics theory to microdroplet dosing for cell culture on a chip to
meet the demand for narrow diffusion distances, controllable pulse dosing, and to lessen the impact to
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cells. The established mathematical model could analyze the rhodamine mass fraction distribution,
pressure field, and velocity field around the microdroplet and cell surfaces. Good accuracy and
controllability of the cell dosing pulse time and maximum drug mass fraction on cell surfaces is
achieved, and the drug effect on cells analyzed with more precision, especially for neuronal cell
dosing. Ye and coworkers [16] discuss a new porous-medium-based burner, which can achieve
high energy efficiency, and present its numerical simulation. Combustion in porous media is a
subject of long-term interest and continues to attract attention because of its potential for reducing
emissions and improving combustion efficiency of low-grade combustible pollutants. Finally, Liu and
Zhang [17] present an application for carbon nanotubes as a dispersant in foamed concrete to improve
its mechanical properties.

The above papers demonstrate the versatility and technical importance of the area of fluid
transport in nanoporous materials, ranging from the formulation of fundamental theory to practical
applications. Although the basic principles of fluid transport in the nanoscale are fairly well understood,
the articles address outstanding challenges related to fluid transport in different areas in terms of both
application and theoretical perspectives, and much remains to be explored in the future. With the
enormous variety and number of the applications currently under development, we feel confident for
the longevity and future of this subject.

We thank all the contributors and the Editor-in-Chief, Michael A. Henson, for their enthusiastic
support of the Special Issue, as well as the editorial staff of Processes for their efforts.

Xuechao Gao
Guozhao Ji
David Nicholson
Suresh K. Bhatia
Guest Editors

Funding: There is no funding support.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Pulsed field gradient (PFG) nuclear magnetic resonance (NMR) allows recording of
molecular diffusion paths (notably, the probability distribution of molecular displacements over
typically micrometers, covered during an observation time of typically milliseconds) and has thus
proven to serve as a most versatile means for the in-depth study of mass transfer in complex materials.
This is particularly true with nanoporous host materials, where PFG NMR enabled the first direct
measurement of intracrystalline diffusivities of guest molecules. Spatial resolution, i.e., the minimum
diffusion path length experimentally observable, is limited by the time interval over which the pulsed
field gradients may be applied. In “conventional” PFG NMR measurements, this time interval is
determined by a characteristic quantity of the host-guest system under study, the so-called transverse
nuclear magnetic relaxation time. This leads, notably when considering systems with low molecular
mobilities, to severe restrictions in the applicability of PFG NMR. These restrictions may partially be
released by performing PFG NMR measurements in combination with “magic-angle spinning” (MAS)
of the NMR sample tube. The present review introduces the fundamentals of this technique and
illustrates, via a number of recent cases, the gain in information thus attainable. Examples include
diffusion measurements with nanoporous host-guest systems of low intrinsic mobility and selective
diffusion measurement in multicomponent systems.

Keywords: NMR; PFG; MAS; diffusion; adsorption; hierarchical host materials

1. Introduction

Diffusion, i.e., the irregular movement of the elements of a given entity in nature, technology,
or society, is an essentially omnipresent phenomenon [1] and may often be found to decide about
the performance of the systems under study. This is, in particular, true for nanoporous host-guest
materials where the performance, i.e., the gain in value-added products by matter upgrading via
separation [2,3] or conversion [4,5], can never be faster than allowed by the rate of mass transfer [6–8].
Measurement of the rate of mass transfer in nanoporous materials, however, is complicated by the
small size of the individual crystallites (or particles). It was only with the introduction of the pulsed
field gradient (PFG) technique of nuclear magnetic resonance (NMR) that the direct measurement of
intracrystalline diffusivities has become possible [9–11]. The information provided by PFG NMR in
its broadest significance is the probability distribution of molecular displacements, referred to as the
mean propagator [12–14]. It does, thus, notably, include the intracrystalline self-diffusivity D, resulting
via the Einstein relation [8,15] from the time dependence of the mean square displacement,

〈r2(t)〉 = 6Dt (1)

during the observation time t, i.e., from the squared width (the variance) of the propagator. As a
prerequisite of such measurement, the root-mean-square displacement must be much smaller than

Processes 2018, 6, 147; doi:10.3390/pr6090147 www.mdpi.com/journal/processes5
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the size of the crystals under study so that, during the observation time (typically in the range
of milliseconds), the diffusion paths (typically of the order of micrometers) may be implied to
remain unaffected by any significant interference with the crystal surface. The displacements must,
simultaneously, be large enough for giving rise to a diffusion-related attenuation of the NMR signal.

The first requirement is seen to be easily fulfilled as soon as the material under study is accessible
with sufficiently large crystal sizes. Accessibility of sufficiently large zeolite crystallites [16] did thus
prove to be a very fortunate pre-condition for performance of the very first PFG NMR measurements
with zeolites [9,17]. In view of Equation (1), the second pre-condition might also appear to be
easily obeyed by simply choosing sufficiently long observation times. PFG NMR observation times,
however, cannot be chosen to be arbitrarily large. They are rather limited by the influence of
transverse nuclear magnetic relaxation which, via Equation (1), also sets a limit on the mean molecular
displacements, depending on the given diffusivities (which, in PFG NMR studies, typically cover a
range from 10−14 m2 s−1 to 10−8 m2 s−1). The minimum displacement still observable by PFG NMR
is proportional to the amplitude of the field gradient pulses and to the duration over which the
field gradients may be applied. While the maximum gradient amplitude is a key parameter of the
given device, the maximum width of the field gradients is determined by a characteristic quantity
of the system, namely by the transverse nuclear magnetic relaxation time of the molecules under
study. The here-important value Techo

2 can be obtained by measurements of the Hahn echo decay in
dependence on the pulse distance between the two radio frequency pulses. Notably, in systems of low
mobility, where gradients with particularly large widths were needed for recording particularly small
displacements, rapid transverse nuclear magnetic relaxation prohibits, as a rule, their application.

Novel access towards the application of larger field gradient pulse widths has been provided
by the recent combination of PFG NMR measurement with the application of magic-angle spinning
(MAS) [18–22]. Enhancement of the transverse relaxation time TMAS echo

2 with respect to Techo
2 upon

MAS allows longer gradient pulse widths and is accompanied by a reduction in NMR line width so
that MAS PFG NMR offers, as a second advantage, distinction between different components and,
hence, the option of selective diffusion measurement in mixtures where conventional PFG NMR would
fail. The advantages of MAS PFG NMR are purchased, however, with a decrease in the amplitude of
the field gradient pulses applied, as a simple consequence of the reduction in space available for the
PFG NMR coils, brought about by the presence of the MAS NMR rotor. Application of MAS PFG NMR
should always be accompanied, therefore, by thoughtful balancing of pros and cons.

We are introducing this novel field of diffusion measurement with a short summary of the
experimental procedure and the physical background in Section 2. Showcases of the application
of MAS PFG NMR are presented in Section 3. They include selective diffusion measurements with
mixtures of hydrocarbons in microporous materials, notably zeolites and metal–organic frameworks
(MOFs) (Section 3.1) and in mesoporous silica gel (Section 3.2). Section 3.3 deals with the application of
MAS PFG NMR for investigating the diffusion properties of nematic liquid crystals under confinement.
Section 3.4 illustrates the potential of MAS PFG NMR for tracing and characterizing the diffusion
pathways of water molecules in zeolite X. In Section 3.5, the self-diffusion coefficients from MAS PFG
NMR are compared with tracer diffusion coefficients which were derived from impedance spectroscopy
by the Nernst-Einstein equation and provide a model for proton mobility in functionalized mesoporous
materials. The paper concludes with a summary of pros and cons and a view into promising
future applications.

2. Experimental Procedure

Before describing the measurement procedure commonly used in MAS PFG NMR in more detail,
we are going to briefly recollect the measuring principle of PFG NMR in its most straightforward
variant (for more extensive presentations see, e.g., [8,14,23,24]). Its fundamentals can be easily
rationalized within the frame of the classical interpretation of nuclear magnetism which is based on
the understanding that a nuclear spin (in the cases here considered in general protons, i.e., the nuclei
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of hydrogen, 1H) possesses both a magnetic and a mechanic momentum. Nuclear spins perform,
therefore, within a magnetic field, a processional motion (i.e., they rotate around the direction of the
magnetic field) with an angular frequency vector of the Larmor frequency

ωL = −γB0 (2)

where the magnetic induction, B0, stands for the intensity of the external magnetic field in the z
direction, and γ denotes the gyromagnetic ratio. Chemical shift reference materials of all NMR
isotopes were fixed by the IUPAC (International Union of Pure and Applied Chemistry) convention
in 2001 [25]. In PFG NMR, a properly chosen pulse sequence gives rise to a preferential orientation
of the individual nuclear magnetic moments with a component perpendicular to the direction of the
constant magnetic field. Just as each individual spins, their vector sum also performs a rotational
motion about the direction of the magnetic field. This rotating (nuclear) magnetization induces a
voltage in a transverse coil surrounding the sample which is recorded as the NMR signal.

Diffusion measurement by PFG NMR is based on the application of a strong additional
z-gradient field Badd = gz, superimposed upon the constant external one over a short time interval δ.
The thus-created spreading in the local magnetic field and, hence, via Equation (2), in the rotational
frequencies of the local magnetizations gives rise to a spreading in their orientation and, hence, to the
decrease in their vector sum, i.e., in total magnetization, with the NMR signal fading away. With a
second, identical field gradient pulse, properly placed within the PFG NMR pulse program after a
certain time interval (in the PFG NMR literature generally referred to as the observation/diffusion
time Δ), one is able to counteract this process by creating a phase shift in exactly the opposite direction.
Correspondingly, all phase shifts are eliminated by this second field gradient pulse if all molecules
have kept their positions. Molecules, however, which have been shifted (over a distance z) in the field
gradient direction undergo a phase shift γgzδ and contribute, correspondingly, with only the cosine of
this shift to the overall signal. The attenuation of the NMR signal intensity S(m,t) under the influence
of diffusion and the field gradients applied is thus easily seen to be given by the relation [10,12]

S(m, t) = S(0, t)
∫ ∞

−∞
cos(mz)P(z, t)dz, (3)

where m = γgδ, with gradient intensity g and gradient pulse duration δ, has been introduced as a
measure of the intensity of the field gradient pulses and t stands for the observation time, Δ, of the
PFG NMR experiment. P(z, t) is the mean propagator [12,26], referred to already in the introduction.
It denotes the probability (density) that, during the observation time t, an arbitrarily selected molecule
within the sample (contributing to the observed NMR signal) is shifted over a distance z in the direction
of the applied field gradient. With the notation of Equation (3) it has, further on, been implied that
molecular displacements occurring during the field gradient pulses are negligibly small in comparison
with the displacements in the interval between the two gradient pulses. For normal diffusion in an
infinitely extended medium, the mean propagator is easily found to be given by a Gaussian [8,15,27]

P(z, t) = (4πDt)−1/2 exp
[
−z2/(4Dt)

]
(4)

with D denoting the self-diffusivity. Inserting Equation (4) into Equation (3) yields

ψ =
S(m, t)
S(0, t)

= exp
(
−γ2g2δ2Dt

)
= exp

(
−1

6
γ2g2δ2〈r2(t)〉

)
(5)

where, with the latter equality, we have made use of Equation (1). For the PFG NMR signal attenuation
we have, moreover, introduced the common notation ψ. The time and space scales relevant for
Equations (3) and (5) are typically of the order of milliseconds and micrometers. Measurement of
particularly small displacements 〈r2(t)〉1/2 is seen to require particularly large pulsed field gradient
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intensities gδ. Since the amplitude g of the field gradient pulses is limited by the constructional details
of the PFG NMR probe, the maximum value of the pulse width δ decides the minimum displacements
accessible by PFG NMR. In conventional PFG NMR, however, the pulse width δ is limited by the
relaxation time Techo

2 of transverse magnetization. It is this component of nuclear magnetization
from which, with Equation (2), the space-dependent phase spreading and, as a consequence, signal
attenuation by molecular displacements has been shown to originate. This decay in transverse
magnetization, however, is notably slowed down for samples sufficiently quickly rotating, with a
spinning axis oriented under an angle of θmas = arc cos 3−1/2 ≈ 54.7◦ with reference to the external
magnetic field.

This option of enhancing the time interval over which magnetic field gradients may be applied is
exploited in MAS PFG NMR [19,20,22,28–30]. Figure 1 introduces the experimental arrangement and
the pulse program used in the measurement.

 

 

Figure 1. A representation of the MAS (magic angle spinning) design with two gradient coils on the
top and on the bottom of the MAS stator in a high-resolution wide-bore MAS NMR (nuclear magnetic
resonance) probe at the top. Radio frequency (RF) and gradient pulse scheme of the MAS pulsed
field gradient (PFG) NMR experiment is shown below. Parameters are diffusion time Δ and gradient
pulse width δ. The gradient pulse amplitude is denoted as g, the eddy current delay as τecd, and the
inter-gradient delay as τ. Two weak spoiler gradient pulses average undesirable coherences [20].

The arrangement of the NMR sample tube containing the nanoporous host material and the guest
molecules is shown in the top of Figure 1. We note the “magic-angle” of about 54.7

◦
between the

spinning axis and the direction of the magnetic field. The direction of the spinning axis coincides with
that of the field gradient so that the local magnetic field within the sample (and thus, with Equation (2),
the local rate of rotational motion) remains unaffected by sample rotation. Molecular displacements
recorded by analyzing the signal attenuation under the influence of the gradient pulses may thus
indeed be attributed to diffusion phenomena within the sample.
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The pulse sequence shown in the bottom of Figure 1 includes a number of differences in
comparison with the basic version of PFG NMR as initially introduced. We note that the field gradient
pulses are of sinusoidal, rather than of rectangular shape. This facilitates switching of the current
used for generation of the field gradients and diminishes the occurrence of eddy currents in the radio
frequency (RF) coil, which might interfere with the NMR signal. Serving the same purpose, pairs of
opposing field gradient pulses (generated by opposing currents) rather than single ones are applied.
The RF “π” pulse appearing in between such a pair gives rise to a rotation of all spins by 180◦ so that
the “effective” gradients acting on the spins are identical. The initial π/2 pulse is recognized as the
starting point of the experiment when the equilibrium magnetization showing in the direction of the
constant magnetic field B0 is turned, by 90◦, into the plane perpendicular to B0. We note that with the
last π/2 pulse, magnetization is once again turned into the plane perpendicular to B0, giving rise to
the NMR signal S (the initial value of the “free induction decay”). Signal attenuation for the pulse
sequence shown in Figure 1 is given by the relation [20]

ψ =
S(m, t)
S(0, t)

= exp
(
− 16

π2 γ2g2δ2Dt
)
= exp

(
− 8

3π2 γ2g2δ2〈r2(t)〉
)

. (6)

The time t also includes, in addition to Δ, corrections due to finite pulse widths. The meaning of
the gradient pulse width δ (see Figure 1) is for sine-shaped alternating pulses and, hence, changed
in comparison with the basic experiment with two rectangular field gradient pulses, giving rise to a
slightly different pre-factor in the exponents in Equations (5) and (6).

By combining the application of field gradient pulses with fast sample spinning, the time interval
δ over which magnetic field gradients may be applied can be notably enhanced, in some cases
over several orders of magnitude. In this way, molecular displacements which are too small to be
observable by conventional PFG NMR become accessible by direct observation. This possibility is
provided by the dramatic enhancement of the transverse nuclear magnetic relaxation time under
the conditions of magic-angle spinning, TMAS echo

2 , in comparison with Techo
2 , the value observed

without MAS. Enhancement of the transverse nuclear magnetic relaxation time leads, simultaneously,
to decreasing line widths so that different chemical compounds can be distinguished on the basis of
their NMR spectra.

Magnetic field gradient pulses in conventional PFG NMR can today be operated with values
above 20 T/m. Schlayer et al. [31], e.g., achieved a value of 37 T/m with a 100 A power supply.
The design with two gradient coils on the top and on the bottom of the MAS stator of a Bruker probe
reaches about 0.5 T/m with a 10 A power supply. Narrow-bore MAS designs without gradient coils
which are located in the imaging gradient tube of a wide-bore magnet achieve, with three 60 A power
supplies, about 2 T/m.

In spite of these low gradient intensities, application of MAS PFG NMR proves to be the method
of choice in quite a number of situations including, notably, selective multicomponent diffusion
measurement in such systems where the spectra recorded by conventional PFG NMR fail in providing
the resolution necessary for differentiating between various guest components. The subsequent section
is going to highlight these advantages with a number of show cases.

While, as a matter of course, gravity in a non-rotating sample coincides with that in our natural
surroundings, it becomes some hundred-thousand-fold higher in a rotating sample at 10 kHz. It is
worthwhile mentioning, therefore, that molecular microdynamics within the spinning sample tubes
remains essentially unaffected by this high rotational frequency, since intermolecular forces are much
larger than the influence of gravity. Thus it could be observed by 11B MAS NMR spectroscopy [32] that
the parameters of crystallization upon super-gravity downgrade by less than one order of magnitude.
For adsorption or catalysis in porous materials, we do not know of any report about the influence
of supergravity by MAS. In cases with availability of both PFG NMR and MAS PFG NMR results,
like for n-alkanes adsorbed in silicalite-1 [33], no significant difference could be found. It is true,
however, that operation with a high-velocity gas stream for ensuring high-speed sample rotation
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up to tens of kHz gives rise to a temperature difference between the “rotor” (with the fused sample
tube) and the bearing air (whose temperature is accessible to direct measurement). This requires a
separate temperature calibration. It is commonly based on measurement of the 207Pb MAS NMR
signal of Pb(NO3)2 within the sample tube whose temperature dependence is well known [34–36].
Temperatures within rotor and sample were thus found to exceed the temperature in the stator by
about 10 K for a 4 mm rotor spinning at 10 kHz, with the option of a slight temperature gradient versus
the sample.

3. Diffusion Measurement by MAS PFG NMR

3.1. Mixture Diffusion in Microporous Materials

Figure 2 introduces the potential of MAS PFG NMR for investigating mixture diffusion with a
particularly simple case. On considering a 1:1 molar mixture of ethene and ethane (each with a loading
of two molecules per cage), one benefits from the exceptional situation that in either compound all
hydrogens are chemically equivalent. They are, therefore, “shielded” by identical “electronic clouds”
so that the shift in the local field (and, hence, via Equation (2), in the frequency of the NMR signal) in
comparison with the externally applied one is identical. Both molecules therefore give rise to different
signals. These two lines are, as to be seen on the left in Figure 2, well separated from each other so that
one may easily record the attenuation of the intensity (that is, the area under the line (the “band”)) of
each of them as a function of the gradient intensity. The logarithmic representation of this attenuation
as a function of the squared gradient intensity in Figure 2 is found to be in nice agreement with the
expected behavior as predicted by Equation (6). The resulting diffusivities are 1.21 × 10−10 m2 s−1 for
ethene and 0.27 × 10−10 m2 s−1 for ethane.

 

Figure 2. On the left is a 2D presentation of the 1H MAS PFG NMR signal decay with 10 steps from
0.05 to 0.5 T/m linearly increasing strength of the gradient pulses for a ZIF-8 sample loaded with two
ethene and two ethane molecules per cavity measured at 363 K. The logarithmic decay as a function of
the squared gradient magnitude is presented on the right [37].

Given the similarity in the molecular critical diameters (0.39 nm for ethene, 0.40 nm for ethane [38])
the substantial difference in the diffusivities is quite remarkable. It can, however, be associated with
the fact that these diameters significantly exceed the diameter of about 0.34 nm of the “windows”
between adjacent cages as determined by X-ray diffraction analysis [39]. Under such conditions,
already minor changes in size of the guest molecules may indeed be expected to dramatically affect
their diffusion properties. With “windows” smaller than the diffusing molecules, diffusion is only
possible in sufficiently flexible host lattices. This, however, is among the main features of metal-organic
frameworks (MOFs) quite in general and of ZIF-8 as one of its representatives in particular. High
resistivity and durability in comparison with other MOFs have made it an interesting topic of
research [40,41]. Studies include extensive diffusion measurements based on microimaging via IR
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microscopy [42]. For ethene and ethane the thus-obtained results were found to be in nice agreement
with the diffusivities obtained by MAS PFG NMR [38]. IR microimaging did, moreover, allow an
extension of the measurements to longer chains and, thus, to lower diffusivities.

As a common feature of all these systems, molecular jumps through the windows between adjacent
cages can be considered as the rate-controlling step in molecular propagation. By adopting classical
transition state theory (TST, with the jump through the window as the “activated state” [43–45]),
the concentration dependence of the jump rates in such systems and, hence, of the self-diffusivity
may be shown to be proportional to the ratio p(c)/c between the guest pressure in the surrounding
atmosphere and the guest concentration under equilibrium [46]. This prediction has been confirmed
in [46] with the diffusivity data obtained by recording molecular uptake and release of a large
spectrum of guest molecules (ethene, ethane, propene, propane, methanol, and ethanol) on
ZIF-8 [38]. Such measurements benefit from the fact that in uptake and release measurements
there exists, essentially, no lower limit on the accessible diffusivities. Moreover, pressure variation
in the surrounding atmosphere allows a straightforward and most accurate variation of the guest
concentration. Such a possibility does not exist in MAS PFG NMR measurements. Although also
here, in the course of sample preparation, very accurate guest concentrations may be attained,
these concentrations tend to decrease during sample fusing, as the indispensable last step in
sample preparation for enabling sample spinning during the measurement. Although it is true
that guest concentrations may be determined quite accurately from their signal intensity, there is an
unavoidable (and, with factors up to 2, quite substantial) scattering in the attained concentrations,
which significantly complicates any systematic investigation of concentration dependencies. The view
of TST on molecular propagation helps in rationalizing why the diffusivities of the individual
molecules under multicomponent adsorption (as considered in the MAS PFG NMR measurements)
and single-component adsorption (microimaging) do essentially coincide since the jump rate from
cage to cage can be expected to be only marginally affected by the composition of the cage population.

A totally different microdynamic situation is reflected by the self-diffusivity data shown in
Figure 3 for a series of n-alkanes and n-alkenes in zeolite silicalite-1 [33]. Pore diameters in silicalite-1
are between 0.51 nm and 0.56 nm and thus notably exceed the critical diameters of the guest molecules
considered. The slight difference in the critical diameters of alkenes (ethene) and alkanes (ethane),
which has given rise to a substantial difference of the diffusivities in narrow-pore ZIF-8, is now
of essentially no influence anymore. Diffusivities of n-alkanes and n-alkenes in silicalite-1 are
found to essentially coincide. For a given number of guest molecules we note, correspondingly,
that the diffusivity remains essentially the same under the conditions of single-component and
mixture adsorption.

It is shown in Figure 3 that the diffusivities decrease with increasing chain length, also following
the pattern well known from previous PFG NMR studies [47–49]. Increase in chain length by one CH2

element is found to cause a decrease in the diffusivity by a factor of about 0.4.
The measurements reported in [33] did also agree with previous PFG NMR studies [47–49] in

the finding (not shown in Figure 3) that the diffusivity monotonically decreases with increasing
loading. This behavior also notably deviates from the patterns observed with ZIF-8 where the
diffusivities could be found to both decrease and increase with loading [46]. The monotonic decay
with increasing loading is easily attributed to the increase in friction between the guest molecules
in the more open pore structure. One may observe a remarkably uniform dependence following
a relation d lg D/d L = −0.55 ± 0.10 [33] where L is a measure of the loading, normalized with the
understanding that L = 1 refers to one molecule per channel intersection (or to four molecules per
unit cell).
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Figure 3. Self-diffusion coefficients of n-alkanes, alkenes, and one-to-one alkane/alkene mixtures in
silicalite-1 at the temperature of 313 K for a total loading of about one molecule per crossing or less [33].

3.2. Complex Formation in Acetone–n-Alkane Mixtures Revealed via MAS PFG NMR

The properties of n-alkanes are known to exhibit minor deviations from a strict monotonic
variation with increasing chain lengths. These deviations appear, e.g., in an oscillation in the melting
points [50], attributed to an oscillation in the intermolecular forces, with stronger ones for the
even-numbered n-alkanes [51,52]. This oscillation in interaction has been expected to be as well
observable in complex formation with other compounds, notably including ketones [53]. Figure 4
illustrates the favorable conditions offered by MAS PFG NMR for selective diffusion studies with
acetone–n-alkane mixtures.

Figure 4. Stack plot of 1H MAS PFG NMR spectra of a 1:10 acetone–n-octane mixture adsorbed in
porous glass [54].

Figure 5 provides a comparison of the diffusivities of acetone and of various n-alkanes (from
n-hexane up to n-nonane) in their binary mixture within a narrow-pore silica gel. In Figure 5a, the mean
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pore size is about 4 nm and the acetone/n-alkane molar ratio is 1:10. Figure 5b shows the results within
a larger-pore silica gel with a mean pore size of about 10 nm and an acetone/n-alkane molar ratio
of 1:20.

Figure 5. Diffusivities of the two components of the acetone–n-alkane mixtures in the narrow-pore
silica gel on the left and in the large-pore silica gel on the right in dependence on the n-alkane chain
length [54].

As a main difference between the two representations, acetone diffusivities in narrow-pore silica
gel are found to exhibit a clear oscillation (beyond the uncertainty in measurement which is of the order
of the size of the symbols), while there is no similar effect in the large-pore silica gel. We may imply
that similarity in pore sizes and in the extension of the complexes formed by the interacting acetone
and n-alkane molecules amplifies the effect of interaction oscillation. Thus, in complete agreement
with the tendency observed with the oscillation of the melting points, even-numbered alkanes are
found to give rise to a perceptibly smaller diffusivity, corresponding with larger complex sizes and,
thus, stronger mutual interaction. That diffusion in the narrow-pore silica gel is found to be slowed
down in comparison with diffusion in the large-pore sample in general, may be easily referred to an
associated increase in tortuosity [55–58]. This effect is well known to increase with the size of the
diffusing particle [59–61] which explains why the reduction in diffusivity in the narrow-pore silica gel
is even more pronounced with acetone than with the n-alkanes (since, in contrast to acetone, only a
minor part of the n-alkanes contributes to the complex formation).

3.3. Diffusion Studies with Nematic Liquid Crystals in Confining Pore Spaces

As considered in the previous section for neat liquids, pore space confinement is expected to
also affect the internal dynamics in liquid crystals. As a rule, however, transverse nuclear magnetic
relaxation in liquid crystals is known to be dramatically accelerated in comparison with the neat
liquid [62,63], excluding the application of conventional PFG NMR for diffusion measurement. As an
example of the application of MAS PFG NMR diffusion studies, Figure 6 shows a typical example of
the MAS PFG NMR signal attenuation curves (Equation (6)) and an Arrhenius plot of the resulting
diffusivities [21].

The measurements were performed with 4′-pentyl-4-cyanobiphenyl (5CB), a nematic liquid
crystal commercially available (Merck Ltd., Poole, UK). The transition temperature between solid
and the nematic phase is 297.2 K and the isotropization temperature is 308.5 K. Measurements were
performed with both the bulk and with the liquid crystal confined within a Bioran porous glass
with mean pore diameters of 30 nm and 200 nm. The data shown in Figure 6b are seen to comprise
the diffusivities in both the states of nematic crystallinity (low temperatures) and isotropy (high
temperatures). Sample heterogeneities and temperature variation over the sample (see Section 2)
impeded sample equilibration for the temperatures in between so that in this range no measurements
were performed.
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While in the isotropic state, diffusivities are seen to decrease with increasing confinement, i.e.,
with the highest diffusivities in the bulk and with diffusivities in Bioran glasses with pore diameter of
30 nm below those measured for pore diameters of 200 nm, the effect of confinement is reversed in the
nematic phase. Here, the diffusivities in the larger pores are seen to be below those in the smaller ones.
This dependency reversal did already appear in Figure 6a where at 299 K, i.e., within the nematic phase,
the decay of the attenuation curve (being proportional to the diffusivity—see Equation (6)) is seen to
decrease with increasing pore size, while it increases at 334 K, i.e., in the isotropic state. A significant
difference in the microdynamics of the two phases does as well appear in the activation energies of
diffusion where, with (38 ± 6) kJ mol−1, the value determined for the nematic phase notably exceeds
that of (27 ± 5) kJ mol−1 determined for the isotropic state. Simultaneously, the pre-exponential factor
of the diffusivity in the nematic phase is seen to notably exceed that in the isotropic phase, following
the correlation pattern of the compensation effect. Further enhancement in measurement accuracy is
needed for a clear distinction between these two influences, promoting the elaboration of expedient
model conceptions for explaining the observed diffusion anomalies.

  
(a) (b) 

Figure 6. (a) 1H MAS PFG NMR spin echo attenuation, ψ, of the 4′-pentyl-4-cyanobiphenyl (5CB)
confined in Bioran glasses with pore diameters of 30 and 200 nm. (b) Temperature dependence of
the diffusion coefficient D of bulk 5CB (�) and of 5CB confined in Bioran glasses with pore diameter
of 30 nm (•) and 200 nm (�). The diffusivities were measured at 10 kHz rotation frequency, except
three values for 200 nm Bioran glass, which were measured at 5 kHz (�) and without rotation (�).
Empty symbols correspond to the nematic isotropic phase and full symbols correspond to the isotropic
phase [21].

3.4. Water Diffusion in Lithium-Exchanged Low-Silica X-Type Zeolites

While in Sections 3.1 and 3.2, resolution enhancement by MAS PFG NMR was exploited for
selective diffusion measurement of different components, it may also, equally importantly, be applied
for studying the transport patterns of one and the same molecular species in different surroundings.
Similarly as in micro-mesoporous hierarchical host materials [64–70] where guest molecules are known
to propagate with different diffusion rates depending on their current position (i.e., within micro-
or transport pores), overall mass transfer in complex systems is often found to occur in a sequence
of subsequent displacements covered with different diffusion rates. First-order simulations of mass
transfer in such systems are often based on the two-region approach of PFG NMR [71] where the
diffusants are implied to diffuse at two different rates D1,2, with the respective probabilities p1,2 and
the mean life times τ1,2 in either of these states [72–77]. Data analysis is significantly facilitated if the
two states of mobility give rise to two different signals [14,78].
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Figure 7 introduces a system where such a possibility could be exploited. It shows, on the
right-hand side, the electron-microscopic picture of a low-silicon zeolite of type X (LSX) [79,80].
The individual particles are seen to be polycrystalline agglomerates. Diffusion studies by conventional
PFG NMR have shown that the boundaries between the individual crystallites act as transport
resistances for the water molecules, just as for the lithium cations whose diffusivities could, within
these materials, be directly measured via PFG NMR for the very first time [81,82]. The schematics in
the bottom of the left side show the zeolite pore structure, with the faujasite cage as the main storage
place for the water molecules (accommodating about 30 water molecules) and the sodalite cage (with
about 4 water molecules). Exchange between the various faujasite cages appears at an extremely fast
rate (with mean lifetimes of the order of nanoseconds) while water in the sodalite cages remains kept
over tens of milliseconds [81]. As an effect of its small exchange rates and, moreover, an extremely
short transverse magnetic relaxation time, sodalite water does not contribute to the measurement
of water diffusion by conventional PFG NMR measurements. Figure 8 illustrates that the situation
becomes totally different under the conditions of MAS PFG NMR [83].

We do now note a clearly visible signal stemming also from the water kept within the sodalite
units. It is well separated from a notably larger line which is caused by the water molecules in the large
faujasite cages. These water molecules are, via the gas phase, in fast exchange within the whole bed of
host particles. At a temperature of 313 K, water diffusion within the particles and through the bed is
seen to give rise to a signal attenuation. Following the general relationship as provided by Equation (6),
signal attenuation increases with increasing observation time. There is no signal attenuation visible for
the sodalite water, in complete agreement with our understanding that the water molecules are kept
caught within the individual sodalite cages.

At 373 K and for an observation time of 100 ms, signal attenuation is also observed with the
water molecules contained in the sodalite cages. This indicates that now, at the increased temperature
and for the largest observation time, at least a part of the water molecules within the sodalite cages
have been replaced by molecules from the surroundings which, on their way through the sodalite
cages and the intercrystalline space, have covered long-enough diffusion pathways giving rise to the
observed attenuation.

Figure 7. Electron microscopic picture of the LSX zeolite material under study (right) and schematics of
the structure of the individual zeolite particles, jointly with a model of the pore elements, the “faujasite
cage” surrounded by eight “sodalite cages”, with the latter ones acting as “traps” on the diffusion path
of the water molecules (left). Figure 1 from Ref. [83] with permission.
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Figure 8. Stack plots of the 1H MAS PFG NMR signal attenuation for water in 100Li-LSX at 313 K (top)
and 373 K (bottom) for the indicated observation times. Chemical shifts increase from 7 ppm to 2 ppm
(from left to right), and field gradient amplitudes from 0.011 T m−1 to 0.486 T m−1. Figure 4 from
Ref. [83] with permission.

Data analysis on the basis of the two-region model of PFG NMR diffusion measurement [14,71,78]
yields, as a best fit to the experimentally determined attenuations shown in Figure 8, the dependencies
of Figure 9 [83]. We note that this approach yields particularly satisfactory agreement for sodalite
water whose mean lifetime within the sodalite cages at 373 K may thus be estimated to amount
to 60 ms. Significant differences are observed between measurement and model approaches when
considering the water molecules out of the sodalite cages. This may, however, be easily understood as
an immediate consequence of the simplifications inherent to the model: while mass transfer outside of
the sodalite cages is quite a complex phenomenon including molecular displacements both within
the individual host particles and through interparticle space, additionally subject to resistances at
the interface between the individual crystallites [82], in the two-region model of PFG NMR, all these
influences are lumped together, being represented by one (“effective”) diffusivity.

Figure 9. Intensity of the 1H signal (balls) in MAS PFG NMR signal attenuation experiments for water
molecules outside (left: (a,c)) and inside (right: (b,d)) the sodalite cages as a function of the (squared)
field gradient pulse intensity in zeolite 100Li-LSX at 313 K (a,b) and 373 K (c,d) for different observation
times Δ and comparison with the best fit (lines) as resulting from application of the two-region model.
Figure 6 from Ref. [83] with permission.
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3.5. Proton Mobility in Functionalized Mesoporous Materials

Increasing environmental pollution and ebbing away of conventional sources have given rise
to steadily increasing efforts searching for alternative energy sources and for higher efficiencies in
energy use. These activities include, in particular, the development and exploitation of novel fuel
cell technologies. Performance improvements and quests for multifunctionality in application have
led to increasingly complex structures, such as to be typically encountered with Polymer Electrolyte
Membrane Fuel Cells [84–86]. Variety in charge carriers and the diffusion pathways covered by them
make MAS PFG NMR a measuring technique of choice for an in-depth exploration of the elementary
steps of charge carrier mass transfer in such systems.

For exemplifying the thus-attainable information, we refer to Figure 10. It shows the
(highly resolved) proton spectra and their attenuation with increasing pulsed field gradient
intensity for two functionalized siliceous materials. They are candidates for a composite fuel cell
membrane consisting of a water-storing solid material and the common polymer material [87,88].
Both materials have been synthesized by co-condensation using tetraethylorthosilicate (TEOS)
and mercaptopropyl-trimethoxysilane (MPMS) [87,88] and bear coinciding functional groups
(≡Si–CH2–CH2–CH2–SO3H). They are linked to the siliceous host framework and possess an acidic
hydrogen, representing the crucial “ingredient” for the use of such materials in fuel cells. The host
particles of the specimens under study do, however, notably differ in size, which turns out to make,
in the present context, the most relevant difference.

 

Figure 10. Two-dimensional presentations of the signal decay with linearly increasing strength of the
gradient pulses and insets showing the semilogarithmic plot of the signal decay as a function of the
squared strength of the gradient pulses. The 1H MAS NMR experiments were performed at 100 ◦C.
Results for sample MCM-48 and sample KIT-6 are presented on the left and right, respectively [88].

From the given material description, we easily recognize, in the various lines between 1 ppm
and 4 ppm shown in Figure 10, the contribution of the protons in the CH2 groups which remain
unaffected by the field gradient pulses. The line at about 6 ppm, however, is clearly seen to be subject
to signal attenuation by diffusion. It may be attributed, therefore (and also in total agreement with our
knowledge about the chemical shift with protons in such systems [25,81,82,87,88]), to the acidic protons
and to the protons of the water molecules within the host material, being in mutual fast exchange.

Quantitative analysis yields, for the signal attenuation (inserts in Figure 10) in the case of
functionalized MCM-48, purely exponential decay as required by Equation (6), yielding a value
of 1.9 × 10−8 m2 s−2. Since the mean particle size of the MCM-48 material under study (<0.1 μm)
is significantly exceeded by the mean diffusion path length considered in this study (about 34 μm
for an observation time of 10 ms), the thus-attained diffusivities no longer reflect any features of
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intracrystalline diffusion. They are rather given by the product of the relative number of molecules
outside of the individual particles and their diffusivities. These “long-range” diffusivities are indeed
known to be able to attain extremely large values, possibly even exceeding those in the liquid [89,90].
Estimates on the basis of the Nernst-Einstein equation by impedance spectroscopy (i.e., by conductivity
measurements) for the identical system did correspondingly yield, with a value of 1.65 × 10−11 m2 s−2,
notably smaller intracrystalline diffusivities [88].

Measurements with KIT-6 could be performed with notably larger host particles, with particle
sizes up to 50 μm. Signal attenuation for the mobile protons is now found to be nicely approached
by the superposition of two exponentials of the type of Equation (6). The fast decay is, once again,
attributed to those water molecules which, during the observation time, have left their particles and
could thus “benefit” from the high mobility in intercrystalline space. Their “effective” diffusivity
amounts to 4.5 × 10−9 m2 s−2 which is, not unexpectedly, of a similar order of magnitude as already
observed for long-range diffusion in MCM-48. Now, however, a substantial amount of the protons
(water molecules) is seen to remain exclusively within the intraparticle pore space, giving rise to an
intraparticle diffusivity of 2.3 × 10−10 m2 s−2. This value is indeed of the same order as the result of
impedance spectroscopy which yielded a diffusivity of 3.04 × 10−10 m2 s−2 [88], in complete agreement
with our understanding.

4. Conclusions

Experimental techniques are, by their very nature, only applicable to certain systems and
under certain conditions. In the course of time, these limitations may become increasingly
cumbersome—notably with powerful techniques, in view of their rich potential. As a consequence,
further research work aiming at a release of these limitations is stimulated. It is often accompanied
by an improvement of the performance and an enlargement of the applicability of these techniques,
which have become possible based on these developments.

All these features may be recognized in following the introduction and further development of
the pulsed field gradient (PFG) technique of NMR. Its application to studying molecular diffusion
in complex media, notably in nanoporous host-guest systems, has provided us with a number of
surprises, cumulating in a novel view on mass transfer in a number of nanoporous materials like
zeolites in comparison with our understanding a couple of decades ago. In addition, this technique
is subject to strict limitations, notably concerning the displacements of the molecules under study.
Sensitivity towards displacements is—via transverse nuclear magnetic relaxation—particularly limited
for systems of low mobility. Difficulties (with the measurement of displacements) are thus found to
arise preferably in such cases where they are particularly harmful, namely with systems of particularly
low mobility, with particularly low molecular shifts. In this mutual affectedness, one may recognize
one of the versions of Murphy’s law.

A way out of this conflict is provided by combining magic-angle spinning (MAS) with PFG
NMR diffusion measurement. The present review introduces the fundamentals of this approach and
illustrates the novel potential with a number of cases. They include diffusion measurements with
systems of extremely low mobility just as with multicomponent systems where, for the first time,
diffusion coefficients of the various components have become accessible. MAS PFG NMR has thus
contributed to a notable broadening of the scope so far considered in PFG NMR diffusion studies,
including the investigation of fuel cells and of oscillations in the diffusion patterns of n-alkane–ketone
mixtures under confinement. A most decisive breakthrough has been achieved in MAS PFG NMR
diffusion studies with water in low-silicon lithium-exchanged zeolite X, where even water molecules
confined to the sodalite cages have been made accessible to direct diffusion measurement. This type of
measurement has all potential for becoming applicable to materials with hierarchically organized pore
spaces in general, notably including mesoporous zeolites [56,91,92]. In-depth studies of molecular
exchange between the various subspaces are among the great challenges of future investigations aiming
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at quality enhancement and exploration of the elementary steps behind the overall performance of
such materials.
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Abstract: In this report we have discussed the important role of molecular modeling, especially the
use of the molecular dynamics method, in investigating transport processes in nanoporous materials
such as membranes. With the availability of high performance computers, molecular modeling
can now be used to study rather complex systems at a fraction of the cost or time requirements
of experimental studies. Molecular modeling techniques have the advantage of being able
to access spatial and temporal resolution which are difficult to reach in experimental studies.
For example, sub-Angstrom level spatial resolution is very accessible as is sub-femtosecond temporal
resolution. Due to these advantages, simulation can play two important roles: Firstly because
of the increased spatial and temporal resolution, it can help understand phenomena not well
understood. As an example, we discuss the study of reverse osmosis processes. Before simulations
were used it was thought the separation of water from salt was purely a coulombic phenomenon.
However, by applying molecular simulation techniques, it was clearly demonstrated that the
solvation of ions made the separation in effect a steric separation and it was the flux which
was strongly affected by the coulombic interactions between water and the membrane surface.
Additionally, because of their relatively low cost and quick turnaround (by using multiple processor
systems now increasingly available) simulations can be a useful screening tool to identify membranes
for a potential application. To this end, we have described our studies in determining the most
suitable zeolite membrane for redox flow battery applications. As computing facilities become more
widely available and new computational methods are developed, we believe molecular modeling
will become a key tool in the study of transport processes in nanoporous materials.

Keywords: molecular simulation; membrane separations; ion-transport

1. Introduction

It is estimated that approximately 55% of all energy consumed in chemical processes is spent
on separations, of which about 50% is consumed by distillation, 20% by evaporation and 10% by
drying, and the remaining 20% by non-thermal separations, include membrane-based separations [1].
Thus, further development of membrane-based separation processes to enable their use in applications
currently employing thermal separations can lead to significant energy savings in e chemical process
industries. One obstacle to the development of membranes for these energy intensive separations
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is that many membrane-based separation processes are not well understood at the fundamental
molecular level, thereby resulting in membrane synthesis becoming an art rather than a science [2–5].
Computational molecular modeling tools such as molecular dynamics [6] can play a crucial role in
clarifying the molecular forces that result in making a membrane effective for a proposed application.
Such molecular level understanding can thus greatly assist in the design of new membranes for a
desired separation. In addition, such molecular level tools can also assist in understanding unexpected
behavior observed during membrane separation processes by providing access to spatial resolution
to a fraction of an Angstrom and temporal resolution to a fraction of a femtosecond. This level of
resolution is often difficult to achieve in experimental methods. Selectively permeable membranes
perform important roles in a wide range of systems from naturally occurring lipid membranes in
biological systems to engineered polymeric membranes in filtration and energy technologies. In order
to design technologies that incorporate such membranes, it is crucial to understand the behavior of
these systems at the molecular level so that optimal performance and maximum efficiencies can be
achieved. Computational molecular modeling tools such as molecular dynamics are ideally suited to
provide detail at a level that can aid in the understanding of the transport process.

In this paper we briefly summarize three applications that use molecular dynamics techniques to
examine intramembrane transport:

1. Transport of water and ions in reverse osmosis (RO) nanoporous membranes and the role played
by ion-solvation in such membranes.

2. Ion exchange in zeolite membranes and our finding that the separations were almost completely
enthalpically driven rather than entropically.

3. Separation of gases using zeolite membranes and the role of membrane loading and diffusion in
the observed separation factors achieved in the membranes.

These brief overviews are followed by more detailed discussions of two recent investigations by
our group:

1. We describe our investigations of multiple zeolite framework types to determine their transport
behavior regarding water, protons, and vanadium ions, and investigate at the molecular level
the requirements for their suitability in ion exchange membrane (IEM) applications. In addition
to investigating different zeolite frameworks, the effect of composition is also examined by
introducing different levels of aluminum substitution into the crystalline structure of a specific
zeolite framework. By investigating two characteristics, membrane loading and intramembrane
diffusion, it was possible for us to predict the overall ion permeability with the goal of optimizing
the amount of aluminum substitution for high proton permeability while maintaining selectivity
to undesirable ions. These and similar studies can be instrumental in designing more efficient
membranes for important applications such as water purification/desalination and in many
proposed applications in energy sustainability.

2. The second application focuses on how molecular simulations can help to understand unexpected
or non-intuitive results obtained during experiments. A recent experimental study on the
dehydration of alcohols using zeolite membranes showed [7] that the membrane was effective in
dehydrating alcohol when 5% water was present but became surprisingly ineffective when the
water content was 1%. This was an intriguing observation that molecular simulation was able to
explain because of the fine spatial and temporal resolution accessible in such investigations that
may not be possible experimentally.

2. Molecular Simulations Applied to Various Membrane Applications

Here we demonstrate the wide range of applications that can be addressed using molecular simulations.
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2.1. Transport in Reverse Osmosis Membranes

Reverse osmosis (RO) separations of aqueous electrolyte solutions (such as the desalination
process), is a rather challenging problem, because it is not an obvious case of separations enabled by
differences in molecular sizes (steric separation). In the case of an aqueous NaCl solution, for example,
the size of Na+ ion (<0.2 nm) is considerably smaller than that of a water molecule (~0.3 nm). In spite
of this difference in sizes, it is well known that desalination membranes, such as those described earlier,
are very effective in removing salt from water. Since this permeation could not be explained due to size
differences, it was generally believed that this was due to surface interactions between the membrane
surface and the solute/solvent molecules. Molecular simulations could therefore provide a useful tool
for understanding these molecular forces [8]. This problem was examined in considerable detail using
the molecular dynamics method and has led to a considerable improvement in our understanding of
the intermolecular forces that play a significant role in the RO-based separation of electrolyte solutions
as described below.

The simulations used previously developed intermolecular potential models for both the water
and the ions. For water, the simple point charge (SPC) model was used [9], while for the ions the
primitive model was used [10]. These models provide a realistic representation of these systems for a
wide range of properties and state conditions [8,9]. The reaction field method [11] was used to include
long-range forces. The membrane was represented by a thin ZK4 zeolite layer with pores of 0.42 nm
diameter (see Figure 1). The atoms forming the membrane were not charged so that essentially only
steric (size based) separation would be possible in these membranes.

Figure 1. Set up for reverse osmosis separation of brine with zeolite membranes.

One of the most significant observation from the molecular simulation studies of aqueous
electrolyte solutions was that no additional intermolecular forces were needed to prevent the much
smaller ions from permeating the membrane, while permitting the larger water molecules to readily
permeate the membrane. This appeared to be due to the large solvated ionic clusters formed when ions
are dissolved in water. The ions were surrounded by the solvating water molecules, thus increasing
their effective size to almost 1 nm. A typical cluster observed due to the interaction between the
ions and water is shown in Figure 2. These clusters were quite stable, with a rather high energy of
de-solvation [10]. In addition to the clusters shown in Figure 2a, larger clusters which involved more
than one ion were also presented. Figure 2b shows one such example when two ions separated by
an intervening layer of water molecules forming one larger cluster. By increasing the temperature
of the solution, it was possible to make ions permeate the membrane. The increased temperature
effectively made the larger ionic clusters less stable, and the ions were able to break away from the
clusters, and the almost “bare” ions could then permeate the membrane. This was also found to
be the case when the simulation system was subjected to an external electric field [12]. The electric
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field similarly weakened the ionic clusters and again allowed ions to then permeate the membrane.
These simulations have shown that the solvation of ions is at least in part responsible for these
separations, and these forces must be taken into account as part of the design in RO-based separations
of aqueous electrolyte solutions.

Figure 2. (a) Na+ ion (blue) solvated with water (red/white) to effectively increase its size; (b) A
hydrated ion pair of Na+ (blue) and Cl− ions (cyan).

The ionic clusters observed are not limited to just aqueous electrolyte solutions. In fact,
similar clusters results were observed in methanolic solutions as well [12]. This shows that such
large and stable ionic clusters are a fairly common occurrence whenever ions are dissolved in polar
solvents. These clusters are therefore an essential factor in the facilitation of reverse osmosis purification.
Since many industrially important solutions include ions in polar solvents, it is important to account
for them in separations involving such solvents. The transport of water and ions inside polymide
membranes has also been studied using molecular simulation [13].

2.2. Transport in Ion-Exchange Membranes

Another example of the use of molecular simulation to examine transport of water and ions in
nanoporous membranes is the ion exchange between an aqueous solution and NaA zeolite. Our group
carried out such a simulation to understand the molecular basis of such exchanges [14]. The schematic
for such a simulation is shown in Figure 3.

Molecular simulations were used to study both the dynamics and energetics of ion
exchanges between monovalent and bivalent cations in aqueous solutions (both supercritical and
subcritical/liquid. In this study simulations of up to a nanosecond or more were carried out in
which Li+ and Ca++ in aqueous solutions of LiCl and CaCl2 came in contact with an ion exchange
membrane (NaA zeolite). NaA zeolites are widely used in many commercially used on exchange
processes including detergents. Our results showed that with appropriate driving forces (in this
case pressure driven), such ion exchange processes can be clearly observed and investigated using
molecular simulations at the time scales accessible in simulations. We were also able to understand
the phenomenon of ion-exchange itself at the molecular level. Our simulations have shown that
the ion-exchange process is primarily energetically driven and entropic forces do not appear to play
a significant role in the ion exchanges observed. For supercritical LiCl solutions, we found rather
small differences between the energy of the Li+ ion inside and outside the membrane. In contrast,
for Na+ there was a significant energetic advantage in being outside the membrane, making the
overall exchange process more energetically favorable. In subcritical (liquid) LiCl solutions we
found exchange to be more favorable energetically than in supercritical solutions. For Ca++ similar
behavior was observed, except for the observation that the differences in the energies were much larger
(compared to the corresponding Li+ exchanges), making them more energetically efficient, as has also
been observed experimentally [15]. These differences are in clearly shown in Figure 4. In addition
to clarifying the molecular basis for these ion exchanges, simulations can also potentially be very
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useful to determine the behavior (e.g., state dependence, etc.) of hydrodynamic parameters commonly
used to characterize ion-exchange processes at a fundamental molecular level, and to determine if the
continuum hydrodynamic equations used for ion-exchange processes are applicable to nano-systems.

Figure 3. A typical system set up for ion exchange. (a) Zeolite membrane; (b) Two reservoirs and
two membranes in conjunction with periodic boundary conditions are usually used in simulations as
shown here.

Figure 4. The differences in configurational energy of, Li+, Ca++ and Na+ ions (kJ/mol) inside and
outside the membrane plotted against the number of time steps. A positive number indicates a
preference for being outside the membrane. (a) Li+/Na+; (b) Ca++/Na+.
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2.3. Transport in Gas Separations Membranes

Molecular modeling has also been used to study the transport and subsequent separation of gases
using nanoporous membranes. A study carried out by our group using a range of zeolite membranes
to support gaseous mixtures has shown good agreement with experiments exhibiting the viability of
using molecular modeling to study such separations [14]. The simulation setup for such a study is
shown in Figure 5.

Figure 5. Initial system setup for gas separation simulations and the structure of FAU, MFI and CHA
unit cell.

We performed a rather vigorous test of the reliability of the simulation technique to examine the
separation factor of CO2/N2 and O2/N2 mixtures in zeolite membranes. In separations, the ideal
separation factor (ISF) is defined as the ratio of the permeabilities of the two gases in their pure state
and the usual separation factor (SF) relates to the permeabilities in mixtures (equimolar in our studies).
Data obtained from our simulations can be seen in Figure 6 along with experimental results measured
on similar systems.

While examining N2/O2 mixtures the ISF > SF, in CO2/N2 mixtures the opposite trend is observed
(SF > ISF). Additional results from our simulations are shown in Figure 7 and confirm this behavior.
This phenomenon can be explained as follows, based on observations from our simulations. In the
case of N2/O2 for pure fluids N2 has a higher diffusion rate than oxygen which leads to high SF
since both have similar loadings. In mixtures this effect is dampened since the narrow pores do not
allow N2 to cross O2 in mixtures. For pure CO2 and N2, CO2 has a somewhat higher loading than N2

which leads to CO2 having a higher selectivity. In mixtures, the loading is exclusively CO2 because
of its high quadrupolar moment, which increases the selectivity in mixtures by almost a factor of 3,
correctly predicted by the simulations. In addition, simulations can be a useful tool to determine the
type of diffusion in the nanopores. For example, the simulations clearly show surface diffusion of N2

in the zeolite pores as shown in Figure 7.

29



Processes 2018, 6, 124

Figure 6. The permeance of (a) O2/N2 and (b) CO2/N2 for both pure systems and equimolar binary
mixtures compared with experimental results. The first two sets are experimental results while the last
two are simulation results as marked. The numbers above the permeances represent the separation
factors (SF). Note the contrasting behavior between pure fluids and mixtures for the two systems that
the simulation results correctly predict.

Figure 7. Simulation data on permeance of N2 at 322 K in an equimolar N2/O2 mixture as a
function of pressure. Note that except for surface diffusion, the two other mechanisms are clearly
qualitatively incorrect.
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2.4. Membranes for Redox Flow Batteries

Redox flow batteries (RFBs) show significant potential for energy storage because of their safety,
capacity, and small environmental footprint [16,17]. However, this technology is not currently widely
available due to problems with the ion-exchange membranes needed in RFBs. For an RFB with high
storage capacity and high efficiency: (i) the electrode reactions must be reversible; (ii) both the oxidized
and reduced species must have a high solubility in the electrolyte solution; (iii) there must be a large
difference between the redox potentials. Several ion pairs satisfy these requirements, among them
Fe/Cr [18], Zn/Br [19], and Zn/Ce [20]. Vanadium RFBs [21] constitute a special case in that only
a single elemental species is present in the ions on both sides of the ion-exchange membrane (IEM).
For this case the two half reactions are shown in Equation (1).

Cathode : VO2+ + H2O − e− ↔ VO+
2 + 2H+

Anode : V3+ + e− ↔ V2+ (1)

During charging and discharging process, current is transmitted through an external circuit
while protons are transported across an IEM between the two electrode compartments. IEMs therefor
play a critical role in the design of a RFB [22]. IEMs while being electrically insulating must also be
impermeable to the reactive, vanadium ions species (see reactions above). RFBs currently employ
polymeric membranes, more specifically sulfonated fluoropolymer-copolymers (commercially known
as Nafion) [23]. While these polymer membranes show acceptable behavior as proton exchange
membranes in fuel cells (PEMFC) as well as in direct methanol fuel cells (DMFC) [24], they do work
as well in RFBs as they have stability problems in the highly reactive environment, resulting in the
crossover of reactive ions and thus the reduction of cell efficiency and lifetime [25]. The highly oxidizing
environment in RFBs also tends to degrade the polymer membrane [26,27]. While some improvements
have been made in these polymeric membranes to increase selectivity and stability [23], they have
not yet overcome all the obstacles for their widespread use in RFBs. New materials must therefore be
considered if RFBs are to become an economically viable means of energy storage. We have focused
on using zeolite membranes as an alternative to polymeric membranes. Zeolites are aluminosilicate
crystals with ordered pore sizes ranging from 0.3 nm to >1.0 nm depending on the framework type.
Zeolites with higher Si/Al ratios are electrically insulating and are also extremely stable in both acidic
and basic conditions due to their inert chemical nature [28–30]. Previously, thin zeolite membranes have
been observed to enable water/ion separation via the size-exclusion mechanism [8,31,32]. We believe
that thin film zeolite membranes show considerable potential as IEMs in RFBs. The first experimental
study to demonstrate this was carried out by Yang et al. [33].

To test this possibility, we have carried out molecular dynamics studies of six different zeolite
frameworks (ERI, LTA, MFI, BEC, CFI, DON) for vanadium RFBs to determine the transport behavior of
ions, protons, and solvent in the nanopores of the membranes [34]. The structure of these membranes
were obtained from the IZA-SC’s Database of Zeolite Structures [35] and constructed to have a
thickness of a single unit cell. As discussed previously, the hydration of the vanadium(II) [V2+],
vanadium(III) [V3+], oxovanadium(IV) [VO2+], and dioxovanadium(V) [VO2

+] ions plays a key role
in ion transport and this effect was examined in detail. We found that a relatively large pore (~7 Å)
was necessary for ion transport due to the strongly bound hydration shell that effectively increases
the size of the ion. At higher ion concentrations we have observed passive (spontaneous with no
external forces) permeation of the pores by the ions. This was observed in our studies when both the
ion concentration and the temperature were significantly higher than the normal operating conditions
in RFBs (8 mol %, 400 K). We note that even at these extreme conditions, we observed permeation
and subsequent transport of only H3O+ ions in ERI, LTA, and MFI membranes. We did not observe
any vanadium ion transport across the zeolite (Figure 8b). Therefore, we propose these membranes
would be more suited in RFBs because they exhibit the necessary ion selectivity. This agrees with
experimental measurements by Xu et al. [36] who have reported similar selective transport using
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substrate-supported zeolite membranes with ERI frameworks. In contrast, the larger pores in BEC, CFI,
and DON frameworks did allow permeation and transport of all ion species V2+, V3+, VO2+, and VO2

+

in addition to hydronium ions (Figure 8a), which would thus make them unsuitable for vanadium
redox flow batteries as they present no proton selectivity.

Figure 8. Ion transport events for (a) DON framework and (b) MFI framework (straight channel) at 8
mol% and 400 K.

This again showed that the size of the hydrated ion complex is a significant factor in zeolite
membrane transport. The only ion transported through the membranes with smaller pores (<5 Å)
such as ERI, LTA, and MFI zeolite frameworks was the hydronium ion (H3O+/proton) which has a
kinetic diameter of 0.31 nm compared to 0.58 nm of V++. Therefore, these membranes demonstrate
selective transport of hydronium ions over vanadium ions that is an essential requirement for IEMs in
vanadium RFBs.

To improve our understanding of the transport mechanism of the hydrated ions through a range
of zeolite pores, we placed a single ion on the pore axis and transported it through the membrane at a
constant velocity of 0.75 m/s. This steered molecular dynamics (SMD) method differs from the passive
diffusion observed previously and permits the calculation of the Kirkwood potential of mean force
(PMF) [37] across the membrane. The PMF measures the average force for all configurations along
the “reaction path”. PMF can be used to determine the energy barriers for membrane permeation [38].
The force needed to keep the hydrated ion on the pore axis (Fc) is assumed to be the opposite of the
total pairwise force (Fp) exerted on the ion:

Fc = −Fp = ∇U (2)

where U is the total pairwise intermolecular potential. This force can then be integrated along the path
maintained by the SMD which, for the one-dimensional path used here, leads to Equation (3):

PMF =
∫

Fc·dr =
∫

Fcxdx (3)
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The PMFs obtained using this approach are shown in Figure 9.

Figure 9. Potentials of mean force for hydrated V2+ ion passing through the 6 membrane framework
types at 325 K.

The jagged (sharp peaks) behavior of the PMF for the ERI membrane results from changes in
the number of water molecules in the hydration shell as it moves across the membrane. These pores
are rather small, so in order for the ion to be forced through the pores, some of the hydrating waters
must be removed so that the cluster is small enough to enter the pore. Once it leaves the membrane,
the ion is hydrated again resulting in the reappearance of the stable cluster. The ERI profile also
shows asymmetric behavior. This is because the rather quick movement of the ion in the membrance
(0.75 m/s) does not allow for local equilibrium of the changing number of water molecules in the
hydration shell as it moves along the pore axis. The local minima shown for LTA, MFI, and BEC
membranes also indicates the most favorable location for the hydrated complex within the pore.
These locations correspond to the cavity at the intersection of the channels running in 3 directions
within the zeolite membrane. For CFI and DON membranes the maxima is observed at the center
because their pores are 1-dimensional channels. In Figure 9, it is also clear that the free energy
barrier at the entrance decreases with increasing pore size. While results for other vanadium ions all
showed similar behavior, the hydronium ion profiles are quite different in magnitude. In Figure 10 we
have compared the PMF peak heights for V2+ and H3O+ ions in the six zeolites membranes shown
in Figure 9. The large differences observed in the free energy barriers for the vanadium ions and
hydronium ions for zeolites with pores less than 5 Å shows the effectiveness of selective transport,
a desirable characteristic of RFB IEMs.

Further examination of the orientation of the hydrated ion complexes during membrane
permeation yields additional insights to the relative size of the zeolite pores and the diffusing species.
The [V(H2O)6]2+/3+, [VO(H2O)5]2+, and [VO2(H2O)4]+ complexes have rather stable octahedral
structures, so it is interesting to monitor the changes in orientation of the hydrated ions as they
traverse the membrane during our directed simulations. We calculated the angle between: (1) a single
V2+/3+-water pair and the pore axis for V2+/3+; (2) In the case of VO2+ the V-O bond and the pore axis,
and finally for (3) VO2

+ one of the V-O bonds and the pore axis. The results obtained are shown in
Figure 11 for the BEC membrane. This membrane was chosen as the cluster size closely matches the
pore dimensions (~6.08 Å for the cluster and ~6.23 Å for the pore). Unsurprisingly, this analysis shows
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that outside the membrane, the [V(H2O)6]2+ complex exhibits random tumbling. However, in the
small pore of the BEC membrane the angular motion of the complex is restricted, and it remains in a
certain orientation until it leaves the channel.

Figure 10. Magnitude of free energy barriers for V2+ and H3O+ ions as they traverse the pore of
different zeolite membranes.

Figure 11. Orientation of the [V(H2O)6]2+ complex with respect to the pore axis during membrane
transport in BEC zeolite membrane. The dashed lines indicate the zeolite boundary. Tumbling, followed
by alignment and finally tumbling are observed.

In addition to determining how zeolite pore size affects ion transport, we also investigated how
zeolite composition could lead to differing behavior. The membranes described in the above analyses
all consisted of solely silicon and oxygen representing a Si/Al ratio of infinity. These membranes were
shown to display selectivity of the hydronium ion over the heavy vanadium ions in the vanadium-RFB
at pore sizes below a certain threshold. The composition of these membranes was then modified
to incorporate various levels of aluminum substitution. Seven membranes of the identical MFI
framework, but varying aluminum content were constructed representing Si/Al ratios of infinity,
383, 191, 95, 54, 47, and 31. The aluminum atoms were substituted at sites corresponding to the
T7, T10, and T12 sites as described in studies which previously modeled the uptake of gas into MFI
zeolites [39,40]. The substitutions also followed Lowenstein’s Rule [41,42] which does not allow for the
presence of Al-O-Al linkages. In order to ensure that the membrane remained charge neutral, the local
negative charges due to the aluminum atoms were spread across the four neighboring oxygens and an
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extra-framework sodium ion was placed in the channel in the vicinity of the substitution. These cations
were allowed to equilibrate and find their lowest energy positions prior to the addition of any water or
ions to the system.

The aluminum-substituted MFI membranes were used with the same protocol and system setup
to ensure that the local charges on the aluminum atoms did not disrupt the hydrated ion complex or
allow vanadium ions to permeate the membrane and alter its selective character. Our results showed
that for all levels of Si/Al ratios, we still observed no spontaneous vanadium permeation for the entire
simulation time of 10 ns. Once this selective characteristic had again been confirmed, the vanadium
cations were replaced with hydronium ions in order to measure the dynamics of proton transport.
Since the principle of the RFB mechanism rests on protons being released by the reaction in one half-cell
and moving through the membrane to be used in the complimentary reaction in the other half-cell,
the membranes not only need to be selective for proton transport, but also must have a high enough
permeability that they not limit the reaction. For this reason, it is necessary to observe whether or not
the membrane permeability is tunable using the Si/Al ratio in order that the proton flux be maximized.
The flux of any species through a membrane is proportional to the concentration difference and the
permeability [43] (Equation (4)).

ji =
Pm

L
(ci − co) (4)

Here the permeability, Pm, can be represented as the product of the membrane loading, cm
co

, and the
intramembrane diffusion, Dm (Equation (5)). Each of these quantities were measured independently in
order to determine which was more strongly affected by the membrane composition.

Pm = Dm
cm

co
(5)

Membrane Loading: In order to observe the ionic loading of the membrane, the system consisting
of a single membrane with solution on both sides was studied with the various levels of aluminum
substitution. The solution consisted of a 5 mol % HCl solution in which the dissociated proton was
modeled as a hydronium ion, or protonated water molecule (H3O+). For each membrane, the system
was simulated until the number of hydronium ions absorbed reached an equilibrium value, this
process was usually complete after ~2 ns. The number was then averaged over an additional 0.5 ns to
obtain the final values presented in Table 1.

Table 1. Hydronium loading in membranes with increasing aluminum substitution levels.
Uncertainties represent one standard deviation of the ion loading over 0.5 ns of simulation.

No. of Substitutions Per Unit Cell Si/Al Ratio Hydronium Ion Concentration, mol/L

0.00 ∞ 1.86 ± 0.46
0.25 383 2.02 ± 0.50
0.50 191 2.22 ± 0.57
1.00 95 2.77 ± 0.54
1.75 54 4.36 ± 0.52
2.00 47 5.42 ± 0.63
3.00 31 6.37 ± 0.61

The data clearly shows an increase in the number of framework substitutions results in an increase
in the uptake of hydronium ions. This agrees with previous findings regarding water uptake in MFI
membranes [44], however the difference is much more pronounced with the charged species in this
study. This increase in absorption is due to Coulombic attraction between the positively charged
hydronium ions and the local negative charges present on the oxygens where aluminum atoms have
been substituted within the zeolite membrane framework.
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Intramembrane Diffusion: In molecular dynamics simulations, the calculation of diffusion
coefficients in three dimensional systems is commonly performed using Equation (6), where MSD is
the mean square displacement of the species of interest.

D =
1
6

lim
t→∞

d(MSD)

dt
(6)

Because we are only interested in the rate of diffusion within the membrane and not in the bulk,
care must be taken, when finding the MSD, that one accounts only for the intramembrane ions. This
method indicates a slight decrease in the diffusion as more framework substitutions are made (Table 2).
This decrease can be explained in a similar manner as the charged framework attracts more hydronium
ion and results in an increased loading, this attraction also reduces the mobility of the absorbed ions
when compared to those in the bulk solution.

Table 2. Hydronium diffusion in membranes with increasing aluminum substitution levels.

No. of Substitutions Per Unit Cell Si/Al Ratio Hydronium Ion Diffusion, ×105 cm2/s

0.00 ∞ 2.66 ± 0.11
0.25 383 2.56 ± 0.24
0.50 191 2.40 ± 0.11
1.00 95 2.35 ± 0.25
1.75 53.86 2.31 ± 0.23
2.00 47 2.09 ± 0.18
3.00 31 1.98 ± 0.31

However, our model for the proton provides an incomplete picture of what occurs in reality.
Protons in aqueous solution are known to diffuse by hopping from one water molecule to another
adjacent molecule via a process known as the Grothuss mechanism [45]. Work on this topic has been
quite extensive [46–50] and modeling of this phenomenon is usually performed using techniques that
account for quantum behavior. Here, the model we are using is solely classical in nature and represents
a permanently hydrated water molecule [48]. Due to this quantum hopping, the mobility of H+ ions
in water is significantly higher than other monoatomic ions. The diffusion measured above only
accounts for what is termed “vehicular diffusion”, or the proton riding along with the water molecule.
A measure of the “hopping diffusion”, which is the quantum effect, would provide a more complete
picture of the hydronium diffusion, but is beyond the scope of this study. In addition quantum effects
can also play a role in the entry of protons in the zeolite pores and this effect has not been explicitly
included in our study, but we believe it is not as significant a contribution as the proton hopping inside
the pore.

When the membrane loading and intra-membrane diffusion of the various systems are scaled
relative to the pure silica membrane and the product is taken to find the relative permeability, an
interesting trend emerges (Figure 12). At high Si/Al ratios (low substitution numbers), the relative
permeability increases as the higher ion uptake dominates, but as more framework substitutions are
made, the decreasing diffusion rate forces the permeability to stabilize at a constant value.

In this case, we observe that a substitution rate of ~2 per unit cell, corresponding to a Si/Al
ratio of ~45 there exists a threshold beyond which we no longer see an increasing ionic flux. In this
context, this represents the minimum number of aluminum substitutions per unit cell of zeolite that
will maximize the proton transport through the membrane. As the values used here are relative to
the pure silica membrane, one should not view these values as absolute, but the trends should be
reproducible using experimental methods. Our simulations show that both the resistance to ion entry
to the zeolite pores and their subsequent diffusion inside the pore play an important role in the overall
permeation rate in the zeolite membrane. For example as shown in Figure 9, other than the LTA
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membrane the highest resistance to ion transport does not occur at the pore entrance. In these cases
the diffusion rate can be the rate determining step for the overall permeation.

Figure 12. Relative permeability of MFI zeolite membranes at increasing levels of aluminum substitution.

2.5. Dehydration of Alcohol

We discuss finally our recent studies using molecular dynamics to understand unexpected results
observed in experiments [7]. Again, we emphasize the high temporal and spatial resolution provided
by molecular simulations lead to increased insights into certain non-intuitive phenomena. In this
particular case, a NaA zeolite membrane was used to dehydrate alcohol via vapor phase pervaporation.
While the membrane was quite effective when the water content was 5% by weight, it became
ineffective when the water content dropped to 1%. Such an observation certainly is counter-intuitive
because in general membranes should be more effective when the undesirable component is at a lower
concentration. The schematic of the system designed for this study is shown in Figure 13. The middle
compartment of the simulation system contains the vapor phase mixture being investigated. Two layers
of NaA zeolite membranes separate this compartment from the two side compartments which are
initially empty (vacuum). This provides the driving force for the vapor to permeate the zeolite
membranes. The system size was chosen to ensure that no vapor condensation takes place in the bulk
phase of the vapor compartment at the system temperature of 423 K. By removing some atoms that
constitute the membrane we are also able to simulate a zeolite membrane with defects of approximately
1 nm—similar to those observed experimentally [7].

Figure 13. Schematic of the simulation system for vapor permeation through NaA zeolite membranes.
Red represents the zeolite framework, water and iso-propyl alcohol (IPA) are between the two
zeolite membranes.
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Our simulation results, as shown in Figure 14, confirm the non-intuitive trend observed during
experiments [7]. In addition, the simulations also provided significant insight into why this unusual
and unexpected phenomenon occurred. Simulations were carried out for pure iso-propyl alcohol (IPA),
as well as with 5 and 10% by weight water in the IPA. As can be clearly observed, the IPA was able to
readily permeate the defect in the absence of water. Once water was included in the mixture the IPA
permeation completely stopped in our time frame.

Figure 14. Number of IPA molecules permeating the membrane as a function of time for
different compositions.

Upon further investigation, our simulations showed that there were two primary reasons that
explain the decrease in IPA permeation when water is present. Firstly, we found that water molecules
get adsorbed in zeolite pores as well as the defects, thus effectively reducing the effective size of
the defects. When water is present at the defect sites, IPA molecules can also get adsorbed (with
high adsorption energy) which further contributes to blocking the defect (Figure 15). In addition,
we observed another interesting phenomenon in our simulations. In the bulk vapor phase in the
presence of water, the IPA molecules tend to form larger IPA clusters which as a result effectively
increases the dynamic diameter of the IPA molecules, making it more difficult for them to permeate
the zeolite defects. This can be clearly observed in Figure 16. In addition to this, as can be seen from
Figure 16c,d, the presence of water also results in fewer IPA molecules at the surface of the zeolite,
which further restricts the permeation of IPA into the zeolite. We also observed that when water was
present no IPA permeated the membrane.

38



Processes 2018, 6, 124

Figure 15. Changes in behavior observed in pure IPA (left side, a,c,e) and 5 wt % water (right side,
b,d,f): axial snapshots of the membrane defect showing (a) pure IPA molecules permeating membrane
defect and (b) water and IPA molecules blocking the membrane defect (water in blue); (c) as (a) above
but IPA molecules removed; (d) as (b) above but IPA molecules removed; (e) cross section views
showing pure IPA in cavity and (f) cross sectional view of both water and IPA molecules in cavity.
The molecular diameters shown in the figure as spheres are not to scale.

39



Processes 2018, 6, 124

Figure 16. Differences in the observed behavior of the vapor phase when water is present: (a) snapshot
of the pure IPA system near the zeolite membrane; (b) snapshot of system with 5 wt % water in
vapor phase near the zeolite membrane. (c); snapshot of the pure IPA system away from membrane;
(d): snapshot with 5 wt % water in vapor phase away from membrane; Key: yellow zeolite membrane;
green IPA; and blue water; red: membrane defects.

3. Conclusions

Membrane separations have a number of advantages over other more conventional techniques
including minimal maintenance due to the lack of moving parts and the fact that unlike other
techniques it does not require a phase change. As an increasing amount of membrane-based separations
are developed in fields as diverse as gas separation, desalination, dialysis, batteries, biosensing,
and drug delivery, it is crucial that these processes be well understood so that their efficiencies can
be maximized. This requires a more complete picture of the molecular level phenomena that occur
between the membranes and the species they are separating.

In this paper we have discussed the important role molecular simulations (specifically the
technique of molecular dynamics) can play towards the realization of this goal. We have described
our previous work which has helped provide an improved understanding of fluid and ionic
transport in processes as diverse as reverse osmosis, ion exchange, gas separations, and redox
flow batteries. The application of these simulations has shown how they can play two important
roles. Foremost, they can allow us to understand phenomena not well understood, e.g., why water
can permeate membranes in RO separations and ions cannot; or why N2/O2 and CO2/N2 show
opposite behavior in their separation factors when switching from pure fluids to mixtures; or why
zeolite membranes can be effective in dehydrating alcohols via pervaporation when 5% water is
present and become ineffective when only 1% water is present. Secondly, they can be effective
screening tools for determining which membranes are suitable for a potential application, e.g.,
simulations clearly identified the zeolite membranes best suited for redox flow batteries while
simultaneously revealing details about the ion transport process and how it can be affected by
membrane structure and composition. Both of these roles can ultimately help provide a better
understanding of the physiochemical behavior of many such membrane-based applications and
aid in more efficient process design and optimization.
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Abstract: The fluid dynamics of macroscopic and microscopic systems is well developed and has
been extensively validated. Its extraordinary success makes it tempting to apply Navier–Stokes fluid
dynamics without modification to systems of ever decreasing dimensions as studies of nanofluidics
become more prevalent. However, this can result in serious error. In this paper, we discuss several
ways in which nanoconfined fluid flow differs from macroscopic flow. We give particular attention to
several topics that have recently received attention in the literature: slip, spin angular momentum
coupling, nonlocal stress response and density inhomogeneity. In principle, all of these effects can
now be accurately modelled using validated theories. Although the basic principles are now fairly
well understood, much work remains to be done in their application.

Keywords: nanofluidics; molecular dynamics; hydrodynamics; slip; spin-coupling; non-local
constitutive equations

1. Introduction

The classical Navier–Stokes theory describing flow of Newtonian fluids has been remarkably
successful, but it is inadequate under certain conditions. If the rate of deformation is high, nonlinear
effects such as a shear rate dependent viscosity and normal stress differences may become apparent.
If the frequency of oscillatory deformation is high, we may observe viscoelastic effects related to the
elastic storage and release of energy. These effects are now quite well understood and can be described
using standard treatments of non-Newtonian fluid mechanics [1]. Generally speaking, the theory of
fluid flow at macroscopic and microscopic scales is successful and well developed. However, when
Navier–Stokes fluid dynamics and its extensions to shear rate dependent and frequency dependent
constitutive relations are applied to nano-confined flows, the theory can fail. New physical effects
become important and serious errors and inconsistencies can arise if the methods of macroscopic fluid
mechanics are used without modification.

The reason for this is that several effects that are negligible or absent in macroscopic flows may
become significant or even dominant in nanoflows. Wall slip, spin angular momentum coupling,
spatially nonlocal response, and nonlinear, nonlocal coupling of the shear pressure and velocity
gradient to a strongly inhomogeneous density field can all modify the flow of a fluid under strong
confinement. Recent studies have shown that all of these effects can be successfully modelled.
Experimental studies of fluid flow are steadily being extended to smaller and smaller system sizes,
but computer simulations have a unique advantage in studies of nanoconfined fluid flow. They are
ideally suited to studies of nanoflows because the system sizes and timescales that are accessible in
computer simulations match the relevant size and timescales. In addition, computer simulations allow
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us to study velocity, density and shear pressure profiles at resolutions that would be impossible to
achieve experimentally.

In this paper, we review some recent advances in the fluid dynamics of nanoconfined liquids,
placing them in context and discussing the conditions under which they become important. In this
work, we focus on single component fluids. To study multicomponent systems, we would need to
include the composition as an additional variable and consider the many ways that the composition
couples to the effects that are already present for pure fluids. Likewise, we have not considered
electrical effects, which are so important in microfluidic and lab on a chip systems. These topics have
been discussed in detail by other authors [2–5], and we urge interested readers to consult their work.
We assume that all flows discussed are time independent, so we restrict our attention to steady states,
but it is worth mentioning that nanoscale viscoelasticity remains largely unexplored.

2. Slip

In most macroscopic flow situations, a stick boundary condition, where the fluid velocity at the
wall is taken to be equal to the wall velocity, is assumed. At the macroscopic scale, it is only in extreme
cases that we must allow for slip, for example when we have plug flow of a paste or polymer melt,
or when trapped gas bubbles in superhydrophobic surfaces lead to extreme slip [6]. However, even
simple liquids can experience some slip. Strong slip is expected for water flowing near hydrophobic
surfaces such as graphene or carbon nanotubes. Given a suitable surface structure, slip can also be
observed for relatively hydrophilic surfaces [7]. For Poiseuille flow through a wide channel, the slip
velocity, defined as the difference between the wall velocity and the fluid velocity at the wall, is only a
very small fraction of the maximum velocity of the fluid in the channel, and so it is safely approximated
as zero. On the other hand, for very narrow channels of nanometre scale, the slip velocity can be a
significant fraction of the maximum velocity in the channel. Predictions of flow rates based on the
assumption of the no-slip boundary condition can therefore be significantly in error, underestimating
the true flow rate.

Here, we focus on the slip that occurs at the atomic scale on atomically smooth surfaces, sometimes
known as intrinsic slip. Slip that occurs on a larger length scale, involving structured or patterned
surfaces, roughness and chemical heterogeneity has been discussed by other authors [8].

The slip velocity depends on the strain rate at the wall and is not a material property. The relevant
material property describing slip is the slip friction coefficient, defined below. The ratio of the fluid
viscosity to the slip friction coefficient gives us another material property (really a property of the
interface between the two materials), called the slip length. Very high spatial resolution measurements
of the flow velocity of aqueous solutions near a hydrophobic wall, for example, have shown slip lengths
of 80–100 nm [9]. The slip length of water confined by highly hydrophobic graphene and carbon
nanotube surfaces has been computed to be around 60 nm, but there is enormous variation in both
experimental and simulation results [10], due partly to subtle differences in simulation technique [11]
and molecular models, but also error prone data analysis [12] and experimental difficulties.
The consensus of careful simulation and experimental studies of flow of water on molecularly smooth
hydrophobic surfaces is that slip lengths on these surfaces typically vary from nanometres up to tens
of nanometres [10]. Because it has been difficult to reproduce the much larger experimental values
sometimes found, it is possible that measurements of some of the larger values could suffer from
uncontrolled experimental factors, such as dissolved or trapped gases [13], surface roughness and
imperfections [14] or other yet unidentified factors.

One of the difficulties with computation of the slip length and slip friction coefficient by direct
evaluation in non-equilibrium molecular dynamics that simulate flow through a channel is thatk
for high slip systems, the velocity profile is almost flat. Extrapolation of such a velocity profile to
the position where the velocity is zero is extremely error prone [12]. Methods based on equilibrium
correlation functions do not suffer from these problems. Several theoretical discussions of correlation
function methods for computation of the slip friction coefficient have been published [15–20] but there
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is still some doubt concerning the agreement between the different forms. Here, we describe a simple
one [18] that has been extensively validated by comparison with both nonequilibrium simulations and
experimental results [10,12,21–23].

Navier’s slip friction coefficient ξ is defined as the proportionality coefficient relating the shear
pressure Pyx at the wall to the velocity difference between the wall and the fluid Δvx, which we call the
slip velocity

Pyx = −ξΔvx, (1)

where we assume that the flow is in the x direction and the velocity gradient is in the y direction.
The flow geometry for flow in the x direction adjacent to a flat solid wall is shown in Figure 1.

Figure 1. Schematic diagram showing the flow geometry for the definition of the slip length.
The magnitude of the velocity gradient in the fluid at the wall is equal to vs/Ls where Ls is the
magnitude of the slip length. Here, we have Δvx = vx − 0 because we assume flow between
stationary walls.

The viscous pressure in the fluid at the wall is given by Newton’s law of viscosity

Pyx = −η

(
∂vx

∂y

)
wall

, (2)

where η is the shear viscosity at zero shear rate. Since the shear pressure must be continuous,
both values of the shear pressure must be equal. Eliminating the shear pressure, we find

(
∂vx

∂y

)
wall

=
ξ

η
Δvx =

Δvx

Ls
(3)

which defines the slip length as

Ls =
η

ξ
. (4)

To derive a correlation function expression for the slip friction coefficient, we must introduce a
generalised constitutive equation that describes the fluctuations [18]. It is convenient to formulate this
in terms of the wall–fluid shear force, given by F′ (t) = APyx

F′ (t) = −A
t∫

0

ζ (t − τ)Δvx (τ) dτ + F′
R (5)

where A is the area over which the slip frictional force acts, ζ (t − τ) is the friction kernel and F′
R is the

random component of the shear pressure. Now, we multiply both sides of the constitutive equation by
the slip velocity and ensemble average to form the correlation functions
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CF′vS (t) ≡
〈

F′ (t) vS (0)
〉
= −

t∫
0

ζ (t − τ)CvSvS (τ) dτ (6)

where
Cvsvs = 〈vs (t) vs (0)〉 . (7)

When this equation is Laplace transformed, we find

C̃F′vS (s) = −ζ̃ (s) C̃vSvS (s) . (8)

The friction kernel is well approximated by a sum of exponentials [18],

ζ (t) = ∑
i

ζie−λi t (9)

which has the Laplace transform

ζ̃ (s) = ∑
i

ζi
s + λi

. (10)

In practice, a single exponential is often sufficient [18,21]. The amplitudes and decay rates of the
exponentials can then be obtained from fits to the Laplace transformed correlation functions.

From the computational point of view, the wall–fluid shear force is easily evaluated in computer
simulations. The slip velocity is more problematic. One way to evaluate it would be to fit the
instantaneous velocity profile each time the correlation functions are evaluated. However, this
requires the assumption of a fitting function, which could be biassed. Another way is to evaluate the
instantaneous velocity of the fluid averaged over a region within a distance Δ of the wall. This has
the disadvantage that averaging over a finite region could also result in error, but the calculation of
the slip friction coefficient for a given wall–fluid combination can be repeated for different values of
Δ, and the most physically meaningful value of the slip friction coefficient chosen. In practice, it is
straightforward to choose the most physically meaningful value of the slip friction coefficient because
it quickly increases to a broad maximum (plateau) value as Δ is increased, before steadily decreasing
thereafter. This maximum value usually occurs when Δ is approximately equal to one molecular
diameter. Choosing this value of the slip friction coefficient gives excellent agreement with the results
of nonequilibrium molecular dynamics simulations [18,21].

This method has been used to evaluate the slip friction coefficient and the slip length of a simple
Lennard–Jones type atomic fluid near a solid planar LJ wall [18] and a graphene wall [21] and more
complex molecular fluids such as water against both Lennard–Jones atomic walls and graphene [12].
It has also been adapted to a cylindrical geometry [22] for studies of the slip friction coefficient of water
in carbon nanotubes [10,23].

3. Spin Angular Momentum Coupling

It is well known that extended molecules spin in a shear field [24]. What is less well known is that
the spin angular velocity is coupled to the translational velocity. This coupling is usually negligible in
macroscopic flows, but it can become significant at the nanoscale.

To describe this effect, we begin with the extended Navier–Stokes equations for stable flow
in a planar flow geometry (where the convective terms are zero), which are obtained by inserting
the relevant linear transport equations into the balance equations for the translational and angular
momentum [25,26],

ρ
∂vx

∂t
= (η + ηr)

∂2vx

∂y2 + 2ηr
∂ωz

∂y
+ ρFe

ρΘ
∂ωz

∂t
= (ζ + ζrr)

∂2ωz

∂y2 − 2ηr

(
∂vx

∂y
+ 2ωz

)
+ ρΓe

z.
(11)
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The first of these describes the evolution of the translational fluid streaming velocity in the flow
direction vx. A new transport coefficient, the rotational viscosity ηr, which governs the relaxation of
spin angular momentum appears in addition to the usual shear viscosity, η. The rotational (or vortex)
viscosity ηr describes the rate of conversion between fluid vorticity ∇× v and molecular spin angular
momentum ω. If ηr = 0, then we just have the usual Navier–Stokes equation. In the absence of
a pressure gradient (omitted from this equation since it is zero for field driven flows in our flow
geometry), flow can be generated by the external body force density ρFe, but if this is also zero, we see
that it is also possible to have a flow driven by the gradient of the angular velocity. We will return to
this point later. The second equation, which describes the evolution of the molecular spin angular
velocity field includes a diffusive term involving the sum of the spin viscosities ζ + ζrr as well as the
rotational viscosity ηr. The spin viscosity ζ describes the diffusive flux of spin angular momentum
due to the traceless symmetric part of the spin angular velocity gradient, while ζrr describes the
diffusive flux of spin angular momentum due to the antisymmetric part of the spin angular velocity
gradient [25]. These transport coefficients have been evaluated for some molecular fluids, including
water [27]. Again, there is a term that accounts for external fields, this time in the form of an external
body torque density ρΓe

z.
When applied to planar Poiseuille flow through a narrow channel driven by an external body

force density ρFe, these equations predict a difference between the velocity field calculated from
the Navier–Stokes equation alone compared to the results of the extended Navier–Stokes equations
including the spin coupling. Simulations of a molecular fluid consisting of extended linear molecules
(buta-triene) show that the flow rate difference is small for channels of width greater than 7 nm,
but it grows to around 10% at a channel width of 1 nm [28]. For very narrow channels, accurate
prediction of flow rates and velocity profiles requires consideration of the extended Navier–Stokes
equations [26,28,29]. Figure 2 shows the flow rate reduction predicted by taking spin angular
momentum coupling into account for nanoconfined flows of a dumbbell fluid, liquid butane and liquid
water [26].

Figure 2. Calculated relative flow rate reduction ΔQrel = (QNS − QENS)/QNS between predictions
of the Navier–Stokes equations and extended Navier–Stokes equations (including spin angular
momentum coupling) for a dumbbell fluid, liquid butane, and liquid water in planar Poiseuille
flow. The horizontal axis represents the channel width in units of the Lennard–Jones intermolecular
potential parameter σ. σ = 3.92 Å and 3.17 Å for butane and water, respectively. Reprinted with
permission from Hansen, J.S.; Dyre, J.C.; Daivis, P.; Todd, B.D.; Bruus, H., Langmuir 31, 13275 (2015).
Copyright 2015 American Chemical Society [26].

As mentioned above, a translational flow can be generated even in the absence of a translational
body force if a body torque is applied instead. With symmetric boundary conditions (for example, with
a stick boundary condition on both sides of the channel), equal flow is generated in both directions
and no net flow results, but if the boundary conditions are asymmetric, with slip on one wall and stick
on the other, a net flow results. This means that an external torque that spins the molecules can be
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used to pump a fluid. It has been demonstrated that a rotating electric field applied to polar molecules
(such as water) under these conditions can generate a net flow in a nanochannel or nanotube, without
the need for electrolyte or a pressure gradient [30,31].

4. Nonlocal Response

In macroscopic flows, the most common causes of non-Newtonian behaviour are nonlinear and
viscoelastic deviations from Navier–Stokes behaviour. The Pipkin diagram [32] shown in Figure 3
schematically illustrates the different regions of fluid behaviour for typical macroscopic fluids. Here,
we are interested in steady (zero frequency) flows so the Deborah number ωτv is zero.

Figure 3. Diagram showing rheological flow regimes for typical macroscopic fluids. The horizontal axis
represents the degree of elasticity exhibited by the flow, which is controlled by the Deborah number,
the product of the characteristic frequency of the flow ω and the viscoelastic relaxation time of the fluid
τv. The vertical axis represents the degree of nonlinearity of the flow, controlled by the Weissenberg
number, the product of the characteristic strain rate γ̇ and the viscoelastic relaxation time τv.

In most macroscopic situations, spatial nonlocality is unimportant, except possibly when the
system is near a glass transition [33] or the viscous correlation length is extraordinarily large for
some other reason as it is for example in suspensions of long fibres that exhibit shear banding [34,35].
By contrast, in nanofluidic flows, spatial nonlocality can be a dominant effect that must be taken into
account, even for ordinary molecular or atomic fluids. Deformations at sufficiently high wavenumber
may differ strongly from homogeneous deformation, particularly in glassy liquids where dynamic
heterogeneity with nanoscale dimensions is observed [33]. This means we must consider the concept
of a spatially nonlocal response, where the stress at a point becomes a linear functional of the local
deformation rate [36]. The stress at a point then depends not only on the strain rate at that point but
also on the strain rate at nearby points. An alternative interpretation is that the stress depends not only
on the velocity gradient but also on its derivatives, and so there is a contribution to the stress resulting
from the spatial derivatives of the strain rate.

To describe spatially inhomogeneous steady state flows where the strain rate is independent of
time but it varies strongly in space, we can introduce an analogue of the Pipkin diagram to characterise
nonlocality, as shown in Figure 4. The viscous correlation length of the fluid, ξv is measured by the
width of the nonlocal viscosity kernel, η (y − y′) defined in Equation (12). For situations where strong
density inhomogeneity is also present (discussed below in this section), third and fourth axes could be
added, representing the amplitude and spatial frequency of the density inhomogeneity. This diagram
does not include these dimensions, so it represents nonlocal response for a uniform density fluid.
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Figure 4. Diagram showing the rheological flow regimes for fluids exhibiting nonlocal shear pressure
response under steady flow conditions. The horizontal axis represents the degree of nonlocality
exhibited by the flow, which is controlled by the product of the characteristic spatial frequency
(or wavenumber) of the flow k and the viscous correlation length of the fluid ξv. The vertical axis
represents the degree of nonlinearity of the flow, controlled by the product of the characteristic strain
rate γ̇ and the viscoelastic relaxation time τv.

To account for the nonlocal response of the shear pressure to a steady velocity gradient of high
spatial wavenumber, we apply a spatial convolution equation analogous to the linear viscoelastic
constitutive equation

Pyx(y) = −
∫ ∞

−∞
η
(
y − y′

)
γ̇
(
y′
)

dy′. (12)

This is the most general linear relationship that we can postulate between the shear pressure and
the velocity gradient or shear rate γ̇ for a fluid with spatially homogeneous density where the strain
rate varies only in the y-direction. The viscosity kernel η (y − y′) weights the contribution of the strain
rate at different distances from the point at which the shear pressure is evaluated. When y − y′ = 0,
we expect the contribution of the shear rate to be greatest, and at larger values of y − y′, we expect the
effect of the shear rate to be least, so η should be a decreasing function of y − y′. At macroscopic length
scales, it is reasonable to approximate η (y − y′) as a constant multiplied by a Dirac delta function,
and then the convolution integral simply reduces to Newton’s law of viscosity with a purely local
response to the strain rate field.

A stringent test of this relationship can be made by applying a spatially sinusoidal transverse
force to generate a sinusoidal velocity field. Since the velocity is sinusoidal, if the amplitude of the
field is sufficiently small, the response is linear and the shear pressure response will also consist of a
single sinusoidal component. When the wavelength of the sinusoidal driving force is sufficiently long
(greater than a few molecular diameters) the shear pressure is just given by the Newtonian constitutive
equation applied locally. In other words, the shear pressure at a given point depends only on the
value of the strain rate at that point. However, when the wavelength of the strain rate oscillations is
reduced to the order of a few molecular diameters, this procedure fails and the shear pressure is poorly
reproduced. Using the nonlocal integral constitutive equation, it is possible to correctly predict the
shear pressure, even when the velocity profile varies rapidly in space as displayed in Figure 5 [36].

In nanofluidic systems, it is possible for the strain rate to vary rapidly, and for a nonlocal
response of the shear pressure to the rapidly varying strain rate to be observed. However, the rapid
variation of the strain rate is also usually associated with rapid variation of the density of the fluid,
due to strong molecular packing effects at the wall–fluid interface that occur even at equilibrium [37].
Therefore, we must consider the effect of spatial density variations on the velocity profile and the shear
pressure profile.
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Figure 5. Shear stress (−Pyx) predictions using the simple Newtonian constitutive equation (dashed
line), and the nonlocal constitutive equation (solid line) compared with the exact stress (filled circles) for
a simple liquid [36] where the y-position is expressed in units of the Lennard–Jones potential distance
parameter σ.

5. Density Inhomogeneity

When a macroscopic fluid system has long wavelength density inhomogeneities, the assumption
of constant transport coefficients in the Navier–Stokes equation is clearly inadequate. We can allow for
this by making the linear transport coefficients position dependent through the position dependence
of the density as well as, if necessary, the temperature and composition. In the simple case of density
variation for an isothermal single component fluid, we would write Newton’s law of viscosity as

Pyx = −η (ρ (y)) γ̇. (13)

In a nanofluidic system, the fluid is almost always in contact with a solid wall. This induces
strong oscillatory density variations near the wall, with local maxima that may exceed typical solid
densities. Under these circumstances, it is obviously not viable to use the viscosity at the local density
values. Bitsanis and coworkers [38,39] made a significant improvement on the local density model by
proposing that the viscosity at a locally averaged value of the density could be used in the Newtonian
viscosity equation. Despite the strong density variations near the wall, averaging over a sphere or
planar layer of one to two molecular diameters gives an average density that is reasonably close to the
liquid value, but still accounts for slow variations in the density. The constitutive equation for the local
average density model in a planar geometry is then

Pyx = −η (ρ̄ (y)) γ̇ (14)

with

ρ̄ =
1
σ

∫ σ/2

−σ/2
ρ (y + s) ds. (15)

This introduces an element of nonlocality into the constitutive equation for the shear pressure by
making it dependent on the density averaged over a region surrounding the point of interest. The local
averaged density model was successfully used by Bitsanis [38] to describe the velocity profile of a
highly confined simple fluid. It has been extended by Hoang and Galliero [40–42], who investigated
the effectiveness of different averaging kernels in the evaluation of the averaged density, and combined
with a model for slip to provide a tractable and efficient hydrodynamic model for nanoflows by
Bhadauria et al. [43,44]. The local average density model is, however, only a partial solution to the
problem of describing the velocity profile for flow of a nanoconfined fluid. A major deficiency of this
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model is that it cannot account for the zeroes and velocity gradient reversals that can be seen in the
velocity profiles of strongly confined fluids at high densities [45]. Strong molecular packing near the
solid-fluid interface results in oscillations in the velocity profile that cannot possibly be described by
the local average density model. Any constitutive equation that follows the same functional form as
the simple Newtonian one would need to have infinite values of the viscosity at the points where the
strain rate goes through zero, which is clearly unphysical. Therefore, we are again led to consider more
general, nonlocal constitutive equations.

The fluid density inhomogeneity produced by wall–fluid interactions is uncontrolled. It is not
possible to easily and independently control the amplitude and spatial frequency of the density
oscillations due to the presence of a confining wall. To study nonlocal constitutive equations for
the shear pressure, we need a more flexible framework. By applying a small amplitude sinusoidal
longitudinal force (SLF) in a periodic simulation cell, it is possible to induce sinusoidal density
variations [46] in a system with periodic boundaries and no explicit walls. When the amplitude of
the applied force is increased, a nonlinear density response is generated. By adding together several
sinusoidal forces of different frequency, it is possible to Fourier synthesise a spatially periodic density
profile consistent with the periodic boundary conditions of the simulation cell that closely resembles
the density profile seen in a nanoconfined fluid [47]. A sinusoidal transverse force (STF) can also be
applied that generates flow. When both the longitudinal and transverse fields are applied together,
we can generate flow in the presence of density inhomogeneity that can be controlled and manipulated
at will [48,49].

Considering a system where the external fields vary in the y direction, the combined longitudinal
and transverse force can be represented as

F(y) = Fx(y)i + Fy(y)j. (16)

Figure 6 schematically shows the two applied body forces.
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Figure 6. Schematic representation of: the sinusoidal transverse force (STF) (a); and the sinusoidal
longitudinal force (SLF) (b) fields. The arrows show the direction of the forces. The length of the arrows,
as well as the sinusoidal line, indicate the strength of the force. The STF is shown for Fx(y) = Fx

1 sin(k1y)
and the SLF is shown for Fy(y) = Fy

2 sin(k2y). Reprinted figure with permission from Glavatskiy, K.S.;
Dalton, B.A.; Daivis, P.J.; Todd, B.D., Phys. Rev. E 91, 062132 (2015). Copyright (2015) by the American
Physical Society [48].
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The density response consists of contributions due to both the longitudinal and transverse forces.
This is because the transverse force results in flow with a strain rate that varies in the y-direction.
Heat is produced by the viscous dissipation associated with the velocity gradient, resulting in thermal
expansion, which changes the density, in addition to the direct effect of the longitudinal force on the
density. In general, the density response is given by a functional expansion that depends on both the
longitudinal and transverse forces,

ρ(y) =ρ0 + ∑
α1

∫
χ
(1)
α1 (y, y′) Fα1(y′) dy′

+
1
2 ∑

α1,α2

∫
χ
(2)
α1α2(y, y′, y′′) Fα1(y′)Fα2(y′′) dy′dy′′ + · · · ,

(17)

where α1 and α2 can be either x (transverse force) or y (longitudinal force) and the response functions
are the functional derivatives

χ
(n)
α1···αn(y, y′, · · · , yn′) = δnρ[Fx(y); Fy(y)]

δFα1(y′) · · · δFαn(yn′)

∣∣∣∣
Fx ,Fy=0

. (18)

The response functions are evaluated at equilibrium. Due to the spatial symmetry of the
equilibrium system, the response functions must depend only on even powers of the transverse force,
because changing its direction cannot change the sign of its contribution to the density. We assume
that truncation of the density response at second order in the forces gives a reasonable approximation.
It accounts for the density response due to the longitudinal force with terms that are first and second
order in the longitudinal field and also the heating and normal pressure effects of the shearing force,
which occur to lowest order as a quadratic function of the transverse field,

ρ(y) =ρ0 +
∫

χ
(1)
y (y − y′)Fy(y′)dy′

+
1
2

∫
χ
(2)
yy (y − y′, y − y′′)Fy(y′)Fy(y′′)dy′dy′′

+
1
2

∫
χ
(2)
xx (y − y′, y − y′′)Fx(y′)Fx(y′′)dy′dy′′.

(19)

By expressing both sides of this equation in terms of their Fourier series representations, it is
possible to determine the Fourier coefficients of the response functions.

Applying similar arguments to the truncated functional expansion of the strain rate, we find

γ̇(y) =
∫

ξ
(1)
x (y − y′) Fx(y′) dy′

+
∫

ξ
(2)
xy (y − y′, y − y′′) Fx(y′)Fy(y′′) dy′dy′′

+
∫

ξ
(3)
xyy(y − y′, y − y′′, y − y′′′) Fx(y′)Fy(y′′)Fy(y′′′) dy′dy′′dy′′′.

(20)

This expression has been limited to terms that are linear in the transverse force and at most
quadratic in the longitudinal force since we are mainly interested in cases where the shear is weak but
the density inhomogeneity is strong. The shear pressure profile can be written in a similar form, as

Π(y) =
∫

π
(1)
x (y − y′) Fx(y′) dy′

+
∫

π
(2)
xy (y − y′, y − y′′) Fx(y′)Fy(y′′) dy′dy′′

+
∫

π
(3)
xyy(y − y′, y − y′′, y − y′′′) Fx(y′)Fy(y′′)Fy(y′′′) dy′dy′′dy′′′,

(21)
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where π
(1)
x , π

(2)
xy , and π

(3)
xyy are the corresponding response functions for shear pressure. Since the

system in this case is spatially periodic, the density, strain rate and shear pressure profiles are also
periodic and so they have Fourier series representations. The response functions can also be written in
terms of their Fourier series representations. For particular combinations of transverse and longitudinal
forces, we can isolate each specific response function and vary the spatial frequency to obtain its
wavenumber dependence. For second and third order response functions, this can become quite
complex, as they are functions of two or three wavenumber arguments. This procedure was described
in detail by Dalton et al. [48,49]. To the best of our knowledge, this remains the only validated treatment
that allows fully for nonlinear coupling between the density inhomogeneity and shear forces. Recent
work by Camargo et al. [50] develops a dynamic density functional theoretical formalism for simple
confined fluids, but to our knowledge this formalism has not yet been validated against simulation or
experimental data.

Validation of the approach contained in References [46–49] has been provided in those papers.
For combinations of single sinusoidal longitudinal and transverse forces at various wavenumbers,
it was found that the density, strain rate and shear pressure profiles could all be adequately described
by truncating the functional expansion for the density at second order, and truncating the strain rate
and shear pressure functional expansions at third order. Some contributions to the third order response
could be neglected, leading to considerable simplification.

When the longitudinal force responsible for generating density perturbations was extended to
a more complicated superposition of sinusoidal components, it was found sufficient to include the
longitudinal force components at most coupled in pairs [49]. This is a highly significant result, because
it means that considerable simplification is possible. This approach was validated by applying a
combination of longitudinal and transverse forces given by

F(y) = Fx
1 sin(k1y)i +

(
Fy

6 sin(k6y) + Fy
8 sin(k8y) + Fy

10 sin(k10y)
)
j (22)

where kn = 2nπ/Ly is the wave number of the STF or SLF, n is a positive integer and i and j are unit
vectors in the x and y directions. By combining these three Fourier components in the SLF, it was
possible to construct a non-trivial periodic density profile somewhat resembling the density profiles
found in very narrow planar channels, as shown in Figure 7.
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Figure 7. Comparison between density profiles obtained directly from MD simulations and the
predictions of the truncated functional expansion using previously computed response functions for a
three component SLF with m1 = 6, m2 = 8 and m3 = 10. Bold lines without symbols represent MD
simulations. Thin dashed lines indicated with triangles are for Fy
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10 = 0.5. Thin dashed lines
indicated with crosses are for Fy
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10 = 1.5. Thin dashed lines indicated with circles are for
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10 = 2.5. Reprinted figure with permission from Dalton, B.A.; Glavatskiy, K.S.; Daivis, P.J.;
Todd, B.D. Phys. Rev. E 92, 012108 (2015). Copyright (2015) by the American Physical Society [49].
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With the addition of the transverse force, we can generate flow in a system with strong,
and realistically complicated density inhomogeneity. Figure 8 shows the resulting velocity profiles
with the predictions obtained from the truncated functional expansion for the velocity gradient.
This method is clearly capable of accurately representing the response of a nanoscopic liquid system to
a combination of confinement and flow-inducing forces.
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Figure 8. Comparison between velocity profiles obtained directly from MD simulations and predictions
of the truncated functional expansion using independently calculated response functions for a single
sinusoidal component STF and a three component SLF. Bold lines represent MD simulations, while
thin dashed lines with symbols represent predictions. The system parameters labels are the same as
those used in Figure 7. Velocity profiles are only shown for half of a wave cycle. Reprinted figure with
permission from Dalton, B.A.; Glavatskiy, K.S.; Daivis, P.J.; Todd, B.D. Phys. Rev. E 92, 012108 (2015).
Copyright (2015) by the American Physical Society [49].

6. Conclusions

In this paper, we have provided a brief review of three fundamental phenomena that should
be included in an accurate continuum treatment of nanofluidics: slip, spin angular momentum
coupling, and non-local response. At the outset, we pointed out that additional complexities would
need to be included to account for compositional variation (in binary and multicomponent fluids)
and electrostatics, such that a full treatment of ionic solutions and liquids or even polar fluids can
be treated. This is clearly some years away. The main complexity is in dealing with the full range
of couplings and non-local effects that occur at the nanoscale. A major challenge remains in how to
simplify the treatments given in References [46–50] and potentially others not discussed in this brief
review such that they can be efficiently applied in predictive nanofluidics. Further advances in the
modelling of slip will undoubtedly see the application of both NEMD and EMD methods to complex
fluids (e.g., multicomponent mixtures and ionic liquids) and more targeted engineering applications,
such as lubrication (see, for example, [51]). The coupling of linear and angular momentum to generate
flow poses an intriguing potential application in fluid actuation at the nanoscale. While theoretical
and simulation studies exist, there has been no experimental verification to our knowledge.
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Abstract: Over the past three decades, mixed-matrix membranes (MMMs), comprising an inorganic
filler phase embedded in a polymer matrix, have emerged as a promising alternative to overcome
limitations of conventional polymer and inorganic membranes. However, while much effort has
been devoted to MMMs in practice, their modeling is largely based on early theories for transport
in composites. These theories consider uniform transport properties and driving force, and thus
models for the permeability in MMMs often perform unsatisfactorily when compared to experimental
permeation data. In this work, we review existing theories for permeation in MMMs and discuss their
fundamental assumptions and limitations with the aim of providing future directions permitting
new models to consider realistic MMM operating conditions. Furthermore, we compare predictions
of popular permeation models against available experimental and simulation-based permeation
data, and discuss the suitability of these models for predicting MMM permeability under typical
operating conditions.

Keywords: mixed-matrix membrane (MMM); permeation modeling; effective medium approach;
simulation of MMM; particle-polymer interface

1. Introduction

In the last few decades, membrane technologies have attracted increasing attention to be used
in a variety of industrial applications, which include gas separation [1–3], water desalination [4–6],
food processing [7], pervaporation [8,9], membrane contactors [10,11], and membrane reactors [12,13].
In many of these applications, membrane technologies are preferred over conventional separation
techniques (e.g., distillation, absorption, and adsorption) due to their superior features such as [14–17]:
(i) stable production with high separation efficiency [18]; (ii) low energy consumption with no phase
change requirements [15,19]; (iii) simple operation with convenient modular scale-up [20–22]; and (iv)
small environmental footprint [18,23]. Nevertheless, implementation of membrane technologies in
practical applications has been limited by challenges with the engineering of robust materials able
to be effective under a variety of operating conditions and environments [21,24], with only polymer
membranes currently available in large-scale applications; yet failing to overcome Robeson’s [25,26]
trade-off curves between the selectivity and permeability [25–28].

Different alternatives have been explored to enhance polymer membranes to perform
beyond Robeson’s upper bound, including surface modification [29], facilitated transport [30,31],
polymer blends [32], and mixed-matrix membranes (MMMs) [33]. Amongst these alternatives,
devoted attention to the synthesis of MMMs has been intensified over the last three-decades [21,34,35],
with a myriad of studies focusing on novel materials to increase efficiency of CO2 capture [18,35,36],
natural gas purification [37–39], water purification [40,41], and olefin/paraffin separation [42–44].
Thus, much effort has been devoted to the optimization of MMMs synthesis [34,42,45–48];
with a number of works even reporting fabrication of defect-free MMMs [37,49–51].
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Processes 2018, 6, 172

Ideally, a mixed-matrix membrane (MMM) consists of a selective inorganic filler phase embedded
to continuous polymer matrix [21,35]. In this way, an MMM combines high intrinsic permeability and
separation efficiency of advanced molecular sieving materials (e.g., zeolites, carbons, metal-organic
frameworks) or nanoscale materials (e.g., carbon nanosheets or nanotubes) with robust processing
capabilities and mechanical properties of glassy polymers [23,52]. Consequently, MMMs are expected
to have higher efficiency than those based on their polymer counterpart, thus exceeding the trade-off
between the permeability and selectivity [15,21,53].

MMMs are commonly prepared either with symmetric or asymmetric structure [17,34,54].
Symmetric MMMs consist of a uniform dense composite film of thickness 20μm ≤ � ≤ 100μm [41,46]
while asymmetric MMMs comprise a thin selective composite skin layer of thickness 2μm ≤ � ≤ 5μm
coated on a highly porous non-selective core layer of thickness 50μm ≤ � ≤ 300μm [3,55–57]. In this
way, thicknesses of MMMs are large enough to disregard effects of interfacial entrance and exit
barriers on the transport; these barriers which have been shown to significantly decrease the permeant
diffusivity in nanoporous materials only when the overall system thickness is � ≤ 0.1 μm [58–60].
Such barriers may nevertheless be important at the interfaces of nano-sized fillers and zeolites in
nanocomposites, where potential of mean force calculations demonstrate their significance [61].
However, filler size in MMMs is of the order of 0.1–1 μm or larger [34,41], and such barriers are
insignificant relative to the internal resistance in the filler particles.

Current models for permeation in MMMs are adaptations of early theories for the transport in
heterogeneous media, either following the effective medium approach (EMA) [62–65] or resistance
model approach (RMA) [66–69]. In such approaches, the effective permeability is usually based on
the permeabilities and volume fractions of the MMM constituent phases [21,34,70–72], with these
phase-specific properties largely assumed constant. Thus, applicability of early RMA/EMA
models [62–64,66] and later adaptations [65,68,73,74] is often limited to narrow MMM operating
conditions (Henry’s law region) and ideal polymer-particle morphologies. Furthermore, although
experimental studies on MMMs have shown that deviations from Henry’s law are common under usual
operating pressures (1–4 bar) [15,36,46,75], isotherm nonlinearity is incorporated into the permeation
models through the Darken or free volume theories while assuming a uniform field based on the mean
permeant concentration [71,76–79], an assumption that needs to be relaxed for further progress.

Over the last decade, increased efforts have been devoted to advance permeation models
to integrate effects of filler morphology (e.g., particle size, shape, and agglomeration) [65,80,81]
and defects at the particle-polymer interface in the form of a rigidified polymeric [76–79,82–84],
and void [69,77,79,85] or pore-blocked [84] regions. However, while considering such non-idealities,
these models share the uniform field assumption inherent to the EMA and RMA [69,76,77,86,87].
Thus, effects of the filler morphology together with isotherm nonlinearity are often embedded
in a single empirical morphology-related parameter, such as in the Pal [65], Lewis-Nielsen [73],
and Higuchi [88] models. Thus, extending the predictive capability of existing models through
more rigorous approaches able to be valid over a variety of conditions and systems remains
a possibility [15,21,36].

In this work, we review existing approaches for engineering models of permeation through
MMMs. To do so, we first introduce the concepts of permeability and selectivity in the context of MMMs
and discuss how their mathematical formulation is integrated to existing models for the transport in
composite media. Here, we also classify permeation models by approach (i.e., RMA and EMA) and
discuss their range of applicability based on their fundamental assumptions. Finally, we compare
RMA/EMA models to simulation-based and experimental permeation data for various gases (e.g., CO2,
CH4, H2, O2, N2) in several MMM systems, and provide future directions on how to progress existing
models to undertake realistic MMM operating conditions.
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2. Gas Transport through Mixed-Matrix Membranes

Gas separation through membranes can take place by different mechanisms [89,90]. Three main
diffusion mechanisms have been well-accepted to describe gas transport through membranes [91,92]:
(i) Knudsen diffusion; (ii) molecular sieving (molecular diffusion); and (iii) solution-diffusion
(sorption-diffusion), with detailed discussion of these transport mechanisms available elsewhere [91].
In general, the diffusion mechanism is assumed to change from solution-diffusion to Knudsen
diffusion with increase of the pore size in the membrane material [18,36]. Based on this consideration,
transport through inorganic porous membranes has been largely associated with the Knudsen
diffusion [35,91], that in membranes based on nanomaterials such carbon molecular sieves (CMSs) [46],
zeolitic imidazolate frameworks (ZIFs) [93,94] and metal organic frameworks (MOFs) [95], has been
associated with the molecular diffusion, and that through glassy polymers has been associated
with the solution-diffusion [30,89–91,96–98]. While MMMs combine transport principles of both
polymer and inorganic membranes, diffusion through them is understood via the solution-diffusion
mechanism [21,34]. This mechanism assumes that permeant molecules dissolve (adsorb) on one
side of the membrane, diffuse across the membrane and then are released (desorbed) at the other
side [14,19,90,99], as depicted in Figure 1 for the CO2/CH4 separation.

 
Figure 1. Schematic representation of gas permeation through the solution-diffusion mechanism.

2.1. Permeability and Selectivity in MMMs

In the solution-diffusion mechanism, the permeant transport is driven by the chemical potential
gradient (∇μ) across the membrane, in which μ is only dependent on the concentration gradient (∇c)
while the fugacity ( f ) is assumed uniform across the membrane (cf. Figure 1) [100]. Under these
considerations, the permeant flux (J) can be defined as:

J = DS(−Δ f )/� = P(−Δ f )/�, Δ f = f2 − f1 (1)

with detailed derivation of Equation (1) found elsewhere [100,101]. Here, D and S are the
concentration-averaged diffusivity and solubility, respectively; and Δ f = f2 − f1 is the fugacity
difference between the retentate ( f1) and permeate ( f2) sides of the membrane (cf. Figure 1),
respectively [102]. Further, Equation (1) is usually rearranged as [46]:

P = J�/(−Δ f ), Δ f = f2 − f1 (2)
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as the permeant flux (J), membrane thickness (�), and fugacity difference (Δ f ) can be measured in
practice [42,99,103,104]. In Equation (2), the permeability (P) is calculated in Barrer, with [90,105]:

1 Barrer = 1 × 10−10 cm3(STP) cm
cm2 s cmHg

= 3.348 × 10−16 mol m
m2 s Pa

. (3)

For gas mixtures, the permselectivity is used to characterize the MMM separation efficiency,
with the permselectivity of species A relative to species B (α∗AB) defined as [91,102,103,106]:

α∗AB = PA/PB = (DASA)/(DBSB) (4)

where α∗AB is also known as the ideal selectivity. In Equation (4), the permeability of the slower
permeant is usually placed in the denominator, and thus α∗AB > 1 [99].

2.2. Diffusion and Sorption in MMMs

Based on the permeant flux definition in Equation (1), the permeability can be defined as the
product of a kinetic (D) and a thermodynamic (S) contribution, with [91,99]:

P = DS (5)

where, assuming the retentate side fugacity to be negligibly small (cf. Figure 1), the mean diffusivity
(D) and solubility (S) can be expressed as [107–109]:

D = (1/c1)
∫ c1

c2≈0
D(c)dc (6)

S = (1/ f1)
∫ c1

c2≈0
dc = c1/ f1. (7)

respectively. In Equations (6) and (7), c is the permeant adsorbed concentration and D is the Fickian
diffusivity, well-accepted to follow the Darken relation as D = Do(d ln f /d ln c) [110,111]. Here, Do is
the permeant mobility, assumed concentration-independent [112,113].

At low pressures, Henry’s law is often adequate to express the gas concentration,
with c = KH f [89,109]. Thus, by following Equations (6) and (7), both diffusivity and solubility are
concentration- independent, with the permeability in the MMM constituent phases given by [109,110]:

Pf = Do f KH f (8)

Pc = DocKHc (9)

with subscripts f and c denoting the filler and continuous phases, respectively.
At moderate/high pressures, the solubility in the filler phase is commonly assumed to follow the

Langmuir isotherm, leading to:
S f = K f cs

f /(1 + K f f1) (10)

which often describes well the sorption equilibrium in various porous fillers [42,48,75,114–116].
Here, K f is the affinity constant and cs

f the capacity in the filler phase. Then, by following Equation (5)

while assuming the diffusivity to be concentration-independent, with D = D (D �= Do) based on
Equation (6) [117], the permeability in the filler phase is given by [99]:

Pf = Df K f cs
f /(1 + K f f1) (11)
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where Df is the permeant diffusivity in the filler. Similarly, a combination of Henry’s law and the
Langmuir model is often used to describe the mean polymer solubility, following [75,106]:

Sc = Kh + Kccs
c/(1 + Kc f1) (12)

with Kh being the Henry’s law constant, Kc the affinity constant and cs
c the capacity in the matrix.

Thus, by following Equation (5), the permeability in the polymer is given by [117,118]:

Pc = DhKh + DcKccs
c/(1 + Kc f1) (13)

where Dh and Dc are the diffusivities in the Henry’s law and Langmuir sites, respectively. Equation (13)
is known as the dual-mode/partial immobilization model, as the penetrant is assumed fully
mobile in the Henry environment and partially mobile in the Langmuir environment [118–121].
In the next section, the permeant permeabilities in the filler (Pf ) and continuous (Pc) phases are
largely assumed concentration-independent following Equations (8) and (9) [86,122,123] or based on
concentration-averaged solubility and diffusivity via Equations (11) and (13) [15,36,99].

3. Models for Gas Permeation in Mixed-Matrix Membranes

While a universal description of the gas transport through MMM is a complex problem [21,71,87,112],
the modeling of permeation through MMMs is largely based on early theories for thermal/electrical
conduction of heterogeneous media [62,65,124–126]. These theories were extended to MMMs on the
basis of the analogy between the thermal/electrical conductivity and the permeability of composite
materials [66,81] in the presence of linear flux laws. Based on this analogy, two main approaches have
been extensively used to predict the permeability in MMMs: the resistance model approach (RMA) and
the effective medium approach (EMA), described in Sections 3.1 and 3.2, respectively. Besides these
early approaches, simulation-based rigorous modeling of MMMs has attracted increased attention in
recent years, and thus this latter approach is described in Section 3.3. In what follows, subscripts c, f , i,
and eff refer to the continuous phase (polymer matrix), filler phase (selective phase), polymer-filler
interface and MMM as a whole, respectively.

3.1. Resistance Model Approach

The resistance model approach (RMA) relies on analogy between the current flow through
a series-parallel array of resistors (Ohm’s law) and the permeation rate through a composite membrane
(Fick’s law) [66,67,125,127]. Under this consideration, the MMM permeability is inversely proportional
to the overall transport resistance, with the fundamental equation of the RMA being [87,128–132]:

F = (−Δ f )/Re f f , Δ f = f2 − f1 (14)

where Re f f is the overall transport (permeation) resistance and F = Across J is the permeant flow rate,
with Across the cross-sectional area in the flow direction. Consequently, the permeant flux (J) through
the membrane can also be expressed as:

J = (−Δ f )/(AcrossRe f f ), Δ f = f2 − f1. (15)

On comparing flux definitions in Equations (1) and (15), the resistance (Re f f ) can be equated
as [66,68]:

Re f f = �/(Pe f f Across). (16)

In this way, if an expression for the equivalent resistance (Re f f ) is known, the MMM permeability
(Pe f f ) can be calculated via Equation (16) [125,132].

A number of permeation models have been proposed for MMMs [68,69,72,76,82,87,133], based on
Equations (15) and (16), as listed in Table 1, with the most popular models considering platelet or cubic
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filler particles [72,130,133] and few newly developed models considering tubular particles [69,76,82].
The simplest RMA models idealize the MMM as a two-phase laminated composite comprising multiple
sheets of polymer and selective material alternated in series or in parallel to the flow direction [70,134],
as depicted in Figure 2a,b, respectively. Figure 2 also depicts electrical circuit analogues used to
calculate the overall transport resistance of both composites.

Table 1. Models based on the resistance model approach.

Model Key Equations

Series [47] Pe f f =
Pc Pf

Pcφ f +Pf (1−φ f )
(17)

Parallel [47] Pe f f = Pf φ f + Pc(1 − φ f ) (18)

Te Hennepe [130] Pe f f = Pc

[
(1 − φ

1
3
f ) +

3
2 φ

1
3
f Pc

Pc(1−φ f )+
3
2 Pf φ f

]−1

(19)

Cussler [72] Pe f f = Pc

[
(1 − φ f ) +

(
Pf

φ f Pc
+

4(1−φ f )

λ2
f φ2

f

)−1
]−1

(20)

Ebneyamini [68] Pe f f = τ

[
(1 − φ2/3)Pc +

Pc Pf φ2/3

φ1/3Pc+(1−φ1/3)Pf

]
(21)

KJN [69] POriented
e f f = Pc

[(
1 − cos θ

cos θ+λ f sin θ φ f

)
+ Pc

Pf

(
1

cos θ+λ f sin θ

)
φ f

]−1
(22)

PRandom
e f f = π

2 Pc

[∫ π
2

0
Pc

POriented
e f f (θ)

dθ

]−1
(23)

 

Figure 2. Resistance model approach for a multilayer composite in: (a) series and (b) parallel.

Following the electrical circuit analog in Figure 2 and the above definition for the permeation
resistance in Equation (16), the permeability for the multilayer composite in series yields Equation (17)
in Table 1, while that of a multilayer composite in parallel yields Equation (18) [47,70]. The series model
in Equation (18) is assumed to provide the lower bound for the permeability of a given penetrant in
an ideal MMM [135]. Alternatively, the parallel model in Equation (18) is assumed to provide to the
upper bound for the effective permeability of a given penetrant in an ideal MMM [47,70].

In addition to the two-resistance based models in Equations (17) and (18), more complex models,
including three-resistances or more, have been proposed following the RMA [68,69,72,82,87,130].
In these models, the additional diffusion resistances are intended to account for tortuosity effects
in the permeant diffusion path when there are large differences in permeabilities amongst the filler
and polymer phases [68,87] or defects in MMM structure [69,82,87]. Amongst existing RMA models,
those of Te Hennepe [130] in Equation (19) and Cussler [72] in Equation (20), based on three-resistance
circuit analogs, have widely been applied to zeolite-polymer MMMs [114,128,136].

Te Hennepe et al. [130] considered the one-dimensional transport in zeolite-rubber MMMs.
They idealized the MMM as a lamella containing composite layers [131], in which each composite
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layer comprised two regions. The first region consisted of polymer and the second one of polymer and
zeolite particles (mixed-region). In this model, the polymer region was assumed in series with parallel
resistances of the second mixed-region [130,131], which led to Equation (19) in Table 1. Alternatively,
Cussler [72] considered two-dimensional transport in the MMM. He assumed the resistance of the
polymer region in series with that of a second mixed-region, similar to Te Hennepe et al. [130].
However, transport in the mixed-region was assumed to occur in the permeation direction through filler
phase and perpendicular to the permeation direction through polymer phase [15,36]. This assumption
led to Equation (20) in Table 1, in which λ f = w f /� f is the aspect ratio of the filler phase with w f and
� f being the flake width and thickness [21,136].

Recently, Ebneyamini et al. [68] proposed a semi-empirical four-resistance model for ideal
MMMs comprising cubical particles. To do so, an empirical correction factor (τ) was introduced
to a one-dimensional four-resistance model. The final model is given by Equation (21) in Table 1,
and referred here as the Ebneyamini model. In this model, τ was estimated via simulation of the
3D particle-polymer system and adjusted to follow Langmuir-type equations. Thus, τ is assumed
to accommodate tortuosity effects arising from large differences amongst the MMM constituent
phase permeabilities.

Modeling MMMs with tubular filler has received less attention than those having cubic or platelet
fillers, with only few studies [69,87] developing RMA models for nanotube-MMMs. The first of these
RMA models was proposed by Kang et al. [69], who accommodated the orientation of tubular fillers
in the calculation of the overall transport resistance. The final model was named by authors as the
Kang-Jones-Nair (KJN) model, and for uniformly oriented fillers is given by Equation (22) in Table 1.
For randomly oriented fillers, the KJN model is rewritten as Equation (23) in Table 1, with POriented

e f f (θ)

in Equation (23) following Equation (22). Here, θ ∈ [0, π/2] is the orientation of the tubular filler,
measured with respect the permeation direction, and λ f = d f /� f is the aspect ratio of the tubular filler
with d f and � f being the diameter and length of the cylindrical particle, respectively. The predictions of
the KJN model are always lower than those based on the series model, with the KJN model simplifying
to the series model when θ = 0. Figure 3 depicts a comparison of the permeability (Pe f f ) profiles
based on models of Table 1 with α f c = Pf /Pc = 10 in all models and λ f = 0.25 in the Cussler and KJN
models. Figure 3 also depicts the MMM structure assumed by each model.

 
Figure 3. Comparison of permeability profiles based on models of Table 1 with α f c = Pf /Pc = 10
λ f = 0.25. Right-hand side depicts the composite structure considered by each model.
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3.2. Effective Medium Approach

The crux of the effective medium approach (EMA) lies in the substitution of a given composite
system by an equivalent effective homogeneous one having the properties of the composite [137–139].
The resulting effective composite properties are generally functions of the volume fraction and
permeabilities of the composite constituent phases, similar to RMA-based models (cf. Section 3.1).
However, EMA differs from RMA in the way the filler phase is considered within the composite.
While most RMA models assume regular distributions (e.g., simple cubic or body centered cubic
lattices) of platelet and/or cubic particles [47,68,131,140], EMA models consider random distributions
of spherical inclusions [64,65,141–143]. For ease of analysis, we here classify EMA models in two main
groups. The first group corresponds to EMA models following Maxwell’s theory and second to those
following Bruggeman’s theory, with models associated with each theory described in Sections 3.2.1
and 3.2.2, respectively.

3.2.1. Maxwell Theory

Maxwell [62] calculated the electrical conductivity of infinitely diluted cluster of particles
embedded in an infinite matrix [138]. To do so, he assumed that the far field potential of this cluster
was equivalent to that of a homogeneous sphere having the original composite volume [65,135,137],
as depicted in Figure 4. Based on this assumption, Maxwell defined the composite conductivity
as that of the homogeneous sphere [21,141,144,145], which led to Equation (24) in Table 2,
with β f c = (α f c − 1)/(α f c + 2) and α f c = Pf /Pc. Further, because the Maxwell model disregards
particle interaction, it is only applicable to dilute suspensions (φ f ≤ 0.2).

 
Figure 4. Schematic representation of Maxwell’s theory. A composite sphere comprised of spherical
particles (phase f ) in a matrix (phase c), immersed in an infinite matrix of phase c.

The Maxwell model was later extended to spheroids by Wagner and Sillars [126]. To do so,
the conduction problem was reformulated with oriented spheroidal inclusion, with these spheroids
oriented along the axis of the potential difference [81,126]. This consideration led to Equation (25)
in Table 2, referred as the Maxwell-Wagner-Sillars model [81]. Here, λ f ∈ [0, 1] is the particle shape
factor, and for prolate spheroids λ f ∈ [0, 1/3] while for oblate spheroids λ f ∈ [1/3, 1]. In the limits,
when λ f = 0, λ f = 1/3, and λ f = 1, Equation (25) reduces to the parallel model, series model
(cf. Table 1) and Maxwell model, respectively. The Maxwell-Wagner-Sillars model is only applicable to
diluted ellipsoid dispersions (φ f ≤ 0.2), similar to the Maxwell model [3,21,41,146].

Several attempts have been made to extend Maxwell’s equation to concentrated composites
(φ f > 0.2) [64,65,73,141,142], of which, the one with the most significant results is that of
Jeffrey [142,147]. He showed that relative conductivity (Pr)of a dispersion can be expressed in series of
φ f following the form Pr = Pe f f /Pc = 1 + K1φ f + K2φ2

f + · · · [141,148], in which each K-term in the
series (K1, K2, . . . , Kn) accommodates the interaction of successively larger sets of particles [141,149].
Further, Jeffrey [142,147] demonstrated that only the first-order term of the Maxwell model is exact,
where Equation (24) yields Pr = Pe f f /Pc = 1 + 3β f cφ f + O(φ2

f ) with K1 = 3β f c when φ → 0 .
This limiting equation was later used by Bruggeman [139] and Pal [65], as described in Section 3.2.2.
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Although Jeffrey [142,147] hypothesized that K2 in the series was dependent on β f c and φ f ,
his final equation corresponds to the low-density limit of interacting spheres [141]. Thus, Jeffrey’s
model provides very similar predictions to the Maxwell model [150]. Later, Chiew and Glandt [141]
estimated K2 in the series using pair-correlation functions of hard-sphere fluid simulations, which led
to Equation (26) in Table 2. In this work, the resulting values of K2 were tabulated as function of
α f c and φ f [141,149]. Later, Gonzo et al. [145] fitted Chiew and Glandt’s results for K2, which led to
Equation (27) in Table 2. Further, the Chiew-Glandt model corresponds to the exact solution to the
series truncated after K2-term [141,149], with the model applicable to moderate/high filler loadings
(φ f ≤ 0.645) [141,145,151].

Table 2. Models based on Maxwell’s theory.

Model Key Equations

Maxwell [62] Pe f f = Pc

[
1+2β f cφ f
1−β f cφ f

]
= Pc

[
Pf +2Pc−2φ f (Pc−Pf )

Pf +2Pc+φ f (Pc−Pf )

]
(24)

Maxwell-Wagner-Sillars
model [81] Pe f f = Pc

λ f Pf +(1−λ f )Pc−(1−λ f )φ f (Pc−Pf )

λ f Pf +(1−λ f )Pc+λ f φ f (Pc−Pf )
(25)

Chiew-Glandt [141]

Pe f f = Pc

[
1+2β f cφ f +(K2−3β2

f c)φ
2
f

1−β f cφ f

]
(26)

K2 = a + bφ
3
2
f

(27)

a = −0.002254 − 0.123112β f c + 2.93656β2
f c + 1.6904β3

f c (28)
b = 0.0039298− 0.803494β f c − 2.16207β2

f c + 6.48296β3
f c + 5.27196β4

f c (29)

MB-B model [152]
1

Ri−1
d

dR

[
Ri−1Pm(R) dCm

dR

]
= 0 (30)

φ f (R) = 3
2r3

o

∫ ro
0

∫ π
0 φ f (R′(R, r, θ))r2 sin θdθdr (31)

Lewis-Nielsen [73]
Pr =

1+2β f cφ f
1−βφ f cψm

(32)

ψm = 1 +
[
(1 − φm)/φ2

m
]
φ f (33)

Higuchi [88] Pe f f = Pc

[
1 + 3φ f β f c

1−φ f β f c−KH(1−φ f )β2
f c

]
(34)

Felske model [77]

Pe f f = Pc

[
2(1−φ f i)+(1+2φt)(η/γ)

(2+φ f i)+(1−φt)(η/γ)

]
(35)

η = (2 + δ3)α f c − 2(1 − δ3)αic (36)
γ = (1 + δ3)− (1 − δ3)α f i (37)

φ f i =
φN

f

φN
f +[(1−φN

f )/δ3]
(38)

Pseudo-two-phase
Maxwell [85]

Pe f f = Pc

[
P f

e f f +2Pc−2φ f i(Pc−P f
e f f )

P f
e f f +2Pc+φ f i(Pc−P f

e f f )

]
(39)

P f
e f f = Pi

[
Pf +2Pi−2φs(Pi−Pf )

Pf +2Pi+φs(Pi−Pf )

]
(40)

φs = 1/(1 + �i/ro)
3 (41)

Recently, Monsalve-Bravo and Bhatia [151–153] used the Chiew-Glandt model in conjunction
with the one-dimensional transport equation for the permeant to describe the permeability for various
gases in flat and hollow fiber MMMs. The semi-analytical model is given by Equation (30) in Table 2,
referred to as the MB-B model. Here, i = 1 for a flat MMM and i = 2 for a hollow fiber MMM while
Cm is the position-dependent pseudo-bulk concentration in the MMM, with boundary conditions
Cm = Cm1 = f1/RgTg at R = R1 and Cm = Cm2 = f2/RgTg at R = R1. In Equation (30), Pm(R) is
the effective local MMM permeability, estimated using the Chiew-Glandt model in Equation (26),
in which the constituent phase permeabilities (Pf and Pc) are concentration-dependent via the Darken
model [154,155]. Further, the locally averaged filler volume fraction (φ f ) in Equation (31) averages
the filler volume fraction (φ f ) over the particle volume at a given membrane location, with ro being
the filler particle radius and R′(R, r, θ) the location in the particle relative to the position R in the
MMM. Thus, the MB-B model incorporates effects of particle size [151], membrane geometry [152] and
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isotherm nonlinearity [153] in the calculation of the MMM permeability. The MB-B model reduces to
the Chiew-Glandt model when ro/� → 0 .

As an alternative to the exact second order solution of Chiew and Glandt [141],
several empirical modifications of the Maxwell model [80,156,157] have been proposed for concentrated
composites. These models empirically embed packing-related effects [158] and variation in filler
properties, such as particle agglomeration, size, and shape [71,80,86], within a single parameter in
the model [80,86,153], with the Lewis-Nielsen model in Equation (32) being one of most popular of
these models. In this model, packing-related effects are accommodated via the maximum filler volume
fraction (φm) [124,159], with the Lewis-Nielsen model simplifying to that of Maxwell when φm → 1 .
Alternatively, Higuchi [88] introduced empirical parameter, KH , to the Maxwell model to account for
particle-particle interactions and asphericity effects arising from particle shape variation, with the
Higuchi model given by Equation (34) [70,85] and 0 ≤ KH ≤ 0.78 for spherical particles [160].
Thus, Equation (34) reduces to the Maxwell model when KH = 0 [74]. Figure 5 compares the
permeability (Pe f f ) profiles based on ideal models in Table 2, with α f c = Pf /Pc = 10 and specific
model parameters values listed in the legend.

 
Figure 5. Comparison of permeability profiles based on the ideal models of Table 2 with α f c = Pf /Pc = 10,
depicting the composite structure considered in each model.

Based on Maxwell’s theory, several models have been proposed to account for non-ideal
polymer-particle morphologies [77,78,84,86,160], either by: (i) solving the transport problem in
an MMM comprising spherical core-shell inclusions [77,86] or (ii) assuming the particle-interface
system as a pseudo-phase dispersed in the polymer matrix [71,85]. In the first group of non-ideal
models are found that of Felske [77], and later Pal’s adaptation [86]. In the second group are
found the pseudo-two-phase Maxwell model [85], and its adaptations [84,161]. The Felske model
in Equation (35) [77] is the exact first order solution to the transport problem through a dispersed
composite comprising non-interacting core-shell particles [160]. In this model, φ f i = φ f + φi is
the volume fraction of the total dispersed phase following Equation (38), with δ = (�i + ro)/ro

and φN
f the nominal filler volume fraction [70,86,160]. Further, α f c = Pf /Pc, αic = Pi/Pc,

and α f i = Pf /Pi in Equations (36) and (37). The Felske model is only applicable to dilute suspensions
(φ f i ≤ 0.2) [71,160,162].

In the pseudo-two-phase Maxwell model in Equation (39) [85], it is assumed that the three-phase
composite can be idealized as pseudo two-phase composite [163,164], with the polymer matrix
being one phase and the combined filler-interface system being the other phase (i.e., pseudo
dispersed filler phase) [21,71]. In Equation (39), φ f i is the volume fraction of total dispersed
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phase, given by Equation (38) [70]. Further, P f
e f f is the permeability of the combined filler-interface

system, given by Equation (40). Here, φs is the volume fraction of the filler in the filler-interface
composite, and following Equation (41) [70,85,163]. Further, Pi is assumed well described by Knudsen
diffusion mechanism when interfacial voidage is considered [70,163]. Alternatively, when polymer
rigidification is considered at the filler surface Pi = Pc/σ, with σ ∈ [3, 4] being the chain immobilization
factor; an empirical parameter used to differentiate the rigid polymer permeability from that in the
bulk polymer [21,163,164]. Later, Li et al. [84] modified the pseudo-two-phase Maxwell model to
accommodate both partial pore blockage and polymer rigidification. In this later work, the Maxwell
model is accordingly applied three times to include both effects.

3.2.2. Bruggeman’s Theory

The Bruggeman’s theory proceeds from the premise that the field of neighboring particles can
be taken into account by randomly adding the dispersed phase incrementally while considering
the surrounding medium as the existing composite with effective transport properties at each
stage [64,65,139]. This concept of incremental homogenization is illustrated in Figure 6, in which
P1

e f f , P2
e f f and Pe f f are the MMM permeabilities at different stages of the homogenization process.

 
Figure 6. Schematic representation of the Bruggeman’s theory.

Bruggeman [64] based his expression for the dielectric permeability of dispersed composites on
the assumption that the Maxwell model described well the composite permeability in the diluted
limit [65,139], as depicted in Figure 6. To do so, He considered that the differential increment in
the dielectric permeability (dP) resulting from addition of new particles was well described by
Pr = Pe f f /Pc = 1+ 3β f cφ f , that upon substitution of Pc → P , Pm → P + dP , and φ f → dφ f /(1 − φ f )

leads to Equation (42) in Table 3 after integration [138,165]. The Bruggeman model is assumed to be
applicable to moderate filler loadings (0 ≤ φ f ≤ 0.35) [135,139,146].

Table 3. Models based on Bruggeman’s theory.

Model Key Equations

Bruggeman [64]
[

Pe f f
Pc

] 1
3
[

α f c−1
α f c−(Pe f f /Pc)

]
=

[
1 − φ f

]−1
(42)

Pal [65]
[

Pe f f
Pc

] 1
3
[

α f −1
α f −(Pe f f /Pc)

]
=

[
1 − φ f

φm

]−φm (43)

Pseudo-two phase
Bruggeman model [78]

[
Pe f f
Pc

] 1
3
[

(P f
e f f /Pc)−1

(P f
e f f /Pc)−(Pe f f /Pc)

]
=

[
1 − φ f i

]−1
(44)[

P f
e f f /Pi

] 2
3
= 1 − φs, Pf � Pi (45)[

P f
e f f
Pi

] 1
3
[

(Pf /Pi)−1

(Pf /Pi)−(P f
e f f /Pi)

]
= [1 − φs]

−1, Pf ≥ Pi (46)

Pseudo-two phase Pal
model [71]

[
Pe f f
Pc

] 1
3
[

(P f
e f f /Pc)−1

(P f
e f f /Pc)−(Pe f f /Pc)

]
=

[
1 − φ f i

φm

]−φm
(47)

[
P f

e f f
Pi

] 1
3
[

(Pf /Pi)−1

(Pf /Pi)−(P f
e f f /Pi)

]
=

[
1 − φs

φm

]−φm (48)
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Similar to Bruggeman [64], Pal [65] assumed that the increment dP resulting from the
addition of new particles was well-described by Pr = Pe f f /Pc = 1 + 3β f cφ f , with Pc → P
and Pm → P + dP ; however, φ f → dφ f /(1 − φ f /φm) was used instead of φ f → dφ f /(1 − φ f ) ,
which leads to Equation (43) in Table 3 after integration [86,145]. In this model, φm has the same
connotation as in the Lewis-Nielsen model (cf. Section 3.2.1) [80,86,151,153]. The Pal model reduces
to Bruggeman’s result when φm = 1. Further, the Pal model always predicts higher values for the
permeability (Pe f f ) than that of Bruggeman for a given system.

Analogous to the pseudo-two-phase Maxwell [85], both Bruggeman and Pal models have been
extended to describe non-ideal MMMs. The former of these adaptations is known as the pseudo-two
phase Bruggeman model in Equation (44) [78], with the model describing the effect on the MMM
permeability of a voided or rigidified interfacial region at the filler particle surface [79]. In this
model, φ f i is given by Equation (38) [70] and φs given by Equation (41) [70,85,163]. Further, P f

e f f is
given by Equation (45) for voided interphase(Pf << Pi) [81] and by Equation (46) for rigidified
interface [166]. Similarly, the pseudo-two phase Pal model in Equation (48) [71] accounts for the
effect of polymer rigidification on the MMM permeability [79,85,160,164]. In this way, φ f i and φs are

given by Equations (38) and (41), respectively [70]. Here, P f
e f f and Pi have the same connotation as in

the pseudo-two-phase Maxwell model (cf. Section 3.2.1) [79]. Recently, Idris et al. [79] modified the
pseudo-two-phase Bruggeman model to account for both effects of polymer rigidification and presence
of voids at the particle surface. In this later work, the Bruggeman model is accordingly applied three
times to include both effects.

Finally, Bruggeman also developed a symmetric theory for the transport in composites [126,137].
However, models such as those of Landauer [63] and Böttcher [167], associated with this symmetric
theory, are not discussed here. This is because the symmetric Bruggeman’s theory considers the
composite to be a random assembly of spherical particles of different materials [138,168], in which all
components in the composite are continuous in the medium [141]. This condition is not met in MMMs,
where one phase is preferentially assumed dispersed in the other.

3.3. Simulation-Based Rigorous Modeling Approach

The simulation-based rigorous modeling approach (SMA) is based on numerical solution of
coupled partial differential equations (PDEs) describing the transport through the MMM via the
finite-element method (FEM) [20,151,169], or any other suitable method (e.g., finite volume method
or boundary element method), to discretize the 3D computational system [123]. Thus, the SMA is
based on the assumption that the steady-state transport through the MMM is well-described by the
continuity equation [151,170], as:

∇ · J = 0 (49)

where J is the permeant steady-state flux, with the Fick’s law describing the flux in both dispersed (J f )

and continuous (Jc) phases, as [153]:

J f = Df (Cf )(−∇Cf ) (50)

Jc = Dc(Cc)(−∇Cc). (51)

respectively. In Equations (50) and (51), ∇C and D are the concentration gradient and diffusivity in
a given phase, respectively. In this way, Equations (49)–(51) are solved in the 3D MMM [151], in which
the resulting steady-state flux is used to calculate the MMM permeability via Equation (2) [152].

The SMA offers several benefits in comparison to earlier RMA and EMA approaches,
amongst which the main advantage is that this approach can easily incorporate the permeability
dependence on the concentration field [153] and finite-system size effects [151], largely disregarded in
the former approaches. In this way, the SMA can accommodate effects on the permeability of intrinsic
system properties such filler particle size [151] and shape [171,172], isotherm nonlinearity [153],
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and membrane geometry [152,169]. These effects are empirically treated in most RMA/EMA
models [20], such in the Ebneyamini [68], Higuchi [88], and Pal [65] models.

The effect of filler size on the MMM permeability has been the focus of several studies [20,151,169],
with Singh et al. [20] being the first to investigate such an effect for spherical particles and MMMs
operating in the Henry’s law region. In this work, the relative permeability (Pe f f /Pc) was found
independent of the particle size in the range of sizes investigated. However, later studies [151,169]
suggested that the MMM permeability decreased with increase of particle size, and associated this
depletion in the permeability with decrease of the specific polymer-filler interfacial area with increase
of particle size at fixed volume fraction [151,173]. In these latter studies, the discrepancy amongst
studies on the effect of particle size on the MMM permeability was associated with poor mesh
quality in the FEM implementation in the former study [169], where the permeability was also found
sensitive to changes of the product ratio K f Df /KcDc; inconsistent with definition in Equation (5)
(cf. Section 2.2) [174]. Further, for MMMs operating at low pressure, other investigations have been
focused on tubular [172] and layered fillers [171], with these investigations indicating sensitivity of the
MMM permeability to filler shape, orientation, and packing.

Recently, the effect of isotherm nonlinearity was evaluated in MMMs with spherical fillers [153].
In this study, the MMM permeability was found more sensitive to isotherm nonlinearity in the filler
phase than in the continuous phase. Similar to earlier studies in the Henry’s law region [151,169],
increase of filler particle size was found to decrease the MMM permeability. Further, comparison of
the simulation predictions to EMA models suggested that the Chiew-Glandt model in Equation (26)
describes well the effective permeability of ideal MMMs when the relative particle size is negligible
(ro/� → 0) , as in such case the effects of isotherm nonlinearity and finite-system size effects are
negligible in the system. Figure 7 depicts a comparison of several EMA models to simulation
results [151] for small filler particle size, and showing the Chiew-Glandt model to match well the
simulation results, with the smallest percentage deviation (4.7%).

 
Figure 7. Comparison of the permeability profiles based on various effective medium approach (EMA)
models to simulation results for ro/� = 0.004 from [151], withα f c = Pf /Pc = 100.

Following the SMA, the effect of the membrane geometry has been evaluated [153,169].
Yang et al. [169] were the first to evaluate such an effect, by comparing the permeability of full-scale
hollow fiber and flat-dense MMMs. By considering randomly distributed spherical inclusion
and constant filler and polymer diffusivities, they found the hollow-fiber MMMs to have higher
permeabilities than flat-dense MMMs. The increased efficiency of hollow fiber MMMs was associated
with decrease in the length of the permeant diffusion pathways in the hollow fiber relative to those
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in a flat MMM. However, a more recent study found opposite behavior [152], by comparing MMMs
having the same filler particle size, thickness, and volume, with the permeability in the hollow fiber
found lower than in the flat MMM. Further, this tendency was associated with asymmetric filler phase
distribution at the MMM ends, and arising from curvature change in the hollow fiber. The discrepancy
amongst the different studies was associated with inaccuracies in the FEM implementation, which also
led to the incorrect finding that the effective permeability was sensitive to variation of the ratio K f /Kc

and Do f /Doc at constant K f Do f /KcDoc [149].

4. Predicting the Effective Permeability in Mixed-Matrix Membranes

Although there are a myriad of models for permeation in MMMs [62,68,80,85,147,151,175],
with the popular ones described in Section 3, only a few of these match experimental permeation
data [120,145,153,176]. While ideal models are often used as reference in practice [45,93,99], they are
commonly shown to poorly describe experimental MMM permeabilities [71,128,166]. Alternatively,
models incorporating interfacial non-idealities have been largely shown to match experimental
data [70,71,78,79,161]. However, properties of the interfacial layer are always empirically fitted in
these models [160,166,177]. When compared to experimental data, RMA and EMA models are used to
either estimate the permeability in: (i) the MMM or (ii) any of its constituent phases by fitting MMM
permeability data. In the first case, filler and continuous phase permeabilities are experimentally
measured, and EMA/RMA are used to estimate the permeability in the MMM [99,107,110].
In the second case, the MMM and continuous phase permeabilities are experimentally measured,
and EMA/RMA models are used to estimate the filler phase permeability [42,81], by fitting MMM
permeation data. Here, we discuss the use of EMA/RMA models to predict filler permeabilities in
Section 4.1 and MMM permeabilities in Section 4.2.

4.1. Estimation of the Filler Phase Permeability through EMA and RMA Models

Amongst the studies estimating the filler permeability through EMA/RMA models [42,81,128],
that of Bouma et al. [81] estimated the relative permeability of O2 in the filler phase (α f c = Pf /Pc) in
an MMM comprising co-polyvinylidene fluoride-hexafluoropropene (co-PVDF) as continuous phase
and a nematic liquid crystalline mixture (E7) as dispersed phase. In this work, Bouma et al. [81]
found the Maxwell model to lead to α f c = Pf /Pc = 15.0 ± 8.1 while that of Bruggeman to
α f c = Pf /Pc = 9.2 ± 3.8. Based on the relative error from each model fit, they concluded that the
Bruggeman model better fitted the MMM permeabilities at higher filler concentrations.

Later, Gonzo et al. [145] found that the Chiew-Glandt model better fitted Bouma’s experimental
permeation data [81] as well as in other gases (e.g., CO2, He, H2, O2, N2) for various MMMs upon
comparison of the Maxwell, Bruggeman, Chiew-Glandt, Higuchi and Landauer models (cf. Section 3.2).
Furthermore, they found the Chiew-Glandt model to describe well the MMM permeability at both low
and moderate filler volume fractions (0 ≤ φ f ≤ 0.4) [145]. Gonzo et al. [145] associated the overall
success of the Chiew-Glandt model with the way particle-particle interactions are accommodated in
this model [141,149], as the asymmetric integration technique used by Bruggeman [64] considers that
newly added spheres are too dilute to interact among themselves, and interact only with the previously
homogenized system [135,139,158]. This assumption may be inaccurate at high filler loadings.

In a similar fashion to Bouma et al. [81], Erdem-şenatalar et al. [128] estimated the filler phase
permeability (Pf ) by fitting experimental permeation data of various gases (e.g., CO2, O2, N2, CH4,
n − C4H10, and i − C4H10) in Zeolite/Polymer MMMs (e.g., Zeolite 4A, 5A, 13X, and Silicalite-1) to
the Series, Parallel, Te Hennepe, Maxwell, and Landauer models. They found large differences in
Pf estimations amongst models for all gases and associated poor Pf predictions with the limited
capability of RMA/EMA models to account for interfacial defects. However, here we associate these
differences in Pf with the use of RMA/EMA models beyond their range of applicability, as most of
these models are only suitable at low filler loadings.
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Figure 8 depicts a comparison of the experimental effective permeability and that predicted
by RMA/EMA models for one of the experimental data sets used by Erdem-şenatalar et al. [128].
However, we here calculated Pf via nonlinear regression of each model with the experimental
permeation data in the range 0 ≤ φ f ≤ 0.2, as only at low volume fractions RMA/EMA models
provide comparable predictions of Pe f f for a given α f c = Pf /Pc (cf. Figures 3 and 5). In Figure 8,
Pf predictions and percentage deviations between RMA/EMA models and experimental permeabilities
are shown in the legend. Here, the experimental permeation data were originally reported by Duval
et al. [178] for CO2 in silicalite-1/EPDM MMMs, in which size of zeolite particles ranged between
1 − 5μm, membrane thicknesses between 50 − 200μm, and no morphological defects were reported in
the MMMs structure.

 
Figure 8. Comparison of resistance model approach (RMA)/effective medium approach (EMA)
predictions for the filler phase permeability (Pf ), obtained by fitting Pe f f to experimental permeation
data of CO2 in Zeolite-13X/EPDM MMMs from [178], for filler fraction in the range 0 ≤ φ f ≤ 0.2.

In Figure 8, we used the Chiew-Glandt model in place of the Landauer model, as the
Landauer model has been shown not suitable for MMMs [81,141]. Here, the series model (Pf → ∞)

under-predicts the experimental permeabilities, with deviations of about 25%. This tendency is
expected, as the series model corresponds to the lower bound for the permeability in ideal MMMs
(cf. Section 3.1). Further, the filler phase permeability varies from 298 < Pf < 896 Barrer, with the
Chiew-Glandt model providing the best match to the experimental MMM permeabilities (deviation of
6.7%). This suggests that the Chiew-Glandt models describes well the MMM permeability when
membrane structure has no associated defects, and particle size is negligible in comparison to the
membrane thickness.

4.2. Prediction of the MMM Permeability through EMA and RMA Models

Among the studies comparing simulation-based [20,151,152,169,171,172] or experimental
permeabilities of MMMs to EMA/RMA models [45,120,145,153,166,179], that of Monsalve-Bravo and
Bhatia [151] compared simulation-based MMM permeabilities to various EMA models. In this work,
they showed the Chiew-Glandt model to describe well the simulation-based MMM permeabilities
when the ratio of the particle size (radius) to the membrane thickness is small (cf. Figure 7), and that
the MB-B model (cf. Section 3.2.1) matched well the simulation-based MMM permeabilities when
relative filler particles sizes were in the range0.004 ≤ ro/� ≤ 0.16.
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Figure 9 depicts a comparison of the simulations-based MMM permeabilities reported
in [151] and the MB-B, Pal, Bruggeman, Lewis-Nielsen, Chiew-Glandt, and Maxwell models,
with α f c = Pf /Pc = 100 in all models, ro/� = 0.040 in the MB-B model, and φm = 0.645 in the Pal and
Lewis-Nielsen models. Further, percentage deviations between EMA models and simulation results
are shown in the legend. In Figure 9, the MB-B model matches the simulation-based permeabilities,
with a percentage deviation of 2.0%. Further, Monsalve-Bravo and Bhatia [151] showed that increase of
filler particle size decreased the effective permeability of MMMs and associated this behavior with both
depletion of the filler volume fraction at the membrane ends (due to the finite character of the system)
and decrease of total available filler phase surface area, at a given volume fraction, with increase of the
particle size.

 

Figure 9. Comparison of the permeability profiles based on various EMA models to simulation results
for ro/� = 0.040 from [151], with α f c = Pf /Pc = 100.

Monsalve-Bravo and Bhatia [153] later extended their EMA model to accommodate isotherm
nonlinearity using a self-consistent approach to calculate the filler phase permeability. In this work,
they compared their model predictions to experimental permeation data of Vu et al. [46], who fabricated
CMS-based MMMs for separation of CO2/CH4 and O2/N2 using Matrimid 5218 and Ultem 1000 as
matrices. For the CMS/Ultem 1000 system, Monsalve-Bravo and Bhatia [153] showed that their
modified effective medium theory (EMT) better predicted the permeability of all gases (O2, N2, CO2,
and CH4) at different MMM feeding pressures and concluded that isotherm nonlinearity in the filler
phase has a strong effect on the MMM permeability, with this effect becoming less significant with
decrease of the particle size in the membrane system.

Figure 10 depicts a comparison of the experimental permeabilities reported in [46] for O2/N2 and
the MB-B, Pal, Bruggeman, Lewis-Nielsen, Chiew-Glandt, and Maxwell models, with ro/� = 0.040
in MB-B model and φm = 0.645 in the Pal and Lewis-Nielsen models. Here, percentage deviations
between the experimental permeabilities and EMA models are shown in the legend of each plot.
In both Figure 10a,b, the MB-B models is in good agreement with the experimental permeabilities,
having the smallest deviation amongst considered EMA models.
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Figure 10. Comparison of the effective permeability profiles based on various EMA models to
experimental permeation data in CMS/Ultem 1000 MMMs from [46]: (a) O2 and (b) N2.

While Monsalve-Bravo and Bhatia [153] studied the effect of isotherm nonlinearity for one of the
membrane systems (CMS/Ultem 1000) reported by Vu et al. [46], the experimental permeabilities of
O2, N2, CO2, and CH4 in the other system (CMS/Matrimid 5218) have been fitted to several non-ideal
models [71,120,166]. This is because Vu et al. [46] hypothesized that polymer rigidification at the
particle surface was the cause of the decreased permeabilities of all gases in the CMS/Matrimid
5218 MMMs. Among these works, Vu et al. [120] fitted the experimental permeability of CO2 and CH4

of [46] to the pseudo-two phase Maxwell model (cf. Section 3.2.1). They estimated the thickness of the
rigidified interfacial layer as �i = 0.075μm by assuming filler particle diameter equal to do = 1μm and
interfacial permeability to Pi = Pc/σ, with σ = 3. In this work, different values of σ ranging between 1
and 4 were also used to adjust the interfacial thickness at fixed particle size (do = 1μm), which led
to the conclusion that increase of σ yields a decrease in the interfacial thickness. A tendency later
corroborated by Moore et al. [164] for zeolite-based MMMs.

Figure 11a depicts a comparison of the experimental permeabilities for from [46] and that predicted
by Felske, pseudo-two-phase Maxwell and pseudo-two-phase Bruggeman models (cf. Section 3.2).
Similar to Vu et al. [120], we here assumed σ = 3 and do = 1μm to calculate �i in all models.
Further, �i predictions and percentage deviation of each model from the experimental permeation data
are shown in the legend of Figure 11a. Here, non-ideal models (overlapped) are in fair agreement with
the experimental permeabilities, having percentage deviations of about 20%.

Alternatively, Figure 11b depicts a comparison the predicted interfacial thickness with increase
of the chain immobilization factor (σ) while assuming the filler phase particle size do = 1μm.
Here, an increase in the chain immobilization factor (σ), decreases the thickness of the interfacial layer
(�i), similar to qualitative findings of Vu et al. [120] based on the pseudo-two phase Maxwell model.
Further, the Felske and pseudo-two phase Maxwell model provide similar predictions of �i while the
pseudo-two phase Bruggeman model predicts larger �i values. This behavior is expected because for
a given MMM system the original Bruggeman model predicts higher permeabilities than the Maxwell
model (cf. Figures 7 and 10), and thus this effect is transferred to the interfacial thickness at fixed Pf ,
Pi, and Pc.

In practice, the chain immobilization factor is commonly assumed in the range
3 ≤ σ ≤ 4 [120,161,163,164]. This assumption often leads to interfacial layer thicknesses between
the 0.05μm ≤ �i ≤ 0.1μm [120], as depicted in Figure 11b. However, Dutta and Bhatia [180],
via equilibrium molecular dynamics simulations, recently found that thickness of the rigidified layer
to be �i ≈ 0.001μm for polyimide near MFI (mordenite framework inverted) zeolite. While we
recognize that thickness of the interfacial layer may vary between MMM systems, Dutta and Bhatia’s
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findings [180] suggests that interfacial permeability(Pi) is much lower than that in the bulk polymer
(Pc), also evident in Figure 11b. Thus, further theoretical developments are needed to accurately
assess the permeant properties in the interface, as current models rely on empirically fitting these
interfacial properties.

 
Figure 11. Comparison of the effective permeability and interfacial thickness profiles based on various
non-ideal EMA models by fitting experimental permeation data for CO2 in CMS/Matrimid 5218 MMMs
from [46], with α f c = Pf /Pc = 4.4: (a) effective permeability vs. nominal filler volume fraction and
(b) thickness vs. chain immobilization factor.

Finally, while RMA is much less popular for describing permeation in MMMs. With the
introduction of nano-flake [181–183] and nanotube [184–186] based MMMs, models such as
those of Cussler [51] and KJN [48] have become more popular as reference to compare with
experimental [76,114,187] or simulation-based permeation data [171,172]. Amongst these works,
Wang et al. [171,172] performed simulations of 3D MMMs comprising ideal platelet and tubular
particles, and compared simulation predictions to the Cussler and KJN models (cf. Section 3.1).
For platelet fillers, they found the Cussler model to be in good agreement with their simulations only
when isotropic diffusion was considered in the simulations [171]. For tubular particles, they found
the KJN model to under-predict the simulation-based permeabilities [172]. While these simulation
studies considered concentration-independent phase permeabilities (Pf and Pc), difference amongst
simulation results and RMA models suggest that particle shape has a strong effect on the MMM
permeability. Thus, new theoretical developments are required that overcome the limitation of current
EMA/RMA models on embedding filler-related effects within empirical fitting parameters, such as in
the Ebneyamini [68], Lewis-Nielsen [73], Higuchi [88], and Pal [65] models.

5. Conclusions

Existing models for transport through mixed-matrix membranes (MMMs) are adaptations
of well-established theories for the thermal/electric conductivity of heterogeneous media,
grounded either in the resistance model approach (RMA) or the effective medium approach
(EMA). In these approaches, the MMM permeability is based on both volume fractions and
permeabilities of the MMM constituent phases while assuming uniformity of the field across the
MMM, and negligible filler phase particle sizes compared to membrane thickness. These considerations
lead to concentration-independent permeabilities across the MMM, which mask effects of isotherm
nonlinearity and finite filler size in the effective permeability calculation. Furthermore, it has been
recently shown [153] that deviations to the Henry’s law, common under usual operating conditions of
MMMs, lead to nonlinear concentration profiles and non-uniform permeabilities across the MMM.
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Thus, EMA/RMA models need to progress beyond these limitations to appropriately characterize the
transport of species across the membrane.

Among existing permeation models, that of Maxwell and its adaptations (cf. Table 2),
corresponding to the low-density limit of non-interacting dispersed spheres, have remain popular
as reference in practical applications. However, this model has also been commonly shown to
under-predict experimental MMM permeation data [45,51,81,145]. For concentrated composites,
a number of analytical expressions have been proposed, including those corresponding to the
Chiew-Glandt, Lewis-Nielsen, Higuchi (cf. Table 2), Bruggeman, and Pal models (cf. Table 3).
Here, the Chiew-Glandt result is the exact second order solution of the transport problem through
a dispersion. This model has been shown to fit simulation-based and experimental permeation
data when filler particle size is negligible (cf. Figures 7 and 8). Besides, an extended version of
the Chiew-Glandt model (MB-B model in Table 2), accommodating both particle size and isotherm
nonlinearity, has been shown to describe well the permeability for various gases in CMS-Ultem
1000 MMMs (cf. Figure 10). Alternatively, the Lewis-Nielsen, Higuchi, Bruggeman, and Pal
models correspond to empirical modifications of the Maxwell or Bruggeman models to integrate
particle interaction or packing-related effects; however, assuming negligible particle size in the
MMM. Thus, while these models have been shown to match experimental permeation data [81],
their associated empirical parameters are always fitted against the experimental MMM permeabilities,
which mask effects of isotherm nonlinearity and finite filler size. Therefore, new theoretical models
need to advance beyond this limitation and distinguish between effects of different mechanism to be
able to achieve breakthroughs for the optimization of key separation processes.

Much effort has been devoted to mathematically represent effects of defective interfacial
polymer-particle morphologies, in the form of a rigidified polymer [77,86], interfacial voids [163]
or a blocked [161,179] layer around the filler particle surface, as well as particle shape (e.g., cubic,
spheroidal, tubular) [69,72]. Nevertheless, while incorporating such morphological effects, existing
models inherit the uniform field assumption of early RMA/EMA models, and thus disregard effects of
isotherm nonlinearity and finite system size. While this drawback is addressed via simulation-based
rigorous modeling of MMMs [152,171,172], EMA/RMA models need to progress beyond this limitation
to appropriately characterize the transport of species across the membrane and its dependence on
inherent matrix-filler properties. Furthermore, when non-ideal MMM morphologies are considered,
the fitting of thickness of the interfacial layer based on an assumed permeability in this layer using
MMM permeability data and EMA/RMA models is misleading (cf. Figure 11), and advances to
independently characterize the interfacial layer thickness and its permeability are required.

Finally, while modeling of MMM through the RMA have received considerably less attention
than EMA, with the introduction novel filler nanomaterials (e.g., carbon nanotubes and graphene
nanosheets), models such that Te Hennepe, Cussler, and KJN have gained some popularity to be
used as reference upon comparison with experimental and/or simulation-based permeation data.
These models have been shown to successfully represent simulated MMM with flake-like and tubular
particles operating at low pressures [171,172]. However, because they share the uniform concentration
field assumption with EMA models, their applicability is limited to the Henry’s law region. With the
upcoming advances on 3D printing for synthesis of membrane materials [6], these effects of filler
particle shape and packing distribution together with isotherm nonlinearity on the MMM permeability
will need to be appropriately incorporated in the new generation of models.
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Abstract: Ferroferric oxide nanoparticle (denoted as Nano-Fe3O4) has low toxicity and is
biocompatible, with a small particle size and a relatively high surface area. It has a wide range
of applications in many fields such as biology, chemistry, environmental science and medicine.
Because of its superparamagnetic properties, easy modification and function, it has become an
important material for addressing a number of specific tasks. For example, it includes targeted drug
delivery nuclear magnetic resonance (NMR) imaging in biomedical applications and in environmental
remediation of pollutants. Few articles describe the preparation and modification of Nano-Fe3O4 in
detail. We present an evaluation of preparation methodologies, as the quality of material produced
plays an important role in its successful application. For example, with modification of Nano-Fe3O4,
the surface activation energy is reduced and good dispersion is obtained.

Keywords: Nano-Fe3O4; super paramagnetic; water; environment remediation

1. Introduction

Recently, adsorption has become widely used in industrial wastewater treatment technology.
In the process, many adsorbents have been synthesized and applied to the treatment of pollutants that
contain metallic elements, synthetic dyes and pharmaceutical products [1–4]. However, the removal
of suspended adsorbent in wastewater is still a challenge. If it can be handled properly, it allows the
effective recycling of the adsorbent with a reduction in operational costs. The addition of magnetic
adsorbents has been studied to help efficient removal from wastewater. The use of magnetic
Nano-Fe3O4 as an effective means for separating suspended sorbents has been identified [5,6].

As society develops, the water environment and its protection is increasingly more complex and
treatment demands are much more changeable. Conventional water treatment materials are not able
to satisfy the long term requirements of water treatment processes. Consequently, there is considerable
interest in the development of multi-performance materials. Among them, Nanoadsorption materials
have been considered to be an effective and environmentally friendly high-performance water
treatment material [7]. Compared with atomic or larger scale systems, nanoscale materials have
excellent physical and chemical properties from its mesoscopic effect, small objects effect, quantum
size and surface effect. Nano-Fe3O4 has attracted wide attention because of its small size, large surface
area (BET), super magnetic properties and easy recycling. In addition, it also has the non-toxic and
biocompatible characteristics. Nano-Fe3O4 has diverse applications in new biomedical biosensors [8],
contrast agent in magnetic resonance imaging [9], magnetic targeting for drug delivery system [10],
tissue engineering [11]. New preparation systems and methods of modification have been developed
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during its application. Prabha et al. [12] studied the preparation of polymer nanocomposite coated
magnetic nanoparticles. Compared with the traditional preparation method, this method can increase
the reactivity of the nanoferroferric oxide by changing the active groups such as the amino group and
the carboxyl group on the surface to increase the surface-active sites.

The application of Nano-Fe3O4 has many advantages but it is easy to coalesce and oxidize in the
water environment, resulting in limited development. A modification to the Nanomagnetic particles
can prevent agglomeration, thus increasing its dispersion in water resulting in broader opportunities
for application [13]. To date, superparamagnetic Nano-Fe3O4 has been applied to the preparation
of magnetic fluid material such as ink. These materials in damping device, rotating seal, magnetic
drug target cells, magnetic separation, magnetic card and other fields play an important role [14].
They are also being used in environmental remediation. Given the critical dependence of properties on
preparation methodology, it is useful to provide an overview of the Nano-Fe3O4 in its preparation,
modification and application.

2. Methods for Preparation of Nano-Fe3O4

The methods for the preparation of Nano-Fe3O4 usually consists of co-precipitation [15],
hydrothermal [16], sol-gel [17], micro-emulsion [18], high temperature thermal decomposition [19],
solvothermal [20] and a number of less common approaches, which aim to obtain nanometer sized
magnetic adsorption material. The performance of Nano-Fe3O4 is critically dependent on its particle
size and specific surface area. Fuskele et al. [21] focused on the preparation and stability of nanofluids,
studied the synthesis methods of various nanoparticles and found that the particle size of ferroferric
oxide has a great influence on its performance. As the particle size decreases, the specific surface
area increases, the specific saturation magnetization decreases but the coercive force does not change
substantially. For example, Dutta et al. [22] proposed a simple method for preparing PEGylated
Fe3O4 cubic magnetic nanoparticles using iron acetylacetonate thermal decomposition methods and
discussed its application in drug release and hyperthermia. The results show that Nano-Fe3O4 has good
crystallinity and there are active groups such as carboxyl groups on the surface, which provide colloidal
stability, low toxicity and anti-protein properties. The modified Nano-Fe3O4 has high electrostatic
binding affinity with the positively charged anti-cancer drug doxorubicin hydrochloride and which
provides useful pH release characteristics.

2.1. Hydrothermal Method

The hydrothermal method—also called hot solvent synthesis—refers to a chemical reaction
in a sealed pressure vessel with water as a solvent and under high temperature and pressure.
The nanocrystals prepared by the hydrothermal method have relatively advanced development,
wide distribution range and do not require high-temperature calcination and treatment. However,
because the reaction is carried out at higher temperatures and pressures, the requirements for
equipment are more extreme [23,24]. Yang et al. [25] used iron acetylacetonate as the only iron source
to prepare magnetite nanoparticles under simple hydrothermal conditions and chose polyacrylic acid
as a stabilizer to provide good hydrophilicity. High-water-dispersed Nano-Fe3O4 with a particle size
of about 50 to 100 nm was obtained. The Nano-Fe3O4 was composed of monodispersed magnetite
with a size of about 6 nm and had high magnetic properties. The content of magnetite was over
70%. Wu et al. [26] used FeCl2, FeCl3 and glucose as raw materials at 160 ◦C in water to prepare
Fe3O4@C composite nanoparticles, as shown in Figure 1. The adsorption behavior of methylene blue
on Fe3O4@C was studied. The results showed that Fe3O4@C prepared by hydrothermal method could
adsorb methylene blue effectively and the maximum adsorption capacity was 117 mg/g.
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Figure 1. Scheme of the hydrothermal preparation process of Fe3O4@C composite particles and its
adsorption on dyes.

2.2. Coprecipitation Method

The co-precipitation method involves the mixing of Fe2+ and Fe3+ in 1:2 proportion, precipitation
under alkali conditions followed by filtering, washing and drying to generate Nano-Fe3O4. Due to its
simple procedure, low cost and rapid reaction co-precipitation methods have been widely used [27,28],
(see Figure 2). Qin et al. [29] adopted the chemical coprecipitation method, taking NH3·H2O as the
precipitant, which was added to a mixed solution of Fe2+ and Fe3+. The particle size of NanoFe3O4

could be controlled within 20 nm under appropriate experimental conditions. Meng et al. [30] used
FeCl3·6H2O, FeCl2·4H2O and deionized water to prepare an iron salt solution and a ferrous salt
solution. At the same time, the two solutions were mixed and heated to prepare Nano-Fe3O4 with
NH3·H2O as a precipitant in the mixed solution. The results showed that the concentration of Fe2+/Fe3+

in the mixed solution had the greatest effect on the yield of Nano-Fe3O4. In addition, the temperature
has an effect on the particle size, indicating that as the temperature increases, the Nano-Fe3O4 particle
size increases first and then decreases.

Figure 2. Scheme of co-precipitation synthesis of Nano-Fe3O4.
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2.3. Sol-Gel Method

The sol-gel method typically utilizes iron sulfate, metal alkoxide hydrolysis and metal oxide or
metal hydroxide sol as the raw material and a clean oxide powder [31,32] is then obtained after drying,
as shown in Figure 3. The Fe3O4 synthesized by the sol-gel method has high purity but the gelation
process is slow, the overall period of synthesis is long, with high temperature calcination needed [33].
Zhang et al. [34] prepared Fe3O4 aerogels by sol-gel method using FeCl3·6H2O, FeCl2·4H2O and
propylene oxide as precursors and gel promoters, respectively. The results show that Fe3O4 aerogel
has lower density, larger specific surface area, higher saturation magnetization and its structure
and magnetic properties are controlled by factors such as solution concentration, propylene oxide
and Fe3+ molar ratio and calcining temperature and Fe3O4 aerosol is prepared. The gel has certain
electromagnetic properties in the 2–18 GHz frequency range. Guo et al. [35] used the sol-gel method
for preparation of a Nano-Fe3O4 coated with tetraethyl orthosilicate under a constant temperature of
380 ◦C. It showed a good particle size of 15~20 nm and uniform dispersion.

Figure 3. Scheme of sol-gel synthesis of Nano-Fe3O4.

2.4. Micro-Emulsion Method

Micro-emulsion method using two kinds of mutually miscible e solvents under the action of
surfactant, forms a homogeneous emulsion. The solid phase is subsequently precipitated from the
emulsion and the complete process consisting of nucleation, growth, coalescence and agglomeration
finally forms spherical particles in a spherical droplet, as shown in Figure 4. The microemulsion method
can prevent the agglomeration of particles while synthesizing Fe3O4 but the yield of nanoparticles
prepared by a single synthesis is low, the separation and purification process of particles is complicated
and the water solubility is poor [36,37]. Sun et al. [38] synthesized monodisperse Fe3O4 and
polyaniline core-shell nanocomposites by microemulsion polymerization. Before the polymerization
of aniline, Fe3O4 nanoparticles were prepared by thermal decomposition of acetylacetone and
oleic acid using benzyl alcohol as solvent. Surface modification was carried out, then sodium
dodecylbenzenesulfonate was used as surfactant, ammonium persulfate was used as oxidant and
microemulsion was polymerized on the surface of Fe3O4 nanoparticles to obtain aniline monomer.
Studies have shown that the oleic acid-modified Fe3O4 nanoparticles have good dispersion and the
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particle size is about 10 nm. Lv et al. [39] used the microemulsion hydrothermal method to prepare
a new type of tower-like Fe3O4 particles. Through experiments, it was found that the reaction time
has important influence on the final product. The key factors, such as NaOH concentration and the
formation of tower-like Fe3O4 microstructures, are very large. The relationship and the micro-scale
pagoda-like Fe3O4 crystals were grown from the Fe3O4 rod structure by an etching process and lithium
air cells prepared with a pagoda-type Fe3O4 air electrode had a higher specific capacity at 100 mA g−1.
The specific capacity is up to 1429 mA h g−1.

Figure 4. Scheme of Micro-emulsion synthesis of Nano-Fe3O4.

2.5. Solvent Heat Method

The solvent heat method is similar to the hydrothermal method but the water is replaced by
organic solvents. The solvo-thermal method can precisely regulate the morphology and properties of
Fe3O4 but it requires stringent preparation conditions [40]. Jiang et al. [41] synthesized monodisperse
mesoporous Fe3O4 hollow microspheres with a diameter of 220 nm and a shell thickness of 50 nm
using the trisodium citrate-assisted solvothermal method. The reaction time was good for this kind
of mesoporous structure. The formation method influences the final product. Through experimental
studies, it has been found that the synthesized Fe3O4 hollow microspheres have superparamagnetism,
high saturation magnetization at room temperature, mesopores and high dispersibility. Zeng et al. [42]
used ferric chloride hexahydrate as the sole iron source and sodium dodecylbenzenesulfonate as
the surfactant. A uniform hollow Fe3O4 submicron sphere with a particle size of 350–450 nm was
prepared by solvothermal synthesis. And it has high saturation magnetization and very low coercivity.
The results show that the addition of sodium dodecylbenzenesulfonate is beneficial to the formation
of monodisperse Fe3O4 hollow particles with a narrow particle size distribution, a high specific
capacitance of 294 F g−1 at 0.5 A g−1 and good cycle stability. It maintained about 90.8% of the original
capacitance after 500 charge and discharge cycles.

Table 1 summarizes the particle sizes of Fe3O4 prepared by several commonly used chemical
methods; the substances added during the synthesis process and the optimal synthesis conditions;
by optimizing the experimental conditions. The adsorption of pollutants and chemical adsorption
properties are identified and the difference in the physical and chemical properties of Fe3O4 before
and after the experimental conditions were optimized are highlighted.
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3. The Modification of Nano-Fe3O4

Magnetic attraction is often present in the Nano-Fe3O4 colloidal solution, which has obvious
aggregation effect because of the large BET and small diameter. At the same time, the Nano-Fe3O4

is easily oxidized in the air during the preparation process. It is of great importance to modify
the surface of the Nano-Fe3O4 by using physical and chemical methods to solve the problem that
agglomeration and oxidation in Nano-Fe3O4. The common surface modification methods include
surface chemical reaction [49], surface polymerization reaction [50], ultrasonic chemistry-method [51],
surface adsorption deposit [52] and others. According to the different classification of modified raw
materials, the package materials on Nano-Fe3O4 are generally classified into 3 kinds [53] including
inorganic small molecules [54], organic small molecules [55] and organic polymers [56]. The specific
classification was shown in Table 2.

Table 2. Modification of Nano-Fe3O4 by different substances.

Type Materials Advantages References

Inorganic small molecules
(1) SiO2 and other oxides;
(2) Au, Co, Ni and other
inorganic metals

The modification of SiO2 and other oxides can shield the
dipole interaction between the magnetic nanoparticles to
prevent the particles from agglomerating and facilitate
further functionalization of the particle surface. At the
same time, it had a good biocompatibility, hydrophilicity
and stability. Encapsulation of inorganic metals can
synthesize composite particles of core-shell structure,
giving the magnetic nanoparticles rich and excellent
physical properties.

[57]

Organic small molecules

(1) Ethanol, organic carboxyl,
sulfur and silane coupling agent
oil-soluble substances;
(2) Sodium oleate, sodium
carboxymethylcellulose,
β-cyclodextrin, citric acid, amino acids

Particle oil-soluble conversion to water-solubility was
achieved by the interaction between the modifier and the
stabilizer and the ligand exchange reaction resulting in
water-soluble, oil-soluble and amphiphilic nanoparticles.
Surfactant modification could control nanoparticle size
and shape and changed surface properties of nanoparticle.
Modification of silane coupling agents introduces reactive
groups on the surface of nanoparticles to provide chemical
selectivity for their further functionalization.

[58]

Organic polymers

(1) Glucose, starch, protein,
peptides and other natural polymers;
(2) Polyethylene glycol, polyvinyl
alcohol and other synthetic polymers

Natural biomolecules had a good biodegradability and
biocompatibility, greatly improving the biocompatibility
of magnetic particles and giving them special biological
activity. Synthetic polymer modification could give the
material a variety of different properties to meet the actual
requirement. Biomacromolecules had excellent bioactivity
and were a synthetic polymer-rich chemical-selective
organic combination.

[59]

3.1. Modification of Small Inorganic Molecules

Currently, there are two types of materials for Nano-Fe3O4 surface modification. The first includes
SiO2 and other oxides and the second is a metal such as Au, Co, Ni. There are also other inorganic
materials used to modify Nano-Fe3O4, for example, the introduction of carbon to ferrosoferric oxide can
increase its electrochemical performance. Han et al. [60] prepared a series of Fe3O4/C nanocomposites
with nanoholes of 5 to 10 nm using a cotton assisted combustion reaction. The particle size of Fe3O4

nanoparticles is less than 10 nm and it is well embedded in the carbon matrix, making Fe3O4/C have
good electrochemical performance. At a current of 0.4 A g−1, the presence of carbon favors good
dispersion and minimal agglomeration of Fe3O4 nanoparticles, with higher conductivity and buffer
volume change.

Coating the Nano-Fe3O4 with a layer of silicon dioxide can effectively improve its corrosion
resistance and dispersion. For example, Wang et al. [61] found that Fe3O4 without silica is highly
susceptible to corrosion by acidic solutions. However, the silica-coated Fe3O4 forms a shell structure
that blocks the contact with the solution. To a large extent, Fe3O4 is protected, which improves its
acid resistance. Mostafaei et al. [62] first synthesized Nano-Fe3O4 by chemical precipitation. It was
found through analysis that its small particle size was easily modified without precipitation and the
dispersion effect was poor before the surface was modified with silica. From the experimental results,
it can be seen that the spherical structure did not change. Each of the microspheres covered with SiO2

has a small number of magnetic particles and has a good dispersion. The reason for this phenomenon
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after modification may be that the SiO2 core shell blocks the dipole interaction between Nano-Fe3O4 to
make the particle distribution more uniform.

The surface of mesoporous SiO2 had Si-OH structure and its surface was easy to be modified
after the Nano-Fe3O4 coated with SiO2, further grafting other active functional groups [63–66].
Xue et al. [67] used the hydrothermal method to prepare Nano-Fe3O4, compounding a magnetic
shell composite microsphere by coating SiO2 on its surface. It had a unique channel structure
and a large BET based on SiO2 groups in the surface. Finally, through the comparison of its
performance in adsorption, they concluded that the adsorption effect for Cr ions by SiO2 on the
Nano-Fe3O4 coating was poor. After introducing -NH2 groups, the attraction of negatively charged
CrO4

2− by the positively charged -NH2 through electrostatic attraction, significantly improved the
absorption of Cr ions. Scanone et al. [68] synthesized Nano-Fe3O4 by co-precipitating Fe2+ and
Fe3+ in ammonia solution and then modified the surface of SiO2 with sodium silicate and passed
3-aminopropyltriethoxysilane. After the alkylsilane (APTS) treatment, the amino group was introduced
onto the surface of SiO2 by grafting. Then use 5, 10, 15, 20-tetrakis (4-carboxyphenyl) porphyrin (TCPP)
activated by carbondiamine (NHS/EDC) and triiron tetraoxide (MNPNH) and coated with silica.
The tri-iron oxide (MNPSINH) is covalently bonded. The photodynamic activities of MNPNH-TCPP
and MNPSINH-TCP in the presence of different photo-oxidation substrates and in microbial cell
suspensions were compared. The main difference is that the silica coating on the surface of mnpnh-tcpp
produces O2 in water. The photodynamic effect of TCPP linked to MNP is very sensitive to the
decomposition of tryptophan. The last study showed that the MNPSINH-TCPP as an antibacterial
material can control the proliferation of microorganisms under visible light and can maintain the
sterilization state and has potential value in the medical field.

Nano-Fe3O4 BET surface area can be controlled in the presence of certain heavy metals.
Sun et al. [69] studied composite Fe3O4 particles under the influence of Ag. The results of the
experiment showed that after coating Ag on Fe3O4, the specific surface area had a significant increase,
the same as its average pore size and total pore volume. In addition, the modification Fe3O4 by Ag
provided excellent physical and chemical properties, with good stability even under high temperature
and also improved its adsorption capacity in heavy metal removal application.

3.2. Modification of Small Organic Molecules

Inorganic nanomaterials have many advantages in the modification of Nano-Fe3O4 but in some
systems (water phase system, oil phase system, oil and water system), their impact is limited.
The modification of Nano-Fe3O4 by small organic molecule can provide good performance in both the
water and oil phase systems. Modification by small organic molecules is divided into two, using either
coupling agents or surfactants. The most common coupling agent is silane and surface-active agents
include β-cyclodextrin [70], sodium carboxymethylcellulose [71], citric acid [71], amino acids [72,73]
and other small organic molecules.

Surfactant-treated Nano-Fe3O4 often has lipophilic and hydrophilic groups forming micelles in
the solution and on this basis, can achieve nanoparticle size and morphology control. The modification
by surfactants can be to form a coating layer of long chain hydrocarbon on the Fe3O4, with the
surface of Fe3O4 as the polar end for adsorption [74]. For example, Zhu et al. [75] modified the
ferroferric oxide with oleic acid and found that the unmodified Nano-Fe3O4 was easy to reunite and
the Nano-Fe3O4, which was modified by oleic acid, had large particle diameter and better dispersion.
The reason for this phenomenon was that oleic acid on the Nano-Fe3O4 surface became a layer which
effectively prevented the aggregation of particles. The hydrophilic group of oleic acid exposed to air
turned the hydrophilic surface of Nano-Fe3O4 into a lipophilic surface. In addition, the modified
Nano-Fe3O4 had more active sites on its surface. Wang et al. [70] synthesized a new cyclodextrin(-CD)
polymer adsorbent-cyclodextrin/ethylenediamine/magnetic oxide graphene (CD-E-MgO) to extract
Cr(VI) from aqueous solution. The adsorption mechanism was also analyzed: (a) electrostatic
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attraction; (b) subject-object interaction; (c) Cr (VI), (HCrO4
-) icons and CD-E-MgO combined with

hydrogen bonding.
Nano-Fe3O4 after being modified by a silane coupling agent, can undergo further surface

modification introducing higher selectivity. Shi et al. [76] used a silane coupling agent as modification
material in the process of synthesizing magnetic microspheres. The results showed that the hydroxyl
group of the Nano-Fe3O4 and the hydroxyl group were dehydrated, so the coupling agent could be
adsorbed on the Nano-Fe3O4 surface. In addition, the surface of the modified Nano-Fe3O4 increases
the relative concentration of oxygen atoms on the silane coupling agent, so that it can better integrate
with other reactive groups and enhance its surface activity. Gui et al. [77] used a coupling agent to
surface-treat Nano-Fe3O4 synthesized by the co-precipitation method and found that the coupling
agent bonds well to the surface of Nano-Fe3O4. In addition, studies have shown that lipophilic and
hydrophilic amphiphilic Nano-Fe3O4 can be obtained on the surface of Nano-Fe3O4 treated with
coupling agent and the coupling agent is chemically bound in the dehydration reaction of the coupling
agent and Nano-Fe3O4 to give new surface activity.

The modification of the coupling agent can improve the surface performance of Nano-Fe3O4.
Lou et al. [78] compared the properties of the Nano-Fe3O4 had coupling agent on the surface and the
unmodified Nano-Fe3O4. The results showed that after modified by coupling agent, the dispersity of
Nano-Fe3O4 was greatly improved and the settlement was difficult to occur with the same magnetic
responsiveness. The methanol formed during the hydrolysis of coupling agent also increased the
hydroxyl groups on the Nano-Fe3O4 surface which is helpful for further modification.

3.3. Modification of Organic Polymers

There are still many deficiencies in aspects of the biocompatibility and stability in the modification
of inorganic nanomaterials using small organic molecule in the case of Nano-Fe3O4. Modification of
Nano-Fe3O4 by an organic polymer provides a special nucleation, shell structure, which also has the
surface functionality and biological activity of the polymer. The modification using an organic polymer
is typically divided into two: a natural biological molecule or a synthetic polymer. The natural polymers
commonly used include: glucan [79], proteins [80], starch [81] and polypeptides [82]. The synthetic
polymers usually used include: polyethylene glycol [83] and polyvinyl alcohol [84,85].

After the modification of natural biomolecules, the biocompatibility of Nano-Fe3O4 can be
improved with new biological activity also established. For instance, as a natural, non-toxic protein
macromolecule, gelatin has two segments, which can provide Nano-Fe3O4 with micellar encapsulation
and water dispersion. The synthesis of magnetic nanoparticles and the stabilizing effect on Fe3O4

nanoparticles were proposed in the polyacrylamide hydrogel gel network by Reddy et al. [86]
The study found that the presence of biocompatible gelatin in magnetic hydrogel enhanced the
absorption of Nano-Fe3O4 and in vitro blood compatibility by thrombus and hemolysis test to study
the biocompatibility of the gel. In addition, drug release was studied under an external magnetic field.
The results showed that the hydrogel prepared in this way can be used for magnetic control drug
release system and had potential application value in magnetic sensor, actuator and pseudo muscle.
The water dispersible Fe3O4 nanoparticles were prepared with the method of gelatin embedding by
Cheng et al. [87] and the surface coated with micellar was analyzed. At the same time, because the
gelatin contained a large number of active groups, the nanocomposites could be prepared by fluorescent
labeling and low-toxic platinum-precursor drugs, which could be applied in anti-cancer therapies.

After the surface modification of Nano-Fe3O4, various copolymers can be introduced to
give Nano-Fe3O4 a variety of better and richer properties. For example, Hu et al. [88] looked at
polyethylamine (PEI). The Fe3O4 modified by PEI was significantly more dispersed than pure Fe3O4

and the modified Fe3O4 particles were more spherical. The explanation was that the made increased
the repulsive effect of charges and increased the steric resistance [89]. He et al. [90] first prepared
ferroferric oxide by coprecipitation method at 90 ◦C, then the ferroferric oxide was coated with sodium
polyacrylate by solution dispersion polymerization and surface Ca2+ crosslinking. The composite
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materials prepared had good adsorption properties for Pb2+ and Cd2+, which had the highest
adsorption rate when the dosage of adsorbent was 1.0 g/L and 1.6 g/L to 200 mg/L Pb2+ solution and
100 mg/L Cd2+ solution. Yan et al. [91] used catalytic polymerization of aniline to load polyaniline
on the surface of Fe3O4 to prepare a highly efficient complex catalyst. In a simulated wastewater
treatment, COD removal was highly effective. In addition, the hydrogen ions provided by polyaniline
can form coordination bonds with iron ions and reduce the loss of iron into the aqueous phase.

3.4. Structure of Nano-Fe3O4 Composite Materials

There were four basic sub-structures for ferroferric oxide modified by inorganic or organic
substances. These include: core-shell [92], shell-core [93], diffuse [94] and sandwich [95] and are shown
in Figure 5a–d. Figure 5a is the core-shell structure, with Nano-Fe3O4 as centrally, surrounded by a
polymer shell. The Nano-Fe3O4 is completely embedded in the polymer. Figure 5b is the shell-core
structure, in which the polymer acts as the core and Nano-Fe3O4 surrounds as the shell. This kind of
composite microsphere is combined with Nano-Fe3O4 by complexation or electrostatic adsorption.
Figure 5c is the diffuse structure, with the Nano-Fe3O4 evenly distributed within the polymer. Figure 5d
is the sandwich structure and inner and outer layers of the complex are organic polymers, while the
middle layer is Nano-Fe3O4. These microspheres are usually coated with organic polymers in the
shell-core structure microspheres [96,97]. In addition, magnetic complexes after modification are found
to have super paramagnetism, which was faster and easier to separate from the reaction system under
the action of magnetic field. Moreover, magnetic compounds can be rapidly dispersed in the reaction
system after removing the external magnetic field, which can assist in the recycling of materials and
reduce its application costs [98,99].

 
Figure 5. Four different structures of magnetic polymer composite microspheres: (a) Core-shell
structure; (b) Shell-core structure; (c) Diffusion structure; (d) Sandwich structure.

The magnetic properties of these four different structures varies. The core-shell structure has a
number of advantages over the other three structures. It is easier to modify the magnetic complex
of the core-shell structure and introduce additional functional groups such as hydroxyl, mercapto
and carboxyl group [100,101]. Compared with the diffuse structure and the shell-core structure,
the environmental stability and thermal stability of the core-shell structure magnetic complex were
improved. At the same time, this structure can prevent Nano-Fe3O4 from contacting with air and other
substances, which can avoid its core being oxidized and corroded [102]. Compared with the sandwich
structure, the core-shell structure magnetic complex was easier to prepare and the surface modification
of Nano-Fe3O4 can be completed by a one-step method [103], which produced a superparamagnetic
product and easier to be separated. For example, Kalska et al. [104] prepared nuclear shell nanoparticles
with different magnetic core diameters and different thickness, who used Ag, Au and Cu as spacer
metal. The influence of the thickness and composition of the particles in the structure were studied,
together with the Cu, Au and Ag on the structure of core crystal magnetite. The results showed that
the existence of the precious metal shell and the dipole interaction between the magnetic particles
made the magnetic complex separation better. The presence of Cu, Ag and Au in magnetic particles
leaded to the addition of superfine magnetic fields, which made them superparamagnetic.
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4. Applications of Nano-Fe3O4

4.1. Biomedical Sciences

The Nano-Fe3O4 had more selective and catalytic activity than general materials because of
its characteristics of small particle size, BET and surface activity center [105]. At the same time,
the modified Nano-Fe3O4 can be used as an anti-tumor drug carrier, which had good specificity and
targeting in the field of external magnetic field [106]. The Fe3O4 nanoparticles modified by sodium
oleate were expected to do drug carrier for osteosarcoma chemotherapy. It could be combined with
anticancer drugs targeting tumor body parts through the magnetic field and the basic physiology of
the human body with added benefit of low toxicity [107]. For example, Isiamian et al. [108] studied
the enhanced radio sensitivity of breast cancer cells with the combination of 2-deoxy-D-glucose
and doxorubicin plus superparamagnetic Fe3O4 nanoparticles. At the same time, it was also found
that doxorubicin and 2-deoxy-D-glucose combined with targeted magnetic Fe3O4 nanoparticles can
promote breast cancer radiotherapy by improving the localization of chemotherapy, increasing the
cytotoxicity of tumor cells and reducing the single therapeutic dose.

With good biocompatibility and magnetic effect, Nano-Fe3O4 had a wide application in the
treatment of tumors and magnetic resonance imaging [109]. Zhang et al. [110] studied the application
of Nanoferroferric oxide in rats’ hydrocrania CT imaging, which could be used as a photographic
developer. They also analyzed the Nano-Fe3O4 distribution in rat various organs and found that
there was no accumulation in different organs. This phenomenon showed that the Nano-Fe3O4

had biocompatibility.

4.2. Removal of Heavy Metals from Aqueous Systems

Modified Nano-Fe3O4 surfaces reacts with heavy metal ions and have been studied in the
removal for treatment of aqueous systems. For example, Cui et al. [111] synthesized a new magnetic
nanocomposite material (MgHAP/Fe3O4) by adding Fe3O4 into magnesium hydroxyapatite (MgHAP),
which can remove the Cu2+ from the aqueous solution. The adsorption of Cu2+ by MgHAP/Fe3O4

was mainly by chemical adsorption, with the sharing or exchange of electrons between adsorbent and
Cu2+, in which the valence state is important. Because of this chemical interaction, the combination of
MgHAP/Fe3O4 and Cu2+ had stable chemical and physical properties. In addition, Mg2+ and Cu2+ in
MgHAP had the same charge and similar ionic radius, promoting their exchange in hydroxyapatite.
After adsorption, the properties of the material were very stable, which would not cause secondary
pollution to the environment, making it advantageous for water treatment.

The modified Nano-Fe3O4 can also reduce the reactivity of heavy metals and produce stable
hydroxide and iron oxide precipitation on its surface. Tian et al. [112] modified the Nano-Fe3O4 by
using a kaolin with better functional properties after comparing various modifiers. Based on this,
the pH was studied in the process of removing heavy metal chromium. At higher concentrations,
the kaolin-modified Nano-Fe3O4 forms hydroxides of iron and chromium on the surface, so that the
particles are in a stable state and passivated and their surface almost loses reactivity. Chang et al. [113]
used coprecipitation to wrap the γ-polyglutamic acid (γ-PGA) on the Nano-Fe3O4 surface successfully.
The results showed that the γ-PGA/Fe3O4 particle size was smaller than that of the Nano-Fe3O4,
which also had larger surface area. The removal rate of Cr3+, Cu2+ and Pb2+ by γ-PGA/Fe3O4 in
the deionized water was more than 99%, which was because of the larger specific surface area of the
γ-PGA/Fe3O4 mNPs. The experimental results showed that γ-PGA/Fe3O4 was better performance
than Fe3O4 and γ-PGA/Fe3O4 in heavy metal removal. The adsorption of heavy metal ions got
through the membrane by means of γ-PGA and the unabsorbed ions removal activity was reduced
through the membrane.

The heavy metal ions could react with the function group on the modified Nano-Fe3O4 surface.
For instance, Jin et al. [114] analyzed the process of adsorption of heavy metals by the Nano-Fe3O4

surface loaded amino functional group. The study found that the Nano-Fe3O4 coated with a single

95



Processes 2018, 6, 33

silicon dioxide had a low adsorption capacity of heavy metals and when its surface is modified
with amino functional group, faster and more effective removal of heavy metal ions occurred. As a
result of the interaction between lewis acid-alkali, amino groups can strengthen the introduction
of SiO2 for heavy metal ions, such as Hg2+, Pb2+ and Ag+. The reason of this phenomenon maybe
is the amino changed the silica shell with Nano-Fe3O4 nuclear structure, increasing the BET and
pore size. Shen et al. [115] investigated the fungi and ferroferric oxide compound material. Using a
kind of rice root mildew derived biomaterial to modify Fe3O4 and analyzed adsorption mechanism.
They concluded that the rhizopus oryzae surface functional groups can readily react with metals,
promoting enhanced adsorption of metals from water.

The removal activity of modified Nano-Fe3O4 for heavy metals is strongly pH dependent.
For example, Zhao et al. [116] successfully synthesized Fe3O4-MnO2 magnetic nanoplates using
a simple hydrothermal method to remove divalent heavy metals in water. The modification of
amorphous MnO2 can significantly increase the specific surface area of Fe3O4-MnO2 and reduce the
zero-charge point, thus ensuring good adsorption capacity for metal cations. Experiments show that
the acid-alkaline environment affects the surface charge of Nano-Fe3O4 during the adsorption of
divalent heavy metal by Nano-Fe3O4. The reason is that at low pH, H+ ions easily combine with the
hydroxyl groups on the surface of Nano-Fe3O4, which increases the positive charges and groups on the
surface and the negatively charged divalent heavy metal ion complexes are electrostatically attracted to
the surface of Nano-Fe3O4. At the same time, the ability to adsorb divalent heavy metals is increased.
Kilianová et al. [117] reported a simple and cheap synthesis of ultra-fine Nano-Fe3O4 with narrow
particle size distribution and its application in the field of arsenic removal in a water environment.
The study showed that the mesoporous arrangement of nanoparticles in their system enhanced the
adsorption capacity, which was due to the strong magnetic interaction between nanoparticles. As (V)
would be removed totally when the pH value was in the acid range. At this time, the Zeta potential of
Nano-Fe3O4 adsorbent was 7.6; pH value was 5–7.6; Fe/As was approximately 20/1 and the balance
of arsenic removal was 45 mg/g.

Table 3 lists the modification of Fe3O4 by surface chemical physical methods for different
substances. After modification, Fe3O4 can increase the adsorption efficiency of heavy metal ions
and the mechanism of removal of metal ions also differs between them. The three main mechanisms
are electrostatic adsorption, surface reaction and chemical ligand exchange.

Table 3. Methods for the modification of Nano-Fe3O4 and mechanism for the removal of heavy metals.

Heavy Metal Methods Removal Mechanism References

Pb With different amounts
of glycerol Surface coordination, chemical adsorption. [118]

As With manganese dioxide
and graphene oxide

Manganese dioxide can oxidize arsenic into
pentavalent arsenic and graphene oxide can
increase adsorption ability.

[119]

Cr With Reduced
graphene oxide

Electrostatic adsorption and acid
groups adsorption. [120]

Hg With cellulose The complex of mercury ion and cellulose on the
surface of Fe3O4. [48]

Pb and Cr With micrococcus

Weak electrostatic forces between cadmium ions
(II) and carboxyl groups or hydroxyl groups;
chemical bonding of lead (II) ions and
amino groups.

[121]

U and Cu
With calcium alginate
containing-chitosan

hydrogel beads

Chemical interaction of NH3-groups in Chitosan
with -COOH groups in calcium alginate. Physical
pore adsorption and electrostatic adsorption.

[122]

4.3. Electrochemical Sensor and Energy Storage

Complex Nano-Fe3O4 had shown excellent charge-discharge cycling stability [123]. For example,
composite material combined by Nano-Fe3O4 and Graphene after modification had good
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electrochemical sense performance. The modified graphene can enhance its stability and conductivity
and Fe3O4 has a reversible capacity synergistic effect [124]. Peng et al. [125] synthesized a novel
multifunctional magnetic biomolecule with Fe3O4 as the core, and heme protein and polydopamine
as shells, using a one-pot chemical polymerization method. The results showed that the synthesized
biomacromolecules not only possess the magnetic properties of Fe3O4 but also maintain the native
structure of the heme protein under the action of an external magnetic field. Polydopamine and Au
nanoparticles have good biocompatibility and conductivity. At the same time, due to the presence of
Au nanoparticles, the exchange of electrons between the hemoprotein and the electrode is enhanced.
Zheng et al. [126] synthesized magnetic Fe3O4 nanoparticles using chemical co-precipitation method
and mixed Fe3O4 nanoparticles with chitosan to form a matrix of immobilized hemoglobin to prepare
a hydrogen peroxide biosensor. In the pH range of 4–10, the potential of the Fe(III)/Fe(II) couples
changes linearly with increasing pH, indicating that electron transfer is accompanied by transport
of single protons in the electrochemical reaction. At the same time, it also has a certain effect on the
storage of electrical energy.

After secondary modification, the dispersion of the composite particles was better and graphene
had a stronger protective effect on granules, which was of great practical significance. Zhu et al. [127]
studied a lab prepared Nano-Fe3O4 compound rich in amino and carboxyl groups on the rheophore.
After testing the content of the alpha fetoprotein antibody absorbed by amino and electrostatic forces,
they concluded that alpha fetoprotein immune sensor had high sensitivity and stability. In addition,
the adsorption capacity of nanometer compound to the antibody was increased compared with the
traditional method.

4.4. Chemical Catalysis

Cai et al. [128] found that when Ag was loaded on the surface of Fe3O4, the effect on the catalytic
reduction of nitrophenol was greater than in its absence and that this effect increased with the increase
in Ag concentration. Zou et al. [129] used PdCl2, SnCl2·2H2O as precursors to prepare different Fe3O4

catalysts with different Fe3O4 content. They found, using cyclic voltammetry and timing current tests,
that the catalyst had a good electrocatalytic activity for ethanol oxidation and the charge transfer
resistance had a strong relationship with the Pd/Sn content.

Coupling agents were used to connect the heavy metal bridge on the Nano-Fe3O4 surface,
effectively inhibiting the agglomeration of Fe3O4 and enhance its stability. Gu et al. [130] prepared
Au/Fe3O4 by ultrasound in the presence of 3-aminopropyl triethoxysilane, which had high catalytic
activity and did not agglomerate because of the action of the amino containing 3-aminopropyl
triethoxysilane. Its rate constant can reach 0.2256 min−1 in the catalytic reduction of 4-nitrophenol.
After nine cyclic reactions, the catalytic conversion rate was still very high. Gao et al. [131] utilized
Nano-Fe3O4 as a filler for polytetrafluoroethylene and the linear expansion coefficient of composite
material was greatly reduced. When the mass fraction of Fe3O4 was 15%, the linear expansion
coefficient decreased by 40.1 × 10−6/◦C compared with the single polytetrafluoroethylene.

4.5. Others

The use of Nano-Fe3O4 has great practical value in other applications (as shown in Table 4).
In addition, to the water environment, a number of studies had shown that Nano-Fe3O4 can effectively
remove heavy metals from sewage and also remove organic, inorganic compounds, dyes, algae [132]
and other environmental pollutants in water. Ito et al. [133] studied the effect of ZrFe2(OH)8 as
adsorbent on phosphorus removal in wastewater. According to the study, ZrFe2(OH)8 was a good
phosphate adsorbent. More than 90% of the phosphate can be removed within 5 min. It can effectively
prevent the eutrophication of polluted water and is straight forward to recycle. Phenol was widely
used in rubber, pesticides, dyes, plastics and other fields but its toxicity led to significant environmental
pollution and subsequent restriction. Nano-Fe3O4 shows good adsorption for phenol, for example,
Jiang et al. [134] in studies of fungal degradation, compared Nano-Fe3O4 immobilized cells to
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isolated fungal cells without nucleus, free floating cells and calcium alginate immobilized cells
without nanoparticles. The results showed that the immobilized dedoxycycline strain had better
biodegradability than the free cells and the Nano-Fe3O4 immobilized cells had the highest rate of
removal of phenol. In addition, when the initial phenol concentration was higher than 900 mg L−1,
the Nano-Fe3O4 immobilized cells could degrade over 99.9 percent of phenol in 80 h and had good
stability in the saline environment. On the contrary, the free cells removal rate of phenol was 34.5%
and immobilized cells without Nano-Fe3O4 was 81.3%.

Table 4. The application of modified Nano-Fe3O4 in treatment of other environmental pollutants.

Pollutants
Methods for Modification of

Nano-Fe3O4
Removal Principles References

Congo red With hydroxyapatite and zeolite
The interaction of the dye and Nano-Fe3O4 through
Surface coordination, hydrogen bonding, Lewis acid
base reaction.

[135]

Natural rubber With silane coupling agent The Fe3O4 has high binding energy after modification and
it was much easier to bond with rubber. [136]

Rhodamine B With Fenton reaction in the
presence of H2O2

The surface of Fe3O4 formed complexes and hydroxyl
radicals, resulting of degradation of dye. [137]

Methylene blue
With natural eloise under
vacuum impregnation and high
temperature pyrolysis

A large number of hydroxyl groups on the surface of rocky
oxidized methylene blue. [138]

Acid orange With Chitosan Interacting of ions of dye with the protonated amino ions
of chitosan [139]

Methylene blue With Graphene The positive charged oxygen-containing groups in
Graphene attracted a negatively charged methylene blue. [140]

Bisphenol A With amine-containing
β-cyclodextrin

Hybrid effects of electrostatic, hydrophobic and
van der Waals. [141]

Organics
2,4,6-trinitrophenol With activated carbon

Porous physical adsorption on the surface of activated
carbon; Electrostatic adsorption and hydrogen bonding;
Surface reaction; In the presence of dissolved oxygen, the
phenols on the surface of activated carbon are gathered.

[142]

Due to having a magnetic property, some materials are likely to combine with it and enhance their
functions. They often show a combination performance other than individual. For example, in order
to short settling time of flocs in coagulation-flocculation, with the help of external magnetic fields,
the coagulation by magnetic coagulant consisting of Nano-Fe3O4 and conventional coagulants (e.g.,
polyaluminum chloride [143], chitosan [144,145], polyacrylamide [146] et al.) is easy to achieve the
purpose. In fact, it is far more than the effect in settling speed enhancement because the presence
of Nano-Fe3O4 is likely to enhance original functions of coagulant in charge neutralization, netting
adsorption-bridging [147]. Therefore, Nano-Fe3O4 is helpful in improving performance of coagulation.
Magnetic separation is a green technology and its development is more tempting. Research on the
magnetic coagulant is, however, quite deficient. How to ensure its stability and effectiveness is an
important problem. In on another part, the Nano-Fe3O4 has also received wide attention. A typical
example is the metal-organic frameworks (MOFs) being powder materials means that they have a
small Nanosize, which means they are often difficult to separate from liquid phase. With the help of
Nano-Fe3O4, this difficulty can be overcome. The hybridized materials of Nano-Fe3O4 and MOFs were
able to show more special functions than their individual [148]. Overall, the composite material of
Nano-Fe3O4 and other functional materials may be a better solution in overcoming their shortcomings
or obtaining their expected functions.

5. Conclusions

Because Nano-Fe3O4 has the excellent chemical properties, it has been an important research
focus in recent years. It is different from general magnetic materials due to unique features which
include simple preparation and lower requirements for equipment compared with the traditional
adsorbents. Although Nano-Fe3O4 has been widely applied in many fields, some problems still need
to be addressed. For example, its dispersion and stability. Through modification, iron oxide has
multidimensional functional properties such as oxidation, adsorption, catalysis, magnetic separation.
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If the Nano-Fe3O4 was applied to different fields, the morphology, structure and surface properties
are the main factors controlling their successful application. Further research on their modification
is still needed. Finding a more convenient and more economical way to prepare and modify good
Nano-Fe3O4 should be addressed to fully exploit their potential in the diverse fields of application.
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Abstract: The growing demand for lithium necessitates the development of an efficient process to
recover it from three kinds of solutions, namely brines as well as acid and alkaline leach liquors of
primary and secondary resources. Therefore, the separation of lithium(I) from these solutions by
solvent extraction was reviewed in this paper. Lithium ions in brines are concentrated by removing
other metal salts by crystallization with solar evaporation. In the case of ores and secondary resources,
roasting followed by acid/alkaline leaching is generally employed to dissolve the lithium. Since the
compositions of brines, alkaline and acid solutions are different, different commercial extractants
are employed to separate and recover lithium. The selective extraction of Li(I) over other metals
from brines or alkaline solutions is accomplished using acidic extractants, their mixture with neutral
extractants, and neutral extractants mixed with chelating extractants in the presence of ferric chloride
(FeCl3). Among these systems, tri-n-butyl phosphate (TBP)- methyl isobutyl ketone (MIBK)-FeCl3 and
tri-n-octyl phosphine oxide (TOPO)- benzoyltrifluoroacetone (HBTA) are considered to be promising
for the selective extraction and recovery of Li(I) from brines and alkaline solutions. By contrast, in the
acid leaching solutions of secondary resources, divalent and trivalent metal cations are selectively
extracted by acidic extractants, leaving Li(I) in the raffinate. Therefore, bis-2,4,4-trimethyl pentyl
phosphinic acid (Cyanex 272) and its mixtures are suggested for the extraction of metal ions other
than Li(I).

Keywords: lithium resources; lithium; solvent extraction; commercial extractants; separation

1. Introduction

1.1. Applications and Resources

Lithium is an indispensable element in the manufacture of the electrode materials for batteries.
It is also widely used in the fields of ceramic glass, enamels, adhesive, lubricant greases, metal alloys,
air-conditioning and dyeing [1]. Therefore, the demand for lithium metal and its compounds has
significantly increased. Albema [2] reported that lithium consumption reached 150,000 t in 2012 and
is expected to increase by 50% by 2020. The increase in the demand of lithium and its compounds
is related to their applications to nuclear energy and lithium-ion batteries [3]. The global market of
lithium products for tradition and energy usage is shown in Table 1. Lithium-ion batteries represent
about 37% of the rechargeable battery world market [1].

Lithium is found in several primary resources such as different ores, clays, brines and seawater [4].
A distribution of lithium among these resources shows that continental brines are the biggest resources
(59%) of lithium, followed by pegmatite and spodumene (25%), hectorite (7%) and geothermal brines,
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oilfield brines and jaderite (3%) [4]. Liu et al. [5] reported that brines are rich in lithium and account
for over 80% of lithium reserves in the world. There are about 20 minerals containing lithium but only
four minerals, namely lepidolite (KLi1.5Al1.5[Si3O10][F,OH]2), spodumene (LiO2·Al2O3·4SiO2), petalite
(LiO2·Al2O3·8SiO2) and amblygonite (LiAl[PO4][OH,F]), occur in sufficient quantities for commercial
interest as well as industrial importance [4,6]. The geological features of pegmatite, brine and other
types of lithium deposits and their potential for large scale and long-term production were reviewed
by Kesler et al. [7]. The authors reported that total amount of lithium in these deposits is enough
to meet the estimated lithium demand for the next century. The increase in demand for lithium-ion
batteries results in a massive amount of scrap during the manufacture of lithium-ion batteries [8].
Therefore, the recycling of the scrap and spent lithium-ion batteries is important to recover lithium
and other valuable metals [9]. In particular, spent lithium-ion batteries contain 2–7 wt % lithium and
other valuable metals [10].

Table 1. Applications in traditional uses and energy of lithium and lithium compounds [2].

Applications Market Size Lithium and Lithium Compounds

Traditional
uses

Glass/ceramics 46 kt • Spodumene
• Li2CO3

Greases/lubricants 18 kt • LiOH

Chemical synthesis 11 kt • Li organometallics fed by Li metal LiCl

Energy

Portable electronics and other
handheld devices

48 kt

• BG Li2CO3
• BG LiOH
• BG Li metal
• BG electrolyte salts
• BG LiCl
• BG alloys
• BG specialty compounds

Plug-in hybrid and hybrid
electric vehicles

Battery electric vehicles (BEVs)

Grid and other power storage
applications

Total Global Lithium Carbonate Equivalent (LCE) Market: 160 kt (2014); kt: kiloton; BG: battery grade.

1.2. Lithium Recovery

Lithium demand is predominantly driven by the expansion of the battery industry. Therefore,
the recovery of lithium from primary and secondary resources has attracted much attention to
either meet lithium requirements or minimize waste disposal problems [4]. Pyrometallurgy and
hydrometallurgy processes are commonly employed in the recovery of lithium from primary and
secondary resources [4,11,12]. Although pyrometallurgical processes are techno-economically feasible,
they require intensive investment and cause environment pollution [4]. Hydrometallurgical processes
including acid/alkaline leaching followed by solvent extraction, ion exchange, and precipitation are
considered to be promising methods, for the recovery of lithium in a pure lithium carbonate (Li2CO3)
and lithium hydroxide (LiOH) form due to technological advantages such as smaller scale, minimal
energy investment, minimal toxic gas emission and waste management efficiency [1]. In leaching
solutions, Li(I) exists as a cationic species with other metal ions such as Na(I), K(I), Ca(II), Mg(II),
etc. These metals have nearly identical ionic radii and thus the separation of Li(I) from the leaching
solutions becomes more difficult [13–15]. For the purpose of the separation and recovery of lithium
from solutions in the presence of impurities, solvent extraction, ion exchange, and precipitation have
been widely employed [16–21]. In the precipitation method, impurities such as Mg(II), Ca(II) and
Ni(II) should be removed before the production of lithium [16]. Precipitation has several drawbacks,
such as the lower purity of the products due to the co-precipitation of other metals and slow kinetics.
Ion exchange offers high separation efficiency of Li(I) from brines but the application of this method
is limited in the large scale owing to the low loading capacity of resins [17,18]. Considering the
high separation and recovery efficiency, low cost and easy operation, solvent extraction is commonly
regarded as a favorable method to recover Li(I) from lithium resources [19–21]. Some commercial
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extractants have been employed for the recovery of Li(I) from the leaching solutions of primary and
secondary resources [19–21]. Crown ethers and their derivatives employ ether oxygens as donor
atoms (“hard base”), which coordinate well with alkali metal cations (“hard acids”) on the basis of
the hard-soft acid-base (HSAB) principle [1]. Although the highly selective extraction efficiency of
lithium can be obtained from the solution containing K(I), Na(I), Rb(I) and Cs(I) using crown ethers,
the application of these extractants is limited due to their high cost [1]. Therefore, finding commercial
extractants with a low cost and high extraction efficiency is needed for the recovery of Li(I) from lithium
resources. Some review papers have been published on the recovery of lithium from primary and
secondary resources by hydrometallurgy and pyrometallurgy. However, little data has been reported
in these review papers on the solvent extraction of Li(I) with promising extractants [4,12]. Swain [1]
reviewed the separation and purification of lithium from brines and alkaline solutions by solvent
extraction and supported liquid membrane, while physical and chemical processes for the recycling
of spent lithium-ion batteries were summarized by Ordonez et al. [11]. Generally, the comparison
of the extraction performance of commercial extractants for the separation of lithium from different
leach liquors of primary and secondary resources is scarce in the reported literature. For this purpose,
the present work reviewed the separation of lithium from leach liquors of primary and secondary
resources by solvent extraction with commercial extractants and their mixtures.

2. Pretreatment and Leaching of Primary and Secondary Resources

In brines, the weight percentages of Li(I) are generally 0.01–0.2 wt %, while large amounts
of chloride salts of sodium, potassium, calcium, and magnesium are also present [16]. Therefore,
in recovery of lithium from brines, a process of solar evaporation is widely employed to remove Na(I),
K(I), Ca(II) and Mg(II) through the evaporation and crystallization of these salts [16,22]. The salts
of Na(I), K(I), Ca(II) and Mg(II) are crystallized in the sun while lithium remains in the solution.
After liquid-solid separation between crystallized salts and the aqueous solution containing lithium,
this process is repeated several times to remove water and salts until the concentration of lithium in
the solution reaches a required concentration [16,19,22]. Then the concentrated brines are fed into
further purification steps such as solvent extraction, ion exchange, and precipitation to produce pure
lithium products [6].

Alkaline and sulfuric acid processes are widely used in the recovery of lithium from ores
and clays [6,23–30]. In alkaline processes, the roasting of the ores such as lepidolite, zinnwaldite,
spodumene, and montmorillonite with Na2SO4/CaSO4/CaCO3/(CaSO4 + Ca(OH)2) at 850–1100 ◦C
followed by water leaching is commonly employed to recover lithium [23–26,29,30]. Most of Li(I)
was leached by this method and pure lithium carbonate products were obtained by evaporation and
precipitation with sodium carbonate [23–26,29,30]. Several researchers suggested a possible process
to recover lithium from petalite concentrate as a solution of lithium sulfate by following three main
steps: (i) calcination; (ii) the roasting of the calcines with sulfuric acid; and (iii) water leaching [6,27,28].
The solutions of lithium sulfate were subsequently converted to lithium carbonate as a final lithium
product by the addition of sodium carbonate to the solutions after pH adjustment, purification and
evaporation [12]. However, disadvantages of sulfuric acid processes are the requirement of a strong
acid concentration and complicated purification processes. The recovery efficiency of Li(I) from ores
and clays by calcination and roasting followed by water leaching is summarized in Table 2.

Spent lithium-ion batteries are made up of valuable metals (Co(II), Ni(II) and Li(I)), organic
chemical products and plastics. Thus, preliminary mechanical separation processes and thermal
treatments are carried out to treat the outer cases and shells and to concentrate the metallic fraction
before applying hydrometallurgical processes (acid/alkaline leaching, solvent extraction, precipitation
and electrochemical processes) [11]. Lithium cobalt oxide (LiCoO2) is commonly used as an
active cathode material, which is very difficult to dissolve by common leaching reagents. Various
inorganic acids (HCl, HNO3 and H2SO4) and organic acids (citric acid, oxalic acid, ascorbic acid
and 2-hydroxybutanedioic acid (DL-malic acid) have been employed to dissolve the active cathode
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materials [11]. In order to enhance the leaching efficiency of metals in spent lithium-ion batteries and
to reduce acid consumption, the addition of reducing agents such as H2O2 and NaHSO3 is required in
leaching processes [31–36]. Among the inorganic acids, HCl leaching offers a higher leaching efficiency
of Co(II), Li(I) and Ni(II) than that of H2SO4 and HNO3 systems [33]. Organic acids are found to be
more effective in dissolving Li(I) and Co(II) from the spent lithium-ion batteries and to release lower
emissions of toxic gases than inorganic acids. However, the main disadvantage of organic acids is
their high cost [34]. A summary of the operational conditions for the leaching of Li(I), Co(II) and other
metals from spent lithium-ion batteries using inorganic and organic acids is shown in Table 3.

Table 2. Summary of the pretreatment and leaching of ores and clays by alkaline processes.

Ores/Clays
Pretreatment and Leaching Condition

Li Leaching, % Ref.
Calcination and Roasting Water Leaching

Petalite

Calcination: 1050–1100 ◦C
Roasting: 93% H2SO4; 250 ◦C; 1 h - 85 [6]

Calcination: 1100 ◦C; 2 h
Roasting: H2SO4; 300 ◦C; 1 h

S/L = 1/7.5; 320 rpm; 1 h;
50 ◦C 97 [27]

Spodumene Calcination: 1050–1090 ◦C, 0.5 h
Roasting: H2SO4

S/L = 4; 225 ◦C; 1 h 96 [28]

Zinnwaldite

Roasting: CaSO4 + Ca(OH)2; 950 ◦C; 1 h S/L:1/10; 10 min; 90 ◦C 96 [23]

Roasting: CaCO3; 825 ◦C; 1 h S/L: 1/5; 1 h; 90–95 ◦C 85 [29]

Roasting: CaSO4 + Ca(OH)2; 975 ◦C S/L:1/5; 1 h; 90 ◦C 93 [24]

Roasting: CaCO3; 825 ◦C; 1 h S/L: 1/10, 400 rpm; 4 h, 95 ◦C 84 [30]

Clay Roasting: CaSO4; 1050 ◦C, 1 h
Roasting: Na2SO4; 850 ◦C, 1 h S/L: 1/10; 10 min; 85 ◦C 8497 [25]

Lepidolite Roasting: Na2SO4 + K2SO4 + CaO;
850 ◦C, 0.5 h

S/L: 1/2.5; 0.5 h; room
temperature 92 [26]

* S/L: solid-liquid ratio.

Table 3. Summary of operational conditions for Li(I), Co(II) and other metals leaching from spent
lithium-ion batteries using inorganic and organic acids.

Type of
Acid

Leaching Condition
Leaching Efficiency, %

Ref.
Li(I) Others

In
or

ga
ni

c
ac

id
s

Ultrasonic power: 90 W
2M HCl/H2SO4; S/L: 1/40; 5 h; 60 ◦C

97 (H2SO4)
98 (HCl)

Co: 48 (H2SO4)
Co: 76 (HCl) [34]

2M HCl/H2SO4/HNO3; S/L:5%w/v; 18h; 25 ◦C
80 (HCl)

<80 (H2SO4)
>80 (HNO3)

Co, Ni, Al: >60 (HCl)
Co, Ni, Al: ≤40 (H2SO4)
Co, Ni, Al: ≤40 (HNO3)

[33]

4M HCl; S/L: 1/50; 1 h; 80 ◦C >99% Co, Mn, Ni: >99 [37]

3M HCl + 3.5%v/v H2O2; S/L: 1/20; 1 h; 80 ◦C 89% Co: 89% [38]

1M H2SO4 + 30%v/v H2O2; S/L: 1/1.4; 2 h; 80 ◦C - Co: 88 [39]

2M H2SO4 + 6%v/v H2O2; S/L:1:10; 1 h; 60 ◦C; 300 rpm - Co: >99% [40]

2M H2SO4 + 5%v/v H2O2; S/L: 1/10; 0.5 h; 75 ◦C 94 Co: 93 [8]

6%v/v H2SO4 + 5%v/v H2O2; S/L: 3/10; 1 h; 65 ◦C 95 Co: 80
Al: 55 [41]

2M H2SO4 + 15%v/v H2O2; S/L: 1:20; 10 min; 75 ◦C; 300 rpm 100 Co: 95 [42]
4M H2SO4 + 10%v/v H2O2; S/L: 1/10; 2 h; 85 ◦C 96 Co: 95 [31]

2M H2SO4 + 4%v/v H2O2; S/L: 1:10; 2 h; 70 ◦C 99
Co: 100
Ni: 99
Mn: 98

[36]

1M H2SO4 + 0.0075M NaHSO3; S/L: 1/50; 4 h; 95 ◦C 97
Co: 92
Ni:96
Mn:88

[35]

1M HNO3 + 1.7%v/v H2O2; S/L: 1:50; 1 h; 75 ◦C 95 Co: 95 [43]
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Table 3. Cont.

Type of
Acid

Leaching Condition
Leaching Efficiency, %

Ref.
Li(I) Others

O
rg

an
ic

ac
id

s

2M citric acid + 1.25%v/v H2O2
S/L: 3/100; 2 h; 60 ◦C 92 Co: 81 [32]

Ultrasonic power: 90 W
2M citric acid + 0.55M H2O2; S/L: 1/40; 5 h; 60 ◦C 98 Co: 96 [34]

1.25M citric acid + 1%v/v H2O2; S/L: 1/40; 0.5 h; 90 ◦C; 300 rpm 100 Co: >90 [44]

1.25M ascorbic acid; S/L: 1/40; 20 min; 70 ◦C 99 Co: 95 [45]

1.5M DL-malic acid+ 2%v/v H2O2; S/L: 1/40; 40 min; 90 ◦C 100 Co: 90 [46]

1M oxalic acid; S/L: 1/66.7; 2.5 h; 95 ◦C; 400 rpm 98 Co: 97 [47]

3. Separation of Li(I) from Leach Liquors of Primary and Secondary Resources by Solvent
Extraction

3.1. Selective Extraction of Li(I) from Brines/Alkaline Solutions

Lithium exists in leach liquors as a cationic species, Li+, which is difficult to selectively extract
due to its strong tendency to be hydrated [20]. Various acidic and neutral commercial extractants
(see Table A1) have been used to extract Li(I) from brines, sea waters and alkaline solutions.
The extraction and separation of Li(I) from brines and alkaline solutions by commercial extractants
are summarized in Table 4. Hano et al. [21] reported the extraction of Li(I) from geothermal water
containing Na(I), K(I), Mg(II) and Ca(II) using single D2EHPA (di-(2-ethylhexyl)phosphoric acid) and
MEHPA (mono-2-ethylhexyl-phosphonic acid). The highly selective extraction of Li(I) over Na(I)
and K(I) was obtained, while Mg(II) and Ca(II) were well extracted by these extractants compared to
Li(I), Na(I) and K(I). The authors also found that the addition of TBP to D2EHPA/MEHPA led to the
selective extraction of Li(I) from the geothermal water. Although commercial acidic extractants offer a
high separation factor between lithium and other monovalent metal cations from brines and seawaters,
the application of these extractants is limited due to their low extraction efficiency [21].

Table 4. Summary of the extraction and separation of Li(I) from brines and alkaline solutions by
commercial extractants.

Extractants Condition Remarks Ref.

HBTA-TOPO Li(I): 0.14 g/L
pH = 11.2

97% of Li(I) was extracted with form complexes of
Li.2BTA.TOPO; scrubbing with 0.5M HCl; stripping of

Li(I) with 2.5M HCl; regeneration of the organic phase was
achieved by washing with NaOH

[48]

Thenoyltrifluoracetone
(TTA)-TOPO in kerosene

Li(I): 1 mg/L
pH = 10.6

Mg2+ had a strong effect on Li(I) extraction; 70% Li(I) was
extracted from Mg(II)-free aqueous solution

[48]

TTA-1, 10-phenanthroline
(Phen) in chlorobenzene

Li(I): 0.01–0.1 mol/L
pH = 6.5–11.6

Li(I) was extracted in the wide phen concentration while
the extraction of K(I) and Na(I) was only possible in a high

phen concentration
[49]

TTA-TOPO in
m-xylene/MIBK/n-henxane/

benzene/chloroform

Li(I): 5.8.10−4M
NH4Cl: 0.1M, pH = 9

Extraction efficiency of Li(I) followed the sequence:
m-xylene > benzene > MIBK > n-hexane > chlorofrom;

extracted sepecies were Li.TTA.2TOPO
[50]

β-carbonyl amide
(NB2EHOTA)-TBP-FeCl3

HCl: 0.05M;
Li(I): 2 g/L

Fe(III)/Li(I):1.3
MgCl2: 4.8M

Separation factor of Li(I)/Mg(II) was higher than 450;
extracted sepecies were

(LiFeCl4.2TBP.NB2EHOTA).4TBP.NB2EHOTA
[51]

Dioctyl phthalate (DOP)/
acetyl tributyl citrate(ATBC)/

tri-n-butyl
citrate(TBC)-TBP-FeCl3

HCl: 0.05
Li(I): 1.86 g/L

Fe(III)/Li(I):1.3
MgCl2: 4.8

Li(I) extraction efficiency was in the order of DOP > ATBC
> TBP;after three stages, 99.5% Li was extracted with
extracted species of LiFeCl4.2TBP.0.1DOP; separation
factors of Li(I)/Mg(II), Li(I)/Na(I) and Li(I)/K(I) were

31,458, 1259 and 16,508, respectively

[15]
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Table 4. Cont.

Extractants Condition Remarks Ref.

TBP/MIBK-FeCl3-keosene
LiCl: 0.025–0.05 mol/L

MgCl2: 3.5–4 mol/L
FeCl3: 0.025–0.09 mol/L

Extracted species were LiFeCl4.TBP and LiFeCl4.2MIBK [52]

TBP -FeCl3-keosene
Li(I): 0.2 mol/L

Fe(III)/Li(I): 1.0–1.9
MgCl2/CaCl2/NH4Cl

Fe(III) extraction was a precondition of Li(I) extraction; the
extraction efficiency of Li(I) followed the sequence: MgCl2

> CaCl2 > NH4Cl; MgCl2 at Fe(III)/Li(I) = 1.9 was the
optimum condition for Li(I) extraction

[3]

TBP-MIBK-FeCl3

Li(I): 0.05 mol/L
Mg(II): 4.74 mol/L
SO4

2−: 0.12 mol/L
Cl– 9.43 mol/L

98% Li(I) was extracted at a high Mg(II)/Li(I) molar ratio;
Mg(II) scrubbing with LiCl/NaCl; Li(I) stripping with

HCl/NaCl; regeneration of the organic phase was
obtained by washing with NaOH/NaCl

[53]

α-acetyl-m-dodecylacetophenone
(LIX 54) - a mixture of four
trialkylphosphine oxides

(Cyanex 923)

pH = 11
Li(I): 1 g/L

Na(I): 20–80 g/L

High separation of Li(I) at a high Na(I) concentration (SF =
110–1500); 95% of Li(I) was extracted after three stages;

extracted species was LiR Cyanex 923
[54]

Several authors have reported the extraction of Li(I) using a mixture of chelating and neutral
extractants such as TBP and TOPO in kerosene [29,54,55]. Neither Li(I) nor Na(I) was extracted by LIX
54, TOPO and Cynanex 923, while some mixed systems consisting of LIX 54 and neutral extractants
(TOPO and Cyanex 923) showed synergism for the selective extraction of Li(I) from Na(I) and K(I) in
sulfate or chloride solutions [29,54,55]. The extraction efficiency of Li(I) by the mixture of LIX 54 and
Cyanex 923 was higher than that by the mixture of LIX 54 and TOPO because the solubility of Cyanex
923 was higher in organic diluents than that of TOPO. In the extraction with the mixture of LIX54 and
Cyanex 923, LIX 54 played the role of extractant and Cyanex 923 acted as a synergist. The extracted
species of Li(I) by the mixture of LIX 54 and Cyanex 923 were found to be LiR(Cynanex 923), where R
denotes the deprotonated LIX54. HCl solutions with moderate acidity can strip Li(I) from the loaded
organic mixtures. The recovered LiCl in the HCl stripping processes is one of the products for the
market and an intermediate for the production of either lithium hydroxide or carbonate [54].

The extraction efficiency of Li(I) from brines/alkaline solutions was enhanced by the employment
of neutral extractants such as TBP and MIBK dissolved in kerosene in the presence of ferric chloride
(FeCl3) [3,52,56,57]. In these extraction processes, FeCl3 plays the role as a co-extracting agent,
which leads to a great increase in the extraction of lithium [49]. The stepwise extraction reactions
can be represented by Equations (1) and (2) [3,52,56,57]. In concentrated chloride solutions, ferric
chloride exists as FeCl4−, which is extracted by neutral extractants to form extracted species (HFeCl4nL)
through an ion association mechanism (see Equation (1)). Then ion exchange reaction occurs between
the hydrogen in HFeCl4 nL and the Li(I) in the aqueous phase, as represented by Equation (2).
Zhou et al. [52] reported that the extraction capacity of TBP for Li(I) is much higher than that of
MIBK. The difference between the extraction of Li(I) by TBP and that by MIBK might be related to the
interaction performance between FeCl4− and an effective functional group P = O in TBP or C = O in
MIBK [52].

FeCl4(aq)
− + H(aq)

+ + nL(org) = HFeCl4 nL(org) (1)

Li(aq)
+ + HFeCl4 nL(org) = LiFeCl4 nL(org) + H(aq)

+ (2)

where L denotes the neutral extractants (TBP/MIBK) and the subscripts (aq) and (org) denote the
aqueous and organic phases, respectively.

Equation (1) indicates that the formation of FeCl4− is a prerequisite for the extraction of Li(I) to
occur; thus a certain concentration of chloride ions is required for FeCl4− to form. As chloride ion
sources, MgCl2, CaCl2 and NH4Cl were tested for the extraction of Li(I) by TBP [3]. The extraction
efficiency of Li(I) was in the order of MgCl2 > CaCl2 > NH4Cl due to the competitive effect of Mg2+,
Ca2+, and NH4

+ with Li+ and the salting out effect of the three salts [3]. In fact, when salting out agents
(MgCl2, CaCl2 and NH4Cl) are added to the solution, some of water molecules are attracted by the
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salt ions, resulting in a decrease in the amount of free water molecules. The increase in the fraction of
hydrogen ions accelerates the extractability of iron (see Equation (1)) and thus the extraction efficiency
of Li(I) is improved with MgCl2, CaCl2 and NH4Cl added as chloride sources (see Equation (2)).
Zhou et al. [3] reported that MgCl2 has a stronger salting-out effect than CaCl2 and NH4Cl, so MgCl2
is suggested as a promising chloride resource for the extraction of lithium by TBP/kerosene/FeCl3.
The main disadvantage of using the TBP-FeCl3 system in kerosene as a diluent is a significant loss
of the extractant to the aqueous phase during extraction at high TBP concentrations [15]. Moreover,
the formation of a third phase occurs at low TBP concentrations due to the low solubility of the
extracted species in an inert diluent, such as kerosene [3]. It has been demonstrated that 2-octanol,
a polar diluent, has strong intermolecular forces with the extracted complexes, while MIBK has low
density and viscosity. Thus, MIBK and 2-octanol were used in TBP-FeCl3 systems as diluents to
prevent the formation of the third phase [22,56]. According to the obtained results from the reported
literature, the extraction efficiency of Li(I) was in the order of TBP-FeCl3-MIBK > TBP-FeCl3-kerosene
> TBP-FeCl3-2-octanol [22,56]. This means that the use of MIBK as a diluent in the TBP/FeCl3 system
not only prevents the formation of a third phase but also enhances the extraction efficiency of Li(I)
from chloride solutions by synergistic extraction with TBP and MIBK [22].

In the extraction process of Li(I) from salts containing high Mg(II)/Li(I) ratios, the co-extraction
of Mg(II) by TBP necessitates the employment of a scrubbing step to remove Mg(II) from the loaded
organic phase [22]. The stripping process of TBP-FeCl3-MIBK consists of three steps: (i) the scrubbing
of Mg(II) from the loaded organic phase using LiCl + NaCl solution; (ii) the stripping of Li(I) using HCl
+ NaCl solution; and (iii) the regeneration of the organic phase using NaOH + NaCl [22]. Ji et al. [15,51]
developed synergistic extraction systems to enhance the extraction efficiency of Li(I) from saturated
MgCl2 solutions using TBP-dioctyl phthalate/β-carbonyl amide-FeCl3. The advantages of dioctyl
phthalate/β-carbonyl amide in TBP-FeCl3 systems are good stability, low to negligible solubility and
low corrosiveness towards instruments. Dioctyl phthalate reacts with LiFeCl4, thus reducing the
polarity of Li(I) complex and increasing the solubility of these molecules [15]. An almost complete
extraction of Li(I) was obtained without phase separation problems by controlling the concentration
of TBP and dioctyl phthalate in the mixture of TBP-dioctyl phthalate-FeCl3 [51]. In these extraction
processes, the saturated concentration of MgCl2 in the aqueous phase is required to form FeCl4− [51].
However, the aqueous phase with saturated MgCl2 would be viscous, which could lead to a kinetic
problem in mixer-settler operations.

TTA forms ion-pairs with TOPO to offer a synergistic effect for the extraction of Li(I) from
seawater in the absence of Mg(II), which reacts with TTA to form magnesium chelate that is insoluble
in solvent [58]. However, the extraction and separation efficiency of Li(I) by TTA-TBP/TOPO is still
low because of the high co-extraction of other metals like Na(I), K(I) and Ca(II). Strong selectivity for
Li(I) over Na(I) and K(I) was obtained by employing TTA in the presence of phen [49]. The extracted
species of Li(I) can be represented as Li(TTA)(phen), and the separation factor between Li(I) and
Na(I) by TTA-phen systems was much higher than that by TTA-TOPO systems [49]. Although the
employment of the TTA-phen system resulted in the selective extraction of Li(I) from the aqueous
solutions containing Na(I) and K(I), the application of this system is limited due to the high toxicity,
high price, high water solubility, and poor solubility in conventional diluents [1]. Zhang et al. [48]
reported an innovative application of synergistic extraction system HBTA and TOPO to extract Li(I)
from alkaline brine. Most of Li(I) was extracted over Na(I) by this system without the formation of a
third phase or emulsification. The extraction reactions of Li(I) by HBTA-TOPO can be represented by
Equations (3)–(5). With high capacity and stability, a simple extraction process, and good regeneration
efficiency, HBTA-TOPO is recognized as a promising system for Li(I) extraction from alkaline brine [48].
A process for the recovery of Li(I) as LiCl from alkaline brine with HBTA-TOPO is represented in
Figure 1.

HBTA(org) + OH(aq)
− = BTA(org)

− +H2O(aq) (3)

BTA(org)
− + Na(aq)

+ + mTOPO(org) = NaBTA mTOPO(org) (4)
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NaBTA mTOPO(org) + Li(aq)
+ = LiBTA TOPO(org) + (m-1)TOPO(org) (5)

NaCl 

Extraction 

Regeneration 

High purity LiCl 

Organic 

Scrubbed 

Blank organic 
2M NaOH 

Scrubbing 

Stripping 

Loaded organic 

Raffinate 

2.5 M HCl 

0.5 M HCl 

Alkaline brine 

NaCl solution 

Figure 1. Flow-sheet of lithium extraction from alkaline brine with the HBTA-TOPO-kerosene system [48].

3.2. Selective Extraction and Recovery of Li(I) from Leach Liquors of Secondary Resources

The leach liquors of spent lithium-ion batteries contain large amounts of Co(II), Li(I) and small
amounts of Ni(II), Cu(II), Al(III) and Fe(III) as cationic metal ions, which can be extracted by commercial
acidic extractants (see Table A1). Swain [1] reported that divalent/trivalent metal cations have
stronger affinities for acidic extractants than lithium ions; thus, it is difficult to selectively extract Li(I)
over the divalent/trivalent metals by acidic extractants. Various kinds of single acidic extractants
and their mixtures have been used to separate and recover Co(II) and Li(I) from leach liquors of
spent lithium-ion batteries [8–10,59–64]. Zhang et al. [65] used D2EHPA and PC88A (2-ethylhexyl
2-ethylhexyphosphonic acid) in kerosene to separate Co(II) and Li(I) from HCl leaching solutions.
PC88A was found to be more effective in selectively extracting Co(II) over Li(I) than D2EHPA in
terms of lower co-extraction efficiency of Li(I), but low phase disengagement occurred at high PC88A
concentrations [65]. Other researchers found that Cyanex 272 can selectively extract Co(II) over Li(I)
from either acidic or alkaline solutions [8,59–61]. Although the extraction efficiency of Co(II) was
enhanced with Cyanex 272 concentration, the increase in the viscosity of the organic phase caused
some problems in phase disengagement [8]. Moreover, high co-extraction of Li(I) at high Cyanex
272 concentrations led to great difficulty in the scrubbing process. Since the increase in the viscosity
ultimately decreased the rate of mass transfer, the Cyanex 272 extraction system should be operated
at the maximum loading capacity to avoid phase disengagement problems [62,63]. On the other
hand, the saponification of Cyanex 272 was found to be helpful in maintaining the extraction rate [62].
Most of Co(II) was selectively extracted over Li(I) and Ni(II) from reductive leaching solutions (H2SO4

+ H2O2) of spent lithium-ion batteries using saponified Cyanex 272 without phase disengagement
problems [40]. Nayl et al. [10] reported that Cyanex 272 existed as a dimer, while its saponified form
existed as a monomer. Therefore, the saponification reaction of Cyanex 272 and the extraction reactions
between monovalent/divalent metal ions and saponified Cyanex 272 can be represented as follows:

Na+
(aq) +

1
2

(HA)2(org) = NaA(org) + H+
(aq) (6)
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M2+
(aq) + A-

(org) + 2(HA)2(org) = (MA2 3HA)(org) + H+
(aq) (7)

M+
(aq) + A-

(org) + 2(HA)2(org)) = (MA 2HA)(org) (8)

Generally, the recovery of pure Li(I) and Co(II) from leach liquors containing impurities such
as Al(II), Fe(III), Cu(II), Ni(II) and Mn(II) consists of the following steps: (i) the elimination of
some impurities such as Fe(III), Cu(II) and Al(III) by solvent extraction or precipitation; (ii) the
selective extraction of Mn(II) and Co(II) by solvent extraction; (iii) the separation of Ni(II) by ion
exchange; and (iv) the precipitation of Li(I) from the raffinate as lithium carbonate [9,10,64,66].
A conceptual process flowsheet for the recovery of Li(I) and other metals from leach solutions of
spent lithium-ion batteries is presented in Figure 2. The mixture of 5-nonylsalicylaldoxime (Acorga
M5640) and 2-ethylhexyl phosphonic acid mono-2-ethylhexyl ester (Ionquest 801) has a synergistic
effect of selectively extracting Cu(II), Al(III) and Fe(III), leaving Co(II), Ni(II) and Li(I) in the raffinate.
After extracting Al(III), Cu(II) and Fe(III), the selective extraction of Co(II) over Ni(II) and Li(I) was
obtained by employing Cyanex 272/Na-Cyanex 272. A small amount of the co-extracted Li(I) (<20%)
into the organic phase was scrubbed using Na2CO3 solution and then the complete stripping of
Co(II) was achieved using acidic solutions. Finally, an ion-exchange resin such as Dowex M4195 was
employed to load Ni(II), leaving Li(I) in the effluent [66]. Zhao et al. [63] reported that the mixture of
Cyanex 272 and PCC8A has synergistic effect on the selective extraction of Co(II) and Mn(II) over Li(I)
from simulated sulfuric acid. The addition of EDTA (ethylenediaminetetraacetic acid) to the mixtures
of Cyanex 272 and PC88A suppressed the extraction efficiency of Co(II), while the extractability of
Mn(II) was slightly increased. Therefore, the mixture of Cyanex 272-PC88A-EDTA was considered
to be a promising system for the separation of Co(II) and Mn(II) in terms of extraction efficiency and
stripping properties [63]. A process for the recovery of Li(I), Co(II) and Mn(II) from spent lithium-ion
batteries is shown in Figure 3. According to this process, Li(I) can be recovered as a precipitate of
Li2CO3 by adding sodium carbonate after the separation of all of the metals from the leach liquors.

Li/Ni 
Ionquest/Acorga 

Fe/Cu/Al 

disposal 

Ni product 

Leach solution 

Cyanex 272 
Dowex IX 

Ni recovery 

Li 

Li recovery 

Li product 

Co 

Co recovery 

Co product 

Co/Li/Ni 

Figure 2. A conceptual process flow-sheet for the recovery of Co(II), Ni(II) and Li(I) from spent battery
leach solutions [66].
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Spent cathode materials of lithium-ion batteries  

Co2+, Mn2+, Li+, Al3+, Fe3+ 

Co2+ and Mn2+ in the organic phase 

Co2+, Mn2+, Li+ 

Cyanex 272 + PC88A 

H2SO4 + H2O2 

Stripping by 0.01M H2SO4 

Li2CO3 

Adjust pHe = 3–4 remove Al3+ and Fe3+  

Extraction by Cyanex 272 + PC88A at pHe = 5.2–5.3  

Li+ 

Co2+ and Mn2+ in sulfate medium 

pHe = 5, adding EDTA([EDTA] = [Co2+] 

Co2+ Mn2+ in the organic phase 

Stripping by 0.01M H2SO4 

Mn2+ Cyanex 272 + PC88A 

Figure 3. Flow-sheet for the separation of Co2+, Mn2+ and Li+ from each other in order to recycle the
spent cathode materials of lithium-ion batteries (LIBs)[63].

4. Conclusions

This paper presents a review of the separation of lithium from leach liquors of primary and
secondary resources by solvent extraction with commercial extractants and their mixtures. Solar
evaporation is employed to concentrate lithium ions in brines by removing the salts of Na(I), Ca(II),
Mg(II) and K(I), while acid and alkaline leaching processes are employed to dissolve lithium and other
metals from primary and secondary resources. Several commercial extractants are then employed to
separate lithium ions from the leach liquors of primary and secondary resources. Li(I) was selectively
extracted over monovalent metal cations from brines or alkaline solutions by single acidic extractants
and the mixture of acidic and neutral extractants. However, the extraction efficiency of lithium by
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these extractants was low. The mixture of neutral extractants, TBP/TOPO, and chelating extractants in
the presence of FeCl3 had a synergistic effect on the extraction and separation efficiency of Li(I) from
chloride solutions containing Na(I), Ca(II), K(I) and Mg(II). The small amount of co-extracted divalent
metal cations in the TBP/TOPO system was scrubbed and then LiCl was obtained by the stripping
process. In the acidic leaching solutions of secondary resources, divalent/trivalent metal cations are
selectively extracted over Li(I) by single acidic extractants, which renders the recovery process of
Li(I) complicated. Therefore, these divalent/trivalent metal cations should be separated before Li(I)
purification. Among the acidic extractants and their mixtures, the Cyanex 272 system showed a high
extraction performance for these divalent and trivalent metals cations. From the raffinate, Li(I) can be
recovered as Li2CO3 by adding sodium carbonate.

Author Contributions: M.S.L. participated in valuable discussion and gave insightful comments on a draft of the
manuscript. T.H.N. wrote the paper.

Acknowledgments: This work was supported by the Global Excellent Technology Innovation of the Korea
Institute of Energy Technology Evaluation and Planning (KETEP), granted financial resource from the Ministry of
Trade, Industry and Energy, Republic of Korea (No. 20165010100880).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Table A1. Structure of commercial extractants used for the extraction and recovery of lithium in the
reported literature.

Extractants Structure of the Compound

D2EHPA
Di-2-ethylhexyl phosphoric acid

PC88A
2-Ethylhexyl phosphonic acid mono-2-ethylhexyl

ester

MEHPA
Mono-2-ethylhexyl phosphoric acid

Cyanex 272
Bis-2,4,4-trimethyl pentyl phosphinic acid

LIX 54
∝-acetyl-m-dodecylacetophenone
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Table A1. Cont.

Extractants Structure of the Compound

MIBK
Methyl isobutyl ketone

TBP
Tri-n-butyl phosphate

TOPO
Tri-n-octyl phosphine oxide

Cyanex 923
Mixture of main trialkyl phosphine oxides

R,R’ = [CH3(CH2)7]−normal octyl
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Abstract: NaA zeolite membrane is an ideal hydrophilic candidate for organic dehydrations; however,
its instability in salt solutions limits its application in industries as the membrane intactness was
greatly affected due to the replacement of cation ions. In order to explore the relationship between the
structural variation and the cation types, the obtained NaA zeolite membranes were treated by various
monovalent and divalent cations like Ag+, K+, Li+, NH4

+, Zn2+, Mg2+, Ba2+ and Ca2+. The obtained
membranes were subsequently characterized by contact angle, scanning electron microscopy (SEM),
pervaporation (PV), and vapor permeation (VP). The results showed that all of the hydrophilicities of
the exchanged membrane were reduced, and the membrane performance varied with cation charges
and sizes. For the monovalent cations, the membrane performance was largely determined by the
cation sizes, where the membrane remained intact. On the contrary, for the divalent cation treatments,
the membrane separation was generally reduced due to the presence of cation vacancies, resulting
in some unbalanced stresses between the dispersive interaction and electrostatic forces, thereby
damaging the membrane intactness. In the end, a set of gas permeation experiments were conducted
for the two selected cation-treated membranes (K+ and Ag+) using H2, CO2, N2 and CH4, and a
much higher decreasing percentage (90% for K+) occurred in comparison with the permeation drop
(10%) in the PV dehydration, suggesting that the vaporization resistance of phase changing for the
PV process was more influential than the water vapor transport in the pore channel.

Keywords: NaA zeolite membrane; pervaporation; cation treatments; membrane separation;
hollow fibers

1. Introduction

Fuel ethanol is considered as a promising alternative to the conventionally used fossils due to its
significant advantages in terms of environment protection, energy intensity, and resource abundancy [1–3].
At present, microbial fermentations are the mainstream route that is used in the industry to produce
fuel ethanol; however, by-products and water generated during the fermenting activities [4] should
be removed simultaneously in order to maintain the production efficiency. Among the diverse
separation strategies, the membrane-based pervaporation (PV) process, as a newly emerging technique,
ha attracted considerable attention due to its significant advantages of less energy consumption and
operational convenience over the traditional separation methods, such as extraction and distillation.

In general, the membranes that are used for organic dehydrations can be classified into two
categories, which include (i) polymeric and (ii) inorganic membranes. Although the polymer is easy to
fabricate due to its high flexibility, it suffers from weak mechanical strengths and swelling problems,
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thereby limiting its application [5–7]. Not only has the inorganic membrane demonstrated good
mechanical strengths, but also strong chemical resistance and high thermostability were also derived,
so it is more promising to be used in harsh solutions containing additives, like dimethylformamide
(DMF), tetrahydrofuan (THF) and salts. Among the various types of inorganic membranes, zeolite
membrane, making use of its unique pore structure and surface properties, are widely deployed
for organic dehydrations [8]. In the past two decades, many types of zeolites have been fabricated
as the supported zeolite membranes [7,9], including LTA [10,11], FAU [12], T [13], MOR [14] and
MFI [15–17]. Among these candidates, The tubular NaA zeolite membrane has been widely applied
in pharmaceutical and food industries for solvent recoveries [18]. NaA zeolite contains sodium
cations, and the chemical formula is Na12[(AlO2)12(SiO2)12]·27H2O [19], where the sodalite cages
are connected through double four-membered rings (4MR) in order to form a large cavity. For the
NaA zeolite membrane with a Si/Al ratio of 1.0, high permselectivities can be achieved due to its
strong hydrophilicity. Since the first commercial application of tubular NaA membranes in practical
factories by Mitsui Engineering and Shipping in the 1990s, over 200 sets of the membrane plants have
been established in the world for various purposes [20–22]. However, the tubular NaA membrane
often contains large diameters and thick walls, so the packing density and flux in a certain membrane
module are limited, thereby increasing the membrane facility investment.

To further reduce the membrane cost, the packing density of the membrane module should be
significantly increased. Therefore, there is an on-going effort to prepare the NaA membrane on hollow
fibers with a much smaller diameter and thinner walls. However, at present, the NaA membranes
prepared on the hollow fiber are still unsatisfactory due to their low selectivity. This could be caused by
the high curvature of the substrate surface, which induces stresses between the membrane and substrate
surface, thereby leading to the presence of the inter-crystalline defects [23,24]. Therefore, it is necessary
to use chemical approaches to improve the membrane performance in order to increase the adhesive
forces between the membrane layer and substrate. To fix the membrane defects derived during the
preparation, cations exchanges could be employed to cover interstitial gaps by changing the crystal cell
parameters, which resulted in the contraction and expansion of the zeolite particles. Further, inorganic
salts are generally presented in organic solvents used in the fields of organic chemicals, fine chemicals,
and pharmaceutical chemicals. The salts inevitably interacted with the NaA zeolite and thus affected
the separation performance of the NaA zeolite membrane by changing the zeolite structure and surface
hydrophilicity. According to the work by Breck and co-workers [25], the pore size of LTA zeolite
could be tailored using various cation treatments. For the zeolite that was treated by potassium,
the effective pore size was reduced to 0.28 nm; on the contrary, the calcium salt produced a larger pore
size of 0.51 nm. Francisco et al. [26] investigated several ion-exchanged NaA/carbon membranes for
hydrogen purification, and it had found that the Rb-LTA and Cs-LTA/carbon membranes provided
better separation performance. Shirazian et al. [27]. Prepared the K-exchanged LTA zeolite membranes
for the dehydration of natural gas; however, the separation factors were still close to the prediction of
Knudsen diffusion. Yang et al. studied the influence of several inorganic salts on the PV performance
for the ethanol/H2O/salt mixtures, and a significant flux drop was found, which was assumed to be
caused by the pore blocking and surface precipitation of salts [28–31]. However, the above research
only involved a limit number of cations, and the membrane structural changes caused by the cation
exchanges were not explicitly correlated with the ionic size and charge, but were lumped with the
driving force variations and transport resistance increments during the PV characterization.

Based on above discussion, it is necessary to scientifically and systematically explore the
relationship of separation variations with cation sizes and charges using both PV dehydration and gas
permeation techniques, so as to provide guidance in order to broaden the industrial application of
hollow fibered supported NaA zeolite membranes. In this paper, we prepared hollow fiber supported
NaA zeolite membranes in a batch mode with acceptable separation performances, which was later
treated by different cations solutions (monovalent and divalent cations) to derive ion-exchanged
NaA zeolite membranes. Then, the ion-exchanged membranes were characterized by PV for 90 wt %
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ethanol/water solution. The variations of permeation fluxes and selectivities were studied and were
used to correlate the coordinated effect between the cation size and charge. In the end, the PV
decrement for several cation treatments was compared with that for the gas permeation and vapor
permeation (VP) tests to evaluate the importance of the surface hydrophilicity and the vaporization
resistance of the NaA zeolite membranes for water molecules.

2. Experimental

2.1. Materials

The monovalent and divalent salts (monovalent: NaCl, LiCl, NH4Cl, KCl and AgNO3; divalent:
ZnCl2 MgCl2 6H2O, CaCl2 and BaCl2) were purchased from commercial companies, and they were
used as received without any purification. The silica sol, water glass and NaAlO2 were used as Si and
Al sources with industrial purity. The original NaA zeolite seeds (cubic crystals, with a size of 2–4 μm)
and deionized water were produced in the laboratory. The alumina four channel hollow fibers (4CHF)
were used as the support (homemade, out diameter: 3.4–3.8 mm, length: 70 mm, porosity: 45–55%).

2.2. Synthesis of NaA Zeolite Membranes and Ion-Exchange Processes

The preparation process of NaA crystal suspension: 0.2 g silica sol was added to a certain
amount of ball-milled NaA zeolite crystal solution so as to improve the viscosity and to prevent the
agglomeration of seeds; after that, the solution was mixed by an ultrasonic cell grinder (power 200 W)
for 30 min, in order to obtain a uniformly dispersed seed suspension. Seeding the hollow fiber: the
hollow fibers, soaked with 0.1 mol·L−1 sodium hydroxide solution for 12 h, were placed in a 60 ◦C
oven and were dried overnight; after that, the hollow fibers were pre-coated by the dip-coating method
for 5–15 s.

The preparation process of the NaA zeolite membrane was provided in Figure 1. At the beginning,
the sodium hydroxide that was dissolved in deionized water to provide basic conditions, was later
mixed with sodium aluminate to derive a clear solution, and then a certain amount of water glass
was added into the mixture under vigorously stirring for 1.5 h, where the molar ratio of the synthesis
solution is Al2O3:SiO2:NaOH:H2O = 1:2:2:120. Subsequently, the treated supports that were vertically
placed in a Teflon-stainless steel autoclave containing the synthesis sol, were transferred into the
oven for 4 h at 100 ◦C. The as-synthesis membrane was washed with deionized water several times,
before drying at 70 ◦C overnight.

The preparation of ion-exchanged NaA-type zeolite membrane: the 90% ethanol/water solution
was mixed with a certain amount of NaCl, LiCl, NH4Cl, KCl, AgNO3, ZnCl2, MgCl2, CaCl2, or BaCl2,
respectively, to derive a mixture with a salt concentration of 0.05 mol/L–0.10 mol/L by sonicating for
30 min; the ion-exchange solution was pumped into the liner that was equipped with the prepared NaA
zeolite membrane to exchange for 24 h at 50 ◦C. After the exchanging, the membrane was immersed in
deionized water for 2 h, and was then was dried for characterizations.

The preparation of ion-exchanged NaA zeolite powder: the salt solutions were prepared according
to the above method, and then 40 g of the salt solution and 0.6 g NaA crystal were stirringly mixed in
a conical flask immersed in a water bath of 50 ◦C for 4 h. After the exchanging, the suspension was
centrifuged for several times and dried.
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Figure 1. Cation treatment diagram of NaA zeolite membranes.

2.3. Characterization of NaA Zeolite Particles and Membranes

The morphologies of the as-synthesis NaA zeolite powders and membranes were characterized
by field emission scanning electron microscopy (FESEM) and installed with a cold field emission gun
that was operating at 5 kV and 10 μA (S-4800, Hitachi, Tokyo, Japan). The crystal structure of the
sample was analyzed by X-ray diffraction (XRD) at a tube voltage of 40 kV and a tube current of 15 mA
(MiniFlex 600, Rigaku, Tokyo, Japan), where the Cu target and the Ni filter were used to generate
Kα rays and to remove Kβ rays, respectively. The tests were performed at room temperature with a
diffraction range of 5◦–50◦, and a scan rate of 12◦/min. After exchanging, the elemental content of the
sample was measured by inductively coupled plasma optical emission spectrometry (ICP-OES, optima
7000DV, PerkinElmer, Waltham, MA, US), where the samples were dissolved in an acidic mixture
before testing.

2.4. PV Test and Single Gas Permeation

The separation performances of NaA zeolite membranes were evaluated by dehydrating
90 wt % ethanol-water solution at 75 ◦C by a PV apparatus, as reported in our previous work [32].
The compositions of the feed and permeate were analyzed by gas chromatography (GC-6890, Ruihong,
Tengzhou, China). The PV performance of each membrane was determined by the separation factor
(α) and flux (J), which were, respectively, defined as follows:

α =
yw/ye

xw/xe
(1)

J =
m

A · Δt
(2)

where yw and ye are the mass fractions of water and ethanol in the permeate, respectively; xw and xe

correspond to the fraction values in the feed, respectively; m is the mass (kg) permeated over a time
period of Δt (h); and, A is the effective membrane area (m2).

By excluding the influence of the membrane hydrophilicities, gas permeation at room temperature
was used to characterize the importance of the vaporization effect in the NaA zeolite membranes
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that were treated by different cations. For the permeation experiment, the membrane was sealed by
silicone O-rings and the volumetric flow rates of single gases (H2, CO2, CH4 and N2) were measured
using a bubble flow meter. The tested gas on the feed side provided a driving force for gas permeation
from the outside of the membrane to the lumen inside, where the gas permeation flux (Pmi) can be
expressed as:

Pmi =
n

A · Δt · ΔP
(3)

where Pmi represents the molar quantity of the gas flowing through the membrane per unit time and
per unit area under per unit pressure difference( mol·m−2·h−1·Pa−1); n corresponds to the moles of
the gas; and, ΔP is the pressure difference (Pa).

3. Results and Discussion

3.1. PV Performances of the Exchanged NaA Zeolite Membrane

Figure 2 depicted the ion exchange model for the NaA zeolite with high aluminum content to
show how different cation affects the open pore passages. As suggested, cation charges affect the
exchange number of ions during the exchange in order to maintain the valence balance of the zeolite.
According to the law of conservation of charge, each divalent cation consumes two replacements of
monovalent sodium ion, and vice versa. In the cation treatment, in order to ensure the full exchange of
ions with the membrane, an exchanging time of 24 h and a cation concentration of 0.1 mol/L were
firstly selected. To initially examine the effect of ion exchanges of different cations on the membrane
performance, both the feed and permeate were analyzed by a gas chromatograph, where the PV
solution was a 90 wt % ethanol/water mixture.

 

Figure 2. Different cation exchange model of the NaA-Type zeolite. (a) Monovalent cation and
(b) Divalent cation.

Table 1 summarized the PV results for different salts, where the corresponding cation sizes were
provided in Table 2. As suggested, the kinetic radii of the monovalent cations, like K+ and Ag+ (1.49 Å
and 1.26 Å), are greater than that of Na+ (1.17 Å), and the PV separation factor of the membrane was
increased and the permeate flux was decreased. This is probably because K+ or Ag+ entered into zeolite
cage and replaced the original Na+, which resulted in the decrease in accessible pore size. Smaller
pores yielded lower permeation fluxes, but higher separation factor. For the smallest monovalent
cation (Li+), when the original Na+ was replaced by Li+, the pore was significantly opened, which led
to a much higher permeate flux, but without any selectivity during the PV test. For the treatment by the
acidic cation solution of NH4Cl, both the permeation flux and the separation factor were considerably
reduced, suggesting that the membrane structure was significantly changed. The decrease in the
permeation flux could be explained by the ionic size effect (1.48 Å versus 1.17 Å), where the water
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passage in the membrane was blocked by the larger cation. The decrease in the separation factor was
caused by the chemical attack to the zeolite skeleton due to the presence of H proton that was released
from the cation for the NH4Cl solution being acidic. On the other hand, the surface precipitation of
salts on the membrane surface could also cause the decrease of permeation flux. To evaluate such
an effect, the NaCl solution was used as a reference. As given in the Table 1, before and after the
treatment with NaCl solution, the permeation flux and the separation factor of the membrane only
change slightly, so the surface precipitation effect could be neglected in the experiment.

For the divalent cations of Mg2+ and Zn2+ with smaller ion sizes (0.72 Å and 0.74 Å), both the
permeation flux and the separation factor of the NaA zeolite membranes dramatically decreased after
cation exchanging. This was because of the displacement of Na+ cations around the six-membered
ring-like structures. When the Na+ ions were deprived from zeolite pores by the smaller divalent
cations of Mg2+ and Zn2+, the open pore size became larger than the molecular size of ethanol, so
the separation factor was reduced. In addition, since the molar ratio of ion exchanging between Na+

and Mg2+/Zn2+ was 2, the remaining cation sites in the zeolite were vacancies, so some unbalanced
stresses were induced, where the membrane porosity was reduced due to some collapse. When the
effect of porosity decrement outweighed the effect that was caused by the pore enlargement, the
overall permeation flux still decreased. For the other two divalent cations (Ca2+ and Ba2+) with larger
ion sizes (1.0 Å and 1.35 Å), the coordinated effect between open pore size and unbalanced stresses
due to cation vacancies were similar except the pore size that was caused by Ba2+ treatment became
smaller. The decrease in open pore size should cause the increase in the separation factor; however,
the unbalanced stresses generated some defects between crystals in the membrane, so the membrane
intactness was reduced, which caused the decrease in the separation factor. Another evidence for the
presence of defects in the Ba2+ treatment was the increase in flux.

Table 1. Pervaporation of 90 wt % ethanol/water mixture through NaA-type zeolite membrane and its
cation-exchanged membrane (exchange condition: 12 h at 60 ◦C and cation concentration of 0.1 M).

Ion Valence State Material Processing Conditions Fluxes/kg·m−2·h−1 Separation Factor

1

KCl
Un-exchange 4.05 ± 0.019 449 ± 2.4

Exchange 3.58 ± 0.023 1062 ± 12.8

NH4Cl
Un-exchange 7.42 ± 0.023 306 ± 1.1

Exchange 1.44 ± 0.005 38 ± 0.1

LiCl
Un-exchange 4.58 ± 0.019 208 ± 0.5

Exchange leaking 1 ± 0.01

NaCl
Un-exchange 4.75 ± 0.023 449 ± 2.4

Exchange 4.83 ± 0.018 519 ± 3.1

AgNO3
Un-exchange 6.51 ± 0.027 548 ± 3.6

Exchange 5.98 ± 0.025 2136 ± 50.7

2

MgCl2
Un-exchange 5.05 ± 0.025 2167 ± 52.5

Exchange 1.99 ± 0.014 47 ± 0.1

BaCl2
Un-exchange 4.80 ± 0.024 208 ± 0.6

Exchange 5.19 ± 0.025 162 ± 0.4

CaCl2
Un-exchange 6.45 ± 0.025 306 ± 1.2

Exchange 6.07 ± 0.024 52 ± 0.1

ZnCl2
Un-exchange 5.06 ± 0.019 2156 ± 53.4

Exchange 2.90 ± 0.015 5 ± 0.04
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Table 2. The cation radius of the used salts.

Cations Hydrated Radius, Å [33] Bare Radius, Å [34]

Li+ 3.82 0.94
Na+ 3.58 1.17
K+ 3.31 1.49

Ag+ 3.41 1.26
NH4

+ 3.31 1.48
Mg2+ 4.28 0.72
Ca2+ 4.12 1.00
Ba2+ 4.04 1.35
Zn2+ 4.30 0.74

3.2. Surface Morphology of the Exchanged NaA Zeolite Membrane

To further testify the above structural alternations, which gave rise to the changes in permeation
fluxes and separation factors, the surface morphologies of NaA zeolite membranes after various cation
treatments were examined by the scanning electron microscopy (SEM) technique. The obtained images
for the monovalent cation treatment were depicted in Figure 3. As suggested, no large cracks of crystal
particles and interstitial defects were found on the surface of the zeolite membrane after being treated
with 0.1 M AgNO3, NaCl, KCl and NH4Cl solutions, so the membranes intactness was maintained in
the cation treatments. When compared to the feature of the original NaA zeolite crystals in Figure 3a,
no significant changes occurred to the samples that were treated with KCl and NaCl solutions in
Figure 3b,f. Further, for AgNO3 treatment in Figure 3c, a large amount of amorphous substances were
found on the membrane surface, which may be caused by the partial destruction of particle due to
the crystal cell expansion by the replacement of Ag+, i.e., the interstitial defects between the particles
were largely fixed, which increased the separation factor but decreased the permeation flux. However,
for the NH4Cl treatment in Figure 3d, the zeolite crystals on the membrane surface started to dissolute
as the sharp edges of the crystal particles were absent. This was largely due to the dealumination in the
zeolite framework under acidic conditions (NH4Cl solution is acidic), thereby resulting in collapses of
the skeleton and the partial dissolution of the membrane. For the smallest monovalent cation treatment
of LiCl in Figure 3e, no amorphous substances were found on the membrane surface, and the crystal
shapes remained unchanged except with larger interstitial spaces due the crystal cell contraction,
which may be responsible for the membrane leaking in the PV tests in Table 1.

The SEM images for divalent cation treatments were provided in Figure 4, where the crystal
shapes were unaffected, with larger interstitial spaces. However, for the treatment by BaCl2 solution
in Figure 4b, some amorphous substances were found on the membrane surface. Similar to the
explanation for AgNO3, the amorphous substances were generated by the cell expansion due to the
replacement of larger ionic sizes of Ba2+. Since the interstitial gaps were covered, the separation factor
was slightly increased. As the PV results given in Table 1, the coordinated effect between the pore
blocking effect and the minimization of intercrystals gaps by the amorphous substance led to the slight
variation of PV performances of NaA zeolite membrane treated by Ba2+. However, for other small
divalent cations, due to the unbalanced exchange number between Na+ and M2+, some cation sites
in the zeolite structure were left vacant, so some porosities of crystals were lost due to the structural
collapse, which resulted in a complex behavior of fluxes and separation factors.
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Figure 3. Scanning electron microscopy (SEM) images of NaA zeolite membrane (a) and its cation
treated surface morphologies by (b) KCl, (c) AgNO3, (d) NH4Cl, (e) LiCl and (f) NaCl solutions.

Figure 4. SEM images of NaA zeolite membrane surface morphologies treated by (a) CaCl2, (b) BaCl2,
(c) ZnCl2 and (d) MgCl2 solutions.

3.3. The Structural Analysis of the Exchanged NaA Zeolite Powders

Due to the replacements of new cations, not only were the cell parameters of NaA zeolite
crystals changed to some extent, but also new substances were obtained, which in turn led to the
variation of permeation flux and separation factors, and such a variation could be confirmed by the
XRD characterization. Figure 5 illustrated the XRD results for the cation treated zeolite particles.
As suggested in Figure 5a, the XRD peak intensities of the sample that was treated by AgNO3 were
dramatically reduced, suggesting the presence of amorphous substances. In Figure 5b, a similar trend
also occurred in the sample that was treated by Ba2+, so the interpretation for the membrane surface
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morphologies was validated. In general, the PV performances of divalent cation treated NaA zeolite
membrane were unsatisfactory. For Mg2+, Ca2+ and Zn2+ ion treatments, both the permeation flux and
the separation factor of the membrane decreased, which had little change in Ba2+ treatment. For the
monovalent cation treatments, the permeation fluxes of the membrane after the exchange of Ag+ and
K+ slightly decreased, but the separation factor has been greatly improved. Therefore, the variation
trends of the membrane performance after M2+ exchange depended on the coordinated effect between
porosity losses and ionic sizes, where a smaller ionic size generally reduced the membrane porosity
due to structural collapse, and such an effect could be inhibited in the case for larger size cations due
to a stronger dispersive interaction. For monovalent cations, in addition to the acidic/basic condition,
the ionic size played a dominating role in the predication of membrane performance variations as no
cation site was left vacant after exchanging treatments.

By observing the variations of crystal morphologies and the cation contents for the powder sample,
a deeper understanding of ion exchanging could be achieved for the membranes. Table 3 illustrated
that the ICP characterization results for the treated and original NaA zeolite crystals. It could be found
that the content of Na+ only increased slightly after NaCl solution treatment. However, according to
the conservation of charge, the content of Na+ should be unchanged in theory. The possible reasons
were due to the presence of a small amount of residual ions in the crystals. For other cations, the content
of Na+ steadily decreased. For the monovalent salts, about 90%, 16% and 59% of Na+ was replaced
by Ag+, Li+ and K+, respectively. In comparison, for the divalent salts, about 78%, 49%, 66% and
81% of Na+ were replaced by Zn2+, Mg2+, Ca2+ and Ba2+, respectively. In addition, the relative molar
content of the positive charge was very close to 1 for all of the samples, matching well with the NaA
zeolite structure.

Figure 5. Cont.
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Figure 5. X-ray diffraction (XRD) patterns of NaA zeolite seeds and after treatment seeds with
(a) monovalent cations and (b) divalent cations.

Table 3. Inductively coupled plasma (ICP) tests of NaA zeolites treated by different cations.

Type Relative Content of Na Relative Content of Positive Charge a

NaA zeolite 1.00 0.96
NaCl treatment 1.12 1.03
LiCl treatment 0.84 0.93
KCl treatment 0.41 0.97

AgNO3 treatment 0.10 0.99
ZnCl2 treatment 0.22 0.97
MgCl2 treatment 0.51 1.06
CaCl2 treatment 0.34 1.02
BaCl2 treatment 0.19 0.99

a [(Na+ + M+)/Al or (Na+ + 2M2+)/Al]. Each element represents its molar content.

Since the cations were successfully incorporated in the NaA zeolites, the SEM technique was used
to examine the morphology changes of the crystals, with the results being summarized in Figure 6.
As suggested in Figure 6b,e,f, the salts of KCl, NaCl and LiCl had no destructive effects on the crystals;
on the contrary, the crystals after the AgNO3 treatment were rounded in some way (Figure 6c), as the
distinct edges became blurred due to swelling. For the NH4Cl treatment in Figure 6d, the crystals
became less distinctive and smaller, indicating that acidic fluid dissolved the crystalline structures.
Based on above discoveries, it was evident that the influence of Ag+ on the NaA zeolite structure
was relatively significant, which was consistent with the discoveries that were based on the SEM
image for AgNO3 solution in Figure 4b. Further, after the divalent salt treatments by CaCl2, BaCl2,
ZnCl2 and MgCl2 solution in Figure 6g–j, not only did some damages occur to the particles during the
replacements of cations, but also a small amount of amorphous substances were found on the crystal
surface, which may be related to the flux decrement in the treated membranes, i.e., pore blocking effect
due to the porosity loss.
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Figure 6. SEM images of NaA zeolite particles (a) and ion-exchanged zeolite with (b) KCl, (c) AgNO3,
(d) NH4Cl, (e) LiCl, (f) NaCl, (g) CaCl2, (h) BaCl2, (i) ZnCl2 and (j) MgCl2 solution treatment.

3.4. The Concentration Effect on the Exchanged Membrane

Since the PV performance of the NaA zeolite membrane that was treated by divalent cations
was not improved, only the concentration effect of monovalent cations on the PV performance was
explored for the exchanged membrane. Table 4 summarized that the PV performances of different NaA
zeolite membranes that were treated by various monovalent cations with several concentrations. For a
high concentration of 0.10 M, it was evident that the separation factor of the NaA zeolite membrane
was greatly improved after conducting KCl, AgNO3 exchanging, where the decrease in the flux was
caused due to the pore blocking effect of K+ and Ag+ cations. For the lower concentrations of K+ and
Ag+ with a value of 0.05 M, the membrane separation factors were still very high (>10,000), and the
corresponding fluxes became 4.45 and 5.87 kg·m−2·h−1, respectively, which were slightly lower than
that for the original NaA zeolite membrane (4.96 kg·m−2·h−1 and 6.51 kg·m−2·h−1, respectively).
This was due to the faster exchanging rate with Na+ ions that was caused by the higher concentration.
As the highest separation factor occurred to the mild concentration, it was reasonable to conclude
that higher exchanging rate may also induce some unbalanced structural variations in the membrane.
Similarly, the exchange effect of NH4Cl at a concentration of 0.05 M is better than that of 0.1 M by PV
characterization. This was caused by the stronger acidity of the 0.1 M NH4Cl solution, which dissolved
the membrane layer to some extent. For LiCl, no differences were obtained for the two conditions
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as the leakages occurred due to the smaller kinetic diameter of Li+, which permitted both water and
ethanol molecules passing through the membranes. Based on the PV results for the treated NaA-type
zeolite membranes, it was evident that the concentration of 0.05 M was more suitable for Ag+ and K+

to fix the membrane defects.

Table 4. Pervaporation (PV) performances of the NaA zeolite membranes treated by various concentrations
of monovalent cation solutions, by dehydrating 90 wt % ethanol/water mixture.

No. Cations Concentration/M Flux/kg·m−2·h−1 Separation Factor

M1 - - 4.96 ± 0.03 449 ± 2.4
M1′ K+ 0.05 4.45 ± 0.02 >10,000 ± 198.2
M1′′ K+ 0.1 3.58 ± 0.02 1062 ± 12.8
M2 - - 6.51 ± 0.03 548 ± 3.6
M2′ Ag+ 0.05 5.87 ± 0.03 >10,000 ± 198.2
M2′′ Ag+ 0.1 5.98 ± 0.03 2136 ± 50.9
M3 - - 7.42 ± 0.03 306 ± 1.2
M3′ NH4

+ 0.05 4.95 ± 0.02 107 ± 0.2
M3′′ NH4

+ 0.1 1.44 ± 0.01 38 ± 0.1

The SEM images of the NaA membranes that were treated by different concentrations were shown
in Figure 7. It was observed that the ion exchanging rate difference due to the cation concentration clearly
occurred to Ag+ and NH4

+ in Figure 7a,b and Figure 7c,d due to the larger cation sizes, which yielded a
limited exchanging rate. For the size identical cation of K+ in Figure 7e,f, and the difference between the
two conditions was negligible due to the close similarity of crystals in two conditions.

 

Figure 7. SEM images of NaA zeolite membrane treated by different concentration cations of AgNO3

(a) 0.05 M, (b) 0.1 M, NH4Cl (c) 0.05 M, (d) 0.1 M, KCl (e) 0.05 M and (f) 0.1 M.

3.5. PV Stability Test of NaA Zeolite Membrane

Since improved performances were found for the monovalent salts of KCl and AgNO3,
respectively, the PV stability tests were conducted for the treated NaA zeolite membranes that were
derived under a salt concentration of 0.05 M for 24 h at 60 ◦C. The results were shown in Figure 8.
As given in Figure 8a for KCl, the flux increased after the first immersing. This was due to the initial
dissolution of some amorphous substance on the membrane surface, where the membrane intactness
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and the crystal structure were affected. Since a lower transport resistance occurred, the flux was
increased without affecting the separation factor. After the secondary immersing, the membrane
flux increased from 4.96 kg·m−2·h−1 to 7.6 kg·m−2·h−1. This could be explained that the amorphous
substances dissolved in the solution exposed the interstitial defects, thereby increasing the flux but
reducing the selectivity. After the third immersing, the PV performance tended to be stable, where the
flux remained at 6.5 kg·m−2·h−1, with the water content as high as 99.7%. In total, within 220 h,
the KCl-exchanged NaA membrane maintained adequate fluxes with enough water purity in the
permeate (above 99.6 wt %), and no significant damages occurred to the membrane. For the durability
test of Ag+ exchanged zeolite membrane in Figure 8b, the flux tended to decrease significantly with
the extension of operation time. This was caused by the preferential adsorption of water molecules on
the membrane surface, leading to the blockage of the pore channel, thereby, resulting in a decrease in
flux. However, after immersing in the raw material fluid for a long time, the flux increased due to a
partial dissolution and destruction of the amorphous material on the membrane surface. Since the
membrane intactness was still neat, the permeate purity was hardly affected. In total, the NaA zeolite
membrane that was treated with Ag+, could keep a high performance in the PV test in 230 h. Since the
amorphous substances were crucial to the performance evolution for the ion-exchanged membranes,
the Energy-dispersive X-ray spectrometry (EDX) analysis was used to detect its chemical compositions,
and the corresponding results were provided in Figure 9. As suggested, besides the elements (K or
Ag) from the salts, the elements of Al, Si and O were also found, so the amorphous substances on the
membrane surface were regarded as aluminosilicate.

Figure 8. PV dehydration of 90 wt % ethanol/water mixture with different cation-treated NaA zeolite
membranes (a) KCl solution treatment, (b) AgNO3 solution treatment.
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Figure 9. Energy-dispersive X-ray spectrometry (EDX) analysis for different cation-treated NaA zeolite
membranes (a) AgNO3 solution treatment, (b) KCl solution treatment.

3.6. Gas Permeation of NaA Zeolite Membranes

NaA zeolite membranes have exhibited high performance in liquid separation, but it has to admit
that the membrane performance for gas separation is still far below the expectation, as the non-zeolitic
pores and defects permit gas molecules passing through the membrane layer via Knudsen diffusion
rather than by molecular sieving [22]. However, the gas permeation characterization provides effective
insights for the structural changes in the membrane layer by excluding the hydrophilicity variation of
the membrane surface due to the cation exchanges. In order to further elucidate the relative importance
of the pore channel variation on NaA zeolite membrane due to the cation replacement, the contact angle
was first used to inspect the variation of membrane hydrophilicity, and such a result was provided
in Table 5. As suggested, all the hydrophilicities of the exchanged NaA zeolite membranes were
considerably reduced in comparison with that of the original membrane, suggesting interplay between
the pore variation and hydrophilicities in the complex behaviour of the exchanged membrane that was
treated by different cations.

The gas permeation test was carried out on NaA ion-exchanged membrane with good PV
dehydration performances, and the blocking effect of Ag+ and K+ was determined by the changes of
permeance. Figure 10 illustrated the variation of permeance through the membrane as a function of the
kinetic diameter of gases, using a driving pressure of 2.0 bar at 25 ◦C, where flow rates of single gases

135



Processes 2018, 6, 70

(H2, CO2, N2 and CH4) were measured by bubble flow meter. As suggested, for the original NaA zeolite
membrane, the experimental permeance order followed a Knudsen pattern of H2 > CH4 > N2 > CO2.
For the smallest gas of H2, the permeance reached up to 7.66 × 10−7 mol·m−2·s−1·Pa−1, much higher
than that for the rest gases of CO2, N2 and CH4. For the most strongly adsorbed component of CO2,
the molecules were anchored in the zeolitic cavities due to dispersive interactions, and the transport
was controlled by the molecular movements, thereby leading to a lower CO2 permeance than that
of N2 and CH4, which have higher thermal velocities. After the membrane was treated by AgNO3

solution, despite the same permeance pattern of gases, all of the permeances were decreased by a
factor of 35%. This was because the larger size of Ag+ (1.26 Å) reduced the accessible pore passage.
In comparison, for the membrane that was treated with KCl solution with even larger cation size
(K+ = 1.49 Å), the gas permeance decreased more sharply, and a factor of 90% was found for all of the
gases. Since the effect of the hydrophilicity was excluded in gas permeation, the pore narrowing effect
was further confirmed. On the other hand, it has been noted that the percentage of permeance drop
for gases was more significant than that for the PV dehydration in Table 1. For instance, the drop of
permeation flux for the KCl exchanges was only 10% in Table 1, which is far below the value of 90%
in gas permeation. Clearly, the smaller decreasing was irrelevant of the variation of the membrane
surface hydrophilicities, and it could be mainly attributed to the extra vaporing resistance in the PV
operation, where the water molecules escape from the liquid feed to the water vapor phase. Since the
permeance difference for PV dehydration is much smaller than that for the gas permeation, so it was
reasonable to conclude that the vaporization process of phase change is much more influential than
the vapor transport in the zeolite pores. A similar result was also found in the vapor permeation (VP)
characterization using different feed mixtures of ethanol/water for Ag+ and K+, where the variation of
the permeance and separation factor was provided in Figure 11. As suggested, a greater decreasing
percentage of 60% for the permeance was obtained for the vapor mixture with 10 wt % water content,
thus confirming that the importance of vaporization resistance in PV dehydration outweighed that of
vapor phase transport in the pore channel under current conditions.

Figure 10. Gas permeance through (a) the original, (b) the AgNO3 treated and (c) the KCl solution
treated NaA zeolite membrane as a function of the gas kinetic diameter at 25 ◦C and 2.0 bar.
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Table 5. The contact angles of the NaA zeolite membrane treated by different cations.

Cation Type Exchanged NaA Zeolite Membranes Contact Angle/θ

Original NaA zeolite membrane 6.6◦

Monovalent cation
Li+ exchanged NaA zeolite membrane 46.5◦
K+ exchanged NaA zeolite membrane 43.0◦

Ag+ exchanged NaA zeolite membrane 99.6◦

Divalent cation

Zn2+ exchanged NaA zeolite membrane 72.6◦
Mg2+ exchanged NaA zeolite membrane 18.3◦
Ca2+ exchanged NaA zeolite membrane 46.2◦
Ba2+ exchanged NaA zeolite membrane 33.5◦

Figure 11. Vapor permeation (VP) dehydration of different ethanol/water mixtures using salt treated
NaA zeolite membrane. (a) AgNO3 solution and (b) KCl solution, where the vapor pressure was 1.4 bar
under a temperature of 100 ◦C.
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4. Conclusions

Different cation-exchanged NaA zeolite membranes were successfully derived on hollow fibers,
using monovalent and divalent salts. For the monovalent cations, the membrane showed very
stable membrane structure and dehydration performances, except for the very acidic salts of NH4

+,
as the dealumination effect occurred in the zeolite frameworks. For the rest monovalent cations
of (Li+, K+ and Ag+), it had been found that the permeation flux variations in dehydration largely
related to the cations size. For the smaller sizes, like Li+, a much higher permeation flux was obtained,
but the separation factor was completely lost due to the over enlargement of accessible passages
that was caused by the replacement of Na+ by Li+. For the larger cations, like K+ and Ag+, a mild
decrement of permeation flux occurred to the treated membrane, but the separation factors became
higher for both cations, which was because the accessible passage became narrower. For the divalent
cation-treated membrane, the membrane permeance variation was complex, where the permeation
flux was generally reduced due to the interplay between the cation size and charges. For larger
cation (Ba2+), the PV dehydration performances were slightly reduced for both permeation flux and
separation factor, indicating that the membrane intactness was largely maintained and the unbalanced
stresses was minimized. For other cations with smaller sizes, both the permeation flux and separation
factor were reduced. This was because the number of Na+ was unevenly exchanged with M2+ to
balance the charge, so some cation vacancies were left in the treated membrane and thus induced
unbalanced stresses in the membrane, thereby damaging the membrane intactness. To further verify
the structure variation of the treated membrane by excluding the hydrophilicity factor occurring in
the liquid separation, gas permeation using H2, CO2, N2 and CH4 was conducted for the treated
NaA zeolite membrane by Ag+ and K+, and all of the permeance of gases was found to be decreased,
which was consistent with the result that was obtained in the PV dehydration. Thus, the narrowing of
the accessible pore channel due to the larger cation replacement in the membrane was firmly validated.
However, it has been found that the decrement percentage (90% for K+) in the gas permeation was far
above that for the PV dehydration (10% for K+), and this could be explained by the higher importance
of vaporization resistance of water molecules from liquid to vapor phases, which outweighs the vapor
transport resistance in the pore channels in the membrane.
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Abstract: Cobalt oxide silica membranes were prepared and tested to separate small molecular
gases, such as He (dk = 2.6 Å) and H2 (dk = 2.89 Å), from other gases with larger kinetic diameters,
such as CO2 (dk = 3.47 Å) and Ar (dk = 3.41 Å). In view of the amorphous nature of silica membranes,
pore sizes are generally distributed in the ultra-microporous range. However, it is difficult to
determine the pore size of silica derived membranes by conventional characterization methods,
such as N2 physisorption-desorption or high-resolution electron microscopy. Therefore, this work
endeavors to determine the pore size of the membranes based on transport phenomena and computer
modelling. This was carried out by using the oscillator model and correlating with experimental
results, such as gas permeance (i.e., normalized pressure flux), apparent activation energy for gas
permeation. Based on the oscillator model, He and H2 can diffuse through constrictions narrower
than their gas kinetic diameters at high temperatures, and this was possibly due to the high kinetic
energy promoted by the increase in external temperature. It was interesting to observe changes in
transport phenomena for the cobalt oxide doped membranes exposed to H2 at high temperatures up
to 500 ◦C. This was attributed to the reduction of cobalt oxide, and this redox effect gave different
apparent activation energy. The reduced membrane showed lower apparent activation energy and
higher gas permeance than the oxidized membrane, due to the enlargement of pores. These results
together with effective medium theory (EMT) suggest that the pore size distribution is changed and
the peak of the distribution is slightly shifted to a larger value. Hence, this work showed for the first
time that the oscillator model with EMT is a potential tool to determine the pore size of silica derived
membranes from experimental gas permeation data.

Keywords: activation energy; pore size distribution; silica based membrane; effective medium theory;
gas separation
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1. Introduction

Microporous silica (SiO2) membrane has attracted significant research attention for gas separation,
including H2 separation which is an energy carrier of great interest whilst also being a precursor
for the production of chemical products [1–4]. The development of silica membranes was born out
of a desire to control pore sizes at a molecular level. By tuning the pore size of silica membranes,
the permeation of gas molecules is affected. As a result, gases with smaller kinetic diameters tend
to permeate fast through the silica membranes whilst the permeation of the larger kinetic diameter
gases are very slow or hindered. The initial development of silica membranes in the late 1980s
and early 1990s was based on a sol-gel method using the conventional silica precursor tetraethyl
orthosilicate (TEOS) [5–7]. A major development in silica membranes occurred with embedding metal
oxides in the silica matrix. Since then, there have been a significant number of reports on metal
oxide silica membranes, including those containing oxides of nickel [8,9], cobalt [10–14], niobium [15],
palladium [16], zirconium [17], titanium [18] and aluminum [19]. A special feature of these membranes
were high gas selectivities at high temperatures, which is of interest in several chemical engineering
process applications. Subsequently, research groups reported on the use of binary mixed metal oxide
in silica membranes, including those containing cobalt iron oxides [20,21], palladium cobalt oxide [22]
and lanthanum cobalt oxide [23]. This allowed interesting pore size tailoring by reducing only a single
metal oxide in the silica matrix, whilst the other one was left in the oxidized state. Nevertheless,
based on the number of publications, cobalt oxide silica membranes remained the most popular metal
oxide silica membranes, due to very high gas selectivity close to values of 1000 [24].

According to the molecular sieve mechanism, the most important parameter of a silica based
membrane is the pore size. The determination of pore sizes in silica derived matrices is generally
carried out by conventional characterization techniques, such as N2 adsorption. This technique uses
xerogels (i.e., dry gel) which is generally gelled in bulk. As bulk evaporation and gelation is very slow
compared to thin film (30 nm thickness) deposition on substrates, it is known that the structures of
xerogel and thin film are not equivalent. For instance, the properties of a deposited thin film may be
quite different, due to non-equivalent gelation and drying conditions [25]. Hence, N2 adsorption on
bulk silica xerogel is generally used as a qualitative measure of thin film structures. Other more complex
techniques have been applied to characterize xerogels and thin films. For instance, using Positron
Annihilation Spectroscopy Duke and co-workers demonstrated that amorphous silica matrices have
narrow tri-modal pore size distribution (PSD) at 2.5–4 Å, 6.7–7.8 Å and 12–14 Å [26]. Another technique
to characterize the pore sizes of thin films deposited on substrate is molecular probing which uses gas
molecules of different kinetic diameters to determine the average pore size, by plotting permeance
versus the kinetic diameter of the gas tested.

A number of mass transfer studies suggested the gas permeation value was a result of membrane
pore size and gas molecular size. In other words, if the pore size distribution (PSD) is known, the gas
permeation data could be calculated from a proper model. The question in this work is whether it
is possible to use a permeation model to derive the PSD, instead of the conventional approach of
using permeation data of particular gases to determine the PSD. In a membrane gas permeation test,
the measurable parameters are generally the gas permeance (mol·m−2·s−1) and the apparent activation
(kJ·mol−1) energy. Even though permeability (mol·m−1·s−1) is reported in some studies, it is not very
reliable, due to the technical difficulty in accurately measuring the membrane thickness. Permeance
may not be an ideal data for evaluating pore size, because it also depends on the membrane thickness.
Fortunately, the apparent activation energy is not a function membrane thickness, and in principle it
only depends on the pore size (pore diameter) and the size of gas molecule (molecular size).

If the gas permeation across a membrane follows an activated transport model, activation energy
is a measure of the energy required by a gas molecule to permeate through a pore as follows:
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Ea =
d ln(P/l)

d(RT)−1 (1)

where P is permeability and l the membrane thickness. A number of studies reported apparent
activation energies for different gases through the silica based membrane (Table 1). An interesting
phenomenon is that H2 and He generally exhibit positive apparent activation energy, but other gases
present negative apparent activation energy. This current study will employ the correlation between
pore size and apparent activation energy to evaluate the pore size distribution of silica based membrane
by the measured apparent activation energy, and use this pore size distribution to explain the observed
transport phenomena.

Table 1. Apparent activation energies of gas permeation across silica based membranes.

Apparent Activation Energy (kJ·mol−1)
Reference

H2 He CO2 N2 Ar

16.4~17.1 16.2~17.1 - - - [27]
2.2 2.8 −9.8 −5.4 - [28]

15.4~19.4 - - 8.5~11.9 - [29]
12.8 20.7 −20 - - [24]

- 9.5 - −5.0 - [11]
- 13.6 - - - [30]
6 - - - - [31]

4.91 4.70 −2.91 −1.41 - [14]
10.1 - −3.1 - −1.9 [32]
14.1 7.7 - 12.3 - [33]
~9 7.2 - - - [34]

2. Theory of Mass Transfer Through Membrane

A general model of mass transfer is always expressed as a coefficient multiplied by a driving
force as

J = k × f (2)

where J is the mass transfer flux, k is the mass transfer coefficient and f is the driving force. The driving
force of the gas permeation is usually the chemical potential, which can be reduced to gradient of
pressure, concentration, depending on the system. The mass transfer coefficient can be permeability,
diffusivity or other term depending on the term used for driving force. For membrane processing
of gases, the pressure difference and permeate flux are the quantities generally determined from
experimental measurements, so the most common form in membrane mass transfer is

J =

(
P
l

)
Δp (3)

where membrane thickness l is lumped together with permeability P into a term called permeance (P/l)
which is a convenient form avoiding the difficulty in accurately measuring the thickness of silica thin
films. Sometimes, silica thin films interpenetrate into the pores of porous of substrates, depending on
the property of the sol and substrate. Hence, the membrane thickness is not always easy to determine.

2.1. Activated Transport

For ultra-microporous (dp < 5 Å) material, the pore size of the silica thin-films is close to the
Lennard Jones (L-J) diameter which results in overlap of the L-J potentials from the pore wall. In such
cases, the L-J potential inside a pore could be several magnitudes higher than that of a flat surface.
Therefore, the motion of gas molecules in a pore is not as free as in the bulky gas phase, instead it
must be significantly affected by the potential fields. Pores of size close to the diameter of a gas
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molecule generally present a positive potential for the gas molecule. The potential becomes even
higher with narrower pore size. To overcome the potential barrier inside a pore, the gas molecule
needs activation energy to complete a successful penetration. Therefore, this type of mass transfer is
called activated transport. Gas transport through silica based membranes generally follows activated
transport [10,35,36]. The original expression of mass transfer across the membrane is given as [37–39]

J = −qD
1

RT
dμ

dz
(4)

where J is the permeate flux, q the molar concentration of gas in the pore, D the diffusivity,
R the gas constant, T the temperature, μ the chemical potential and z the space coordinate in the
permeation direction.

Assuming equilibrium between the membrane adsorbate and the bulk gas phase, the following
relationship for the chemical potential [40,41] is applicable

μ = μ0 + RT ln p (5)

where p is the absolute pressure.
Substituting Equation (5) in Equation (4) gives

J = −D
d ln p
d ln q

dq
dz

= −qD
d ln p

dq
dq
dz

= −DΓ
dq
dz

= −D
1

1 − θocp

dq
dz

(6)

where Γ = q(dlnp/dq) is a thermodynamic factor, obtained as Γ = 1/(1−θocp) for a Langmuir isotherm.
θocp is the fractional occupancy of the adsorbate (the ratio of adsorbate concentration to the maximum
adsorbate concentration). As the silica membrane is designed for separating hot gas (200–500 ◦C),
the high temperature adsorption is very weak (θocp ≈ 0), so that the thermodynamic factor is
Γ = 1/(1−θocp) ≈ 1, and the permeate flux is finally approximated as

J = −D
dq
dz

(7)

The diffusivity D is a function of temperature, and is activated. The temperature dependence
generally obeys the Arrhenius relation

D = D0 exp
(
− Ed

RT

)
(8)

where D0 is a pre-exponential coefficient, and Ed is an activation energy. At high temperatures,
the adsorption is weak and the Langmuir isotherm approaches Henry’s law [42]

q = Kp (9)

K is the Henry’s constant and a function of temperature, following the van’t Hoff relation:

K = K0 exp
(

Q
RT

)
(10)

where K0 is a pre-exponential coefficient, and Q is the heat of adsorption.
Equations (7)–(10) can be combined as

J = −D0K0 exp
(
−Ed − Q

RT

)
dp
dz

= −D0K0 exp
(
− Ea

RT

)
dp
dz

(11)
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Ea is the apparent activation energy for activated transport, which has a relation to Ed and Q in
Equation (12)

Ea = Ed − Q (12)

Assuming a uniform pressure gradient, Equation (11) is simplified to

J = D0K0 exp
(
− Ea

RT

)
Δp
l

(13)

The permeance (P/l) is the coefficient between flux and pressure drop according to Equation (3),
and is obtained as (

P
l

)
=

D0K0

l
exp

(
− Ea

RT

)
(14)

the apparent activation energy is experimentally derived from the permeance measured at different
temperatures. If Equation (14) is logarithmically transformed

ln
(

P
l

)
= ln

(
D0K0

l

)
− Ea

RT
(15)

The slope of ln(P/l) to −1/(RT) gives the apparent activation energy as indicated by Equation (1).

2.2. Potential in Cylindrical Pores

The motion of gas molecules in micro-pores is strongly affected by the potential inside the pore.
The potential between two atoms based on the Lennard-Jones (L-J) potential is [43]

φ(ρ) = 4ε

[(
σ

ρ

)12
−

(
σ

ρ

)6
]

(16)

where φ is the potential between two atoms, σ the L-J collision diameter, ε the L-J well depth, and ρ the
distance between the centers of two atoms. For two different atoms, the L-J collision diameter and L-J
well depth are estimated by the Lorentz-Berthelot mixing rules [44,45]

σAB =
1
2
(σA + σB) (17)

εAB =
√

εAεB (18)

In this work the pore is simplified as a cylinder consisting of L-J particles. It is important to clarify
the definition of pore size beforehand (Figure 1). The diameter (d) of the pore is defined as the distance
from an oxygen particle center to the opposite oxygen particle center. The inner diameter di (surface to
surface) is more relevant in size sieving, but is not unambiguously defined for soft-sphere L-J particles.
Therefore, d is used instead of di throughout this work and pore radius is rp = d/2.

Figure 1. The pore of the silica membrane.

Equation (16) has provided the potential between two atoms. The potential in a pore is actually
the summation from all the atoms which formed the pore. Calculating the potential inside a pore
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could be conducted by integrating all the atom-atom potentials geometrically. By assuming the pore is
cylindrical, with radius r (Figure 2), the potential distribution inside a pore is given by

φ(r, rp) = 8εηdrp
∫ L

2
0
∫ 2π

0

[(
σ
ρ

)12 −
(

σ
ρ

)6
]

dθdz

= 8εηdrp
∫ L

2
0
∫ 2π

0

[
σ12

(rp2 + r2 − 2rpr cos θ + z2)
6 − σ6

(rp2 + r2 − 2rpr cos θ + z2)
3

]
dθdz

(19)

where rp is the pore radius, L the pore length, ηd the surface atomic density on the pore wall and r
the radial coordinate with a range of r ∈ [0, rp). The meaning of all the variables in Equation (19) are
visually explained in Figure 2.

Figure 2. Geometrical simplification of a hydrogen molecule in a cylindrical pore.

An example of the H2 potential distribution based on Equation (19) inside a silica pore with varied
pore sizes is displayed in Figure 3. It is the nature of gases to follow thermodynamic laws and seek the
lowest potential as displayed in Figure 4.

Figure 3. Hydrogen potential distribution inside cylindrical silica pores with different pore sizes.
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Figure 4. The minimum potential with respect to pore size, for different gases.

2.3. Pore Size Distribution (PSD) Estimation of A Membrane

Since a silica membrane is generally amorphous, there is a distribution of pore sizes and the pore
size distribution of membrane differs from that in the sample powder for N2 adsorption test. The first
reason is attributed to the effect from the substrate, which may consequently affect the pore structure
of the membrane. The second reason is that the membrane has several layers and each layer has a
different thermal history which results in variation in pore structure [46].

The pore size distribution of sample powder is usually characterized by gas adsorption which
is operated at a low temperature. Pores smaller than adsorbate kinetic diameter are hardly detected
by adsorption, as the L-J potential in a small pore is too repulsive for adsorbate molecules to enter.
However, gas permeation is operated at high temperatures, for which gas molecules travel with high
kinetic energy and have the possibility to access pores smaller than their diameter. Since such pores also
contribute to the total permeation, the pore size distribution can be extracted from permeation data.

To this end, we consider a Rayleigh distribution of pore sizes for the silica matrix [47–53]

f (rp) =

(
rp − ro

)
(rm − ro)

2 exp

[
−

(
rp − ro

)2

2(rm − ro)
2

]
(20)

where f (rp) is the distribution function, rp is the possible pore radius, ro is the minimum pore radius
and rm is the modal pore radius. When there is a pair of (r0, rm), f (rp) is the probability density of
finding pores of which the size is rp. The oscillator model computes the permeate flow (mol·s−1) of a
pore with size rp, such that

i = −πrp
2K(rp)D(rp)∇p (21)

and the conductance for permeation through a pore with size rp is defined as

λ(rp) = πrp
2K(rp)D(rp) (22)

The details of computing D(rp) and K(rp) are provided by Bhatia et al. [2,53,54]. The contribution
of any pore size to the total bulk permeate flow depends on the pore size distribution. The total
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permeate bulk flow is the summation of the flow from all the pores. To calculate the total permeate
flow, the effective medium theory (EMT) is generally applied [55–58]

∫ rmax

rmin

f (rp)
λ(rp) − λe

λ(rp) +
(

N
2 − 1

)
λe

drp = 0 (23)

where f (rp) is the pore size number distribution, N is the connectivity of pores, rmin and rmax are the
minimum and maximum pore size. The solution λe of Equation (23) is the effective conductance of the
entire membrane, which can be used to calculate the bulk permeate flux

J = − ελe

τTπ
〈
rp2

〉∇p (24)

where ε is the porosity, τT is the tortuosity and π < rp
2 > is the mean pore cross section area. For a

disordered network, the tortuosity is normally given by [59,60]

τT =
3(N + 1)

N − 1
(25)

Equation (24) provides the bulk permeate flux. For a specific Rayleigh pore size distribution
f (ro,rm,rp), the bulk permeate flux at different temperatures can be obtained from the model above.
When permeate fluxes at different temperatures are available, the bulk apparent activation energy
is then calculated by Equations (1) and (15). This bulk apparent activation energy shows one-to-one
correspondence to the pore size distribution f (ro,rm,rp). By varying ro and rm of Equation (20),
the calculated bulk apparent activation energy will change. The deviation of calculated apparent
activation energy to the experimental apparent activation energy is defined as

∣∣Ea,osc − Ea,exp
∣∣

Ea,exp
=

∣∣∣EHe
a,osc − EHe

a,exp

∣∣∣
EHe

a,exp
+

∣∣∣EH2
a,osc − EH2

a,exp

∣∣∣
EH2

a,exp
(26)

It is assumed that the value (ro,rm) which gives the activation energy closest to the experimental
activation energy provides the best representation of the membrane pore size distribution.

3. Experiment

3.1. Sol-Gel Preparation and Membrane Coating

The cobalt oxide silica sol-gel method involved mixing several chemical precursors is reported
elsewhere [11]. Briefly, cobalt nitrate hexahydrate (Co(NO3)2·6H2O, 98%, Sigma-Aldrich) was
dissolved in 30 vol.% aqueous hydrogen peroxide (H2O2, 30 wt%) and ethanol (EtOH, 99%, AR grade).
Then tetraethoxysilane (TEOS, 99%, Fluka) was added drop wise to form a final molar ratio of
255 ethanol:4 TEOS:1 Co(NO3)2·6H2O:9 H2O2:40 H2O. The sol-gel was dip-coated on an alumina
support purchased from the Energy Centre of the Netherlands (ECN). Each cobalt oxide silica layer
was calcined up to 630 ◦C in air at a ramping rate of 1 ◦C·min−1 and with a dwell time of 4 h. A total
of five layers were sequentially dip-coated on the outside surface of the alumina support and calcined
to ensure defect-free membranes. The alumina support was composed of asymmetric layers. The top
layer was derived from γ-alumina with an intrinsic pore size distribution around 4 nm, and was coated
on a mechanically robust porous α-alumina substrate with the following dimensions: Length ~70 mm,
external and internal diameters of 14 and 10 mm, respectively.
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3.2. Gas Separation Measurement

The membrane module testing configuration is shown in Figure 5. A membrane tube was initially
sealed by a set of Swagelok fittings, nut and graphite ferrule. After sealing, the membrane effective
length was 48 mm. The membrane was finally assembled into a cylindrical module, tested and adjusted
until a leak free membrane/seal interface was achieved. Once the membrane was leak free, it was
tested for He and H2 permeation from 100% of the pure feed gas. Then the mixed gases He/CO2

and H2/Ar were tested down to 30% He and 20% H2 mixtures, respectively. The gas mixture testing
included strong adsorbing gas (such as CO2) and non-adsorbing gas (He) for the permeation for
He/CO2. The flow rate was measured by a bubble flow meter and the composition of the mixed gas
was determined by Shimadzu gas chromatograph (GC).

Figure 5. Diagram of the permeation/separation experimental set up.

4. Results and Discussion

In view of the asymmetric nature of the cobalt oxide silica membranes, gas permeation was also
carried out on the substrate prior to dip coating with cobalt oxide silica sol-gel. This test was conducted
to investigate the resistance level of the support alone. Figure 6 shows that the permeance of He and
H2 across the uncoated support was ~1 × 10−5 mol·m−2·s−1·Pa−1, whilst for coated cobalt oxide
silica support as a full membrane was ~2 × 10−8 mol·m−2·s−1·Pa−1. If the resistance is defined as the
reciprocal of permeance, the resistance in the substrate only accounts for ~0.2% of the total resistance
which is much lower than the permeation experimental error of ±~8%. Therefore, the resistance of the
substrate is ignored in the modelling in this work, and the transport of gases is assumed to be limited
by cobalt oxide silica layers only.

Figure 7 shows the permeation test for 200 to 500 ◦C for He/CO2 binary mixtures from 90% He
(10% CO2) down to 10% He (90% CO2). The feed pressure was kept constant at 6 atm, and controlled
by a back pressure valve. The permeate side was open to the atmosphere, to maintain pressure at
1 atm. More details about the mixed gas permeation could be found in Ji et al. [61]. The CO2 single gas
permeation proved to be too slow to be measured, and was considered below the measurable region
of the bubble flow meter. It is interesting to observe in Figure 7 that the strong adsorbing gas of CO2

did not greatly affect the permeation of He, which is a non-adsorbing gas under the tested conditions.
The competitive adsorption effect is generally more prevalent in low temperature gas separation
conditions, where the stronger adsorbing gas covers more surface and pores of the membrane,
hindering the transport of the other gas in the membrane pores [62,63]. However, gas permeation
was carried out at high temperatures, and the competitive adsorption effect barely affects the He
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permeation. It was observed that He permeate flow rate increased linearly as a function of the He feed
fraction (or partial pressure), yielding a constant He permeance.

Figure 6. He and H2 permeances through cobalt oxide silica coated substrate and uncoated substrate
as a function of temperature.

Figure 7. He permeation performance of cobalt oxide silica membrane.

Further work was carried out for H2 and Ar mixtures. Due to the catalytic effect of the cobalt
oxide, mixtures of H2 and CO2 were not considered to avoid the reverse reaction of the water gas shift
reaction, which would result in the production of CO and water vapor [64]. This would generate a
quaternary mixture of H2, CO2, CO and H2O. Hence, Ar was used as a subrogated molecule to maintain
a binary gas mixture of H2/Ar instead of a multiple transient gas mixture. In addition, Ar (dk = 3.41 Å)
and CO2 (dk = 3.47 Å) [65,66] have similar kinetic diameters showing similar permeation performance
through a silica membrane [67,68]. Single gas permeation was also carried for H2 and Ar prior to
the binary mixture testing. Again, single Ar permeation did not produce permeate flows, thus below
the minimum detectable level similar to the case of CO2 as mentioned above. After the H2 single
gas permeation test, H2 and Ar mixture separation was measured for feed compositions from 90%,
70%, 50%, and 30% down to 20% H2. The H2 feed fraction was reduced step-wise after each day of
testing [61].
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The H2 permeance rate is shown in Figure 8. Unlike the test for He, it is interesting to observe that
the H2 permeance is not constant. These unusual results suggest that H2 is possibly reducing the cobalt
oxide embedded in the silica matrix, thus leading to a different micropore structure. Based on Ballinger
et al.’s study, the exposure to H2 could reduce the metal oxide and widen the neck of pores [22].
To ensure a systematic study, each feed fraction was tested in a full single day, and this experiment was
carried out in order from 100% H2 down to 20% H2. The results in Figure 8 implied that the reaction
between membrane material and H2 is a function of H2 exposure time and H2 concentration in the
feed gas. This will be discussed in detail in the following section.

Figure 8. The permeation performance of H2.

The separation of He/CO2 shows that the presence of CO2 did not significantly hinder the He
permeance, though the flow rates increased with He feed partial pressure, which in turn caused a
higher driving force or pressure difference. The apparent activation energy for He permeation has an
average value of 6.3 kJ·mol−1 with 4.8% fluctuation for all the feed fractions.

However, it is interesting to observe that the H2 permeance was higher for gas mixtures than
for the pure gas. Miller et al. [69] and Ji et al. [61] reported that cobalt oxide embedded in silica
undergoes reduction after exposure to H2, resulting in pore size enlargement. As the single H2 gas
permeation was tested at the beginning in this series of experiments, the permeance was the lowest as
the membrane was just exposed to H2 for a short time and possibly in an oxidized state. After one day
(24 h) of exposure to H2, mixed gas separation was carried out from 90% H2 and was observed that the
membrane permeance increased by about two times in the reduced state than in the oxidized state,
thus confirming the redox effect of H2 on the membrane.

From Equation (15), the apparent activation energies before and after reduction can be obtained
from the permeance at different temperatures. The apparent activation energy was reduced from
7.3 kJ·mol−1 (first day testing using pure H2) to 5.2 kJ·mol−1 (5th day testing using 30% H2). Activation
energy is an energy barrier to overcome during permeation. Figures 3 and 4 have demonstrated that
in the range of <5 Å the L-J potential which acts as a barrier increased when the pore size is reduced.
As there is a correlation between the apparent activation energy and pore size [70–72], this implies that
the change of pore size is responsible for the reduction of cobalt oxide.

Figure 9 shows that when ro = 0.1402 nm and rm = 0.2657 nm, the Rayleigh distribution gives the
closest apparent activation energy to the experimental value for the oxidized membrane. For reduced
membrane, the best fitting value is ro = 0.1400 nm and rm = 0.2673 nm. The pore size distribution was
derived from the fitting to He and H2 activation energies. If other gases could also permeate across
this membrane, the pore size distribution estimated by fitting with permeation activation energies of
more gases would be more reliable. But unfortunately other gases were impermeable through this
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membrane. The pore size distributions of these two states were displayed in Figure 10. The peak of
inner diameter distribution for the oxidized membrane is di = 0.2514 nm, and the peak for the reduced
membrane is di = 0.2546 nm. There are significant portion of pores below di < 0.3 nm that are below
the detectable limit of a traditional method by adsorption of N2, Ar or CO2.

Figure 9. Screening of (ro,rm) to detect minimum deviation to the experimental activation energy.

Figure 10. Calculated pore size distribution of silica membrane in oxidized state and reduced state.

With a pore size distribution, effective medium theory (EMT) could compute the effective transport
conductance λe. Therefore, the bulk permeability from EMT is

P =
λe〈
r2

p

〉 (27)

Based on the PSD estimated for the oxidized membrane and reduced membrane in Figure 10,
the bulk permeability is calculated for He, H2. The calculated permeability for He and H2 was also
compared with available experimental permeability as shown in Figure 11. The modelled permeability
based on the pore size distribution above fits well with actual pore size distribution. This suggests that
the estimated pore size distribution in Figure 10 could be a reasonable representation of the real pore
size distribution.

The bulk permeabilities of Ar and CO2 from these two pore size distribution are at least five
orders of magnitude lower than for He and H2. The distribution in Figure 10 shows that there is also
a significant portion of pores larger than Ar and CO2 kinetic diameter. However, it should be noted
that a pathway for permeation consists of a serious of connected pores and only the narrowest part
restricts the permeation, thus the permeability for Ar and CO2 are much lower. This low permeability
is why the permeation of Ar and CO2 could not be measured by the bubble flow meter.
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Figure 11. Comparison of permeability obtained from calculation and experiment.

5. Conclusion

The findings in this work supports the use of membrane permeation results to determine the
apparent activation energy, and on coupling with the oscillator model permeation data can be
used to estimate the pore size distribution. Therefore, better accuracy of pore sizes and pore size
distribution can be achieved, which is otherwise not readily possible for xerogels and conventional
characterization techniques. This study demonstrated that a Rayleigh distribution with ro = 0.1402 nm
and rm = 0.2657 nm was a reasonable representation of the pore size distribution in a silica based
membrane. Based on this estimated pore size distribution, the calculated permeability fitted well the
experimental permeability. This method proved to be robust for calculating the pore size for cylindrical
pore geometry and known material properties.
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Abstract: A series of carbon aerogels were synthesized by polycondensation of resorcinol and
formaldehyde, and their structure was adjusted by managing solution concentration of precursors.
Carbon aerogels were characterized by X-ray diffraction (XRD), Raman, Fourier transform infrared
spectroscopy (FTIR), N2 adsorption/desorption and scanning electron microscope (SEM) technologies.
It was found that the pore structure and morphology of carbon aerogels can be efficiently manipulated
by managing solution concentration. The relative micropore volume of carbon aerogels, defined by
Vmicro/Vtol, first increased and then decreased with the increase of solution concentration, leading
to the same trend of CO2 adsorption capacity. Specifically, the CA-45 (the solution concentration of
precursors is 45 wt%) sample had the highest CO2 adsorption capacity (83.71 cm3/g) and the highest
selectivity of CO2/N2 (53) at 1 bar and 0 ◦C.

Keywords: carbon aerogels; concentration; structure manipulation; CO2 capture

1. Introduction

Global climate and eco-environment changes are largely caused by elevated atmospheric CO2

concentration mainly owing to the use of fossil fuels [1]. In order to solve these serious environmental
problems, the implementation of carbon capture technologies have been proposed to control CO2

emissions at the existing energy structure [2]. Research on CO2 capture technologies has mainly been
performed by using absorption [3], membrane separation [4], adsorption method [5], and so forth.

In absorption, elevated equipment size and corrosion rate, the large energy penalty caused by
the regeneration of absorbents are challenging for absorption, especially aqueous amine solutions [6].
Monoethanolamine (MEA) was one of the earliest alkanolamines used for carbon capture, which has a
high reaction rate, good absorption capacity. However the major drawbacks such as high energy penalties
for regeneration, degradation in oxidizing environment, and corrosive effects limited its application.
Membrane separation of CO2 from flue gases depends on the difference in the diffusivity, solubility,
absorption and adsorption abilities of different gases on different materials for separation. It was the best
economical separation technique compared to other separation methods, when a high purity product is
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not desired [7]. The main limitation in case of membrane separation for carbon capture is need of very
high selectivity to extract a relatively low concentration of CO2 from flue gases. Thus, low selectivity
is a huge challenge in commercializing this process. Carbon capture by sorbents is much more energy
efficient as compared to aqueous amine solutions. Recently, many groups [8] focused on the study of
synthetic methods and performance estimations on the new materials, such as metal-organic frameworks
(MOFs), porous organic polymers (POPs), zeolites, activated carbons (ACs). Among these materials,
porous carbons [9] have been widely researched, which are promising alternatives for CO2 capture by
virtue of their high specific surface areas, moderate heat of adsorption, low-cost preparation, relatively
easy regeneration, and less sensitivity to the humidity than the other CO2-philic materials.

Porous carbons derived from coal, petroleum and coconut shells have the uncontrollable surface
chemistry and pore size due to uncertain structures of various precursors. Recently, carbon aerogels
have received an increasing interest for their wide applicability as CO2 adsorbents due to their
special pore structure and variable surface properties [10]. Structure manipulation was the important
method to enhance CO2 adsorption performance. In addition, the amount of catalyst [11] and doped
nitrogen [12] in the preparation process of carbon aerogels were crucial to pore volume and surface
defect, thus affecting its CO2 adsorption behavior. Post-modification of carbon aerogels [13] by adding
amine was another effective measure to modulate its CO2 adsorption performance. In addition, the
preparation of new type carbon aerogel synthesized from bio-based nanocomposites [14] was the hot
spot, showing a high CO2 adsorption capacity.

Nowadays, a large number of reports have shown that structure design of the material is
crucial to its performance [15,16]. It has been widely investigated to regulate the properties of
the material simply and effectively. In the preparation process of the material, concentration as a
simple yet effective factor for its structure and properties had been extensively studied [17,18]. It was
reported by Zhang et al. [19] that the concentration of triphenylene-2,6,10-tricarboxylic acid (H3TTCA)
at the liquid–solid interface controlled self-assembling structure to fabricate a chicken-wire porous
2D network, which was confirmed by scanning tunneling microscopic (STM) measurements and
density function theory (DFT) calculations. Han et al. [20] discussed the effect of concentration on the
lyophilization-induced self-assembly of cellulose particles in aqueous suspensions. They found that
cellulose particles self-organized into lamellar structured foam composed of aligned membrane layers
with adjustable widths by regulating the concentration. Volpe et al. [21] explored that the concentrations
of sodium caseinate (SC) and chitosan (CH) affected the structure and physical properties of the obtained
blended films. It was found that the hydrophilic nature of films was reduced by increasing the ratio
between CH and CS.

Carbon aerogels synthesized by using precursors of resorcinol and formaldehyde have been received
much attention [22,23]. This paper demonstrates that the structure of carbon aerogel can be managed
by solution concentration of its precursors, thus improving its CO2 adsorption performance. Herein, we
developed a series of structure-adjustable carbon aerogels by managing the concentration of precursors.
The pore structure and surface morphologies of as-prepared sorbents were characterized by X-ray
diffraction (XRD), Raman, Fourier transform infrared spectroscopy (FT-IR), N2 adsorption/desorption
and scanning electron microscope (SEM) technologies. In addition, adsorption capacity, isosteric heat
of adsorption for CO2, selectivity of CO2/N2, water-resistant performance and adsorption stability of
carbon aerogels were investigated to exhibit the adsorption performance of the adsorbents.

2. Materials and Methods

All chemicals purchased by Aladdin in this study were of analytical grade and used as received
without further purification, as follows: formaldehyde (37–40 wt% aqueous solution), resorcinol,
deionized water, acetone and cetyltrimethyl ammonium bromide.

The preparation process of carbon aerogels was reported elsewhere with some modifications [24].
The molar ratio of cetyltrimethyl ammonium bromide (CTAB), formaldehyde (F) and resorcinol (R) is
1:125:250, and the solution concentration was controlled as X wt% managing by the amount of water.
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The solution was under magnetic stirring in a glass vial. Then sealed and made sure that the solution
underwent a sol-gel process at 85 ◦C for 72 h. Subsequently, the as-prepared organic aerogels were
dried at room temperature for 36 h and then soaked in acetone for 72 h, replacing acetone once a day,
finally dried in an oven at 100 ◦C at ambient pressure. Afterwards the as-obtained organic aerogels
were pre-carbonized at 200 ◦C for 2 h under N2 atmosphere [25]. Then, the pre-carbonized product
was carbonized at 900 ◦C for 3 h with a heating rate of 5 ◦C/min under N2 atmosphere to get the CA-X
(X = 25, 35, 45, 55) sample.

The phase structure of the CA-X was characterized by powder X-ray diffraction (XRD) on a SarmtLab
powder diffractometer using Ni-filtered Cu Kα radiation (λ = 0.15406 nm) at a setting of 40 kV and 100 mA.
XRD patterns were recorded within the range 10~80◦ at a scan rate of 2◦/min. Raman spectroscopy
was measured with spectral resolution of 2 cm−1 in a scanning range of 100–4000 cm−1 on Labram
HR800 apparatus (JY Horiba Corporation, Palaiseau, France). In addition, the He-Cd laser at 514 nm
line was used as the excitation source. The surface morphologies of the samples were detected by
scanning electron microscope (SEM) at an acceleration voltage of 15 kV on Hitachi S-4800 instrument
(FEI, Hillsboro, OR, USA). The Fourier transform infrared (FTIR) spectra were collected on a Nicolit
iS50 IR spectrometer (Thermo Nicolet Corporation, Madison, WI, USA) with a DTGS KBr detector
(Thermo Nicolet Corporation, Madison, WI, USA) in the range of 4000 to 1000 cm−1 at room temperature.
N2-physisorption at −196 ◦C was performed on a BETSORP-II analyzer (MicrotracBEL, Osaka, Japan) to
gain the textural properties of the materials. These samples were outgassed at 200 ◦C for 2 h prior to the
adsorption measurements. The Brunauer–Emmett–Teller (BET) method was employed to determine the
total surface area in the p/p0 range between 0.05 and 0.20. The micropore volume was determined by the
t-plot method. The mesopore volume and size distribution were calculated from the adsorption branch of
the isotherm by the Barrett–Joyner–Halenda (BJH) method.

Static CO2 adsorption experiments were measured by a BELSORP-II adsorption apparatus
(MicrotracBEL, Osaka, Japan) at different temperature, which was controlled by a constant temperature
water tank. The adsorption isotherms were fitted with the Langmuir model [25] as shown in
Equation (1), and isotherm parameters were listed in the Tables S1–S4 at the supporting information.

q = qc
kc pt

1 + kc pt
(1)

where p is the pressure, and q is the adsorption capacity. In addition, qc and kc are the Langmuir model
parameters with the subscripts c denoting the channels.

The isosteric heat of adsorption for CO2 over the samples was calculated from the result of three
adsorption isotherms at 0, 12.5 and 25 ◦C by using the Clausius–Clapeyron equation [25], which was
shown in Equation (2). Specifically, the isosteric heat of adsorption was determined by evaluating the
slope of the plots of ln(P) versus 1/T at the same adsorbed amount, where P and T are respectively the
absolute pressure and temperature.

ln
P2

P1
=

Q
R
(

1
T1

− 1
T2

) (2)

The selectivity of CO2/N2 (15%/85% in volume) was calculated by using the ideal adsorption
solution theory (IAST), which was described particularly in the Appendix A [26].

The test of CO2 breakthrough was measured with a packed-bed column (length = 10.0 cm, inner
diameter = 1.0 cm) connected to a QGA mass spectrometer (Hiden, Warrington, UK) at the presence of
15 vol% CO2 with N2 gas. The complete removal of adsorbed species from the adsorbent was achieved
through thermal activation at 200 ◦C under a purge flow of N2 gas. Besides, in order to determine the
effect of water vapor on CO2 adsorption, the N2 gas passed through a water saturator (30 ◦C) located
in a temperature-controlled water bath.
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In addition, the regeneration experiments were also carried out with the BELSORP-II adsorption
apparatus. These samples were saturated with CO2 up to 1 bar at 0 ◦C. In addition the recovered
adsorbents were degassed at 100 ◦C under vacuum for 30 min prior to each measurement.

3. Results and Discussion

3.1. Material Characterizations

3.1.1. XRD Analysis

As presented in Figure 1, XRD analysis was carried out to characterize the phase structure of
carbon aerogels. The characteristic diffraction peaks around 2θ = 23◦ and 43◦ were assigned to the (002)
and (101) reflections, which indicated that all carbon aerogels showed short-range-ordered amorphous
carbon materials as a partly graphitized carbon according to the reported literatures [27,28]. It indicated
that the crystal form of the carbon aerogel was hardly affected by the change of solution concentration.

Figure 1. XRD patterns of CA-X samples.

3.1.2. Raman Analysis

Raman spectra of the carbon aerogels were employed to further observe the structure and surface
defects of carbon aerogels as shown in Figure 2. The Raman spectra of carbon materials were similar
to that of the graphite structure. The prominent Raman G-band near 1590 cm−1 was related to the E2g

active modes, which reflected the sp2 type hybridization. In addition, the strong and rather broad
D-band, called the defect band, at ca. 1350 cm−1 attributed to a A1g mode, which assigned to the
vibration of carbon atoms with dangling bonds [29]. As expected, the structure of amorphous carbon
material as a partly graphitized carbon was formed, which was compatible with the result of XRD
analysis. In addition, the relatively adjacent ID/IG ratio, showing the surface defect of the material,
indicated that the change of solution concentration had a little effect on its surface defects.

Figure 2. Raman patterns of CA-X samples.
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3.1.3. FTIR Analysis

The FTIR spectra of carbon aerogels were exhibited in Figure 3, which were used to detect
the surface functional groups of these materials. As shown in the picture, there were no obvious
characteristic peak of organic functional groups after the calcination. The typical weak bands at
1570 cm−1 and 1350 cm−1 stem from the absorption peak of carbon in the skeleton over carbon
aerogels. And the dominant absorption in the 2800–3000 cm−1 region was an indicative sign of the C–H
symmetric and asymmetric stretching of CH2 and CH3 groups [29,30]. These results forcefully showed
that the change of solution concentration can’t lead to the variation of surface functional groups.

Figure 3. FT-IR spectra of CA-X samples.

3.1.4. SEM Analysis

SEM images of these materials were depicted in Figure 4, which were used to investigate the
morphologies of carbon aerogels. As shown in the below pictures, it can be seen that the polymerized
particle of materials exhibited the special coral shape, which was the typical shape of carbon aerogels.
Besides, it can be found that the solution concentration appreciably influenced the size and morphology
of carbon aerogel [31]. The size of particle was within the confines of dozens of nanometer caused by
the difference of cross-linking strength among clusters, which caused a large number of pores produced
between the clusters. Moreover, we can observe that the size of particle became smaller and the degree
of cross-linking among clusters was further strengthened as the increase of solution concentration.

Figure 4. SEM images of CA-X samples.
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3.1.5. N2 Adsorption/Desorption Analysis

N2 adsorption/desorption isotherms and BJH pore distribution curves of carbon aerogels were
exhibited in Figure 5. As shown in Figure 5a, all materials displayed the typical IV-type isotherm with
obvious type H2 hysteresis loop at P/P0 range of 0.8~0.9, indicating the existence of slit pore structures
inside the materials [25,32]. It can be indicated that the mesoporous structure of the material was
formed by the agglomeration of the nanoparticle building blocks, which was previously confirmed by
the SEM observation.

In addition, the textural parameters of samples were listed in Table 1. From the below table, it can
be concluded that the CA-45 sample had a specific surface area of 848 m2/g and total pore volume
of 0.95 cm3/g. To be specific, the surface area and the ratio of Vmicro/Vtol firstly enlarged with the
increase of the solution concentration, which was probably as the result of the comparatively large
pore disappearing that occurred upon the reduction of the water. It was confirmed that the surface
area and the ratio of Vmicro/Vtol decreased as the solution concentration further rising, which was
possibly that hypo-water usage was bad for the formation of micropore causing by dispersion of water.
Furthermore, the BJH pore distribution exhibited the opposite rule due to the same reason.

Figure 5. (a) N2 adsorption/desorption isotherms and (b) pore size distributions of CA-X samples.

Table 1. Textural structure parameters of CA-X samples.

Sample SBET (m2/g)
Vp (cm3/g)

dp 2 (nm) Vmicro/Vtol
Micropore 1 Mesopore 2 Total

CA-25 638 0.20 0.79 0.99 7.37 0.20
CA-35 813 0.25 0.67 0.92 4.52 0.27
CA-45 848 0.27 0.68 0.95 4.46 0.28
CA-55 784 0.24 1.00 1.24 6.34 0.19

1 Calculated by the t-plot method; 2 Calculated by the BJH method.

3.2. CO2 Adsorption

3.2.1. CO2 Adsorption Capacity

Figure 6 displays the CO2 adsorption isotherms for carbon aerogels at 0, 12.5 and 25 ◦C, which
showed the static adsorption of the materials at different pressure. As shown in Figure 6, we can
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find that the adsorption isotherms of CO2 at 12.5 and 25 ◦C for carbon aerogels follow the same law
compared to adsorption isotherm at 0 ◦C. These adsorption isotherms can be well confirmed by the
parameters of Langmuir model. Then these parameters were listed in Tables S1–S4 at the supporting
information. It was worth noting that the CO2 uptake over carbon aerogels was greatly enhanced as
the pressure increasing. CO2 uptake shows the opposite result along with the temperature increasing.
With the increase of the solution concentration, the CO2 uptake firstly increased from 68.5 cm3/g
(CA-25 sample) to 83.7 cm3/g (CA-45 sample), then the CO2 uptake over CA-55 sample sharply
decreased to 62.7 cm3/g. On the basis of the aforementioned results, especially pore structure, CA-45
sample exhibited the highest surface area and ratio of Vmicro/Vtol, which was beneficial to CO2 capture.
The adsorption capacities of carbon aerogels had a good correspondence with their surface area, pore
volume and pore size. It was worth noting that the CO2 adsorption capacity of CA-45 sample was
the highest under the test pressure. The increasing trend of CO2 uptake over carbon aerogels was
more obvious at lower relative pressure, which was related to the existence of micropores over the
adsorbent. As is well-known that micropores can enhance the contact possibility between CO2 and
the pore walls. While the existence of abundant mesopores will provide low-resistant pathways for
CO2 through the porous material, which was beneficial to enhance the adsorption performance of the
material at higher relative pressure. So the proper value of Vmicro/Vtol, which was defined to weight
the value of micropores and mesopores, can improve the CO2 adsorption performance.

Figure 6. Adsorption isotherms of CO2 at (a) 0; (b) 12.5 and (c) 25 ◦C over CA-X samples.

3.2.2. Isosteric Heat of Adsorption for CO2

The estimated isosteric heat of adsorption for CO2 over carbon aerogels was listed at the Table 2.
In order to understand the adsorbate–adsorbent interaction, the isosteric heat of adsorption (Qst) was
calculated by using the Clausius–Clapeyron equation from the adsorption isotherms collected at 0,
12.5 and 25 ◦C. As displayed in Table 2, the values of adsorption heat were near 25 kJ/mol, indicating
that CO2 adsorption over carbon aerogels was mainly based on physical adsorption caused by the
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channels function. This result was confirmed by the outcomes of Raman which indicated that the
change of solution concentration had a little effect on the surface defects. Besides, the low Qst value
was consistent with FTIR analysis which exhibited that changes of concentration can’t lead to the
variation of surface functional groups. In addition, the relatively low isosteric heat of adsorption for
CO2 over the samples had an advantage of low renewable energy consumption.

Table 2. CO2 adsorption capacities of samples under different pressure and operating temperature.

Sample

CO2 Uptake (cm3/g)

Qst
3 (kJ/mol)0 ◦C 12.5 ◦C 25 ◦C 50 ◦C

0.15 bar 1 1 bar 1 0.15 bar 1 1 bar 1 0.15 bar 1 1 bar 1 0.15 bar (Humid) 2

CA-25 28.7 68.5 22.2 57.3 16.3 47.3 13.2 (12.1) 25.1
CA-35 34.1 79.5 27.5 68.7 17.6 49.6 15.1 (14.3) 24.8
CA-45 34.2 83.7 27.6 71.8 19.1 56.5 18.5 (16.2) 24.3
CA-55 26.2 62.7 22.1 54.4 14.5 43.3 13.1 (11.9) 25.6

1 Determined by CO2 adsorption isotherms; 2 Determined by CO2 breakthrough curves; 3 Calculated by CO2
adsorption isotherms using the Equation (2).

3.2.3. CO2 Adsorption Selectivity

In order to further understand the relationship between structure and CO2 performance, the
adsorption isotherms of N2 and CO2 were measured at 0 ◦C as shown in Figure S1. All carbon aerogels
showed the high uptake of CO2, and N2 uptake was barely adsorbed at 0 ◦C. For example, the N2

uptake on CA-45 sample was just 13.8 cm3/g at 0 ◦C and 1 bar, which was much lower than the uptake
of CO2 (83.7 cm3/g). Similar results were also observed on other carbon aerogels. The adsorption
selectivity of CO2/N2 was calculated by IAST which has been widely used to predict adsorption
selectivity of gas mixtures. In the calculation, the ratio of CO2/N2 in volume was 15%/85%, which is
the typical component of flue gases. Fitting parameters of Langmuir model were listed in Tables S1–S4
at the Supporting Information, and the IAST selectivity results were shown in Figure 7. We can see
that the IAST selectivity of CO2/N2 over carbon aerogels increased with the pressure rising, which
was mainly caused by the effect of active adsorption sites on micro- and mesopores. To be specific,
the CA-45 sample kept relatively high adsorption selectivity compared to other samples because of
the highest relative micropore volume (determined by Vmicro/Vtol) and surface area. At a relatively
low pressure, the adsorption potential of the mesopore was much lower than that of the micropore.
When the pore size of the micropore was close to the size of adsorbate molecules (CO2 at 0.33 nm and
N2 at 0.364 nm), which caused that CO2 molecules were easier to enter micropores compared to N2.
The selectivity of CO2/N2 on CA-55 sample was 48 at 1 bar, which was the lowest among all samples
because that the presence of abundant mesopores provided more adsorbed space to the N2.

Figure 7. IAST selectivity of CO2/N2 (15%/85% in volume) on the CA-X samples at 0 ◦C.
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3.2.4. Water-Resistant Experiment

In order to test the adsorption performance of the materials in flue gases and considering that
the flue gases were still warm after CO2 scrubbing (~50 ◦C), the CO2 breakthrough curves of all
samples were measured at 50 ◦C in the presence of 15 vol% CO2 as shown in Figure 8a. The adsorption
capacities of carbon aerogels were listed in Table 2. In the table, we can see that the CO2 adsorption
capacity of CA-45 sample was 18.5 cm3/g, respectively. As the flue gases always contain water vapor,
it was important to evaluate the effect of moisture on CO2 adsorption performance over the current
adsorbents [33]. All samples were also selected to research the effect of water vapor (13.74%) on
CO2 uptake at 50 ◦C in the CO2/N2 (15%/85% in volume) mixture to investigate the water-resistant
performance of these materials, which was shown in the Figure 8b. Typical CO2 breakthrough curves
in the presence of dry and humid gas feed showed that the water vapor had a negative effect on
the CO2 adsorption for carbon aerogels. As discussed previously, there was no obvious variation of
the adsorption capacity and adsorption rate in the presence of water vapor compared to adsorption
behavior on dry gas feed. This is probably attributed to the appropriate relative micropore volume
adjusted by managing solution concentration, which was contributed to the fast pathways for CO2

through the porous network at the presence of water vapor.

Figure 8. CO2 breakthrough curves of CA-X samples under (a) dry and (b) humid conditions.

3.2.5. Adsorbent Stability

Taking account into the practical industrial application, the recyclability of adsorbent is of great
significance. Figure 9 summarizes the CO2 adsorption capacity at 0 ◦C and recycle times for the
entire sorbents. After each adsorption cycle, quite mild conditions (vacuum, 100 ◦C and 30 min)
were executed for the regeneration. No obvious loss of CO2 adsorption capacity (less than 1%) on
samples took place after several cycles. These sorbents were very stable and exhibited outstanding
CO2 adsorption capacities for 6 cycles, which suggests that carbon aerogel is a stable and promising
adsorbent for CO2 capture [34]. Excellent recyclability of carbon aerogels should be ascribed to the
proper relative micropore volume, which provides a relative loose pathway for CO2 adsorption.
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Figure 9. Adsorption isotherms of CO2 over CA-X samples at 1 bar and 0 ◦C.

4. Conclusions

In this research, we prepared a series of carbon aerogels synthesized by polycondensation
of resorcinol and formaldehyde by managing solution concentration. It was found that the pore
structure and morphology of carbon aerogels were influenced by the solution concentration of their
precursors. The relative micropore volume (determined by the ratio of Vmicro/Vtol) of carbon aerogels
was effectively regulated. With the solution concentration increasing, we interestingly found that the
particle size decreased and the relative micropore volume was first increasing and then decreasing.
The CA-45 sample had the largest relative micropore volume, which shows the optimum adsorption
capacity of CO2 and selectivity of CO2/N2. At the same time, the phase structure, surface defects
and functional groups of carbon aerogels have no obvious difference with the change of solution
concentration. The CA-45 sample exhibited the highest CO2 adsorption capacity up to 83.71 cm3/g and
highest selectivity of CO2/N2 (15%/85% in volume) (53) at 1 bar, respectively. Moreover, all samples
can be completely regenerated under mild conditions, and little loss of CO2 adsorption capacity was
detected after six cycles, showing excellent adsorbent stability.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/6/4/35/s1,
Figure S1: Adsorption isotherms of CO2 and N2 over all samples at 0 ◦C, Tables S1–S4: Fitting parameters derived
from isotherms of all samples.
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Appendix A

The well-known IAST has been extensively reviewed in literature [35] and hence only the working
equations will be given here. The theory assumes that the adsorbed phase is an ideal solution of the
adsorbed components and the reduced spreading pressure (π∗

i ) of all the components in the mixture
in their standard states is equal to the reduced spreading pressure of the adsorbed mixture (π∗). Thus,

π∗
1 = π∗

1 = · · · = π∗
n = π∗ (A1)
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The reduced spreading pressure of each component is computed from Gibb’s adsorption isotherm
as follows:

π∗
i =

πi A
RT

∫ P0
i

0

qi
Pi

dP (A2)

Bring Equation (A3) into Equation (1), we can obtain the DL-IAST model. When the gas mixtures
achieve balance, the spreading pressures of component i and j are equal. Thus,

qci ln(1 +
kciyiPt

xi
)− qcj ln[1 +

kcj(1 − yi)Pt

1 − xi
] = 0 (A3)

where qc, and kc, are the Langmiur model parameters with the subscripts c denoting the channels,
respectively. Pt is the system pressure, and q is the adsorption amount. What’s more, xi and yi are the
molar fractions of component i in the adsorbed and bulk phases.

The ideal adsorption solution theory (IAST) has been reported for predicting binary gas
mixture adsorption in solid adsorbent. The selectivity of xi over xj has been defined according
to Equation (A4). Thus,

S =
(xi/yi)

(xj/yj)
(A4)

The adsorbed-phase mole fraction of the different components are related to those of the gas
phase by the Raoult’s law for ideal solutions, analogous to vapor-liquid systems:

Pyi = P0
i (π

∗)xi (A5)

With the constraint that
yi + yj = 1 xi + xj = 1 (A6)

So, the selectivity of CO2/N2 can be calculated as long as the yi is known.
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Abstract: Ion-sieves are a class of green adsorbent for extraction Li+ from salt lakes. Here,
we propose a facile synthesis of hexagonal spinel LiMn2O4 (LMO) precursor under mild condition
which was first prepared via a modified one-pot reduction hydrothermal method using KMnO4

and ethanol. Subsequently, the stable spinel structured λ-MnO2 (HMO) were prepared by acidification
of LMO. The as-prepared HMO shows a unique hexagonal shape and can be used for rapid
adsorption-desorption process for Li+ adsorption. It was found that Li+ adsorption capacity of
HMO was 24.7 mg·g−1 in Li+ solution and the HMO also has a stable structure with manganese
dissolution loss ratio of 3.9% during desorption process. Moreover, the lithium selectivity (αLi

Mg)

reaches to 1.35 × 103 in brine and the distribution coefficients (Kd) of Li+ is much greater than
that of Mg2+. The results implied that HMO can be used in extract lithium from brine or seawater
containing high ratio of magnesium and lithium.

Keywords: LiMn2O4; λ-MnO2; ion-sieve; hydrothermal reaction; adsorption

1. Introduction

Lithium and its compounds—known as “industrial monosodium glutamate” [1]—are widely
used in significant fields such as batteries, ceramics, glass, alloy, lubricants, refrigerants and the nuclear
industry [2,3]. The lithium reserves in China are the world’s second-largest, which are primarily
distributed in the salt lakes of Qinghai and Tibet [4]. However, the ratio of magnesium to lithium in
the salty brine is extremely high, making it difficult to extract and recover lithium using conventional
separation technologies [5,6]. Compared with precipitation and solvent extraction methods, ion-sieve
adsorption has many technical merits, such as excellent selectivity and relatively low cost [7,8], which is
considered to be the most promising environmentally benign technology for extracting lithium from
salt lakes [9,10].

Manganese series spinel ion-sieves are widely used in lithium ion adsorption, which primarily
includes λ-MnO2, MnO2·0.3H2O and MnO2·0.5H2O, after removal of lithium by acidification from
precursors LiMn2O4 [11], Li4Mn5O12 [12,13] and Li1.6Mn1.6O4 [14–16], respectively. LiMn2O4 (LMO)
is commonly used adsorbent precursor8, which is fabricated through embedding the target Li+ in the
Mn-O chemical skeleton to construct composite LixMnyOz. After extracting Li+ by acidification without
damages in the structure, of λ-MnO2 (HMO) with regular vacancy [17]. The cubic spinel structures
and adsorption-desorption relationship of HMO and LMO is shown in Figure 1. Oxygen atoms(O),
Mn3+/Mn4+ and lithium atoms (Li) occupy 32 e, 16 d and 8 a of the Wyckoff site, respectively [18].
Then, lithium at the 8a position is extracted by hydrogen because of ion exchange process which can
adsorption Li+ subsequently.

Processes 2018, 6, 59; doi:10.3390/pr6050059 www.mdpi.com/journal/processes170
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Figure 1. Illustrated microstructures of LiMn2O4 and λ-MnO2.

In general, existing methods of preparing LMO can be boiled down to two categories,
the solid-phase and the liquid-phase. Yuan et al. [19] utilized Li2CO3 and MnCO3 (Li/Mn
molar ratio was 0.5) as raw materials and calcined the mixture at 800 ◦C in air for 5 h to
obtain the LMO. Park et al. [20] prepared spinel LMO by a simple spray mixed Li(NO)3 and
Mn(NO)3 pyrolysis at 700 ◦C, with the deficiencies of inhomogeneity and large particle sizes (1 μm).
The above-mentioned solid-phase LMO preparation methods often require high energy consumption
and involve multiple steps. Besides, they always result in yielding large size particles because of
agglomeration which decrease its contact area with solution for Li+ extraction. The liquid-phase
method (also known as soft-chemical process) for fabrication of LMO usually exhibits high purity,
excellent crystal integrity and good dispersion. Tang et al. [21] prepared a nano-chain LMO using a
sol-gel method. LiNO3 and Mn(NO3)2 were stirred with the assistance of the starch at 110 ◦C for 1.5 h,
followed by heating at 250 ◦C for 3 h and a thermal treatment at 700 ◦C for 3 h. Xiao et al. [22] prepared
the ultrafine LMO powder by mixing Mn(NO3)2 with ammonia to produce precipitate, then they
impregnated the precipitate with LiOH·H2O and calcined the mixture at 830 ◦C for 8 h. Zhang et al. [23]
prepared cubic phase LMO via a hydrothermal method by reacting Mn(NO3)2 with LiOH and H2O2 at
110 ◦C for 8 h. Despite the liquid-phase method being well investigated and developed, simplifying
LMO synthetic process and improving the adsorbing ability and selectivity are still challenging.
The existing methods mainly use LiOH·H2O solution or acidic salts as raw materials. To our best
knowledge, neutral synthetic routes through one-pot hydrothermal reaction to produce LMO and the
corresponded HMO are rarely reported. Besides, HMO synthesized from high-valence manganese
always shows higher adsorption capacity and selectivity than that of HMO synthesized from
low-valence manganese, which is beneficial for lithium extraction from brine with high Li+/Mg2+ ratio.

In this study, a series of LMO was prepared by a facile one-pot hydrothermal method using
ethanol as reductant, KMnO4 and LiCl·H2O as precursors. We first optimized several synthetic
parameters (i.e., LiCl·H2O concentration, mass of KMnO4, volume of ethanol, reaction time and
reaction temperature) in preparing of LMO. Then we prepared the stable HMO by acidification
treatment of LMO. The crystallization phase, morphology characteristic and chemical phase of
as-prepared ion-sieves were systematically investigated. The Li+ adsorption performance of HMO
was studied and relevant adsorption kinetic model and adsorption isotherm were fitted. Finally,
Li+ extraction capacity and selectivity in brine containing high ratio of Mg2+ and Li+ were studied.

2. Experimental

2.1. Preparation of LMO and HMO Ion Sieve

All chemicals used in this work are AR reagents unless otherwise noted. The detailed synthetic
parameters are given in Table 1. Briefly, a certain amount of LiCl·H2O and KMnO4 were added to
75 mL deionized water. Then, ethanol was dropwise added into the mixed homogeneous solution.
The final solution was obtained with the addition of deionized water to 150 mL. Next, the solution
was transferred into a polytetrafluoroethylene (PTFE)-lined stainless-steel autoclave, heated at the
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specified temperatures (130–180 ◦C) for the specified time and cooled naturally to room temperature.
The black precipitate was collected, filtered, washed completely and then dried at 80 ◦C for 12 h to
obtain the as-prepared LiMn2O4 (LMO). Subsequently, the obtained LMO was added in hydrochloric
acid solution (0.1 mol·L−1) at 20 ◦C for 24 h until the lithium were completely extracted. The resulting
precipitate was filtered, washed completely and dried at 80 ◦C for 12 h to obtain the λ-MnO2 (HMO).

Table 1. Experimental parameters of synthesis LiMn2O4 (LMO) at different schemes.

Experiment Group LiCl·H2O (mol·L−1) KMnO4 (g) Ethanol (V, %) React. Time (h) React. Temp. (◦C)

1 a 3 7.5 12 160
2 11 b 7.5 12 160
3 11 3 c 12 160
4 11 3 7.5 d 160
5 11 3 7.5 12 e

Note: a = 4, 7, 11; b = 5, 7, 9; c = 2.5, 7.5, 8.75; d = 8, 10, 12; e = 130, 160, 180.

2.2. Characterization

The phase composition of the samples was characterized by X-ray powder diffraction
(XRD, Mini Flex600, Rigaku Coporation, Tokyo, Japan with monochromatized Cu Kα radiation
(λ = 1.54056 Å), operating at 40 kV and 15 mA, with a scanning rate of 20◦/min from 10◦ to 80◦.
The concentration of each ion was measured by Inductively Coupled Plasma (ICP, Optima 7000DV,
Perkin Elmer, Waltham, MA, USA), which was used to examine adsorption/desorption activity
of the samples. The morphology of the samples was examined by scanning electron microscopy
(SEM, S-4800, Hitachi, Tokyo, Japan) while morphology and crystal lattice were obtained by high
resolution transmission electron microscopy (HRTEM, Libra120, Carl Zeiss AG, Jena, Germany).
The chemical phase of manganese in the sample was analyzed by X-ray photoelectron spectroscopy
(XPS, EscaLab 250Xi, Thermo Fisher, Shang Hai, China), with AlKα radiation (hv = 1103 eV), C1s of
20.05 eV to calibration.

2.3. Adsorption Behavior

2.3.1. Adsorption Capacity Test at Different pH Value

The lithium ion adsorption behavior test was measured by stirring (200 rpm) 0.1 g HMO in 500 mL
LiCl·H2O solution (pH value: 4, 5, 6, 7, 8, 9, 10 and 11, respectively), adjusted by a buffer solution
composed of 0.1 mol·L−1 NH4Cl and 0.1 mol·L−1 HCl and 0.1 mol·L−1 NH4OH) with a uniform initial
concentration of lithium ions (50 mg·L−1) at 18 ◦C for 12 h.

The adsorption capacity is calculated by Equation (1).

Qt = C0 − Ct × V/W (1)

where C0 is the initial concentration of metal ions (mg·L−1); Ct is the concentration of metal ions at
time t (mg·L−1); V is the volume of solution (L); and W is the weight of HMO ion sieve (g).

2.3.2. Static Kinetic Test

The lithium ion adsorption behavior test was measured by stirring (200 rpm) 0.1 g HMO in
500 mL LiCl·H2O solution (Ph = 10, adjusted by a buffer solution composed of 0.1 mol·L−1 NH4Cl and
0.1 mol·L−1 NH4OH) with a uniform initial concentration of lithium ions (50 mg·L−1) at 18 ◦C for 12 h.

The data of the HMO adsorption capacity was fitted by a simplified Crank’s single-hole diffusion
model to obtain an efficient film coefficient (De) by Equation (2) [24,25].

Qt

Q∞
= 1 − 6

π2 × exp
(
−π2 × De × t

r2

)
(2)
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where Q∞ is the adsorption capacity at the final time(mg·L−1); De is the diffusion coefficient (cm2·s−1);
and r is the particle size of the adsorbent (cm).

The pseudo-first-order kinetic model (Equation (3)) and the pseudo-second-order kinetic model
(Equation (4)) were used to simulate the saturated adsorption curve, aimed to confirm the kinetic
constant of the adsorption process.

lg(Qe − Qt) = lgQe −
(

K1

2.303

)
× t (3)

t
Qt

=
1

K2
× 1

Q2
e
+

1
Qe

× t (4)

where Qe is the adsorption capacity when it reaches the adsorption equilibrium (mg·L−1); Qt is
the adsorption capacity calculated with Equation (1); K1 is the adsorption rate constant of the
pseudo-first-order kinetic model; and K2 is the adsorption rate constant of pseudo-second-order
kinetic model.

2.3.3. Adsorption Isotherm Test

The lithium ion adsorption behavior test was measured on HMO (0.04, 0.075, 0.11, 0.15 and
0.19 g) in 500 mL initial concentrations (10, 20, 30, 40 and 50 mg·L−1 LiCl·H2O solution) were added to
five flasks respectively, (Ph = 10, adjusted by a buffer solution composed of 0.1 mol·L−1 NH4Cl and
0.1 mol·L−1 NH4OH). The flasks were shaken on a shaker at 200 rpm at 18 ◦C for 12 h.

The adsorption isotherm curve is fitted according to the following isotherm models:
Langmuir isotherm model:

Qe1 =
Qm × KL × Ce

1 + KL × Ce
(5)

Freundlich isotherm model:
Qe2 = KF × C1/n

e (6)

where Qm is the theoretically calculated maximum adsorption capacity; KL is the Langmuir constant;
KF is the Freundlish constant; and n is an empirical constant.

2.4. Selective Adsorption Behavior

The selectivity of lithium ions compared with other coexisting ions in brine was adjusted pH
value to 10 by 0.1 mol·L−1 NH4OH, carried out by stirring (200 rpm) 0.1 g ion sieve in 20 mL
saline brine at 20 ◦C for 72 h. The adsorption capacity of metal ion at equilibrium (Qe), distribution
coefficient (Kd), separation factor (αLi

Me) and concentration factor (CF) are calculated according to the
following equations:

Kd = C0,Me − Ce,Me × V/(Ce,Me × W) (7)

αLi
Me = Kd,Li/Kd,Me (Me = K+, Ca2+, Na+, Mg2+, Li+) (8)

CF = Qe,Me/C0,Me (Me = K+, Ca2+, Na+, Mg2+, Li+) (9)

where C0, Me is the initial concentrate of ions in brine (mg·L−1); Ce, Me is the final concentrate of ions
in brine after adsorption (mg·L−1); V is the volume of solution (L); W is the weight of the HMO ion
sieve (g); Qe, Me is the saturated adsorption capacity of ions in brine (mg·g−1).

2.5. Desorption Behavior

LMO was renamed LMO-1 after the Li+ adsorption of the HMO. The curve of the Li+ extraction
and manganese dissolution was carried out by stirring (200 rpm) 0.1 g LMO-1 in 500 mL hydrochloric
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acid solution (0.04 mol·L−1) for 24 h at 20 ◦C. The extraction ratio of lithium and the dissolution loss
ratio of manganese were calculated using Equation (10).

RMe =
Ct,Me × V

WMe
× 100% (Me = Mn2+, Li+) (10)

where RMe is the extraction ratio of lithium or dissolution loss ratio of manganese; Ct,Me is the element
concentration of different times; V is the solution volume and WMe is the weight of Me in the LMO-1.
The influence of hydrochloric acid concentration was studied by stirring (200 rpm) 0.05 g LMO-1 in
100 mL hydrochloric acid solution (0.02–0.1 mol·L−1) for 12 h at 20 ◦C.

3. Results and Discussion

3.1. Optimization of Synthesis Parameters

The XRD patterns of the products obtained under different conditions are shown in Figure 2.
Figure 2a shows intermediate γ-MnOOH (JCPDS cards no. 50-0009) was produced at low Li+

concentration. With the increase of Li+ (>11 mol·L−1), the target LMO was produced and intermediate
γ-MnOOH was disappeared. Figure 2b indicates that with the increase of the amount of KMnO4,
the LMO lattice structure becomes stable gradually but when the amount of KMnO4 was above 9 g,
the impurity (∇) was generated. Figure 2c shows that using lower ethanol volume in the synthesis
process resulted in the formation of intermediate Li4Mn14O27·xH2O (JCPDS cards no. 41-1379).
When the volume fraction increases above 8.75%, the impurity peak (•) was observed. Figure 2d
showed that the intermediate Li4Mn14O27·xH2O and γ-MnOOH were first formed within a short
reaction time and LMO could be obtained after 12-h reaction. Figure 2e reflects the effect of reaction
temperature on the LMO. Li4Mn14O27·xH2O and γ-MnOOH were produced at the lower temperature
and LMO could be synthesized when the reaction temperature over 160 ◦C. Thus, we found the
optimal LMO could be obtained at Li+ concentration of 11 mol·L−1, hydrothermal reaction at 160 ◦C
for 12 h, ethanol volume fraction of 7.5%, using 3 g of KMnO4. We speculate the synthesis is followed
by the mechanism illustrated in Figure 3. In LiCl·H2O solution, KMnO4 is firstly reduced by ethanol
and the intermediates Li4Mn14O27·xH2O and γ-MnOOH are formed. Then γ-MnOOH is oxidized by
KMnO4 and Li4Mn14O27·xH2O is furthered reduced by ethanol simultaneously. Finally, the lithium
ion enters the Mn-O framework to form cubic LMO with the increase of lithium concentration.

 

Figure 2. X-Ray diffraction (XRD) patterns of resultant under different preparation conditions: (a)
the concentration of Li+; (b) the amount of KMnO4; (c) the volume ratio of ethanol; (d) reaction time;
(e) reaction temperature.
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Figure 3. Synthetic mechanisms: (a,b) synthesis of LMO; (c) absorption-desorption mechanism of
λ-MnO2 (HMO) and LMO.

3.2. Ion-Sieves Characterization

Figure 4 shows the XRD patterns of the LMO, HMO and the sample after adsorption process
(noted as LMO-1). The diffraction peak of LMO corresponds to a cubic spinel HMO structure [space
group: Fd3m (JCPDS 35-0782)], with the lattice constants is 8.23 Å. It should be noted that the XRD
patterns of HMO and LMO-1 are similar with the diffraction patterns of LMO, with lattice constants
of 8.01 Å and 8.23 Å, respectively, indicating that the Li+ is free to access the structure and the Mn-O
lattice remains stable during the adsorption and desorption process. It is found that the diffraction
peak of HMO shifts to a higher diffraction angle than that of LMO, which can be explained by the
mechanism showed in Figure 3c. During the Li+ desorption process, H+ in the solution replaces the
original position of Li+ in the LMO the ionic radius of H+ is smaller than Li+, leading to cell shrinkage,
which is also reported in literature [26]. The characteristic diffraction peaks of LMO-1 are still sharp
and only the intensities decreased compared with the LMO, indicating that the HMO can be used for
efficient adsorption of Li+.

λ − Μ

 

Figure 4. XRD patterns of optimized LMO, HMO and LMO-1.

Figure 5 describes the XPS spectra of LMO and HMO. As showed in Figure 5a, the spectra of
the Mn3s orbit shows the binding energy difference of the two peaks was 5.15 eV (ΔE = 5.15 eV),
indicating that the valences of Mn in LMO are +3 and +4. The binding energy of Mn3+ peak
was 641.33 eV and Mn4+ peaks were 643.76 eV and 642.66 eV, which were obtained by means of
peak-differentiation-imitating analysis at the Mn2p3/2 orbit (Figure 5b). The results are in line with a
previous report [27]. The average valence of Mn in LMO (+3.65) could be calculated (Table 2), which is
higher than the theoretical valence (+3.5), indicating that proportion of Mn3+ in LMO is lower than
theoretical. Thus, it can be deduced that LMO has a more stable crystal structure. Figure 5c is the
XPS spectra of HMO in the Mn3s orbit and the binding energy difference of the two peaks is 4.78 eV,

175



Processes 2018, 6, 59

indicating that the manganese valence in HMO is +4. Furthermore, this is also proven by the peak of
HMO in the Mn2p3/2 orbital (Figure 5d).

Figure 5. X-ray photoelectron spectroscopy (XPS) Mn3s and Mn2p spectra of LMO and HMO.

Table 2. Average valances of Mn element in LMO and HMO.

Sample Binding Energy (eV) Chemical State Peak Area Average Valences

LMO
643.76 Mn2p3/2 Mn4+ 38,795.51

+3.65642.66 Mn2p3/2 Mn4+ 40,557.36
641.33 Mn2p3/2 Mn3+ 42,725.95

HMO — Mn2p3/2 Mn4+ — +4

Figure 6 shows the morphology of LMO, HMO and the ion-sieve after Li+ adsorption (LMO-1).
The LMO presents regular hexagonal shape with the thickness of 110 nm and the lateral size of
~300–400 nm (Figure 6a). It is apparent that the LMO (Figure 6b) have a smooth surface without
agglomeration, while HMO and LMO-1 appear to have a small crack on the surface (Figure 6c).
We speculate that it is attributed to the manganese loss after acid treatment that results in partial
collapse of the crystal. However, HMO and LMO-1 can still remain their intact hexagonal structure
and it is consistent with the XRD results in Figure 4.
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Figure 6. Scanning electron microscopy (SEM) images of LMO (a,b), HMO (c) and LMO-1 (d).

Figure 7 shows the HRTEM images of LMO and HMO. Both LMO and HMO were observed as a
non-agglomerated particle with a regular hexagonal morphology (Figure 7a,d). The lattice spacing are
0.478 nm and 0.477 nm, respectively, as shown in Figure 7b,f, which agrees with the (111) crystal plane
of the XRD pattern in Figure 4. The selected area electron diffraction (SAED) patterns of LMO and
HMO can be seen in Figure 7c,g, the dot matrix confirms their cubic single-crystal structures.

 

Figure 7. High resolution transmission electron microscopy (HRTEM) images and selected area electron
diffraction (SAED) patterns of the LMO (a–c) and HMO (d–g).
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3.3. Adsorption Behavior of the HMO

3.3.1. Effect of pH Value on Adsorption Capacity

Figure 8 describes the pH value effect on the Li+ adsorption process. The adsorption capacity
of HMO was very low in acidic condition. The adsorption capacity of HMO increased sharply and
then reached the maximum with the pH value increase in solution, which indicated that alkaline
adsorption environment favored the adsorption of HMO. The adsorption-desorption mechanism of
LMO can be explained by Figures 1 and 3c. Adsorption Li+ at alkaline condition is beneficial to the
formation of LMO and desorption of Li+ at the acid condition is beneficial to the formation of HMO.
The mathematic relationship [12] between adsorption capacity (Qe) and pH could be described by
the equation Qe = f (Ce, pH). The Qe (the amount of Li+ insertion) increases by the increase of pH.
When the pH was greater than 10, the adsorption capacity of HMO hardly increase with the increase
of pH value. We speculated that the reduction of Mn4+ was accelerated under the strong alkaline
condition, so the adsorption of the ion sieve was inhibited. Therefore, when pH > 10, the adsorption
capacity Qe tends to be stable. The similar phenomenon was also found by other reseachers [28].

 

Figure 8. The Qe—pH value curve with adsorption of 0.1 g HMO in 50 mg·L−1 Li+ at 18 ◦C.

3.3.2. Static Adsorption Test

Figure 9 shows that the adsorption process occurs primarily in the rapid adsorption stage and the
exchange of Li+ into the spinel lattice dominates the adsorption flat stage. Table 3 compares synthesis
method and adsorption capacity of λ-MnO2 in this paper with those of other paper. Solid-phase [19,20]
method is often reacted with high energy consumption. It is apparent that hydrothermal method
usually uses strong alkaline LiOH [29] or acidic manganese salt [23] as raw material with the
disadvantage of corroding equipment. In this study λ-MnO2 was obtained by the one-pot hydrothermal
method under neutral and mild condition. The adsorption capacity is 24.7 mg·g−1, 64.4% of the
theoretical adsorption capacity Qth = MLi

Mλ−MnO2
= 6.94×1000

180.94 = 38.3 mg·g−1; Q
Qth

= 24.7
38.3 = 64.4%, which

is higher than the 49.2% of the theoretical adsorption capacity reported in the paper [23]; and 61.9% of
the theoretical adsorption capacity in the paper. The Crank’s model was used to predict the adsorption
rate of Li+. The model fitted well with the experimental data. The efficient film coefficient (De)
were calculated by Equation (2) as 1.35 × 10−5 cm2·s−1. The correlation coefficient (R2) was 0.9971.
The coefficient of mass transfer (k) can be obtained by efficient film coefficient and physical property of
adsorption system. In all, De derived from fitting calculation provides a vital parameter of feed height
in adsorption tower design [30].
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Figure 9. Fitting result of adsorption data by Crank model using 50 mg·L−1 Li+ on 0.1 g HMO at 18 ◦C.

Table 3. Similar method of adsorption capacity comparison.

Ion Sieve Raw Materials Method Temp. (◦C) t (h)
Crystal

Morphology
Q

(mg·g−1)
Q

Qth
(%) Ref.

λ-MnO2 Mn(NO3)2, LiOH, H2O2 hydrothermal 110 10 Nanowire 23.7 61.9 [29]

λ-MnO2 MnSO4, (NH4)2S2O8 hydrothermal 150
650

12
6 Nanowire 16.9 49.2 [23]

λ-MnO2 LiNO3, Mn(NO3)2 solid-phase 700 1 Sphere - [20]
λ-MnO2 Li2CO3, MnCO3 solid-phase 800 5 - - [19]
λ-MnO2 LiCl KMnO4 ethanol hydrothermal 160 12 Hexagonal 24.7 64.4 This work

3.3.3. Adsorption Kinetic Test

Figure 10 shows the linear fitting of the pseudo-first-order kinetic model and the
pseudo-second-order kinetic model. Table 4 compares the fitted kinetic data of the two models
at same temperatures. Under the same test conditions, the two models both predicted the adsorption
capacity and the correlation coefficient (R2) of the pseudo-second-order kinetics equation is much
larger than the pseudo-first-order kinetic equation (R2 = 0.7678). These data reveal that the adsorption
behavior of the HMO ion sieve conforms to the pseudo-second-order kinetics model and the adsorption
process is primarily chemical adsorption [31].

Q
e

Q
t

⋅

Q
t

⋅
⋅

Figure 10. Pseudo-first-order and pseudo-second-order kinetic curves Li+ adsorption by HMO at 18 ◦C.
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Table 4. Dynamic parameters of lithium adsorption.

Temperature
Pseudo-First-Order Kinetic Model Pseudo-Second-Order Kinetic Model

K1 Qe1 R2 K2 Qe2 R2

18 ◦C 0.115 8.41 0.7678 0.0687 25.3 0.9998

3.3.4. Adsorption Isotherm of Li+ on HMO

The adsorption constants and the correction factors were obtained by Langmuir and Freundlich
equations fittings. Table 5 lists the various parameter values for both models. Figure 11 show the fitting
effect of the two models. The Langmuir isotherm model (R2 = 0.9999) fitting was much better than
that of the Freundlich isotherm model (R2 = 0.9918) compared with the experimental data. This result
indicates that the HMO has homogeneous adsorption sites.

⋅

⋅
⋅

 

C  

Figure 11. Langmuir and Freundlich isotherms of Li+ adsorption by HMO at 18 ◦C.

Table 5. Adsorption isotherm constants of Li+ on HMO.

Temperature
Langmuir Model Freundlich Model

KL Qm R2 KF n R2

18 ◦C 0.415 24.6 0.9999 13.2 6.38 0.9918

3.4. Absorption Selectivity of HMO

Table 6 shows the HMO ion sieve adsorption selectivity for Li+ compared with other coexisting
metal ions in brine, including Na+, K+, Ca2+ and Mg2+. According to Table 6, the adsorption capacity
of HMO in brine is 6.26 mg·g−1, which is lower than the value of that in the pure Li+ solution. We
speculated that the acidic environment (pH = 5.64) is not conducive to the free insertion of lithium
ions in λ-MnO2. The distribution coefficients (Kd) are in the order of Li+ > Ca2+ > K+ > Na+ > Mg2+,
indicating high selectivity for Li+, compared with other metal ions. The ion sieve showed excellent ion
selectivity, especially for Mg2+, whose separation factor (αLi

Mg) is 1.35 × 103. This solves the problem
of separating Li+ and Mg2+ in brine with a high ratio of magnesium to lithium. Na+, K+, Ca2+, Mg2+

in solution do not have competitive effect with Li+ during ion sieve adsorption process since the
concentration factor (CF) of Li+ is higher than other ions.
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Table 6. Adsorption selectivity data of metal ions on HMO in brine.

Metal Ion C0 (mg·L−1) Ce (mg·L−1)) CF (L·g−1 × 10−3) Qe (mg·g−1) Kd (mL·g−1) ffLi
Me

Li+ 319.3 288.0 19.6 6.26 19.6 1.00
Na+ 1810.0 1804.6 0.591 1.07 0.592 36.7
K+ 815.8 812.6 0.793 0.647 0.796 27.3

Ca2+ 121.8 120.2 2.63 0.320 2.63 8.16
Mg2+ 119,600.0 119,590.4 0.0161 1.93 0.0161 1.35 × 103

Experiment conditions: T = 18 ◦C, pH = 5.64, V = 20.0 mL, W = 0.100 g.

3.5. Desorption Behavior of LMO-1

Figure 12 shows the desorption curve of Li+ or Mn2+ after adsorption. It was observed that
the extraction of Li+ and Mn2+ occurred rapidly at the beginning of the desorption process, almost
reaching the maximum extraction rate at 20 min, then slightly rose up to 22.0 mg·g−1 and 38.9 mg·g−1,
respectively. The maximum extraction rate of RLi

+ is 98.7%. The dissolution of Mn2+ (RMn
2+) is

only 3.9%, which was calculated by Equation (10). This phenomenon may benefit from the unique
layered structure. Integrity shape without defect with a larger surface can sufficiently contact with Li+

of solution and maintain adsorption stability, accelerating the absorption and desorption process.

 

Figure 12. Desorption and Dissolution loss behavior of LMO-1.

4. Conclusions

A series of LMO was successfully prepared via a facile one-pot hydrothermal method and we
optimized synthetic conditions as well. The HMO ion-sieve has unique hexagonal spinel structure
with the thickness of 110 nm and lateral size of 300–400 nm. XRD patterns of LMO and HMO confirm
their high crystallization degree. The average valence of Mn in LMO is +3.65, which higher than that
in theory (+3.5). The adsorption capacity of HMO is 24.7 mg·g−1 in Li+ solution and the dissolution of
Mn2+ is only 3.9%. The adsorption equilibrium isotherms data are well fitted with Langmuir model.
Moreover, the distribution coefficients (Kd) of HMO is much larger between Li+ and Mg2+ and the
separation factor (αLi

Mg) was 1.35 × 103. Therefore, our HMO ion-sieve shows great potential to extract
lithium in brine or seawater under high magnesium ratio conditions.
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Abstract: The mechanical properties and seepage characteristics of gas-bearing coal evolve with
changes in the loading pattern, which could reveal the evolution of permeability in a protected
coal seam and allow gas extraction engineering work to be designed by using the effect of mining
multiple protective seams. Tests on gas seepage in raw coal under three paths (stepped-cyclic,
stepped-increasing-cyclic, and crossed-cyclic loading and unloading) were carried out with a seepage
tester under triaxial stress conditions. The permeability was subjected to the dual influence of stress
and damage accumulation. After being subjected to stress unloading and loading, the permeability
of coal samples gradually decreased and the permeability did not increase before the stress exceeded
the yield stage of the coal samples. The mining-enhanced permeability of the coal samples in the
loading stage showed a three-phase increase with the growth of stress and the number of cycles and
exhibited an N-shaped increase under the stepped-cyclic loading while it linearly increased under
the other two paths in the unloading stage. With the increase of peak stress and the accumulation
of damage in coal samples, the sensitivity of the permeability of coal samples to stress gradually
declined. The relationship between the damage variable and the number of cycles conformed to the
Boltzmann function.

Keywords: multiple protective seams; cyclic loads; recovery rate of permeability; stress sensitivity
coefficient; loading–unloading response ratio; damage variable

1. Introduction

Coal seams in China are characterized by having a low permeability and a high gas content,
which is an essential reason for the occurrence of coal and gas outbursts [1–6]. Permeability-enhancing
measures must be taken and the gas content must be below the critical values specified by the related
provisions before the mining of the coal seam that has an outburst risk [7–12]. The mining of multiple
protective seams in coal seam groups is considered to be one of the more effective regional measures
for preventing and controlling gas outbursts in protected seams [13–16]. In this process, the coal
in a protected seam is subjected to cyclic loading–unloading effects, which significantly change the
mechanical properties and seepage characteristics of the coal. Related research results show that gas
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has a significant influence on the mechanical properties and energy dissipation characteristics of
coal [17–24]. Moreover, the mechanical properties and seepage characteristics of coal under different
loading–unloading paths greatly differ from those under the conventional loading pattern. Therefore,
it is necessary to investigate the mechanical properties and seepage characteristics of gas-containing
coal under different loading–unloading paths. Various achievements have been made regarding the
previously mentioned topics. An experimental investigation on the anisotropic permeability of coal
under cyclic loading and unloading conditions was conducted and it was found that cyclic loading and
unloading can induce an irreversible reduction of the permeability, which tends to be diminished with
the increasing loading/unloading cycles [25]. The seepage properties, acoustic emission characteristics,
and energy dissipation of coal under the tiered cyclic loading were also relatively revealed [26].
To analyze the spatial evolution characteristics of AE events and the failure process of coal samples,
the single-link cluster method was used. Based on the microcrack density criterion, Zhang et al.
proposed that the failure process of a coal sample involves the transformation from small-scale damage
to large-scale damage, which results in changes in the spatial correlation length [27]. Afterward,
multilevel cyclic loading tests on cylindrical coal specimens were performed by Yang et al. to
investigate the fatigue failure of coal under uniaxial stress [28]. Furthermore, the relationship between
electromagnetic radiation and the dissipated energy of coal during the cyclic loading process was
elaborated by Song et al. [29]. Overall, the mechanical properties and seepage characteristics of coal
have been shown to be closely related to the loading pattern. Investigating the mechanical properties
and seepage characteristics of gas-containing coal under cyclic loading–unloading paths will provide
more theoretical and practical guidance toward revealing the evolution of permeability in a protected
coal seam and to design gas extraction engineering works under the effect of mining multiple protective
seams. In addition, the damage evolution characteristics of gas-bearing coal under different cyclic
loading–unloading stress paths have not been fully investigated.

In order to study the mechanical properties and seepage characteristics of gas-containing
coal under complex mining stress, three different cyclic loading–unloading paths were designed.
By analyzing stress–strain and stress–permeability curves, the deformation and seepage characteristics
of gas-containing coal under different cyclic loading–unloading paths were revealed. By virtue of the
theory of the loading–unloading response ratio (LURR), the damage evolution characteristics of coal
under different cyclic loading–unloading paths were investigated. By applying a mining-enhanced
permeability and a stress sensitivity coefficient of permeability, the characteristics of seepage evolution
in gas-containing coal under different cyclic loading–unloading paths were quantified. The research
results are expected to provide theoretical support to further reveal the mechanism of a permeability
increase in coal seams under multiple protective seams.

2. Experimental Equipment and Test Scheme

2.1. Experimental Equipment

The experiment was carried out by using a triaxial seepage experiment device for heat–fluid–solid
coupling in gas-containing coal made at the Chongqing University, China. The experimental device
can be used in gas seepage experiments in coal under the effects of different stress regimes (including
confining pressure and axial stress) and gas pressures. The experimental device and constituents of
the experimental cavity are displayed in Figure 1.
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(a) 

 
(b) 

Figure 1. Triaxial seepage experimental device for the measurement of the heat–fluid–solid coupling
property of gas-containing coal and the experimental chamber: (a) The whole experimental device and
(b) the experimental chamber.

2.2. Coal Sample Preparation

The coal samples used for the experiment were taken from the 3-1 coal seam of Yuanzhuang
Coal Mine, Anhui Province, China, which is shown in Figure 2. The 3-1 coal seam is located in the
Permian Lower Stone Box Group, which is shown in Figure 2. The coal type is low metamorphic gas
coal. The average thickness is 4.2 m and the gas content is 3.45 m3/t. The main characteristics related
to the coal’s quality are shown in Table 1. The coal field where the mine is located is affected by the
Huaxia tectonic system and the construction line is dominated by North-northeast (NNE), which is
shown in Figure 3. These coal samples were cored, cut, and ground to form standard cylindrical coal
samples that were 50 mm in diameter and 100 mm in length.
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Huaibei

YuanzhuangYuanzhuang
Coal mine

Figure 2. Location and geologic column of the Yuan Zhuang coal mine.

Table 1. The main characteristics related to the coal’s quality.

Item
Fixed

Carbon
Ash

Content
Sulfur

Content
Phosphorus

Content
Volatile
Content

Calorific
Value

Bulk
Density

3-1 Coal seam 60% 6% 0.40% 0.0004% 32% 27.86 MJ/kg 1350 Kg/m3

Figure 3. Geological structure outline map of the Yuan Zhuang coal mine.

2.3. Experimental Scheme

The authors carried out a similar simulation experiment involving the real-time monitoring of
the stress state of a protected seam on the mining conditions of a coal seam group. The simulation
experimental model is shown in Figure 4. During the experiment, under the conditions used to
successively mine coal seams #5 and #6, the stress state of the coal seam #4 was monitored in real-time
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(Figure 5). Before coal seam #5 was mined for 80 m, the coal masses at the monitored point of the coal
seam #4 were subjected to a significant concentration of stress. Furthermore, during the mining of
coal seam #6, the coal masses at the monitored point of coal seam $4 underwent exposure to multiple
stresses and stress relief.

 
Figure 4. Similarity model for real-time monitoring of the stress state of the protected seam during the
mining of multiple protective seams.

Figure 5. The stress state in the protected seam after the mining of protective seams.

Based on the previously mentioned analysis, three simplified cyclic loading–unloading stress
paths were designed, which is shown in Figure 6. The experimental steps were as follows: the axial
stress and confining pressures were synchronously loaded to 2 MPa at a rate of 0.05 MPa/s. Then,
gas was constantly injected under a pressure of 1 MPa with the gas concentration consisting of 99.99%.
After holding for 24 h in this state, the coal samples reached adsorption saturation. If the confining
pressure was unchanged, the axial stress continued to be loaded or unloaded at a rate of 0.05 MPa/s
until the samples were damaged.

(a) (b) (c) 

Figure 6. Three cyclic loading–unloading stress paths. (a) Stress path 1: stepped-loading and unloading.
(b) Stress path 2: stepped-increasing-loading and unloading. (c) Stress path 3: crossed-cyclic-loading
and unloading.
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3. Methods and Data

3.1. Permeability Calculation

It is presumed that the gas permeation process in raw coal is an isothermal process and this
gas is considered to be an ideal gas. According to Darcy’s law, the permeability of coal is given by
Reference [30].

K =
2qvPaμL

A(P2
1 − P2

2 )
(1)

where K is the permeability (m2), qv is the seepage velocity (m3/s) of gas in coal masses, Pa is the
atmospheric pressure (Pa), A is the cross-sectional area (m2) of the specimen, L is the length (m) of
the specimens, P1 is the gas pressure at the air inlet (Pa), P2 is the gas pressure at the air outlet (MPa),
and μ is the gas viscosity (Pa·s).

During testing, the axial and lateral strains (ε1 and ε2) on the raw coal were monitored in real-time.
Through the formula εv = ε1 + 2ε2, the volumetric strain (εv) in the raw coal was calculated. Based on
the drawing, the axial stress–axial strain curve (σ1–ε1), axial stress–lateral strain curve (σ1–ε2), axial
stress–volumetric strain curve (σ1–εv), and permeability–axial strain curve (K–ε1) of raw coal under
different cyclic loading–unloading paths were obtained.

3.2. Permeability Ratio

Under cyclic loading–unloading paths 2 and 3, the ratio of the permeability at the end of
unloading in each cycle to the permeability at the initial load is defined as the absolute recovery
rate of permeability, which can be expressed in Formula (2) in percentage terms.

χa = Ki/K1 × 100% (2)

where χa and Ki refer to the absolute recovery rates of the permeability and the permeability (mD)
when the axial stress applied to coal samples was unloaded to 2 MPa during the ith cycle, respectively.
Additionally, K1 denotes the permeability (mD) of coal samples when the axial stress was loaded from
2 MPa during the first loading–unloading cycle.

The ratio of the permeability of coal samples after the stress unloading during each
loading–unloading cycle to that in the loading process during this cycle is defined as the relative
recovery rate of the permeability, which can be expressed as Formula (3) in percentage terms.

χr = Ki+1/Ki × 100% (3)

where χr and Ki+1 represent the relative recovery rates of the permeability and the permeability (mD)
when the axial stress was unloaded to 2 MPa during the (i + 1)th loading–unloading cycle, respectively.

3.3. Mining-Enhanced Permeability

A method was proposed by Xie et al. [31] to reflect the permeability increasing effect of coal
seams by considering the contribution of volumetric change of a coal mass to its permeability.
The mining-enhanced permeability (χp) is defined as the variation in permeability under the change
per unit volume of coal masses.

χp =
dk
dεv

(4)

where k and εv represent the permeability (mD) of coal masses and the volumetric strain of damaged
and fractured coal masses, respectively. The mining-enhanced permeability describes the permeability
increase due to the fracturing of coal masses under the impact of mining and can allow the quantitative
evaluation of the effect of permeability by increasing measures in coal seams.
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3.4. Stress Sensitivity Coefficient of Permeability

To express the evolution of permeability, the dimensionless permeability (DP) was introduced,
which is defined below [32].

DP =
k
k0

(5)

where k and k0 refer to the permeability (mD) under different effective stresses and that under the
initial effective stress, respectively.

The regression analysis showed that, during the loading and unloading of coal samples,
the dimensionless permeability has a negative exponential relationship with the effective stress effect.

DP =
k
k0

= be−αeσe (6)

where αe, σe, and b separately denote the stress sensitivity coefficient (MPa−1) of the permeability,
the effective stress (MPa), and the dimensionless coefficient influenced by the initial permeability.
Additionally, the stress sensitivity coefficient of the permeability of coal samples can be defined by the
equation below.

αe = −Δk
k
· 1
Δσe

= −1
k
· dk
dσe

(7)

where Δk and Δσe refer to the variation in the permeability of coal samples and the variation in the
effective stress, respectively.

3.5. Damage Variable of Coal

The LURR is a parameter that was proposed by Yin Xiangchu to quantify damage when relating
the extent of damage in a material to change in a physical quantity [33]. The commonly used axial
stress and strain properties are separately considered as the load variable and the corresponding
response variable, which are taken as the parameters for describing the LURR. The LURR Y is defined
by the equation below.

Y =
X+

X−
(8)

X = lim
ΔP→0

ΔR
ΔP

(9)

where X+ and X− separately refer to the responses during loading and unloading, respectively. ΔP and
ΔR denote the increments corresponding to the stress load variable (P) and the strain response
variable (R), respectively, which can be acquired according to the stress–strain curve under the effect
of experimental cyclic loading. When the load (P) is low, rocks are in an elastic stage and a linear
or quasi-linear relationship arises between P and R with X+ = X− and LURR Y = 1. When the load
gradually increases, the damage increases, which shows that X+ > X− and, correspondingly, Y > 1.
Moreover, with increased damage, Y also rises. When media are close to becoming damaged, Y reaches
a maximum. Therefore, the damage to coal samples during cyclic loading can be characterized by
using LURR Y.

The relationship between LURR YE and damage variable (D) based on the fact that the fracture
limit of materials conforms to a Weibull distribution on a mesoscopic scale was established by Zhang
et al. [34].

YE =
1

m
(
εm

F − εm
) =

1
1 + mWei ln(1 − D(ε))

(10)

where mWei represents the Weibull index, ε denotes the strain (ε =
(

1
m

) 1
m ), and εF refers to the strain

at the breaking point where the correspondence to damage is denoted by DF(DF = 1 − e− 1
m ).
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By transforming Formula (11), we get the equation below.

D = 1 − e
1−YE

mWeiYE (11)

Formula (11) displays the relationship between D and LURR Y. By utilizing the LURR Y calculated
using Formula (11) and curve fitting, the parameters of the stress–strain curve were transformed to D
to acquire the relationship between D and cyclic loading–unloading stresses.

4. Results

4.1. Characteristics of Deformation–Permeability of Gas-Containing Coal under Stress Path 1

The experimental results under stress path 1 are shown in Figure 7. Figure 7b presents the partially
enlarged detail of the permeability–axial strain curve. As shown in the figure, during the stepped-cyclic
loading–unloading experiment, the change in permeability of coal samples matched that of the axial
stress–strain curve. The change in permeability of raw coal generally appeared as follows: with an
increase in the number of cycles of loading and unloading, the permeability of the coal samples was
significantly reduced during compaction, slowly declined in the elastic stage, and slowly rose in the
yield stage. When coal samples were damaged, the permeability of the coal samples increased to a
significant extent. The test results are described from two aspects below.

First, the stress–strain relationship met the following rules: hysteresis loops were seen in the axial
stress–strain curve reflecting the plasticity of the coal samples. With an increasing axial stress, the area
of these hysteresis loops gradually decreased. The radial strain was low before reaching the yield stage
and coal samples were mainly subjected to axial deformation, which indicated that the axial strain
played a dominant role while radial deformation exhibited little influence.

Second, the permeability–strain relationship had the following results: as cyclic loads were applied
to the coal samples, their permeability generally declined with increasing stress. A significant hysteresis
loop appeared during the first cycle and hysteresis loops gradually reduced in magnitude during
subsequent cycles. This implied that, with growing stress, the plasticity of the coal samples reduced
while their elasticity increased. The influence of stress loading and unloading on the permeability of
coal samples gradually diminished.

  
(a) (b) 

Figure 7. The relationships among the stress, strain, and permeability of raw coal under stress path 1.
(a) Stress–strain and permeability–strain curves. (b) Partial enlargement of the axial stress–strain curve
and the permeability–axial strain curve.
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Additionally, under stress path 1, with an increasing number of cycles, the area enclosed by
unloading and loading curves in the stress–strain space gradually declined and the elastic moduli
gradually increased coinciding during the unloading and loading stages. In this case, the permeability
of the coal samples in the loading stage gradually approximated that in the unloading stage and the
hysteresis effect diminished. This indicated that, as cyclic loads were applied to the coal samples,
their elasticity increased and the fracture deformation could be recovered to the greatest extent.

4.2. Characteristics of the Deformation–Permeability Curve of Gas-Containing Coal under Stress Path 2

Figure 8 shows the relationship curve between the stress–strain and the permeability of raw
coal under the effect of the stepped-increasing peak load in stress path 2. As shown in the figure,
the envelope line between the axial peak stress and axial strain of raw coal under stress path 2
was similar to that under uniaxial loading, which shows that the coal samples showed a favorable
mechanical memory performance. Similar to stress path 1, the radial deformation of raw coal was
less significant than its axial deformation. With an increase in the number of cycles, the area of the
hysteresis loops in the axial stress–strain curve gradually increased.

Figure 9 shows the axial stress–axial strain and permeability–axial strain curves of raw coal in
each cycle. As shown in the figure, with increasing axial stress, the permeability of raw coal declined.
During the first two cycles, the permeability of raw coal in the unloading stage was lower than
that in the loading stage. The reason for this was that, during the first two cycles, coal samples were
compacted and, therefore, pores were smaller and subjected to irrecoverable deformation, which causes
the permeability of the coal samples to fail to recover in the unloading stage after decreasing initially.
From the third cycle to the failure stage, the permeability of the coal samples in the unloading stage
was always greater than that in the loading stage during each cycle. The reason for this was due to
the peak stress during each loading cycle damaging the coal samples, which resulted in increased
fracturing and, thus, the permeability increased in the unloading stage. Eventually, the permeability
rose dramatically in the yield stage and surpassed the initial permeability of the coal samples.

 
Figure 8. The relationships among the stress, strain, and permeability of raw coal under stress path 2.
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Figure 9. The axial stress–axial strain and permeability–axial strain curves of raw coal during each
cycle under stress path 2. (a) The first cycle. (b) The second cycle. (c) The third cycle. (d) The fourth
cycle. (e) The fifth cycle. (f) The sixth cycle. (g) The seventh cycle.
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4.3. Characteristics of the Deformation–Permeability Curve of Gas-Containing Coal under Stress Path 3

The experimental results under stress path 3 are shown in Figure 10. Figure 10b shows the
partially enlarged details of the permeability–axial strain curve. It can be seen from the figure that,
under the effect of the crossed-cyclic loading–unloading path (stress path 3), the stress at the fourth
cycle was the same as that at the second cycle and it was the same as that in the third and sixth cycles.
However, the stress curves at the same stress level did not coincide and strain accumulation was found
subjected to the previous high stress level.

  
(a) (b) 

Figure 10. The relationships among stress, strain, and permeability of raw coal under stress path 3.
(a) Stress–strain and permeability–strain curves. (b) Partial enlargement.

Figure 11 shows the axial stress–axial strain and permeability–axial strain curves of raw coal
in each cycle. As shown in the figure, during the first two cycles, the permeability in the unloading
process was far lower than that in the loading process, which indicates that coal samples were still
in a compaction and closure stage. In this case, the pores failed to recover completely after being
compressed. In contrast, during the third cycle, the permeability of coal samples in the unloading
process approximated this in the loading process, which implies that the coal was in an elastic
deformation stage. During the fourth cycle, the stress level was the same as that during the second
cycle. However, during unloading, the stress–strain hysteresis loop was significantly smaller than
during the second cycle. The permeability of coal samples in the unloading stage was larger than that
in the loading stage, which indicates that the coal samples had entered a yielding stage. During this
stage, the cumulative damage caused by cyclic loading and unloading constantly increased and the
pores expanded after unloading, which resulted in increased permeability of the coal samples. During
the fifth cycle, the stress further increased while the permeability further increased after unloading.
During the sixth cycle, the stress applied to the coal samples was the same as that during the third
cycle while the permeability of the coal samples was greater in the unloading stage, which indicates
that damage accumulated over time in the post-yield state.
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Figure 11. The axial stress–axial strain and permeability–axial strain curves of raw coal during each
cycle under stress path 3. (a) The first cycle. (b) The second cycle. (c) The third cycle. (d) The fourth
cycle. (e) The fifth cycle. (f) The sixth cycle. (g) The seventh cycle.
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5. Discussion

5.1. Effects of the Loading–Unloading Processes on the Permeability of Gas-Containing Coal

For a given stress level, the permeability when the peak stress was applied during the first cycle
is defined as Kf. Similarly, Ks refers to the permeability during the ascending stage of stress application
at the same stress level as Kf while the permeability in the stress valley is defined as Kg. Furthermore,
Ks/Kf and Kg/Kf denote the recovery rates of permeability in the ascent and valley stages of stress
relative to those under peak stress. The previously mentioned permeability levels of raw coal under
the effect of stress path 1 are displayed in Figure 12.

Figure 12. The definitions of permeability indices under stress path 1.

Figure 13 shows the changes in permeability of raw coal and its recovery rate at different stress
levels under stress path 1. It can be seen from Figure 13 that, as the cyclic loads were applied and axial
stress increased, the permeability decreased. Ks/Kf and Kg/Kf declined at first and then increased
with increasing axial stress. At the same stress level, the permeability of coal samples after being
subjected to unloading–loading decreased while their relative recovery rates fell at first and then rose
with growing axial stress. The pore structure of coal samples before entering the yield stage showed
plasticity under the effect of changing stress and, therefore, the loading–unloading effects were able to
decrease the permeability of such coal samples.

Figure 13. Changes in permeability of raw coal and its recovery rate at different stress levels under
stress path 1.
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5.2. Changes in the Relative and Absolute Recovery Rates of Permeability under Different Cyclic
Loading–Unloading Paths

Figure 14 shows the changes in the relative and absolute recovery rates of the permeability of raw
coal under stress paths 2 and 3. It can be seen from the figure that the evolution of the permeability of
coal samples under stress paths 2 and 3 was similar. As cyclic loads were applied, the permeability
in the loading and unloading processes declined and the permeability after loading showed a more
rapid rate of reduction than that in the unloading stage. Under stress path 2, the relative recovery rate
exhibited a three-phase characteristic—a rapid, then slow, and finally rapid increase—and, in contrast,
the absolute recovery rate linearly decreased. Under stress path 3, the relative recovery rate rapidly,
slowly, and steadily rose (a three-phase increase) while the rate of reduction of the absolute recovery
was lower than that under stress path 2. Under stress path 2, the pores in coal samples, as gas seepage
passages, were gradually compressed with the growth in the number of cycles. In the first two cycles,
the permeability of the coal samples after stress relief failed to recover to the level before stress loading.
However, the relative recovery rate during the second cycle was far larger than that during the first
cycle, which implies that the recovery rate of pores from deformation increased. From the third to
the fifth cycles, the increment of the recovery rate of permeability was low, which indicates that the
seepage pores in coal samples were further compressed under the effect of cyclic loading and damage
to the coal samples due to increasing peak stress made an insignificant contribution to changes in the
permeability. During the sixth cycle, the relative recovery rate rose dramatically, which suggests that
the coal samples entered the yield deformation stage. The stress cycle-induced damage to coal samples
resulted in an increase in their permeability. Under stress path 3, from the first to the third cycles,
the relative recovery rate of the permeability rose rapidly. Due to the stress level during the fourth
cycle being the same as that during the second cycle, the stress-induced damage to coal samples was
alleviated and the rate of increase in the recovery of the permeability decreased. Similarly, the stress
during the sixth cycle was equivalent to that during the third cycle. As a result, the recovery rate of the
permeability was basically the same as that during the fifth cycle and the change in the permeability
was near-zero. Through the previously mentioned analysis, it can be seen that cyclic loading and
unloading caused certain levels of damage to the coal samples, which shows a negative influence on
the permeability of coal samples. Cyclic loading and unloading failed to increase the permeability
before the stress exceeded the yield stress of the coal samples.

  
(a) (b) 

Figure 14. Changes in the absolute and relative recovery rates of the permeability of raw coal under
cyclic loading–unloading paths 2 and 3. (a) Stress path 2. (b) Stress path 3.

5.3. Evolution of Mining-Enhanced Permeability of Gas-Containing Coal under Different Cyclic
Loading–Unloading Paths

Under the effect of mining-induced disturbance, the equilibrium state of in situ stress on
deep underground coal and rock masses was disturbed and the stress state continuously changed.
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The structures of the coal masses also underwent continuous change with fracture initiation, fracture
propagation, cracking, and rupture of coal masses. Mining-induced damage, fractures, and rupture
of coal masses caused fundamental changes in the permeability of such coal masses, which also
affected the extraction of gas. The permeability of coal masses reflects the number of pores in and
connectivity of the material’s structure and the change in the permeability of coal mass is closely
related to volumetric changes in the coal mass.

The change law of the mining-enhanced permeability of coal mass under three paths was
calculated by using Formula (4), as shown in Figure 15. It can be seen from the figure that, under stress
path 1, the permeability of the coal samples declined with increasing axial stress so that the calculated
mining-enhanced permeability in the loading was negative and gradually rose. This indicates that
loading during cyclic loading increased the permeability of the samples. Furthermore, during loading,
the mining-enhanced permeability fell at first, then rapidly rose, and increased slowly with a rise
in stress. In contrast, the mining-enhanced permeability in the unloading stage first increased,
then decreased, and, finally, rose to a positive value with increasing axial stress, which implies
that the growth in volumetric strain during unloading resulted in the increase, reduction and growth
in permeability of the coal samples. The increase in volume was not the only cause of the increase
in permeability. Under stress path 2, with an increasing number of cycles, a three-phase change was
seen in the mining-enhanced permeability in the loading stage, which is a rapid increase in the first
two cycles. Then there was slow growth from the third to the sixth cycles and a rapid increase during
the seventh cycle. This indicates that, with an increasing number of cycles, the mining-enhanced
permeability rises and the increment of permeability under per unit volumetric strain is different.
The mining-enhanced permeability and the number of cycles increased linearly during unloading.
Under stress path 3, the change in mining-enhanced permeability under loading during different cycles
was similar to that under stress path 2. The difference was that the increments of mining-enhanced
permeability during the fourth and sixth cycles were lower than those during the corresponding
previous cycles due to the stress levels during the fourth and sixth cycles being the same as those
during the second and third cycles. In a similar way, the mining-enhanced permeability in the
unloading also deviated from the predicted linear increase.

  
(a) (b) 

 
(c) 

Figure 15. Changes in the mining-enhanced permeability of coal samples under different cyclic
loading–unloading paths. (a) Stress path 1. (b) Stress path 2. (c) Stress path 3.
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5.4. Stress Sensitivity of the Permeability of Gas-Containing Coal under Different Cyclic
Loading–Unloading Paths

The large value of αe in Formula (7) implies that the permeability of coal samples is more sensitive
to changes in the effective stress and the permeability of coal samples changes more significantly under
changes in the effective stresses when the amplitude of variation is kept constant. On the contrary,
a small value of αe indicates that the permeability of coal samples is less sensitive to changes in the
effective stress and the permeability of coal samples changes less significantly with changes in the
effective stress.

The stress sensitivity coefficients of the permeability of coal samples under three stress paths
were calculated by using the above formula, as shown in Figure 16. It can be seen from the figure
that, under stress path 1, the stress sensitivity coefficient of the permeability of coal samples in the
loading stage varied with the growth in effective stress in the following manner. With an increase in
the effective stress, the stress sensitivity coefficient of the permeability of coal samples rose at first and
then reduced and, finally, it fluctuated to some extent. However, the stress sensitivity coefficient of
the permeability of coal samples during unloading showed the opposite trend, which indicates that,
during stepped-cyclic loading, when the stress applied on the coal samples was less than 10 MPa,
the level of permeability was sensitive to stress but not to stress unloading. This occurs because
the pores in the coal samples were subjected to plastic deformation and failed to recover after stress
unloading. When the stress was greater than 10 MPa, the pores in the coal samples shrank under
load and recovered upon unloading to some extent, which showed that the permeability became
less sensitive to stress loading but more sensitive to stress unloading. Under stress path 2, the stress
sensitivity coefficient of permeability under load declined with an increasing number of cycles and
this can be divided into three phases: rapid reduction during the first two cycles, a slow decrease from
the third to the fifth cycle, and rapid reduction during the last two cycles. This indicates that, with an
increase in peak stress and the accumulation of damage, the sensitivity of the permeability to stress
gradually decreased. The stress sensitivity coefficient of the permeability during unloading slowly
increased and then linearly decreased with an increasing number of cycles, which implied that, as stress
was applied, the influence of stress unloading on the permeability of coal samples was strengthened
at first and then weakened. Under stress path 3, the change in the stress sensitivity coefficient of
permeability with the number of cycles was similar to that under stress path 2. The difference was
that the stress levels during the fourth and sixth cycles were, respectively, the same as those during
the second and third cycles so that the stress sensitivity coefficients of permeability were, respectively,
equivalent to those during the third and fifth cycles. The change in the stress sensitivity coefficient of
permeability shows that the increase in effective stress caused the reduction in the stress sensitivity
coefficient of permeability. The growth in the number of cyclic loading and unloading events also
resulted in the decrease of the stress sensitivity coefficient of the permeability of such coal samples.

(a) (b) (c) 

Figure 16. The changes in the stress sensitivity coefficient of the permeability of coal samples under
different cyclic loading–unloading paths. (a) Stress path 1. (b) Stress path 2. (c) Stress path 3.
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5.5. Damage Evolution Characteristics of Gas-Containing Coal under Different Cyclic
Loading–Unloading Paths

Figure 17 shows the change in LURR Y and D of raw coal with stress under different cyclic
loading–unloading paths. It can be seen from Figure 16 that, under stress path 1, with increasing axial
stress, the LURR Y rose slowly at first, then rapidly increased, and. finally, increased in a quasi-linear
manner. However, the curve relating to the damage suffered by coal samples exhibited a three-phase
characteristic: a slow increase, rapid growth, and finally, a slow increase. It can be seen from the figure
that the elastic modulus during loading was lower than that during unloading, which implies that
damage accumulated in coal samples under load. The LURR gradually increased. When the stress
reached a certain level, the elastic modulus under loading was further decreased and the LURR rose
suddenly, which indicated that coal samples were about to be damaged and, therefore, they entered
a yielding stage. This is consistent with the previously mentioned result in which the recovery rate
of the permeability of coal samples rose dramatically. The change in D with the number of cycles
obtained through Formula (11) was fitted by using the Boltzmann formula and the goodness of fit
reached 0.95. The Boltzmann formula can be used as an empirical formula for damage prediction.
Under the effects of stress paths 2 and 3, the elastic modulus under load remained unchanged with an
increasing number of cycles in the initial stage while it suddenly reduced in the later stages of testing.
In contrast, the elastic modulus remained unchanged during unloading. In terms of LURR Y, it rose
slowly at the start and suddenly increased later. This indicated that coal samples underwent yield and
failure, which agrees with the observed evolution of the recovery rate of the permeability mentioned
above. Correspondingly, D, calculated through the Y value, also showed a similar trend and can be
fitted by applying the Boltzmann formula [35].

Figure 17. Cont.
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Figure 17. The changes in LURR and D of raw coal with stress under different cyclic loading–unloading
paths. (a) Stress path 1. (b) Stress path 2. (c) Stress path 3.

6. Conclusions

The mechanical properties and seepage characteristics of gas-bearing coal evolve with changes in
the loading pattern, which could reveal the evolution of permeability in a protected coal seam and
allow gas extraction engineering works to be designed using the effect of mining multiple protective
seams. Based on the results of the similarity experiments on the stress state of protected seam during
mining of a coal seam group, the seepage and damage evolution characteristics of gas-containing coal
under cyclic loading–unloading effects were explored by conducting fluid–solid–coupling tests on
the coal under three simplified stress paths. On this basis, the influence of mining multiple protective
seams for pressure relief on the seepage characteristics of gas-containing coal in a protected seam
was investigated.

Unloading and loading stress exerted different influences on the permeability and a dual influence
of stress and damage accumulation was seen on coal permeability. The pores in coal samples, before
entering their yield stage, exhibited a plastic structure due to the effects of changing stress and the
loading–unloading effect can reduce the permeability. Cyclic loading and unloading resulted in
damage to coal samples while having a negative influence on the permeability. The permeability of
coal samples cannot increase before the stress exceeds the yield stress of the coal samples. The stress
paths also affect the mining-enhanced permeability of coal. The mining-enhanced permeability
of coal samples in the loading stage showed a three-phase increasing trend with growing stress
and number of cycles. The mining-enhanced permeability caused by the change per unit volume
increased, the mining-enhanced permeability in the unloading stage showed an N-shaped growth trend
during stepped-cyclic loading while growing linearly under the other two paths, and the permeability
increasing effect under the cyclic loading became better with an increasing number of cycles.

Furthermore, during the stepped-cyclic loading and unloading, when the stress was less than
10 MPa, the permeability of these coal samples was sensitive to the stress loading while it was
insensitive to stress unloading, which indicates that plastic deformation occurred in the pores in the
coal mass. This could not be recovered after stress unloading. When the stress exceeded 10 MPa,
the pores in these coal samples were compressed under load while they recovered to some degree
upon unloading. This behavior indicated that the sensitivity to loading stress was reduced while
indicating that the sensitivity to the unloading stress increased. With increasing peak stress and damage
accumulation in the coal samples, the sensitivity of the permeability to stress gradually decreased.
As loads were applied to the coal samples, the influence of stress unloading on their permeability was
first strengthened and then reduced. By calculating the LURRs at various stages of cyclic loading,
the evolution of D of the coal samples was obtained. Through regression analysis, it can be seen that
the relationship between D and the number of cycles can be characterized by applying the Boltzmann
function. The function can be used as an empirical formula for damage prediction.
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These conclusions validate the observed evolution of the permeability of gas-containing coal in
protected seams at different stages of the mining of multiple protective seams during the mining of a
coal seam group. On this basis, the results can be used to guide the design of engineering operations
such as gas extraction in protected seams (e.g., setting a borehole, extracting gas from stress unloading
zones, and avoiding stress concentration zones) and the prevention and control of gas disasters.
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Abstract: Microdroplet dosing to cell on a chip could meet the demand of narrow diffusion
distance, controllable pulse dosing and less impact to cells. In this work, we studied the
diffusion process of microdroplet cell pulse dosing in the three-layer sandwich structure
of PDMS (polydimethylsiloxane)/PCTE (polycarbonate) microporous membrane/PDMS chip.
The mathematical model is established to solve the diffusion process and the process of rhodamine
transfer to micro-traps is simulated. The rhodamine mass fraction distribution, pressure field and
velocity field around the microdroplet and cell surfaces are analyzed for further study of interdiffusion
and convective diffusion effect. The cell pulse dosing time and drug delivery efficiency could
be controlled by adjusting microdroplet and culture solution velocity without impairing cells at
micro-traps. Furthermore, the accuracy and controllability of the cell dosing pulse time and maximum
drug mass fraction on cell surfaces are achieved and the drug effect on cells could be analyzed more
precisely especially for neuron cell dosing.

Keywords: cell dosing; microdroplet; convective diffusion; interdiffusion; numerical simulation

1. Introduction

Microfluidic chip can achieve the basic function of macroscopic laboratory by manipulating
the flow at the micro scale. The use of microfluidic chip for chemical analysis, drug screening
and transportation, cell culture and other functions by means of microfluidic control is regarded
as the miniaturization and integration of macroscopic laboratories [1–4], which has advantages as
follows: (1) controllable liquid flow; (2) rare consumption of samples and reagents; (3) analysis
process automation; (4) significant increased analysis efficiency [5]. In the aspect of cell culture,
the microfluidic chip cell laboratory has micron-level and relatively closed three-dimensional cell
culture, sorting, cracking and other operating units, which plays a unique role in cell research [6,7].
For cell dosing, the latest fourth-generation targeted dosing system can concentrate the drug to the
target cell or the target tissue, which accumulates the drug in a small range to realize the improvement
of therapeutic effect yet reducing the drug side-effect [8,9]. Therefore, many researchers have been
focused on the application of microfluidic chip in cell dosing system. The first invented microchip based
on electrochemical dissolution microcapsule experimentally demonstrated the release of drug [10].
A multilayer polymer drug handling facility was designed for oral dosing of treatment and provided a
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variety of unidirectional release treatments, the concentration of drug into the intestinal epithelial cells
was more than 10 times that of the conventional method [11]. Three-dimensional tissue platform based
on a microfluidic chip can be used to diagnose and quantify cellular heterogeneity [12]. Integrated
microfluidic chip platform can simulate the microenvironment of the blood-brain barrier and glioma
in vivo and conduct drug penetration experiments [13].

The conventional cell dosing methods on a chip often inject drug solution into microfluidic chip
directly or use two-phase fluid in the microchannel through the semi-permeable membrane to realize
drug diffusion [14–18]. The drug was wasted a lot and the precision was low for the former and
it was difficult to control drug distribution for the latter. So, the jet microfluidic was used to dose
cell and the control precision was improved, both the consumption of drug and the dosing time
were reduced [19–23]. But the dosing pressure towards to cell was quite tough, which may impair
cell severely and the dosing time was difficult to control. For overcoming these dosing problems,
the microporous membrane is used to support drug microdroplets flowing and buffer the diffusion,
the microdroplets velocity is controlled to adjust dosing time. Considering that polydimethylsiloxane
(PDMS) has good biocompatibility, high transparence and is permeable to water and CO2 and
polycarbonate (PCTE) etching membrane also has good biocompatibility, high transparence and impact
resistance, customizable micropore diameter and porosity, a novel three-layer sandwich structure
of PDMS/PCTE microporous membrane/PDMS chip was designed, which supports microdroplets
flow in the microchannel upon membrane, the drug carried in microdroplets could diffuse through
microporous membrane into cells trapped at micro-traps. Precise pulse dosing to cells could be
achieved by controlling the flow of microdroplets and culture solution. Researching the drug transfer
process in this novel device is necessary for supporting the control method for cell pulse dosing. It is
known that the mass transfer between deionized water droplets and continuous phases octanol can be
observed that there is a vortex on the surface of the microdroplets [24] and the solute transfer at the
instantaneous two-phase interface is proportional to the square of the time [25]. The drug diffusion to
cells through microporous membrane from microdroplet surround by oil is influenced by these factors,
especially the mechanism of mass transfer through membrane in fluid. The hydrophilic nanoporous
membrane does not exhibit any pore wetting because of the dramatically increased shear viscous
force of water with respect to the hydrophilic pore wall [26]. The surface tension of water decreases
with the decreasing of film thickness on the surface of aqueous nano-films [27]. More investigations
about drug diffusion through membrane could be expanded and more deeply discussed based on
these achievements.

In current study, we studied the convective diffusion process of microdroplet cell dosing in
the three-layer sandwich structure of PDMS/PCTE microporous membrane/PDMS chip. The
flow velocities of microdroplets and culture medium were investigated for the convenience of
studying and controlling the cells dosing pulse time ignoring other factors influence. Although
the microdroplets size or surface chemical complexity and so forth also influence the diffusive
dosing process. But it is not convenient to control the pulse time in drug experiments by change the
microdroplets size or surface chemical character. The mathematical model was established to solve the
convective diffusion process and the process of drug transfer to micro-traps was simulated. The drug
concentration, convective diffusion time, pressure field and velocity field around micro-traps were
analyzed. The applicability of microdroplet micropore diffusion for cell dosing was further promoted,
which contributes more controllable instant pulse dosing time and flux to cells while less impact
to cells.

2. Computational Model

2.1. Mathematical Model

The micropore is considered as cuboid and simplified as a one-dimensional model ignoring the
influence of cuboid length as Figure 1a, which means drug convection diffusion from source to the
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other side directly. A rectangular coordinate system is set on the section of the model as Figure 1b.
The fluid is considered incompressible and isotropic ignoring temperature changes.

Figure 1. Convective diffusion model of microfluidic chip for drug delivery: (a) The simplified
convective diffusion model; (b) The rectangular coordinate system of the section of convective
diffusion model.

The concentration diffusion is distributed by Fick’s second law during unsteady transmission
when ignoring convection, which means that the change rate of mole concentration C in the
cross-section x is equal to the change rate of diffusion flux by x.

∂C
∂t

=
∂

∂x
(D

∂C
∂x

) (1)

Due to the velocity along the Y direction in micropore which means convection term, the equation
is altered:

∂C(x, t)
∂t

+ v
∂C(x, t)

∂x
= D

∂2C(x, t)
∂x2 ) (2)

where C is mole concentration of diffusate, V is convection coefficient, D is diffusion coefficient, t is
diffusion time.

The generalized equation of convective diffusion is modified for calculation:

∂C(x, t)
∂t

= −a
∂C(x, t)

∂x
+ b2 ∂2C(x, t)

∂x2 (3)

The boundary between diffusion source and microchannel is free diffusion boundary, the wall
below microchannel is the boundary without mass and energy exchange. The upper and lower
boundaries satisfy the first boundary condition and the second boundary condition and the math
equation is shown: {

C(0, t) = C0, t ≥ 0

C(δ, t) = 0, t ≥ 0
(4)

∂C(0, t)
∂x

= 0, t ≥ 0 (5)

∂C(δ, t)
∂x

= 0, t ≥ 0 (6)

The initial concentration in microchannel is constant:

C(x, 0) = C0, 0 < x ≤ δ (7)

The fundamental equation is equivalently transformed for the convenience to solve the problem
and the new function L(x, t) is introduced:

C(x, t) = L(x, t)e
a

2b2 x− a2

4b2 t (8)
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Separating variables is the fundamental method to solve the mathematical physical equation,
which transforms the multi-variable partial differential equation to ordinary differential equation with
several univariates:

L(x, t) = H(x) · K(t) (9)

The fundamental equation is shown:

b2K(t) ∂2 H(x)
∂x = H(x) ∂K(t)

∂t
1

H(x)
∂2 H(x)

∂x = 1
b2K(t)

∂K(t)
∂t

H′′ (x)
H(x) = K′(t)

b2K(t)

(10)

The t and x are separately independent variables, so the equation is established when they are
constant. The equation is shown assuming the separation constant as −λ2:

H′′ (x)
H(x)

=
K′(t)

b2K(t)
= −λ2 (11)

The equation is obtained by substituting boundary conditions:
⎧⎪⎨
⎪⎩

H(0) · K(t) = L0 · e
a2

4b2

H′(0) · K(t) = − a2

2b2 L0e
a2

4b2

(12)

The eigenvalue constant λ2 must be obtained by the boundary conditions, otherwise the
fundamental equation would have no non-zero solution. The eigenvalue is discussed as below.

Firstly, assuming that:
H(x) = eγx (13)

If λ2 = 0, the general solution is shown:

H(x) = (c1 + c2x) · e0·x (14)

Substituting boundary conditions, the eigenvalue is obtained:

λ2 =

( π
2 + nπ

δ

)2

, n = 0, 1, 2, 3 · · · (15)

The general solution of K(t) is obtained by solving the total differential equation:

Kn(x) = c1e−b2[
(n+ 1

2 )π
δ ]

2

t, n = 0, 1, 2, 3 · · · (16)

Assuming that:

ϕ(x, t) = sin

⎡
⎣
(

n + 1
2

)
π

δ
x

⎤
⎦e−b2[

(n+ 1
2 )π

δ ]
2

t (17)

The solution of C (x, t) is shown:

C(x, t) = 2L0

∞

∑
0

1
a2δ
4b4 +

(n+1)2π2

δ

[
1 − δa

(2n + 1)πb2 e−
aδ

2b2 sin(n +
1
2
)π

]
·ϕ(x, t)e

a
2b2 x− a2

4b2 t (18)
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2.2. Numerical Simulation

The microdroplet dosing chip model was established and numbered as Figure 2. The simulation
zone is a part of the chip with the overall size of 350 μm in length, 150 μm in width, 90 μm in height,
which consists of microdroplet channel, microporous membrane and micro-traps array considering
the repeatability of the whole structure. A microdroplet channel is 350 μm long, 150 μm wide and
50 μm high. A microporous membrane is 350 μm long, 200 μm wide and 20 μm thick. A double-slit
micro-trap array zone is 350 μm long, 200 μm wide and 20 μm high, which contains 7 micro-traps and
every double-slit micro-trap is 50 μm long, 50 μm wide and 20 μm high. The material of microdroplet
channel and micro-traps is PDMS and the material of microporous membrane is PCTE.

Figure 2. Three-layer sandwich structure of PDMS/PCTE microporous membrane/PDMS microfluidic
chip: (a) computational zone of cell dosing microfluidic chip; (b) the number of cells trapped
in micro-traps.

The diffusion process of rhodamine solution microdroplet from droplet channel to cells through
microporous membrane is shown as Figure 3. In this study, we focused on controlling the drug
delivery process by changing fluids velocity, so the rhodamine concentration effects were neglected for
controlling variate. It is applicable in multi drug solution microdroplets dosing experiments and the
evaluation accuracy under specific conditions could be further improved by adding relevant initial
drug concentration. The rhodamine solution microdroplet is regarded as a component, considering
the self-diffusion, inter-diffusion and convection diffusion in microdroplet and culture medium.
This microfluidic system promotes the microdroplet diffusion in culture medium mainly by natural
convection and especially the effect of forced convection. The rhodamine spread phenomenon
in culture medium is regarded as the characterization of rhodamine molecular diffusion effect.
The microdroplet is surrounded by oil and flows from inlet to outlet with oil in droplet channel
upon microporous membrane. In the meanwhile, the culture medium is flowing from inlet to outlet
in micro-traps channel. The rhodamine solution diffuses from microdroplet into culture medium
through microporous membrane. The cell surface maximum rhodamine mass fraction and pulse time
are controlled by changing the culture medium velocity and microdroplet relative velocity.

Figure 3. Diffusion process of rhodamine solution from microdroplet to cells.
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In the microfluidic system, fluid is laminar and is mainly influenced by capillary force. Capillary
force is represented by dimensionless number Ca. Ca = μU/γ, where γ is the surface tension coefficient
between the two phases, μ and U is the fluid viscosity and velocity of the continuous phase respectively.

In this paper, the volume of fluid method and the transport of species transport without chemical
reaction method was used to simulate the dynamics of microdroplet dosing to cells trapped at
micro-traps in 3-D microfluidic chip. Water and oil were chosen as dispersed phase and continuous
phase respectively. The fluids were modeled as incompressible Newtonian flow. The continuity
equation and momentum equation were used in the application mode.

∇·u = 0 (19)

ρ du/dt = F − ∇p + ∇2u (20)

where P, u, ρ and μ is pressure, velocity field, the volume-fraction-weighted density and viscosity
respectively. F is the surface tension force which needs special treatment to be computed.

The Young–Laplace equation was used to obtain the contact angle of silicon oil-water on PDMS.
The surface tension of silicon oil-water system was taken as 42.6 mN/m [28], the air-silicon oil system
as 20.8 mN/m (provided by the silicon oil manufacturer Dow Corning), the air-water system as
72.1 mN/m and the contact angle for air-silicon oil system was taken as 15◦ [29], the air-water system
as 98◦ [29]. The contact angle of oil-water system in these simulations was obtained as 135◦ [29].
The contact angle of oil-water on PCTE is not necessary to be calculated, because the capillary force
between microdroplet and culture solution would impact the shape of microdroplet apparently.

Numerical simulations were performed in the boundary condition with Qwater ≤ Qoil ≤ 60 μL/min
or Uwater ≤ Uoil ≤ 0.1 m/s according to our former experiments [29]. The interface tension between
the two phases was taken as 0.06 N/m, because the microdroplet fully fills the microchannel so as to
cling to microporous membrane to prompt convective diffusion. The culture medium was blended
by RPMI 1640, Fatal bovine serum, Penicillin-Streptomycin Solution, dextran and so forth were all
purchased from Sangon Biotech Co., Ltd. (Shanghai, China), and the dynamic viscosity was measured
by PND401a intelligent Kinematic viscosity testers, Puruite Instrument, Jilin, China. The velocity field
around cells, static pressure and mass fraction of rhodamine B on cell surface were monitored every
0.5 ms. The simulation parameters are set as Table 1.

Table 1. Numerical simulation parameters.

Parameters Value

Culture medium density ρ1 1038 kg/m3

Culture medium dynamic viscosity μ1 3.07 × 10−3 Pa·s
Rhodamine B solution density ρ2 1.053 kg/m3

Rhodamine B solution dynamic viscosity μ2 1 × 10−3 Pa·s
Oil density ρ2 960 kg/m3

Oil density dynamic viscosity μ3 0.012–0.096 Pa·s
Inlet velocity v0 ≤0.1 m/s

Porosity ρ 0.1

3. Results and Discussion

3.1. Area-Weighted Rhodamine Mass Fraction on Cell Surfaces

The advantages of microdroplet dosing to cell on a chip is tiny waste of drug, controllable pulse
dosing and less impact to cell. So, the area-weighted mass fraction on cell surfaces that describes
the rhodamine molecules mass reaching cell surfaces, the method for controlling pulse time and the
impact on cells especially about cell surfaces pressure are significant parameters in this microfluidic
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system. More rhodamine mass fraction on cell surfaces, more mild pressure impact on cell surfaces
and less pulse dosing time would contribute better cell pulse dosing effect.

The rhodamine mass fraction profiles at Cell 1–7 cell surfaces except at Cell 3 and Cell 6 cells
are shown as Figure 4, because Cell 3 and Cell 6 cells are symmetric along the plane at middle of
micro-traps perpendicular to Y axis with Cell 4 and Cell 5 cells. The diffusion effect is uniform and the
maximum rhodamine mass fraction is invariable when fluid velocities in droplet channel and culture
solution channel are same. The maximum rhodamine mass fraction on Cell 1–7 cell surfaces is 0.38
and all cells have attained it. It is obvious that the maximum rhodamine mass frication on cell surfaces
is independent with velocity change when microdroplet velocity is equal to culture solution velocity.

Figure 4. Change of cell surfaces mass fraction with time at Cell 1–7 micro-trap: (a) the microdroplet
and culture solution flow velocities are 0.05 m/s; (b) the microdroplet and culture solution flow
velocities are 0.1 m/s.

As the rhodamine molecules last Brownian motion, they would collide with other molecules.
The rhodamine molecules would keep a certain speed and would move a distance after the collision
at certain moments causing self-diffusion [30]. The multi-component inter-diffusion happens when
concentration gradient exists in mixture, rhodamine molecules diffuse to culture solution while
culture solution diffuses to droplet. But in this dosing system, there are convective diffusion and
capillary force particularly influencing the rhodamine transport process besides self-diffusion and
inter-diffusion. These factors play different important roles as the microdroplet and culture solution
inlet velocity change.

More drug delivery efficiency could be realized by controlling the relative velocity of microdroplet
to culture solution. The maximum mass fraction at cell surfaces when the relative velocity of
microdroplet to culture solution changes from 0–0.09 m/s is shown as Figure 5. As culture solution
velocity is 0.01 m/s, the maximum mass fraction at cell surfaces improved with the increase of the
relative velocity of microdroplet and it almost all exceeds 0.5 when relative velocity is 0.03 m/s but the
maximum mass fraction decreases gradually when relative velocity exceeds 0.03 m/s.

The trend of convective diffusion of rhodamine from microdroplet to culture solution was aroused
by the flow of high velocity fluid to low velocity fluid zone and was enhanced gradually when the
relative velocity of microdroplet increased. However, large difference between fluid velocities also
promotes impacts of oil on membrane and microdroplet, a little two phases mixing caused by a part of
oil break the surface tension between water phase and oil phase. The vortex between microdroplet and
culture solution caused by the relative velocity was aggravated, so the mass diffusion was hindered [31].
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Thus, the rhodamine convective diffusion is weakened when the vortex and mix effect are stronger as
microdroplets flow velocity increases.

Figure 5. Change of maximum rhodamine mass fraction on cell surfaces with the relative velocity of
microdroplet to culture solution when culture solution velocity is 0.01 m/s.

3.2. Pulse Time

Controllable and instant pulse drug delivery is the most advantage of this microfluidic chip.
The time is assumed as effective dosing time when the rhodamine solution mass fraction at cell
surfaces is larger than 0.01. The drug delivery pulse time changing with microdroplet and culture
solution inlet velocity is shown as Figure 6. The pulse time decreases rapidly as all fluids inlet velocity
increases to 0.03 m/s but then decreases slowly when culture solution inlet velocity is over 0.03 m/s.
The pulse time decreases rapidly when the relative velocity of microdroplet to culture solution varies
from 0.01 m/s to 0.06 m/s but decreases slightly under other relative velocities.

Figure 6. Change of the cell surfaces dosing pulse time with fluids flow velocity: (a) the relative velocity
between microdroplet and culture solution is 0 m/s and microdroplet and culture solution velocity
change from 0.01 m/s to 0.1 m/s; (b) change of the relative velocity of microdroplet to culture solution
from 0 to 0.09 m/s.
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The inter-diffusion effect is predominant when the concentration gradient is pretty large and
culture solution inlet velocity is relatively slow, so culture solution takes more time to dilute and
carry rhodamine to outlet direction. The rhodamine mass fraction distribution in micro-traps at 2 ms
is shown as Figure 7. The rhodamine mass fraction diffuses from microdroplet to culture solution
through microporous membrane once the microdroplet attains membrane zone and it dramatically
decreased from inlet to outlet at 4 ms when both microdroplet and culture solution velocity are
0.03 m/s. However, the rhodamine mass fraction is quite uniform in 7 micro-traps just at 2 ms when
the relative velocity of microdroplet to culture solution is 0.06 m/s.

Figure 7. Distribution of rhodamine mass fraction in micro-traps: (a) microdroplet and culture solution
velocity are 0.03 m/s; (b) relative velocity of the microdroplet to culture solution is 0.06 m/s.

Inter-diffusion velocity along X direction is nearly equal to culture solution velocity when little
rhodamine diffuses to inlet direction and it is around 0.03 m/s. Thus, the time of rhodamine staying at
cell surfaces almost only depends on culture solution inlet velocity, because inter-diffusion velocity
is far less than culture solution velocity, the inter-diffusion direction was changed mainly towards
outlet. The rhodamine was carried away by culture solution rapidly once they diffused to cell surfaces.
Moreover, the microdroplet is extruded to micro-traps zone through porous zone when relative
velocity is larger than 0.01 m/s. As a result, the mass fraction of rhodamine on micro-traps grows
more rapidly than the situation when the microdroplet velocity is the same as culture solution velocity
and the convective diffusion effect is much enhanced when the relative velocity increases. But the
time of microdroplet extruded into culture solution decreases slightly when the relative velocity of
microdroplet to culture solution is larger than 0.06 m/s, the fluid velocity located under microdroplet
zone could not be improved significantly.

3.3. Pressure Field

The fluid pressure on cell surfaces is directly related with cell culture and dosing analysis,
high pressure on cell surfaces should be avoided in this system. Other than that, the fluid pressure
around microdroplet also influences the rhodamine diffusion efficiency and the impact to cells.
The microdroplet was affected by capillary force and especially fluid pressure, its shape is changed
to trapezoid from slug as shown in Figure 8. The contact angle and area between microdroplet and
culture solution are expanded when microdroplet velocity and culture solution velocity increase and
the microdroplet is extruded to culture solution more rapidly when relative velocity enlarges.
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Figure 8. Distribution of water phase: (a) both microdroplet and culture solution flow velocities are
0.05 m/s; (b) microdroplet and culture solution flow velocities are 0.1 m/s; (c) the relative velocity of
microdroplet to culture solution is 0.03 m/s when culture solution velocity is 0.01 m/s; (d) the relative
velocity of microdroplet to culture solution is 0.09 m/s when culture solution velocity is 0.01 m/s.

From the pressure change around microdroplet with microdroplet and culture solution velocities
shown as Figure 9. The pressure increase on the inlet side is 1200 Pa when the microdroplet and
culture solution velocities increase from 0.05 m/s to 0.1 m/s; meanwhile, the pressure on the outlet
side only increases by 200 Pa. From Figures 8 and 9 it can be concluded that the pressure around
the microdroplet is mainly responsible for the much larger contact angle and area on the outlet side
than those on inlet side. Because the pressure difference between the two ends of the droplet will
increase when the relative velocity of the droplet increases, regardless of whether the medium velocity
increases or not. The interface between microdroplet and oil close to inlet suffers from much severer
fluid pressure, which pushes microdroplet to flow and maintain original shape. However, the interface
between microdroplet and oil towards outlet side not only lacks sufficient pressure support but also is
dragged by faster culture solution below the membrane. The pressure difference between the two ends
of the droplet is mainly affected by the oil phase velocity. The contact angle of between microdroplets
and microporous membrane that close the outlet increases with the increase of the flow velocity of the
culture medium, so that the contact area between the droplet and the medium also increases.

Figure 9. Pressure around microdroplet influenced by velocity: black symbol means the pressure
change with the relative velocity of microdroplet; red symbol means the pressure change with
microdroplet velocity when there is no relative velocity between microdroplet and culture solution.
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The capillary force at microporous membrane zone plays an important role in rhodamine diffusion
when microdroplet flow velocity is equal to culture solution flow velocity. The capillary force drags
the microdroplet, arousing a tendency to flow into culture solution. What’s more, the microporous
membrane surface is quite rough in microscale, which causing droplet spreading and absorption
phenomenon [32]. As a result, the contact area microdroplet between culture solution is relatively
extended, so rhodamine inter-diffusion effect is improved and the number of cells dosing at a moment
is increased too.

In addition, microdroplet would be extruded to culture solution channel through porous
membrane gradually because of relative velocity and it is extruded more rapidly as the relative
velocity becomes larger. The cell surfaces pressure caused by fluids flow field change may influence
cell culture environment, culture solution velocity and the relative velocity of microdroplet and should
be focused. The cell surfaces pressure influenced by culture velocity when the relative velocity of
microdroplet is 0 and as shown in Figure 10a, the cell surfaces pressure influenced by the relative
velocity of microdroplet when culture velocity is 0.01 m/s as shown in Figure 10b. All the cell surfaces
pressure increases especially for Cell 1–4 when the flow velocity of microdroplet and culture solution
increase at equal rates. All the cell surfaces pressure increased generally when microdroplet and culture
velocity or the relative velocity of microdroplet enlarged but it is only Cell 4 cell surface pressure
always keeps growing tendency.

Figure 10. Simulation results of cell surfaces suffer pressure: (a) relation of cell surfaces pressure with
culture solution inlet velocity when microdroplet relative velocity is 0; (b) relation of cell surfaces
pressure with the relative velocity of microdroplet when culture solution inlet velocity is 0.01 m/s.

Cells located at micro-traps close to the culture solution inlet suffer more dramatic fluid impact
force when microdroplet velocity increases, while the cells far from the inlet suffer only slight impact.
The microdroplet velocity does not influence cells because the laminar situation, the convective
diffusion between microdroplet and culture solution is tiny. Because the microdroplet diffusion
process always covers Cell 4 cell, it causes more pressure as it diffuses through microporous membrane
faster. The cells behind Cell 4 would not suffer too much from microdroplet diffusion pressure
because of most microdroplets diffused to culture solution and buffered located around Cell 1–4 cells
zone. In general, this microfluidic system could further reduce the drug consumption in cells dosing
experiments and promote experiments efficiency and observability. The impairment of cells caused
by fluid pressure would be reduced a lot compared to jet dosing and the dosing efficiency would be
improved, as well as an instant controllable dosing time is realized [19–23].
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3.4. Combined Influence on Cell Dosing

The cell pulse dosing should be carried out in condition of low pressure, as high as possible
drug mass fraction on cell surfaces and controllable pulse time. From above results and discussion,
the change of rhodamine mass fraction with relative velocity and pressure is shown in Figure 11.
The diffusion process of rhodamine to cells attains best effect when the relative velocity of microdroplet
to culture solution is 0.03 m/s and cells suffer more pressure when relative velocity increases.

Convective velocity of Rhodamine molecules to micro-traps increases when the relative velocity of
microdroplet enhanced. The pressure around the microdroplets would not only extrude microdroplets
into culture medium but also increase the friction between the microdroplets and the wall surface
or the surface of the microporous membrane. And the vortex between the microdroplets and the
microporous membrane would be enhanced because of high fluid pressure, which may hinder the
diffusion process. In the meanwhile, cells would be impaired in high fluid pressure environment
should be considered. As a result, high efficiency cell pulse dosing could be achieved at the relative
velocity of microdroplet is 0.03 m/s when culture solution velocity is 0.01 m/s and shorter pulse
time could be achieved by increasing microdroplet and culture solution velocity at the same time or
increasing the relative velocity of microdroplet to culture solution.

Figure 11. Simulation results of cell surfaces maximum rhodamine mass fraction influenced by the
relative velocity of microdroplet and cell surfaces pressure.

4. Conclusions

In this paper, we analyzed the convective diffusion process of microdroplet cell dosing in the
three-layer sandwich structure of PDMS/PCTE microporous membrane/PDMS chip, which mainly
focused on the drug delivery mechanism, pulse time, mass fraction on cell surfaces, the effect of the
change on microdroplet velocity and culture solution velocity. We found that cells close to culture
solution suffer more fluid pressure impact when culture solution inlet velocity or the relative velocity
of microdroplet to culture solution increased, otherwise cells are affected slightly. The mechanism
of the changes of cell dosing pulse time with microdroplet and culture solution velocity is obtained.
Inter-diffusion and convective diffusion play different degrees of importance during drug delivery
through microporous membrane to cells. In condition of the relative velocity of microdroplet to culture
solution is 0, the cell dosing pulse time decreases notably until flow velocity increases to 0.03 m/s,
while it decreased slowly when flow velocity is faster than 0.03 m/s. In condition of constant culture
solution velocity, the cell dosing pulse time decreases notably until the relative velocity of microdroplet
increases to 0.06 m/s, while it decreases slowly when flow velocity is faster than 0.06 m/s. The pulse
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time could be controlled by changing microdroplet and culture solution velocities. For better cell
dosing efficiency, the rhodamine mass fraction on cell surfaces attains the maximum value when the
relative velocity of microdroplet to culture solution is 0.03 m/s. And the cells dosing pulse time or
drug concentration could be controlled by changing the flow velocity of microdroplets and culture
medium, which is convenient for studying the pulse time influence. Compared to traditional dosing in
living body or jet dosing in microfluidic chip, this microdroplet cell dosing chip could achieve more
controllable pulse dosing and observe the instant drug effects on cells. The knowledge obtained in this
work may provide useful information for microfluidic chip applied to cell culture and dosing.
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Abstract: Porous medium burners are characterized by high efficiency and good stability. In this
study, a new burner was proposed based on the combustion mechanism of the methane-air mixture
in the porous medium and the preheating effect. The new burner is a two-section and double-deck
porous medium with gas inlets at both ends. A mathematical model for the gas mixture combustion in
the porous medium was established. The combustion performance of the burner was simulated under
different equivalence ratios and inlet velocities of premixed gas. The methane combustion degree,
as well as the temperature and pressure distribution, was estimated. In addition, the concentrations
of emissions of NOx for different equivalence ratios were investigated. The results show that the new
burner can not only realize sufficient combustion but also save energy. Furthermore, the emission
concentration of NOx is very low. This study provides new insights into the industrial development
and application of porous medium combustion devices.

Keywords: two sections and double decks; porous medium; combustion; equivalence ratio;
gas velocity in inlet; NOx

1. Introduction

Nowadays, a lot of low-grade combustible gases are not effectively used. Direct emission of these
gases will result in severe energy dissipation and environment pollution. Porous media have many
advantages such as good storage, conduction and radiation of heat, and explosion suppression, etc.
These features help the porous medium to achieve super-adiabatic combustion [1,2]. Porous medium
combustion technology presents a new type of combustion. Compared with traditional combustion
technology, it has a larger combustion limit, higher combustion efficiency, and lower pollutant
emission [3–6]. Therefore, porous medium combustion technology is suitable for the utilization of
low-calorific-value gases such as low-concentration gas, blast furnace gas, biomass gas, and landfill
gas. Based on the chemical kinetic model of the Gibbs minimum free energy theory, Slimane et al.
established a mathematical model to simulate the combustion of hydrogen sulphide in porous medium.
The composition of combustion products and combustion limit were numerically determined [7].
The combustion of the propane-air mixture was comprehensively investigated by using the ceramic
material of honeycomb foam as the porous medium [8]. The temperature of the gas was much higher
than that of the adiabatic flame, which was attributed to the internal heat recirculation. Hayashi
simulated gas mixture combustion in a porous medium using a three-dimensional mathematical
model [9]. The results showed that the flame tended to spread to the combustion zone with lowest air
proportion. Hayashi suggested that the pore size of the porous medium should be properly reduced to
avoid tempering. Kotani et al. proposed a two-layer porous medium burner [10]. The results showed
that the space structure mutation of the junction plane of two different porous media can stabilize the
main body of the flame in the flame support layer. Pereira et al. studied the energy focus-ability of a gas
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mixture in a burner with two-layer porous media [11]. The results showed that the excess temperature
is a function of the modified Lewis number, the porosity of the porous medium, and the gas thermal
conductivity ratio of solid to gas. Mital et al. concluded that the radiant heat efficiency in the outlet of
the burner can reach 30% [12]. According to the one-step chemical reaction of the methane-air mixture,
the one-dimensional concentration and flame velocity field were calculated, and the temperature
distribution of the flame under different optical thicknesses was obtained [13]. Based on the multistep
reaction model, the gas-solid energy equation was established, and the combustion reaction was
simulated [14]. Also, the thermal conductivity, volume heat transfer coefficient, and outlet boundary
condition of the porous medium were studied.

The influences of the combustion equivalence ratio of the gas mixture and steady airflow velocity
on the combustion efficiency were experimentally studied by Wang Enyu [15]. The results showed
that the combustion and flow of gas can be improved by using a gradient structure. The characteristics
of combustion, pollutant emission, heat diffusion, and resistance in gradually varied porous media
(GVPM) were studied, and a GVPM gas-fired boiler was designed [16]. The results revealed that
the GVPM burner has the merits of lower NOx and CO emission, higher heat diffusion, and lower
resistance. A “volume mean transport equation” of premixed combustible gas flow in isotropic
porous medium was proposed by Du [17,18]. Using this equation, he simulated the super-adiabatic
combustion of the gas flow in a porous medium burner and found that the reciprocating flow of
premixed combustible gas in porous medium has greater advantages than the single-direction flow.
The effect of the characteristic parameters of the porous medium on the combustion temperature and
pressure can be found in the literature [19–21]. The industrial applications and numerical simulation
of premixed gas combustion in a porous medium were studied in the literature [22]. The results
showed that a square burner can achieve a stable combustion of premixed gases, but it is more
demanding in terms of working conditions, and there is a problem of uneven combustion. Circular
burners are recommended for industrial applications. The excess enthalpy flames stabilized in a radial
multichannel as a model of a cylindrical radial-flow porous medium burner were experimentally and
theoretically studied [23]. The result showed that the multichannel flames had excess combustion
velocities due to heat recirculation via the channel walls. The stabilization diagram of premixed
methane-air flames in finite porous medium under a uniform ambient temperature was numerically
studied [24]. The results showed that both stable and unstable solutions, for upper and lower flames,
either exist on the surface or submerged in the porous matrix. The conversion of nitric oxide inside
a porous medium was investigated in the literature [25]. The effects of equivalence ratio and flow
velocity on the flame stabilization were investigated. At the same time, the NOx and TFN (total
fixed nitrogen) conversion ratios and temperature profiles along the burner were obtained. The flame
propagation and stationary mechanism in single/double-layer porous medium burners were studied
by Zhao [26]. The results showed that the double-layer porous medium burner can realize stable
standing in the vicinity of the material interface, which can effectively prevent tempering and stripping.
It was also found that the burner with multiple sections or double layers would more easily achieve the
above objectives than the burner with a single direction or single layer. The combustion characteristics
of gaseous fuels with low calorific value in a two-layer porous burner were numerically simulated [27].
The results showed that OH and O radicals are most actively involved in combustion. OH-involved
elementary reactions are significantly faster than O-involved elementary reactions. NO is the only
NOx species which is significantly presented in the exhaust gases. The concentrations of NO2 and
N2O never exceeded 1 mg/m3. The performance characteristics of premixed inert porous burners
were numerically simulated [28]. The results indicated that the flow, temperature, and concentration
fields of species appear to be approximately one-dimensional. Compared with the traditional burner,
the chemical reaction zone is extended in the porous medium burner, while the gas temperature
gradient near the flame zone is reduced. Premixed natural gas combustion in porous inert media was
numerically studied [29]. The results showed that the radiation of the solid and the heat exchange
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between gas and solid are the two main factors impacting the combustion performance of porous inert
media burners.

Based on the wide application of porous medium burners with a two-section structure (“i.e.,
ordinary burner”) at present and the advantages of the porous medium burner, the combination of
porous media is optimized in this paper. Finally, a new two-section and double-deck porous medium
burner with gas inlets at both ends (“i.e., new burner”) is proposed and designed, and the combustion
effects of the two kinds of burners are numerically simulated. It is expected that it is simpler and more
effective to realize regenerative heat from the combustion zone to the preheating zone, which can
effectively solve the problem of low temperature in the vicinity of the burner inlet.

2. Mechanism of Gas Combustion in a Porous Medium

The physical-chemical reaction process of gas combustion is very complicated. Free radicals, ions,
electrons molecules, and other transient/intermediate products will be produced during combustion.
The flame features of the combustion reaction of CH4-air can be reflected by study of the oxidation
reaction mechanism of CH4 [30]. Experimental study on the combustion reaction of N2 and CH4

showed that the oxidation process of CH4 includes a series of free radicals involved in the reaction.
According to the element composition of the gas mixture, ions and molecules containing C, H, O,
and N are the vast majority of the intermediate products and transient products. These products,
especially free radicals, become the activation center in the reaction process, which greatly promotes
the continuation, acceleration, and termination of the reaction. The conversion of methane to hydrogen
in a porous medium reactor was investigated using fuel with equivalence ratios ranging from 1.5
to 5. The wave velocity, peak combustion temperature, flame structure, volumetric heat release,
wave thickness, and hydrogen yield were obtained. The parameters affecting these characteristics
included inlet velocity, equivalence ratio, and the thermal conductivity, and the specific heat of the
porous medium [31–35].

Generally, when the temperature is high, the oxidation of CH4 can be simplified to
CH4→CH3→CH2O→CO→CO2. A continuous combustion reaction increases the temperature,
which in turn accelerates the combustion; as a result, the temperature rapidly rises. In this process,
hot molecules, ions, and electrons are sharply generated. They carry a huge impulse, momentum,
and kinetic energy, and collide with each other. So, the N2 molecules are bound to be impacted by these
active particles, and then be decomposed and involved in the oxidation of CH4, which also explains
why the pollutants produced by gas combustion in porous media are NOx mostly, in addition to CO2.
The design of the new burner fully considers the material structure and the outstanding regenerative
properties which can promote chain break and reduce the activation energy in gas combustion reactions.
The combustion efficiency is increased, and the combustion of lean gas is promoted.

3. Methodology

3.1. Numerical Model

At present, burners with two-section structures have been widely used, as shown in Figure 1.
This burner is composed of two porous media with different porosities. The smaller-pored medium
is regarded as the preheating zone, and the other is the combustion zone. As illustrated in Figure 2,
the new burner is divided into two sections: the preheating zone and the combustion zone.
Our previous research suggested an optimal ratio of 1.2:1 for the burner. The exterior of the new
burner is a cylinder with a 0.025 m radius and 0.22 m length. The lengths of the porous media of
the preheating and combustion zones are 0.12 m and 0.1 m, respectively. The new burner consists of
double decks, both of which are composed of two porous media with different porosities. The material
is silicon carbide. The media with different pores of the inner and outer deck are staggered, and the
small-pore medium is used as the preheating zone of the combustion; the other is the main combustion
zone. The cross-sectional radius of the inner deck is 0.0125 m. The gases simultaneously enter into the
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preheating zone of the small-pore medium from two ends of the new burner. In addition to convection
heating, the premixed gas can be heated by the solid heat conduction and heat radiation from the
surrounding combustion zone with the big-pore medium. The heat reflux will further enhance the heat
storage effect, and the combustion stability is thus improved. The contact area between the small-pore
preheating zone and the big-pore combustion zone of the new burner is larger. Therefore, the fully
premixed gas will be burned in a flow process, which completes the chemical reaction and releases
energy. The equivalence ratio of premixed gas in the burner inlet was set to 0.65, the corresponding
volume ratio of methane/air was 6%, the inlet flow velocity was 0.85 m/s, and the temperature of
premixed gas was 300 K.

Figure 1. The ordinary burner.

Figure 2. Sectional view of the physical model of the new burner. 1, premixed gas inlet; 2, exhaust gas
outlet; 3, premixed gas inlet; 4, exhaust gas outlet; 5, premixed gas inlet; 6, exhaust gas outlet.

Meshing enables the discretization of the geometry into small units of simple shapes, referred to as
mesh elements. Because the new burner has double decks of a nested type, the unstructured mesh can
adapt to the structural requirements. The partition method was the T mesh and the element form was
the regular tetrahedral element. Due to the obvious symmetry of the model, the axisymmetric model
was adopted in the mesh. To ensure the accuracy of the calculation, the mesh spacing was 0.1 mm;
finally, the mesh with 16,028 nodes was selected. According to the research theory [36], the reaction

221



Processes 2018, 6, 185

mechanism has little effect on the temperature distribution of porous medium burners. Therefore,
a simple one-step reaction mechanism was adopted in the numerical model, namely,

CH4 + 2(O2 + 3.76N2) = CO2 + 2H2O + 7.52N2

3.2. Fundamentals

Because the structure of the porous medium burner is simple, the pores of the porous material are
small, and the vortex is also small, it is assumed that the turbulence effect increases the flame front
thickness and heat transfer and that the flame propagation is one-dimensional. The chemical source
can be calculated by the Arrhenius formula. To simplify the calculation, the following assumptions
were made:

1©The gravity effect is ignored, and the gradient of each physical quantity is zero in the cross
section of the circular cylinder.

2©The porous medium is considered a homogeneous optical material and dispersion structure.
3©The outer wall of the burner is adiabatic and nonslip, whereas the inner wall is set to have grey

body radiation. The heat process between different parts is an unsteady-state process.
4©Gas phase radiation is neglected.
5©The potential high-temperature solid catalysis effect is ignored.
6©The flame surface is at the coordinate origin of the X axis during steady combustion; the flame

front is located near the interface of the two-deck porous medium.
7©The premixed methane-air gas is regarded as an ideal gas.

Based on the above assumptions, the balance equations are as follows:
(1) Continuity equation:

∂(ρε)

∂t
+

∂(ερui)

∂xi
= 0 (1)

where ρ is the density of the premixed gas, ε is the porosity of the porous medium, and ui is the
velocity vector.

(2) Momentum conservation equation:

∂(ερuj)
∂t + ∂

∂xi

(
ερujui

)− ∂
∂xi

(
ρεν

∂uj
∂xi

)
=

− ∂(εP)
∂xj

+ ∂
∂xi

[
ρεν

(
∂ui
∂xj

− 2
3

∂uk
∂xk

δij

)]
− με2

KP
uj

(2)

where v is the viscous resistance coefficient, μ is the inertia resistance coefficient, and Kp is the
permeability of the porous medium.

(3) Component conservation equation:

∂
(
ρgYn

)
∂t

+∇ · (ρguiYn
)
= −∇ · (ρgYnVi

)
+ ωnWn (3)

where Yn is the mass fraction of the nth component, Vi is the diffusion velocity, ui is the velocity with
respect to a stationary coordinate system, Wn is the molecular weight of the nth component, and ωn is
the molar formation rate of the nth component.

(4) Gas energy equation:

∂(ερgCgTg)
∂t +∇ · [εu

(
ρgCgTg + ρ

)]
=

hv
(
Ts − Tg

)
+∇ ·

[
ελgΔTg −

(
ε∑

n
hnρYn(ui − u)

)
+ ε(τu)

]
+ εQ

(4)

where Q is the heat efficiency of the chemical reaction, λg is the thermal conductivity of the premixed
gas, hν is the volumetric convective heat transfer coefficient, hn is the molar enthalpy of formation of
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the nth component, Cg is the specific heat capacity of the mixed gas at constant pressure, and Tg is the
gas phase temperature.

Because the gas content is low, the one-step chemical reaction mechanism of methane/air is
used. The gas viscosity is significantly related to the temperature but is almost independent of the
pressure. When the temperature Tg is less than 2000 K, the gas viscosity can be calculated by the
Sutherland formula.

(5) Solid state energy equation:

∂[(1 − ε)ρsCsTs]

∂t
= ∇ · (λs

eΔTs) + hv
(
Tg − Ts

)
(5)

where λs
e = λc

e + λr
e is the effective heat transfer coefficient of the solid porous medium, λc

e is the
effective thermal conductivity of the porous medium, and λr

e is the heat transfer coefficient; βs is
the radiation attenuation coefficient of the porous medium, βs = m(1 − ε)/dp, and the coefficient
m reduces with the increase in the average pore size of the porous medium, but increases with the
increase in porosity. According to the porosity of the porous medium and the results of the experiment,
m is 4, ρs is the density of the porous medium, Ts is the porous medium temperature, and Cs is the
heat capacity at constant pressure.

(6) State equation of ideal gas:

ρg =
WP
RTg

(6)

where W is the average molecular weight of the mixed gas, and R is the gas constant. Without
consideration of the rich combustion condition, the single-step chemical reaction mechanism of
methane/air is used.

(7) Determination of solid radiation parameters:
The radiation absorption coefficient of the foam ceramic material is 0.4 in the literature [34].

Based on the literature data, the radiation scattering rate of foam ceramics is defined as a function
of porosity:

ω = 0.251 + 0.635ϕ (7)

The radiation scattering rate can be calculated by the following formula [35]:

ω =
σs

β
=

σs

α + σs
(8)

After conversion, it can be concluded that the calculation formulae of the scattering coefficient
and absorption coefficient of the foam ceramic are as follows:

σs = ωm(1 − ε)/dp (9)

α = ωm(1 − ε)(1 − ω)/dp (10)

The mechanism of methane oxidation (GRI1.2) is used in the chemical reaction, which consists of
32 components and 177 basic elements; the mechanism has been verified by many scholars. The thermal
physical properties of the porous media are assumed to be constant [37].

3.3. Boundary Condition

The energy and component conservation equations are boundary value problems, and the
relevant boundary conditions are required for the solution. The inlet of the gas mixture was set
as the velocity inlet, and the inlet temperature and ambient temperature of the premixed mixture were
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300 K. The external wall heat loss includes two parts: heat transfer to the environment and thermal
radiation. The specific settings are as follows:

Inlet : Tg = T0 = 300 K, YCH4 = YCH4 ,in, YO2 = YO2,in, Ug = Ug ,in

Outlet : ∂Yn
∂x =

∂Tg
∂x = 0, Pout = 0.1 MPa

(11)

At the burner outlet, there are large radiation heat losses; the outlet boundary condition for
a given solid temperature is as follows:

λs
∂Ts

∂x
= −εTσ(Ts − T0) (12)

where εT is the surface radiation coefficient of the porous medium.

3.4. Numerical Scheme

The equations were discretized and solved using Fluent software. When the energy equation of
the porous medium is solved, only the single-temperature model can be used in the software. However,
the high-temperature heat in the flame zone of a porous medium burner will be transferred to a solid
medium. At the same time, the solid medium can accept the energy of convection, heat conduction,
and heat radiation. Therefore, two energy equations need to be used. To ensure good convergence of
the calculation results, sub-relaxation iteration was adopted. The residual error of the energy equation
was set to 1.0 × 10−6, and the residual error of all other variables was set to 1.0 × 10−5. When the
initialization was finished, the initial velocity of the whole flow field was set to the flow velocity of
the premixed gas in the inlet, and steady-state iteration was carried out. When chemical reactions
were calculated, to ensure the stability of the calculation results and accelerate the convergence,
a high-temperature heat source for the ignition needed to be set up, so the temperature in the calculation
area was initially set to 1600 K. The same setting also was found in the literature [28]. Eight turbulence
models were set up in Fluent software according to the different situations of turbulent fluid flow.
The standard k–ε model was used to simulate the combustion in this study. To obtain the characteristics
of premixed gas combustion in a porous medium with different equivalence ratios, the equivalence
ratios simulated were 0.85, 0.75, 0.45, and 0.35, with inlet flow velocities of 1.15 m/s, 1 m/s, 0.7 m/s
and 0.55 m/s, respectively. Parameters of the porous medium burner are listed in Table 1.

Table 1. Physical parameters of the porous media.

Medium with Small Pores
(Upstream)

Medium with Big Pores
(Downstream)

Length (m) 0.12 0.1
Pore diameter (PPcm) 25.6 3.9

Porosity 0.835 0.87
Thermal conductivity (W/m·k) 0.2 0.1

Radiation attenuation coefficient (m−1) 1707 257
Scattering albedo 0.8 0.8

4. Results and Discussion

4.1. Analysis of the Effect of the Premixed Gas Combustion

Figure 3 shows the stable temperature of the premixed gas combustion in the ordinary burner
and the new burner when the equivalence ratio is 0.65 and inlet flow velocity is 0.85 m/s. In Figure 3a,
the temperature change is not obvious in the small-pore-medium zone, indicating that the combustion
has not been fully developed. A lot of the premixed gas is burned at the interface of the porous medium,
and the stationary flame front is formed in the big-pore-medium zone. When the equivalence ratio is
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0.65 and the flow velocity in the inlet is 0.85 m/s, the temperature peak value in the ordinary burner
reaches about 1900 K, and the temperature in the outlet is about 1850 K; this result is consistent with
previous work in the literature [19–21]. There is a difference between the results in this simulation and
the literature; the reason for this difference is that a three-dimensional reaction model is used in this
study, which is different from the two-dimensional model [21]. In addition, the simulation results are
sensitive to the model.

Under the same conditions, the temperature peak of the new burner is up to approximately 2600 K,
and the temperature in the outlet zone is higher than 2400 K. The temperature peak is higher than
the corresponding maximum temperature of the ordinary burner, which indicates that premixed gas
combustion in the new burner is carried out more thoroughly, and the heat storage and heat transfer
capacity of the porous medium in the new burner can be better realized. In the ordinary burner,
the temperature in the outlet zone is slightly lower than that in the inner zone. The porous medium
with high temperature in the outlet transfers a part of heat upstream; therefore, the temperature in the
outlet will decrease. Among the released heat from premixed gas combustion in the porous medium,
a considerable part is from high-temperature radiation of the porous medium; the radiation heat can
directly heat materials, and has high heat transfer efficiency.

(a) (b) 

1900.00
1792.86
1685.71
1578.57
1471.43
1364.29
1257.14
1150.00
1042.86

935.71
828.57
721.43
614.29
507.14
400.00

Temperature
2750.43
2589.03
2427.63
2266.23
2104.83
1943.43
1782.03
1620.63
1459.23
1297.83
1136.43

975.03
813.63
652.23
490.83

Temperature

Figure 3. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.85 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.

Figure 4 illustrates the gas concentration contours in the two kinds of burners after steady
combustion. The gas mass fractions of the axis outlets in the two kinds of burners stabilize at 0.002.
The advantages of premixed combustion in a porous medium are fully reflected; in consequence,
the efficient use of gaseous fuels can be achieved using the new burner.

(a) 

(b) 

Figure 4. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.85m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.
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At a certain flow velocity, the new burner can obtain a higher combustion temperature and higher
combustion efficiency, because the contact area between the preheating zone and the combustion zone
is larger in the new burner. Thus, the heat transfer effect of the reverse heat reflux, heat conduction,
and radiation heat in the combustion zone is more significant, and the reaction proceeds more fully.

4.1.1. Influence of the Equivalence Ratio of Premixed Gas on Combustion Degree

Gas concentration is often described using the concentration equivalence ratio. The greater the
ratio, the higher the proportion of methane in the mixture. Figures 5 and 6 show the temperature
contours of gas mixtures with equivalence ratios of 0.75 and 0.85, respectively, during combustion in the
ordinary and new burners. Figures 7 and 8 illustrate the gas concentration contours correspondingly.

 
(a) (b) 

2100.00
1978.57
1857.14
1735.71
1614.29
1492.86
1371.43
1250.00
1128.57
1007.14

885.71
764.29
642.86
521.43
400.00

Temperature

2766.82
2602.53
2438.24
2273.95
2109.67
1945.38
1781.09
1616.80
1452.51
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631.072
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Temperature

Figure 5. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.75 and the inlet flow velocity is 0.85 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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742.86
571.43
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Figure 6. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.85 and the inlet flow velocity is 0.85 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.

Figure 7. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.75 and the inlet flow velocity is 0.85 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.
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Figure 8. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.85 and the inlet flow velocity is 0.85 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.

When the equivalence ratio is high and the excess air coefficient is small, it is hard to complete the
combustion. Under these two equivalence ratios, the location of the flame surface and the gas mixture
combustion consumption are similar. When the equivalence ratio is 0.85, the inner temperature of the
new burner can reach 2700 K. However, the outlet temperature is not less than 2000 K, which is higher
than the temperature peak in the ordinary burner under the same conditions. This shows that the
combustion degree and the temperature in the new burner are higher, and the new burner’s advantage
of saving energy is very obvious.

Figures 9 and 10 show the temperature contours of gas mixture combustion in the two kinds of
burners with equivalence ratios of 0.45 and 0.35. Figures 11 and 12 are the gas concentration contours
of gas mixture combustion in the two kinds of burners.
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Figure 9. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.45 and the inlet flow velocity is 0.85 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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Figure 10. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.35 and the inlet flow velocity is 0.85 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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(a) 

 
(b) 

Figure 11. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.45 and the inlet flow velocity is 0.85 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.

 
(a) 

 
(b) 

Figure 12. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.35 and the inlet flow velocity is 0.85 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.

With the reduction of the equivalence ratio, the combustion flame is oriented towards the rear
and becomes closer to the outlet position; this is reflected in both kinds of burners and is consistent
with the laws from the literature [19–21,30]. The reliability of the simulation results is also proved.
By making this comparison, it can be concluded that when low-concentration gas combustion is
carried out in the ordinary burner, the combustion flame is oriented towards the rear and dispersed.
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At a low equivalence ratio, the outlet temperature of the new burner is not lower than 2000 K, and the
temperature peak of the new burner is up to 2400 K (equivalence ratio 0.45) or 2200 K (equivalence
ratio 0.35); the new burner not only has a higher temperature, but also has better stability of the
flame surface.

4.1.2. Influence of the Inlet Flow Velocity of Premixed Gas on Combustion Intensity

To analyze the inner temperature distribution of the burner and the gas temperature of the outlet
at different mass flow velocities, the same equivalence ratio was set up to investigate the influence of
the inlet flow velocity of premixed gas on the combustion state. Although the porous medium has the
characteristics of high temperature resistance and corrosion resistance, the excessive temperature of
the material may cause damage to the bearing capacity, affecting the working ability of the burner and
threatening production. On the contrary, if the premixed gas temperature is too low, it is difficult to
achieve effective heating for the material. Numerical simulation can predict the adjustment range of the
inlet flow velocity of the new burner. According to the related literature [22], the combustion intensity
should not be higher than 1500 kw/m2 (namely, when the equivalence ratio is 0.65, the corresponding
inlet flow velocity is about 0.85 m/s), so the four flow velocities near to the flow velocity in the
literature were calculated and compared. Figures 13–16 are the inner temperature distributions of the
two kinds of burners when the equivalence ratio is 0.65 and the inlet flow velocity is 0.65 m/s, 0.7 m/s,
0.95 m/s, or 1.15 m/s, respectively. Figures 17–20 show the gas concentration contours of the two
kinds of burners regarding these four flow velocities, respectively.
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Figure 13. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.65 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours within the new burner.
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Figure 14. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.7 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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Figure 15. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.95 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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Figure 16. Temperature contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 1.15 m/s. (a) Temperature contours in the ordinary burner;
(b) Temperature contours in the new burner.
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Figure 17. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.65 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.
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(b) 

Figure 18. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.75 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.
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(a) 
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Figure 19. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 0.95 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.

(a) 

 
(b) 

Figure 20. CH4 concentration contours in the ordinary burner and the new burner when the equivalence
ratio is 0.65 and the inlet flow velocity is 1.15 m/s. (a) CH4 concentration contours in the ordinary
burner; (b) CH4 concentration contours in the new burner.

As can be seen from Figures 13–16, the temperature in the vicinity of the burner inlet at low flow
velocity is higher than that at high flow velocity. The combustion reaction begins earlier when the
flow velocity is low. The main reason for this is that due to the low flow velocity, the contact time
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between the gas and the porous medium is prolonged, and the preheating effect is more durable.
The temperature near the outlet of the burner is higher. The reason for this is that due to the complete
reaction in the porous medium burner, the mass flow velocity of the premixed gas increases with the
increase of the inlet flow velocity, i.e., the reaction amount of gas in unit time increases, which produces
more heat. Figures 13–16 show that the outlet temperature is 1800–2000 K, according to the high
temperature resistance of the porous medium. This temperature range is acceptable for practical
industrial applications. At the same time, at the velocity of 0.65~1.15 m/s, the temperature peak of the
new burner is always higher than that of the ordinary burner.

When the inlet flow velocity of the premixed gas is less than the minimum flame propagation
velocity, the flame will move toward the inlet and produce tempering, but premixed gas can be burned
in the porous medium. If the inlet flow velocity of the premixed gas is more than the maximum flame
propagation velocity, the flame will move toward the outlet and produce combustion extinguishment.
In the flame stabilization zone, each equivalence ratio corresponds to a velocity range that can stabilize
flame in the support layer. With the increase of the equivalence ratio, the flame stability zone increases.
As the premixed gas has been effectively preheated, the flame propagation velocity is significantly
improved. With the increase of the equivalence ratio, the flame stability zone becomes wider.

As can be seen from the Figures 17–20, at the lower inlet flow velocity of the premixed gas,
the premixed gas with the equivalence ratio of 0.65 can realize effective combustion in the two kinds
of burners, and the combustion consumption degree is similar. When the inlet flow velocity reaches
0.95 m/s and 1.15 m/s, the temperature cloud figure and gas concentration contour show that gas
combustion is not effective in the ordinary burner (the concentration experiences almost no change);
however, in the new burner, the high-temperature flame moves toward the rear with the increase in
premixed gas mass flow, the temperature peak is maintained over 2500 K, the attenuation of the gas
concentration gradient is normal, and the combustion state is good.

4.2. NOXEmission Characteristics of Different Equivalence Ratios in the New Burner

When the combustion reaction occurs, the nitrogen in the air/fuel is heated and decomposed
under the oxidizing conditions of combustion, and toxic nitrogen oxides are then produced.
Its compositions are mainly NO and NO2, which are collectively called NOx. The harm from emission
of NOx cannot be ignored, and many countries have strict regulations concerning their emissions [38].
For this portion of the study, the flow velocity of the premixed gas in the new burner was fixed at
0.65m/s. Figure 21 is the schematic diagram of NOx emission, which depicts the NOx emission states
under equivalence ratios of 0.35, 0.45, 0.65, 0.75, and 0.85, respectively.

 

 

Figure 21. NOx emissions schematic diagram for the new burner at different equivalence ratios.
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As can be seen from Figure 21, in the porous medium combustion, the emission of pollutant NOx

is very low. When the equivalence ratio of premixed gas is 0.65 and inlet flow velocity is 0.85 m/s,
the NOx concentration in the new burner outlet is only 1 ppm approximately. When the equivalence
ratio is 0.85, the highest concentration of NOx in the ordinary burner is about 2.3 ppm. Because NOx

has a strong dependence on temperature, with the increase of mass flow velocity of the premixed gas,
the combustion temperature becomes higher and higher, and the NOx emission consequently shows
a trend of increase.

The NOx emission for an equivalence ratio of 0.45 is lower than that for an equivalence ratio
of 0.35, which shows that NOx emission will decrease with the increase in the complete reaction
degree(the emission concentration is lower than the minimum standard (100 ppm) in Beijing, China).
However, the total emission amount of NOx will show an upward trend with the increase in the
equivalence ratio. The reason for this is that with the increase in the equivalence ratio, the mass flow
velocity of the combustible gas increases, the incomplete reaction degree increases, the combustion
temperature is higher, and the NOx relatively increases. However, the emission is still lower than that
from free combustion.

5. Conclusions

Based on the combustion mechanism of methane-air premixed gas in a porous medium, a new
burner was proposed. A mathematical model for the premixed gas combustion in porous medium was
established. The combustion performance for different equivalence ratios and premixed gas velocities
in inlets was simulated. The methane combustion degree and distribution of temperature and pressure
in the porous medium were analyzed. In addition, the concentrations of NOx emission for different
equivalence ratios were studied. The following results were obtained:

(1) Compared with the ordinary porous medium burner, the new burner can gather heat more
effectively, thereby promoting gas combustion. As a result, the gas temperature in the new burner
is much higher than that in the ordinary one.

(2) At higher flow velocity, the short preheating time results in poor reaction of the premixed gas in
the porous medium of the ordinary burner. On the contrary, under the condition of high flow
velocity, the gas concentration contour gradually fades along the gas flow direction in the new
burner. The combustion state is good, and the combustion heat is large.

(3) The change of flow velocity of the premixed gas in the inlet exerts an important influence on the
combustion in the porous medium. In the case of low flow velocity, the temperature in the inlet
increases significantly. In contrast, the temperature in the outlet increases dramatically in the case
of high flow velocity. The inlet flow velocity should be set within a reasonable range to ensure
the safety and normal operation of the burner.

(4) The emission concentration of major pollutants (NOX) from the new burner is much lower than
the minimum standard ((100 ppm) in Beijing, China).

(5) The radiation attenuation coefficient of the small-pore medium in the new burner increases,
but the radiation attenuation coefficient of the big-pore medium in the new burner remains
unchanged, which increases the stable operating range of the burner.

(6) The thermal conductivity coefficient of the small-pore medium in the new burner increases,
but the thermal conductivity coefficient of the big-pore medium in the new burner remains
unchanged or reduces slightly, which increases the temperature peak and the stable operating
range. The aperture of the porous medium should not be too large. A reasonable range of
aperture size can maintain the stability of flame front and obtain the ideal temperature.

(7) Compared with the traditional burner, the new porous medium burner has advantages in
improving combustion efficiency, expanding flammability limits, and improving environmental
friendliness. Therefore, the application prospects of the new porous medium burner are very
broad. The influences of various factors on the combustion process of the new porous medium
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burner were simulated by CFD (computational fluid dynamics) and the basic characteristics were
mastered. The numerical results can provide a theoretical basis and data support for the design
of the new porous medium burner. If the design and manufacturing process of the new porous
medium burner can be further strengthened, better application value will surely be attained.
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Abstract: This study investigates the effect of carbon nanotube (CNT) dispersion on the mechanical
properties and microstructures of ultra-light foamed concrete. A type of uniform and stable CNT
dispersion solution is obtained by adding nano-Ce(SO4)2. Results show that CNT dispersion increases
the compressive and breaking strengths of foamed concrete. CNTs play a nuclear role in the
crystallization of C–S–H, and CNT dispersion effectively promotes the grain growth of C–S–H.
The effect of CNT dispersion on the compressive and breaking strengths of foamed concrete is
predicted through simulation.

Keywords: ultra-light foamed concrete; carbon nanotubes (CNTs); nano-Ce(SO4)2; CNT dispersion;
simulation; compressive strength; breaking strength

1. Introduction

Foamed concrete is typically composed of cement, fly ash, foam, and water. The foam in
the concrete generates a large number of air pores with diameters ranging from 1 mm to 3 mm.
Consequently, the density of foamed concrete generally ranges from 200 kg/m3 to 2000 kg/m3 [1].
In particular, low-density foamed concrete (≤300 kg/m3) is regarded as ultra-light foamed concrete.
Substantial theoretical research and engineering experience suggest that ultra-light foamed concrete is
unstable [2]. The inevitable instability of ultra-light foamed concrete usually results in poor mechanical
properties, such as compressive and breaking strengths, which limit the application of this material.

Several experimental investigations evaluated the compressive and breaking strengths of foamed
concrete. Furthermore, an increasing number of studies attempted to enhance the compressive and
breaking strengths of ultra-light foamed concrete by introducing various fibers [3–6]. In recent years,
researchers have proven that the introduction of carbon nanotubes (CNTs) effectively increases the
compressive and breaking strengths of concrete/foamed concrete, and this effect is influenced by
CNT dispersion [7–10]. Achieving a uniform distribution of CNTs in cement paste, which is key
to enhancing the compressive and breaking strengths of foamed concrete, is complicated by their
tendency to agglomerate [7].

Previous studies have attempted to increase CNT dispersion by using various methods, including
mechanical processing and surface modification. An increasing number of researchers have employed
surface modification methods [11–14], such as HCl/H2SO4/HNO treatment and thermal chemical
vapor deposition. However, the strong acids used in these CNT dispersion methods can damage
concrete/foamed concrete. Conversely, reactions between the organic matter in CNT dispersion
and the chemical substances in foamed concrete hinder the growth of the foamed concrete particles.
Consequently, the applications of these traditional methods of CNT dispersion in concrete/foamed
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concrete are limited. This limitation explains the lack of investigations on concrete and foamed
concrete materials.

In the present study, we introduced inorganic matter nano-Ce(SO4)2 to realize high-performance
CNT dispersion. The effect of nano-Ce(SO4)2 on the dispersion, structure, and surface of the prepared
CNTs was determined. This study aimed to develop a new type of CNT dispersion method for
enhancing the mechanical properties and microstructure of ultra-light foamed concrete. Moreover,
modeling and simulation issues should be considered in order to develop a thorough approach,
and thus make well-informed decisions [15,16]. We also simulated the effect of CNT dispersion on the
compressive and breaking strengths of foamed concrete.

2. Materials and Test Methods

2.1. Materials

The following materials were used in the experiments: cement with a compressive strength of
42.5 MPa after 28 days (Hohhot, China), fly ash (L2 dry ash), naphthalene water reducer (industrial
grade, Shanghai, China), FeCl3 (industrial grade, Hangzhou, China), H2O2 (27.5%, Beijing, China),
calcium stearate (analytical reagent, Beijing, China), multi-walled CNTs (diameter of 10–30 nm and
length of 5–15 μm, Beijing, China), nano-Ce(SO4)2 (analytical reagent, Shanghai, China), and water
(tap water, Hohhot, China).

Transmission electron microscopy (TEM, Hillsboro, OR, USA) images of the CNTs are shown in
Figure 1. Figure 1a shows that the CNTs present serious agglomerations, and Figure 1b illustrates that
the CNTs are indeed multi-walled. The density of foamed concrete and the content (0.20–0.24 g) of
CNTs added were varied. The physical and mechanical properties of the multi-walled CNTs are listed
in Table 1.

  
(a) (b) 

Figure 1. TEM of CNTs. (a) aggregate of CNTs (b) multi-walled CNT.

Table 1. Physical and mechanical properties of multi-walled carbon nanotubes.

Type
Inner

Diameter (nm)
External

Diameter (nm)
Length (μm)

Tensile
Strength (GPa)

Modulus of
Elasticity (TPa)

Multi-walled carbon
nanotubes 8–12 25–30 5–15 10–60 1

2.2. Preparation of CNT Dispersion

In a beaker, a certain quantity of CNTs and tap water were mixed and stirred with a glass rod
for 5 min until complete dissolution. The solution was ultrasonically cleaned, and the temperature
was controlled at 40 ◦C, considering that solution temperature affects CNT dispersion. Specifically,
the structure of CNTs is damaged by high temperatures [17–20]. After 20 min of ultrasound, different
contents of nano-Ce(SO4)2 were added, and ultrasonic was performed at 99 W for 1 h to prepare a
homogeneous CNT dispersion solution [21]. The different contents of CNT dispersion solution and
the corresponding foamed concretes are shown in Table 2.
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Table 2. CNT dispersion and the corresponding foamed concretes.

CNT (mass%) Nano-Ce(SO4)2 (mass%) CNT Dispersion Foamed Concrete

0.0% 0.0% S0-0 FC0-0
0.1% 0.3% S1-1 FC1-1
0.1% 0.6% S1-2 FC1-2
0.2% 0.3% S2-1 FC2-1
0.2% 0.6% S2-2 FC2-2
0.3% 0.3% S3-1 FC3-1
0.3% 0.6% S3-2 FC3-2
0.4% 0.3% S4-1 FC4-1
0.4% 0.6% S4-2 FC4-2
0.5% 0.3% S5-1 FC5-1
0.5% 0.6% S5-2 FC5-2

A type of CNT dispersion solution is prepared in Table 3. Three beakers (A, B, and C),
each containing 50 mL of water, were prepared. Then, 0.3 wt% CNTs were added into each of the three
beakers [22]. Finally, 0.3 wt% nano-Ce(SO4)2 was added to beaker B, and 0.6 wt% nano-Ce(SO4)2 was
added to beaker C.

Table 3. CNT dispersion solution.

Solution A B C

Water 50 mL 50 mL 50 mL
Nano-Ce(SO4)2 0% 0.3 wt% 0.6 wt%

2.3. Characteristics of CNT Dispersion

CNT dispersion solution was prepared by dissolving CNTs (0.1, 0.2, 0.3, 0.4, and 0.5 wt%)
and nano-Ce(SO4)2 (0.3 and 0.6 wt%) in water at room temperature. After approximately 6–7 h,
CNT particles settled in the bottom of the beaker completely, based on visual inspection. The dispersion
property of the CNTs in the solution was observed under a FEI Talos200X transmission electron
microscope (Hillsboro, OR, USA). In addition, CNT dispersion was analyzed by obtaining the test
absorption spectra using a UV-1700 spectrophotometer (Tokyo, Japan). Absorbance spectra refer to the
distribution of CNTs or to the settlement of CNT particles in the solution.

2.4. Preparation of Foamed Concrete and CNT/Foamed Concrete

Ordinary Portland cement, fly ash, and calcium stearate were mixed with self-made foam concrete
mixing equipment for 2–3 min. The water/CNT dispersion solution was added and then stirred
for 2–3 min to form foamed concrete as a thick liquid, and the water temperature was controlled at
approximately 35 ◦C. Finally, FeCl3 and H2O2 were added successively and then stirred at a high speed
for 30 s. After stirring, the liquid was poured in a mold and then demolded after 24 h. The sample
was prepared into two standard test pieces with dimensions of 100 mm × 100 mm × 100 mm and
400 mm × 100 mm × 100 mm, which were then stored in the standard curing room for 7 and 28
days, respectively.

2.5. Characteristic of CNT Dispersion in Foamed Concrete

A CNT foamed concrete block was prepared by adding the CNT dispersion solution into foamed
concrete paste (Table 2). The microstructure of the CNT foamed concrete was observed under a
QUANTA FEG 650 electron scanning microscope (SEM) to evaluate CNT dispersion.
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2.6. Measurement Methods

(1) Dry density test was performed in accordance with the provisions in foamed concrete of
JG/T266-2011 (the construction industry standard of the People’s Republic of China), which is
promulgated by the ministry of housing and urban-rural development of the People’s Republic
of China.

(2) Compressive strength test was performed in accordance with the provisions in the foamed
concrete of JG/T266-2011 (the construction industry standard of the People’s Republic of China),
which is promulgated by the ministry of housing urban-rural development of the People’s Republic
of China.

(3) Breaking strength test was performed in accordance with the provisions in the foamed concrete
of JG/T266-2011 (the construction industry standard of the People’s Republic of China), which is
promulgated by the ministry of housing and urban-rural development of the People’s Republic
of China.

(4) QUANTA FEG 650 electron scanning microscope was used for morphological observation
(Hillsboro, OR, USA).

(5) The solution was sonicated using a SK250LH ultrasonic cleaner (Shanghai, China).
(6) CNT dispersion was observed using a FEI Talos200X transmission electron microscope

(Hillsboro, OR, USA).
(7) Absorbance spectra were tested using a UV-1700 spectrophotometer (Tokyo, Japan).
(8) Pro/Engineer (Pro-E) software (Parametric Technology Corporation, Boston, MA, USA) is an

entity modeling system that uses parametric design based on physical characteristics. It was used for
the modeling and simulation of foamed concrete.

3. Results and Discussion

3.1. Uniformity of CNT Dispersion

The effects of different contents of nano-Ce(SO4)2 on CNT dispersion are reported in this section.
Figures 2–4 display the effects of the nano-Ce(SO4)2 values on CNT dispersion and surface.

An important parameter influencing CNT dispersion is the degree of uniformity of particle
distribution in solution. The degree of CNT dispersion properties, including particle size, degree of
uniformity of particle distribution in solution, and dispersion stability, can be determined based
on the absorbance [23,24]. CNT dispersion is analyzed by detecting absorbance. Ten types of CNT
dispersion solutions (S1-1, S1-2, S2-1, S2-2, S3-1, S3-2, S4-1, S4-2, S5-1, and S5-2) are prepared (Table 2).
These CNT dispersion solutions are subjected to ultrasound for 0.5 h and then allowed to stand for
2 h. The absorbance the solutions is then obtained with a UV-1700 ultraviolet spectrophotometer
(Figure 2). As reported in previous studies [23,24], higher absorbance values indicate better dispersion.
Figure 2 shows that the increase in absorbance spectra with increasing CNT content from 0.1 wt% to
0.5 wt% is due to the dispersion of CNT particles by 0.3% nano-Ce(SO4)2 in the solution, approximately
0.31–0.46%. The histograms of 0.3% nano-Ce(SO4)2 and 0.6% nano-Ce(SO4)2 show the same patterns,
and the increasing range of absorbance spectra with 0.6% nano-Ce(SO4)2 is 0.72–0.96%. This result
can be explained by the presence of large CNT aggregates in the solution when 0.3% nano-Ce(SO4)2

is added. When nano-Ce(SO4)2 is continuously added into the solution, the newly increased 0.3%
nano-Ce(SO4)2 has a greater tendency to enhance the dispersion of CNT particles in the solution.
The absorbance spectra of CNT dispersion increase by 132.26% (0.1% CNTs), 97.30% (0.2% CNTs),
88.10% (0.3% CNTs), 86.67% (0.4% CNTs), and 108.7% (0.5% CNTs) after adding 0.6% nano-Ce(SO4)2

relative to 0.3% nano-Ce(SO4)2. This behavior indicates that the remaining aggregate CNTs are
dispersed effectively by the newly increased 0.3% nano-Ce(SO4)2.
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Figure 2. Absorbance of CNT dispersion.

Another important parameter of the CNT dispersion is the dispersion stability. The absorbance
spectra of the CNT dispersions with 0.3% nano-Ce(SO4)2 and 0.6% nano-Ce(SO4)2 are shown in
Figure 3a,b. Figure 3a shows that the absorbance spectra decrease slowly from 1 h to 6 h, indicating
that the CNT particles are setting slowly. Then, the spectra almost become constant from 7 h to 12 h.
In particular, the absorbance spectra of all the specimens are almost overlapping from 7 h to 12 h,
indicating that the CNT particles are completely set. This result is consistent with the visual inspection
result that the CNT particles are completely set at about 6 h later. The absorbance spectra of the CNT
dispersion solutions with 0.3% nano-Ce(SO4)2 and 0.6% nano-Ce(SO4)2 almost coincide, except for two
results described below. First, the CNT particles with 0.6% nano-Ce(SO4)2 set completely about 1 h
later than those with 0.3% nano-Ce(SO4)2. Second, all of the absorbance spectra of 0.6% nano-Ce(SO4)2

are higher than those of 0.3% nano-Ce(SO4)2 at the same time. Consequently, the setting behavior and
dispersion stability of the CNT particles are prevented by the addition of 0.3% nano-Ce(SO4)2 into the
CNT dispersion solution.

Figure 3a,b show that the absorbance spectra are almost overall declined (from S1-1, S2-1 to S5-1,
from S1-2, S2-2, to S5-2). Nevertheless, the absorbance spectra of S1-1 basically overlap with those of
S2-1, and the absorbance spectra of S1-1 at 3, 5, and 9 h are below those of S2-1. This result indicates
that the absorbance spectra (0.3% nano-Ce(SO4)2) are unstable when 0.1% and 0.2% CNTs are added.

 
(a) (b) 

Figure 3. Impact of time on the absorbance of CNT dispersion. (a) 0.3% nano-Ce(SO4)2, (b) 0.6%
nano-Ce(SO4)2.

A type of CNT dispersion solution is prepared as described in Table 3 to investigate the impact
of different contents of nano-Ce(SO4)2 on CNT dispersion. Figure 4 shows the TEM images of the
CNTs obtained with FEI Talos200X (Hillsboro, OR, USA). Figure 4a,b show that the increased 0.3%
nano-Ce(SO4)2 can disperse the aggregates of CNTs. Figure 4b,c displays that the newly increased 0.3%
nano-Ce(SO4)2 can disperse the aggregates of CNTs in beaker B, which correspond to the results in
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Figures 2 and 3. Figure 4d shows that single CNTs can be obtained from aggregates of CNTs when the
content of nano-Ce(SO4)2 is increased to 0.6%. These results indicate that nano-Ce(SO4)2 is a significant
factor affecting the CNT dispersion of foamed concrete.

  
(a) (b) 

  
(c) (d) 

Figure 4. CNT dispersion. (a) without Ce(SO4)2, (b) 0.3 wt.% Ce(SO4)2, (c) 0.6 wt.% Ce(SO4)2,
(d) 0.6 wt.% Ce(SO4)2 (single).

CNT dispersion is determined by the species, diameter, and morphology of CNTs, and by the
dispersing agent [25]. The results above show that nano-Ce(SO4)2, which can be adsorbed onto the
surface of CNTs by ultrasound, plays a major role in CNT dispersion. Thus, nano-Ce(SO4)2 shows
“superactivity” with the action of ultrasonic wave and prevents the aggregation of CNTs. Once
nano-Ce(SO4)2 is adsorbed onto the surface of CNTs, it can also adhere stably onto the surface of CNTs
(Figure 5). A detailed description of nano-Ce(SO4)2 distribution on the surface of CNTs is shown in
the two TEM images in Figure 5. As illustrated in Figure 5a,b, the surface of CNTs forms a saw-tooth
shape with non-uniform thickness because nano-Ce(SO4)2 is adsorbed irregularly onto the surface of
CNTs. In addition, the excellent binding force between CNTs and foamed concrete is obtained due
to the saw-tooth shape of the surface of CNTs, and it is the most important factor determining the
improvement of the mechanical performance of foamed concrete.

   
(a) (b) (c) 

Figure 5. Surface of CNTs. (a) without nano-Ce(SO4)2, (b) with nano-Ce(SO4)2, (c) with nano-Ce(SO4)2.

Ce2+ is easily adsorbed onto the surface of materials [26,27]. Microbubbles in the solutions are
exploded instantly under the effect of ultrasound, and then a large amount of energy is produced in
the following. The large amount of energy can impact the CNT aggregates seriously and damage the
Van der Waals force among them. Meanwhile, the temperature of some solutions is increased rapidly
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due to the large amount of thermal energy released. On the basis of the two reasons discussed above,
the connection among the aggregates of CNTs is interrupted. Nano-Ce(SO4)2 is adsorbed onto the
surface of CNTs, and then an electrostatic layer is developed on the surface of CNTs, leading to the
destruction of the Van der Waals force among the CNTs. Steric hindrance of the reactions is increased
by the adsorption of nano-Ce(SO4)2 onto the surface of CNTs, and then the access between CNTs
is disabled. Thus, the stability of CNT dispersion is achieved upon the complete dispersion of the
CNTs (Figure 6). Figure 6 describes the process of adsorption from nano-Ce(SO4)2 to CNTs through
Pro/Engineer (Pro-E) software. Figure 6a presents the large amount of aggregative CNT. Figure 6b
shows that nano-Ce(SO4)2 is added into CNT dispersion. Figure 6c indicates that nano-Ce(SO4)2 is
adsorbed onto the surface of CNTs under the effect of ultrasound.

  
(a) (b) (c) 

Figure 6. Adsorption of nano-Ce(SO4)2 on the surface of CNTs. (a) without nano-Ce(SO4)2, (b) with
nano-Ce(SO4)2, (c) nano-Ce(SO4)2 is adsorbed.

3.2. Compressive and Breaking Strength

The compressive and breaking strengths of foamed concrete described in Table 1 are presented in
Figure 7. Figure 7a shows the following results:

• The compressive strengths of FC1-2 and FC1-1 are 17.5% and 5% greater than that of FC0-0,
respectively; those of FC2-2 and FC2-1 are 35% and 15% greater than that of FC0-0, respectively;
those of FC3-2 and FC3-1 are 40% and 22.5% greater than that of FC0-0, respectively; those of
FC4-2 and FC4-1 are 55% and 35% greater than that of FC0-0, respectively; and those of FC5-2
and FC5-1 are 65% and 47.5% greater than that of FC0-0, respectively. Better CNT dispersion
corresponds to higher compressive strength of foamed concrete.

• The compressive strength of foamed concrete is increased by 11.9% from FC1-2 to FC1-1, by
17.3% from FC2-2 to FC2-1, by 14.2% from FC3-2 to FC3-1, by 14.8% from FC4-2 to FC4-1, and
by 11.9% from FC5-2 to FC5-1. The results indicate that the increases in compressive strength of
foamed concrete are almost the same due to the same contents of 0.3% nano-Ce(SO4)2 added in
the CNT dispersion solution although the contents of CNTs are different. The result is the same as
described in Figure 2, above. Thus, CNT dispersion is an important factor that determines the
compressive strength of foamed concrete.

• Cementing material C–S–H affects the compressive strength of foamed concrete [28,29].
Homogeneous CNT dispersion can promote the formation of the cementing material C–S–H,
similar to the results of Figure 8a–c described below.

Figure 7b shows the following results:

• The breaking strengths of FC1-2 and FC1-1 are 63.6% and 36.4% greater than that of FC0-0,
respectively; those of FC2-2 and FC2-1 are 90.9% and 54.5% greater than that of FC0-0, respectively;
those of FC3-2 and FC3-1 are 118.2% and 81.8% greater than that of FC0-0, respectively; those
of FC4-2 and FC4-1 are 181.8% and 136.4% greater than that of FC0-0, respectively and those
of FC5-2 and FC5-1 are 218.2% and 163.6% greater than that of FC0-0, respectively. Better CNT
dispersion corresponds to higher breaking strength of foamed concrete.
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• The breaking strength of foamed concrete is increased by 20% from FC1-2 to FC1-1, by 23.5% from
FC2-2 to FC2-1, by 20% FC3-2 to FC3-1, by 19.2% from FC4-2 to FC4-1, and by 20.7% from FC5-2 to
FC5-1. The results indicate that the increases in breaking strength of foamed concrete are almost
the same due to the same contents of 0.3% nano-Ce(SO4)2 added in the CNT dispersion solution
although the contents of CNTs are different. The result is the same as described in Figure 2,
above. Thus, CNT dispersion is an important factor that determines the breaking strength of
foamed concrete.

• Interface bonding strength between the particles of foamed concrete affects the breaking strength
of foamed concrete [30,31]. Homogeneous CNT dispersion can reinforce the interface bonding
strength, similar to the results shown in Figure 8d,e below.

• Meanwhile, the crack propagation of foamed concrete is inhibited by CNTs. A large area of the
crack propagation of foamed concrete can be inhibited due to the homogeneous CNT dispersion,
and the breaking strength of foamed concrete is enhanced.

Figure 7a,b show that (i) CNT dispersion has a greater contribution to increasing the compressive
strength than the breaking strength and (ii) the effect of the same content of weight of 0.3%
nano-Ce(SO4)2 on the compressive and breaking strengths of foamed concrete is almost the same, i.e.,
11.9–17.3% increase rate of compressive strength (5.4% maximum difference) and 19.2–23.5% increase
rate of breaking strength (4.3% maximum difference).

 
(a) (b) 

Figure 7. Mechanical property (28 days). (a) Compressive strength, (b) breaking strength.

3.3. Microstructure

The microstructure of the CNT/foamed concretes can be observed in Figure 8. The effect of CNTs
on the C–S–H growth and interface bonding force is discussed. CNT fibers are distributed uniformly
between the foamed concrete and combined in the foamed concrete particles closely, as illustrated
in Figure 8a. Figure 8b,c shows the relationship between CNTs and C–S–H. CNTs and C–S–H are
interlaced with each other, forming a compact grid. On the basis of nucleation mechanism, CNTs play
a nuclear role in the crystallization of C–S–H, signifying that the effective dispersion of CNTs promotes
the grain growth of C–S–H. Thus, CNT dispersion is the most important factor influencing the increase
in compressive strength.

In addition to the mean CNTs values, the other values regarding the interface bonding force
between foamed concrete particles and C-S-H are reported. As shown in Figure 8d,e, CNTs are
distributed not only between foamed concrete particles and particles but also between foamed concrete
particles and C–S–H. Figure 7b illustrates that foamed concrete with well-dispersed CNTs exhibits an
improved behavior, suggesting that CNTs can improve the interface bonding force.

243



Processes 2018, 6, 194

(a) (b) 

(c) (d) 

 
(e) 

Figure 8. Microstructure of CNTs/foamed concretes with different magnification times. (a) 10 μm,
(b) 5 μm, (c) 2 μm, (d) 10 μm, (e) 5 μm.

3.4. CNT Dispersion Model and Mechanical Properties of the Simulation

Despite the importance of CNT dispersion in the performance of foamed concrete, CNT dispersion
models are established scarcely possibly because the mass of pores in the foamed concrete is difficult
to model. Foamed concrete is a typical porous material with characteristics similar to those of a pore
structure unit and with a certain distribution of pores at a macroscopic state. This study focuses on the
influence of aggregated and dispersed CNTs on the mechanical properties of foamed concrete. A type
of isotropic foamed concrete is established, and the pores in the foamed concrete are not considered
when modeling. In the process modeling, CNTs form the micro unit, whereas foamed concrete is the
macro unit.

Pro/Engineer (Pro-E) software is an entity modeling system that uses parametric design based
on physical characteristics. The CNT dispersion of the foamed concrete model is established, and the
mechanical performance is simulated, using the Pro-E software. The effects of the CNT dispersion of
foamed concrete on the compressive and breaking strengths are studied.

3.4.1. Modeling

The boundary representation model, the decomposition model, and the construct solid geometry
model are widely used at present. Precision is difficult to achieve with the boundary representation
model due to the large number of curves and surfaces in the CNT/foamed concrete material [31]. If the
decomposition model is used, two scales of macro (foamed concrete) and micro(CNTs) are present
in the foamed concrete [32]. In addition, not only the size and scale of the macro structure, but also
the microstructure of the model, should be established, and a quantity of voxels should be used [33].
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Therefore, the constructive solid geometry model is adopted in this study, which is combined through
the Boolean operation method.

The model of foamed concrete features a complicated structure unit and a high degree of freedom.
Thus, the calculating quantity of grid computation is large if the grid is generated directly. In particular,
long computation time is expended if the finite element simulation method is used for the simulation
directly, and this can lead to computer crash due to insufficient computing ability of the computer.
To reduce the complexity of the grid generation and improve the grid quality, a previous study
suggested simplifying the models before simulation [34]. Some researchers have introduced a method
of model simplification based on rules and realized the development on the plug-in of model that is
simplified based on the Pro-E software (Parametric Technology Corporation, Boston, MA, USA) [35].
Figure 8 shows that that the dispersed CNTs are distributed evenly in the foamed concrete. If the CNT
unit is defined as the micro unit while the foamed concrete unit is defined as the macro unit, then the
CNT unit is defined as spherical by the finite element method.

Based on the mechanical property test, two models with dimensions of 100 mm × 100 mm
× 100 mm (Figure 9) and 400 mm × 100 mm × 100 mm (Figure 10) are established to simulate the
compressive and breaking strength tests, respectively. Modeling parameters are shown in Table 4.
A microstructure scale that describes the CNTs inside the foamed concrete and a macrostructure scale
that describes the external size of foamed concrete are obtained in the two models.

Table 4. Modeling parameters.

Material Mechanical Properties Size Force Modulus of Elasticity Poisson Ratio

Concrete
Compressive strength 100 mm × 100

mm × 100 mm 2 kN 30,000 MPa 0.2

Breaking strength 400 mm × 100
mm × 100 mm 0.2 kN 30,000 MPa 0.2

  
(a) (b) (c) 

Figure 9. Model of compressive strength (Strain). (a) Aggregated completely, (b) dispersion ratio of
50%, (c) dispersion ratio of 100%.

  
(a) (b) (c) 

Figure 10. Model of breaking strength (Strain). (a) Aggregated completely, (b) dispersion ratio of 50%,
(c) dispersion ratio of 100%.

3.4.2. Simulation

In this section, we report the simulation results regarding the influence of CNT dispersion on
compressive and breaking strengths. To improve the accuracy of the models, we define the CNT
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dispersion as three conditions, namely, aggregated completely (Figures 11a and 12a), dispersion ratio
of 50% (Figures 11b and 12b), and dispersion ratio of 100% (Figures 11c and 12c).

As expected, Figure 11a shows that the CNTs are aggregated completely and the compressive
strength is 0.6123 MPa. Figure 11b illustrates that the dispersion ratio of CNTs is 50% and the
compressive strength is 0.8765 MPa. Figure 11c displays that the dispersion ratio of CNTs is 100% and
the compressive strength is 1.231 MPa. These results indicate that better CNT dispersion corresponds
to increased compressive strength. This noticeable result is fully in line with the experimental findings
(Figure 7a) and is useful to explain the previous quantification methods on a theoretical basis.

Figure 12 compares the same target breaking strength obtained from the three situations of CNT
dispersion. Figure 12a shows that the CNTs are aggregated completely and the breaking strength
is 2.124 MPa. Figure 12b shows that the dispersion ratio of CNTs is 50% and the breaking strength
is 3.413 MPa. Figure 12c shows that dispersion ratio of CNTs is 100% and the breaking strength is
4.54678 MPa. Similarly, better CNT dispersion corresponds to remarkably increased breaking strength,
which agrees with the experimental results (Figure 7b).

The experimental findings presented in the previous sections are analyzed to determine simulation
results for prediction purposes. The simulation results are based on the idealized assumptions of
foamed concrete. Therefore, the simulation results are valid only for foamed concrete specimens with
similar characteristics.

(a) (b) (c) 

Figure 11. Simulation model of compressive strength (Strain). (a) Aggregated completely, (b) dispersion
ratio of 50%, (c) dispersion ratio of 100%.

   
(a) (b) (c) 

Figure 12. Simulation model of breaking strength (Strain). (a) Aggregated completely, (b) dispersion
ratio of 50%, (c) dispersion ratio of 100%.

4. Conclusions

The effect of CNT dispersion on the microstructure and mechanical properties of foamed concrete
is investigated. The effect of CNT dispersion on compressive and breaking strengths is simulated.
Results show that the addition of nano-Ce(SO4)2 improves CNT dispersion by increasing the degree
of distribution and dispersion of CNT particles in solution. In particular, the structure of CNTs is
not destroyed due to the addition of nano-Ce(SO4)2 to the dispersion. The enormous uniformity
and stability observed are ascribed to the properties, including activity, adsorption, and structure,
of nano-Ce(SO4)2, which has modified the surface of CNTs.

CNT dispersion increases the compressive and breaking strengths of foamed concrete. CNTs play
a nuclear role in the crystallization of C–S–H. The dispersion of CNTs effectively promotes the grain
growth of C–S–H, forming a compact grid. Finally, the effect of CNT dispersion on the compressive
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and breaking strengths of foamed concrete is predicted through simulation to provide a theoretical
basis for the experimental findings.
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