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Preface

The field of photonics is witnessing a transformative era, propelled by advancements in

high-power laser technologies and the intricate dynamics of light–matter interactions. These

developments are not only deepening our understanding of fundamental physics but are also

catalyzing innovations across diverse applications, from industrial processing to biomedical imaging

and quantum information science.

This Special Issue of Photonics, titled “Emerging Topics in High-Power Laser and Light–Matter

Interactions”, aims to provide a comprehensive platform for researchers to showcase their latest

findings and to foster interdisciplinary dialogue. The scope encompasses a broad spectrum of

topics, including but not limited to high-power laser technology and applications, optical neural

networks and machine learning in optics, fiber-optic sensing and communication, adaptive optics

and wavefront shaping, short pulse laser generation via nonlinear optics, Brillouin scattering and its

applications, solid-state laser systems, spectral imaging, and quantum imaging and quantum optics.

The motivation behind curating this Special Issue stems from the rapid advancements and the

need for a consolidated repository of cutting-edge research in these domains. By bringing together

contributions that span experimental, theoretical, and computational studies, we aim to highlight

the current trends, challenges, and future directions in high-power laser systems and light–matter

interactions.

This compilation is intended for a diverse audience, including physicists, engineers, and

technologists engaged in photonics research and applications. We believe that the insights presented

herein will be invaluable to both seasoned researchers and newcomers seeking to understand the

evolving landscape of high-power photonics.

The realization of this Special Issue would not have been possible without the dedicated efforts

of our contributors, who have shared their pioneering work. We extend our heartfelt gratitude to

the reviewers for their meticulous evaluations and constructive feedback, which have significantly

enhanced the quality of the published articles. We also acknowledge the editorial team at Photonics

for their unwavering support and professionalism throughout the publication process.

As Guest Editors, we are honored to present this collection and hope it serves as a valuable

resource for the photonics community.

Zhaohong Liu, Jiawei Sun, and Sensen Li

Guest Editors
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Editorial

High-Power Lasers and Light–Matter Interactions
Zhaohong Liu 1,*, Sensen Li 2 and Jiawei Sun 3,4,*

1 Center for Advanced Laser Technology (CALT), Hebei University of Technology, Tianjin 300401, China
2 College of Optical and Electronic Technology, China Jiliang University, Xueyuan Road 258,

Hangzhou 310018, China; sensli@163.com
3 Suzhou Institute of Biomedical Engineering and Technology, Chinese Academy of Sciences,

Suzhou 215163, China
4 Competence Center for Biomedical Laser Systems (BIOLAS), TU Dresden, Helmholtzstrasse 18,

01069 Dresden, Germany
* Correspondence: lzh@hebut.edu.cn (Z.L.); sunjiawei@sibet.ac.cn (J.S.)

High-power laser systems and the study of light–matter interactions at high intensities
are crucial for numerous scientific and technological fields, ranging from industrial materi-
als processing [1–4] and telecommunications [5–8] to fundamental physics research [9–15],
biomedical applications [16–23], and advanced sensing [24–31]. Continuous advance-
ments are focused on enhancing laser performance parameters—such as average and
peak power [32–36], wavelength tunability [37–40], spectral purity [41–45], temporal pulse
characteristics [46–49]—leveraging these capabilities to explore and exploit the complex
interactions between intense light and various media [50–52]. This Special Issue highlights
emerging developments in laser source technology, pulse manipulation, theoretical model-
ing, novel sensing applications, and diagnostic methods within the domain of high-power
lasers and light–matter interactions.

The development of robust, high-performance laser sources tailored for specific applica-
tions remains a critical research direction. Recent efforts have focused on improving power
scaling, wavelength accessibility, tunability, and beam quality. For applications requiring
precise wavelength control, such as spectroscopy and coherent sensing, Sun et al. [53] pro-
posed an external-cavity semiconductor laser design providing mode-hop-free (MHF) tuning
across an extensive 140 nm range (1480–1620 nm), which covers the C + L telecommunication
bands. This model achieves high spectral purity (SMSR > 61.65 dB), stable output power
(>11.14 dBm), and rapid tuning (up to 200 nm/s), making it suitable for high-resolution
vector spectrum analysis. Liu et al. [54] developed a kilowatt-level nanosecond laser system.
Employing a hybrid MOPA architecture (fiber seed, Nd:YVO4 pre-amplifier, and Nd:YAG
slab main amplifier), they achieved an average power of 1.24 kW at a 20 kHz repetition rate,
with adjustable pulse parameters (1–20 kHz, 10–300 ns), demonstrating high power extrac-
tion efficiency (39.1%). The 2 µm wavelength region is important for gas sensing, medicine,
and communications application; therefore, Liu et al. [55] focused on optimizing the output
of GaSb-based semiconductor lasers operating at this wavelength. By designing and imple-
menting a slanted, wedge-shaped microlens fiber coupling scheme, they improved the output
beam’s symmetry and uniformity, achieving stable output power around 210 mW.

Generating short, high-energy laser pulses is another key development direction.
In the field of commercial lasers, slab laser technology is naturally the most conventional
technical route for obtaining high-energy lasers. In the field of ultra-short laser pulse gener-
ation, the compression technique based on nonlinear optics is a hot topic, and nonlinear
optical techniques are commonly employed for pulse compression. Liu et al. [56] developed
a kilowatt-level nanosecond laser system, employing a hybrid MOPA architecture (fiber

Photonics 2025, 12, 464 https://doi.org/10.3390/photonics120504641



Photonics 2025, 12, 464

seed, Nd:YVO4 pre-amplifier, and Nd:YAG slab main amplifier), They achieved 1.24 kW
average power with a 20 kHz repetition rate and adjustable pulse parameters (1–20 kHz,
10–300 ns). Their system has demonstrated high power extraction efficiency (39.1%) and
successfully compressed 7.4 ns input pulses down to 48.3 ps, achieving a pulse energy of
5.27 mJ and an SRS stage energy efficiency of 21.84%, thus offering a practical route for
high-energy picosecond pulses. Feng et al. [57] investigated pulse compression using SBS
followed by passive laser-induced breakdown (LIB) in CCl4. They have demonstrated
that doping the LIB medium with silicon carbide (SiC) nanowires effectively reduces the
LIB threshold and enhances the stability of the compressed output. Their method yielded
compressed pulses of 254.4 ps with an energy conversion efficiency of 34.2%.

Accurate modeling and characterization are vital for understanding fundamental pro-
cesses and optimizing the performance of optical systems. For diffraction-limited imaging
systems, understanding the point spread function (PSF) is crucial. Song et al. [58] derived a
novel analytical solution for the defocused PSF using series expansions of confluent hypergeo-
metric functions. This model provides insights into imaging performance degradation caused
by defocusing, is independent of specific system design details, and shows good agreement
(<3% RMS error) with numerical FFT methods in weak to medium defocus regimes. In laser
Doppler sensors employing intersecting beams, precisely knowing the interference fringe ge-
ometry is critical for accurate measurements. Zhang et al. [59] developed and experimentally
validated a high-accuracy 3D model for fringe spacing distributions in line-shaped Gaussian
beam intersections. Their model, derived from Gaussian beam phase expressions, accurately
predicted fringe geometry (average relative difference of <0.6% compared to the experimental
results), enabling error minimization in 3D shape and velocity measurements.

High-power and precisely controlled lasers enable unique sensing modalities and
material interaction studies. Wang et al. [60] explored the Goos–Hänchen shift (GHS)—a
subtle lateral displacement of a reflected beam—as a potential basis for illicit drug detec-
tion. By measuring GHS variations for different substances (serum, methamphetamine,
and heroin) and correlating them with complex refractive indices and dielectric constants,
they have demonstrated the sensitivity of the GHS to these parameters, emphasizing its
potential in the development of novel optical sensors for chemical identification. Enhanc-
ing the efficiency of photovoltaic devices is a primary scientific objective. To that end,
Wang et al. [60] demonstrated broadband (400–2000 nm) spectral response enhancement in
amorphous silicon p-i-n photovoltaic modules by incorporating flower-like silver nanopar-
ticles. The observed tenfold increase in peak responsivity was attributed to the near-field
plasmonic effects arising from the complex nanoparticle geometry, improving optical en-
ergy utilization. Understanding the dynamics of laser–material interactions, such as shock
wave generation, is important for applications like laser peening and material processing.
Li et al. [61] employed a convolutional neural network (CNN) to predict the temporal
evolution of shock wave velocity, induced by the combination of millisecond–nanosecond
laser pulses on silicon. The CNN model achieved high predictive accuracy (R² = 0.9865)
with limited experimental data, showcasing the potential of machine learning for modeling
complex, dynamic laser interaction phenomena.

Probing extreme environments, such as combustion chambers or supersonic flows,
requires sophisticated diagnostic techniques. Song et al. [58] provided a timely review
of the advances in femtosecond coherent anti-Stokes Raman scattering (fs-CARS) for
thermometry. They highlighted the advantages of fs-CARS, such as the suppression of
collisional effects and non-resonant background, thus enabling accurate, time-resolved
temperature measurements crucial for understanding transient chemical reaction dynamics
in harsh environments.
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Overall, this Special Issue highlights several key trends in high-power laser technology
and light–matter interactions. There is a continuous drive towards higher-power sources [54]
and broader, more agile wavelength tuning [53], often tailored for specific application do-
mains. Simultaneously, precise control over the temporal domain, particularly towards the
achievement of ultra-short pulses via novel compression schemes [56,57], remains a key focus
for accessing high peak intensities and studying ultrafast dynamics. Theoretical modeling and
accurate system characterization [59] are increasingly more sophisticated, providing essential
tools for optimizing design and performance. Furthermore, the exploration of subtle optical
phenomena, such as the GHS for sensing [60] and harnessing plasmonics for device enhance-
ment [61], demonstrate innovative application pathways. The integration of machine learning
techniques represents a promising direction for modeling and predicting complex, nonlinear
interaction dynamics where analytical solutions are intractable. Advanced diagnostics like
fs-CARS are indispensable for probing the extreme conditions often generated or studied
using high-power lasers. These advancements are also highlighted in this Special issue.

Future research is projected to continue following these trends, potentially exploring
novel gain materials and laser architectures, pushing pulse compression limits further into
the femtosecond and attosecond regimes. Moreover, by developing more sophisticated
multi-physics models, which are perhaps further enhanced by machine learning, and dis-
covering new applications based on precisely controlled light–matter interactions, this
field holds tremendous potential. Integrating multiple functionalities, such as combined
sensing and processing capabilities, may be another future direction. Significant progress
continues to be made across the field of high-power lasers and light–matter interactions.
The recent developments highlighted in this review include the realization of versatile high-
power and widely tunable laser sources, innovative techniques for achieving picosecond
pulses through nonlinear optics, refined analytical models for optical system performance,
the application of optical phenomena and nanostructures for novel sensing and device
enhancement, and the use of machine learning and advanced diagnostics to understand
complex interaction dynamics. These advancements collectively underscore the role of laser
technology in science and industry and point towards continued innovation in the future.

Acknowledgments: We would like to thank all the contributing authors of this Special issue for
their support.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: In this paper, we develop a kW-level high-repetition-rate nanosecond master oscillator
power amplifier (MOPA) laser system, employing a structure of fiber, Nd:YVO4, and Nd:YAG hybrid
amplification. A tunable fiber seed source is used for adjustable pulse repetition frequency and
pulse width. The Nd:YVO4 pre-amplifier, which is dual-end-pumped, achieves high gain while
maintaining good beam quality, and the high-power side-pumped Nd:YAG slab main-amplifier
enables efficient power amplification. The repetition rate of the output laser can be adjusted within
the range of 1~20 kHz, and the pulse width can be tuned within the range of 10~300 ns. The seed
output is 6 mW at a repetition frequency of 20 kHz; we achieve an average output power of 1240 W
with a total power extraction efficiency of 39.1% and single-pulse energy of 62 mJ at a pulse width
of 301 ns. This parameter-controllable high-power laser holds promise for applications in the laser
cleaning of complex surface contaminants.

Keywords: high-power laser; diode-pumped; optical amplifiers; lasers pulsed

1. Introduction

Laser with high repetition rate (≥10 kHz), high single-pulse energy (≥10 mJ), and
narrow pulse width have significant application value and demands in various fields,
particularly within advanced manufacturing sectors such as laser cleaning, laser processing,
and laser cutting [1–3]. Additionally, it possesses a unique advantage in high-repetition
rate particle image velocimetry (PIV) [4–6].

High single-pulse energy laser systems at the joules to multi-joules level have been
extensively reported. However, they typically operate under low repetition rate of less than
1 kHz, exhibiting complex structures and considerable physical dimensions. For example,
in 2016, our group reported an average 336 W from an Nd:YAG MOPA nanosecond laser at
the repetition rate of 100 Hz, with a far-field beam spot 1.71 times the diffraction limit [7].
In 2018, Zhijun Kang et al. reported a rod amplifier laser based on Nd:YAG, with a single-
pulse output energy of 1 J and a repetition rate of 500 Hz [8]. On the other hand, a multitude
of institutions have reported laser systems with an extremely high repetition rate but low
single-pulse energies. Chunhua Wang et al. reported a 70 kHz, 90 ps laser pulse from
a double-passing end-pumped Nd:YVO4 rod amplifier laser, with the pulse energy of
143 µJ [9]. In 2016, they utilized a microchip laser seed source with a pulse width of 95 ps,
which was amplified by two stages of Nd:YVO4 end-pumped amplifiers, resulting in an
output with a repetition rate of 100 kHz and a single-pulse energy of 320 µJ [10]. Fu, X. et al.
demonstrated a four-stage Nd:YVO4 amplifier MOPA laser, with a repetition rate of 500 kHz
and a single-pulse energy of 240 µJ [11]. F. Saltarelli et al. demonstrated a 350 W with 940 fs
pulses at the output of an Yb:YAG thin-disk oscillator mode-locked with a semiconductor
saturable absorber mirror (SESAM), with a repetition rate at 8.88 MHz and 40 µJ pulse
energy [12]. Yiping Zhou et al. reported a 5 kHz sub-nanosecond master oscillator power
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amplifier (MOPA) Nd:YVO4 laser system with a single-pulse energy of 4.2 mJ [13]. Yongxi
Gao demonstrated a 417 W, 175 kHz, 2.38 mJ innoslab chirped pulse amplification laser [14].
Additionally, fiber lasers have achieved high levels of average power output [15–17], but
their single-pulse energy is limited by the issue of fiber core damage, resulting in relatively
low single-pulse energy, typically in the range of a few millijoules. Furthermore, due to the
small diameter of the fiber core, nonlinear effects such as stimulated Brillouin scattering
(SBS), stimulated Raman scattering (SRS), and self-phase modulation (SPM) easily occur
during the amplification process. These nonlinear effects pose significant limitations on the
enhancement of peak power for narrow linewidth nanosecond pulse fiber lasers [18–21].
Consequently, the realization of high-repetition-rate, high-energy frequency-doubled lasers
using fiber lasers becomes extremely difficult, imposing restrictions on their application in
precision measurement domains.

For example, in laser-cleaning applications, when high-repetition-rate pulsed lasers
interact with material surface substances, contaminants rapidly absorb laser energy, lead-
ing to a localized high temperature zone. Subsequent pulsed lasers further increase the
temperature in this area. At this point, the contaminants on the surface undergo ablation
and gasification, forming keyholes, which inhibit temperature diffusion. This results in an
accelerated temperature rise within the keyholes, generating intense transient ablation and
gasification effects and facilitating impurity removal. Clearly, a higher repetition rate and
pulse energy lead to faster cleaning speeds. The pulse duration falls within the nanosec-
ond scale, ensuring excellent cleaning effects while preventing damage to the substrate
from thermal accumulation. Additionally, for composite contaminants, which typically
have complex compositions, a single-laser parameter may not achieve optimal cleaning
results. Consequently, it is necessary to adjust laser parameters such as repetition rate
and pulse width flexibly to address the varying interaction mechanisms between different
components and the laser.

To achieve a laser system with both high repetition rates and high single-pulse energy
output, as well as flexible temporal control of the pulse waveform, we have developed a
Nd:YAG slab hybrid amplifier based on MOPA configuration with a fiber seed source. The
pulse width and repetition rate of laser system are determined by the characteristics of the
seed source, which offers the advantage of tunability in both pulse width and repetition
rate. This design allows for versatile applications in fields such as laser cleaning and PIV
diagnostics, addressing the limitations of traditional solid-state/fiber lasers.

In this configuration, the seed source comprises a fiber laser that provides a low-
power signal light in the milliwatt range. The pulse waveform is dynamically controlled
through the utilization of an acousto-optic modulator (AOM). For pre-amplification, a
four-stage double-end-pumped Nd:YVO4 laser amplifier is employed, capitalizing on the
advantageous characteristics of the large stimulated emission cross-section exhibited by
Nd:YVO4 crystals. This design enables a substantial amplification of the seed light, thereby
enhancing the overall energy efficiency of the laser system while ensuring exceptional
beam quality. In the main amplification stage, a two-stage high-power continuous-wave
(CW) side-pumping scheme is implemented using a parallelogram-shaped Nd:YAG slab
laser amplifier. By capitalizing on the high energy storage capability inherent in the slab
amplifier, the laser system achieves a remarkable output of high-power laser amplification.
In this work, 1240 W of average power is obtained, corresponding to the single-pulse
energy of 62 mJ at the pulse width of 300 ns. Furthermore, the pre-compensation technique
for the seed pulse waveform enabled flexible control of the laser temporal profile, making
it highly promising for applications in laser cleaning.

2. Experimental Setup

The experimental setup of the 1.2 kW, 20 kHz, 300 ns MOPA laser system is shown
schematically in Figure 1; the laser seed source consists of a butterfly-packaged distributed
feedback (DFB) laser diode, a fiber acousto-optic modulator, and two stages of Yb-doped
fiber amplifiers. This configuration provides a highly stable seed laser output with ad-
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justable repetition rate (1~20 kHz) and pulse width (10~300 ns). The average power of the
seed is 6 mW at a repetition rate of 20 kHz. The seed laser is collimated by lens L1 and
then enters a beam splitting and isolation protection unit consisting of a half-wave plate,
Faraday rotator (FR), and polarizing beam splitter (PBS). It is then focused by lens L2 and
directed into the LD dual-end-pumped pre-amplification module PA-1. This configuration
optimizes the mode matching between the signal beam and the pump beam distribution
within the gain medium. The HR-coated flat mirror M1 reflects the amplified laser beam. It
goes back into the PA-l for the second-passing extraction. This process achieves significant
gain amplification of the weak seed signal laser while maintaining high beam quality. After
that, the polarization of the main beam is modified using a half-wave plate and a Faraday
rotator. This allows it to pass through the PBS and enter the beam combining unit consisting
of L3 and L4. It then goes through the pre-amplification modules PA-2, PA-3, and PA-4
in sequence. After three stages of unidirectional amplification, the output power reaches
around ~100 W, providing enough pre-amplification power for the subsequent main power
amplification stage. After the pre-amplification stage, the beam passes through a 4F spatial
filter unit composed of L5, L6, and SF1 for spatial shaping and filtering. The beam is
expanded with a ratio of 1:4. It is then further expanded and collimated in the y-direction
with a 1:4 beam expansion using the lens group L7 and L8 before entering the main am-
plification stage. The main amplification stage consists of two side-pumped Nd:YAG slab
laser amplification modules, A-1 and A-2. The beam is incident at the Brewster angle and
undergoes multiple total internal reflections (TIR) inside the slab, propagating in a zigzag
pattern. After being reflected by angle mirrors, the beam passes through the slab crystal for
the second time with different incident directions, eliminating the gain blind spots present
in the zigzag path and extracting the stored energy within the amplification module more
effectively. By combining uniform pumping light and efficient thermal management design,
high-efficiency power extraction and amplification are achieved, resulting in kilowatt-level
output power.
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2.1. Pre-Amplifier Setup

The pre-amplification unit consists a four-stage end-pumped Nd:YVO4 laser amplifier.
The 0.3 at.% doped a-cut composite Nd:YVO4 crystal (provided by Crylaser Inc., Chengdu,
China) with dimensions of 4 mm × 4 mm × 20 mm is used in the amplifier as the gain
medium. Nd:YVO4 is an efficient four-level laser gain medium with a pump light centered
around 808 nm and an output laser centered at 1064 nm. Compared to the Nd:YAG crystal,
the Nd:YVO4 crystal exhibits a stimulated emission cross-section approximately five times
larger. This implies that the Nd:YVO4 crystal can achieve a higher gain factor under the
same operating conditions, making it an ideal material for small-signal amplification. Both
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end faces of the Nd:YVO4 crystal are anti-reflection (AR), coated at 808 nm and 1064 nm,
with transmittance rates of 99.9% and 98%, respectively. The crystal is encased in a 0.1 mm
thick indium foil and bonded to a copper heat sink, which is cooled by circulating water
at a constant temperature of 20 ◦C. M1~M8 are AR coated at 808 nm and HR coated at
1064 nm at an incidence angle of 45◦.

Due to the relatively low output power of 6 mW from the laser seed source, it falls
within the regime of a small signal for amplifiers. Consequently, even with a high gain
coefficient, the energy storage of the gain medium cannot be fully utilized. In order to
solve this issue, the first-stage amplifier adopts the double-pass amplification to make full
use of the energy storage in the gain medium. Additionally, a coupling lens, consisting
of two lenses, is employed to efficiently couple the output signal beam into the crystal.
To maintain control over beam quality post-amplification, selecting an appropriate beam
overlap ratio becomes crucial. This factor represents the ratio of the signal beam’s diameter
to that of the pump beam.

All pump sources are fiber-coupled 808 nm laser diode modules with a maximum
output power of 50 W and the laser linewidth (FWHM) is 4 nm (provided by DILAS). By
adjusting the temperature of the cooling water, the central wavelength can be controlled
to achieve effective matching with the absorption peak of the crystal. The fiber has a core
diameter of 400 µm and a numerical aperture (NA) of 0.22. The pumping light is coupled
into the crystal through the two end faces of the crystal by adjusting the coupling lens
group. The waist size is optimized for output parameters in each amplifier stage based on
experimental results.

Figure 2 shows the schematic diagram of pump light shaping and transmission. It
is appropriate to have a beam overlap ratio of around 80~90% for the signal beam and
pump beam, as it allows for the effective amplification of the signal beam power while
maintaining good beam quality. Therefore, the design of the lens-coupling module adopts
a variable focus structure, which allows for adjusting the pump beam diameter according
to different beam overlap ratio requirements.
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According to the simulation results from Figure 3, the beam diameter of the pump
light at a depth of 2 mm on the crystal end face is 400 µm for the first amplification module,
with a pump power of 70 W. For the subsequent three stages, the pump light beam diameter
is 600 µm, with a pump power of 90 W. A coupling lens group, consisting of two bonded
lenses, is used to focus the beam into the crystal with beam-expansion ratios of 1:1 and
1:1.5, respectively. Finally, lenses L3 and L4 are used to expand and shape the amplified
signal beam, ensuring that the beam passing through the last three amplifiers is nearly
collimated and achieving an appropriate overlap ratio.
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2.2. Main-Amplifier Setup

The main amplification unit consists of a two-stage CW side-pumped Nd:YAG slab
amplifier. The 0.6 at.% slab crystal (provided by Crylaser Inc.) adopts a ~60◦ cut angle
parallelogram structure, with dimensions of 125 mm × 22 mm × 3.5 mm (width × thickness
× length). Coating the surface of the slab with a layer of SiO2 protective film can prevent
light leakage caused by the sealing ring. Currently, optical silicones of good quality have
refractive indices between 1.41 and 1.53, with industrial transparent silicones generally
having higher refractive indices. Assuming the lowest refractive index of 1.41, the critical
angle for total internal reflection of 1064 nm light from Nd:YAG material to transparent
silicone is 50.86◦. When the sealing ring or sealant is in close contact with the slab, it does
not disrupt the original total internal reflection condition between YAG-SiO2. The crystal
is pumped from a single large surface, and the cooling is done through the same two
large surfaces of the crystal. Figure 4 shows a schematic diagram of the laser transmission,
pumping region, and cooling water distribution inside the slab amplification module. The
laser enters the crystal slab from the center of the end face and then undergoes total internal
reflection on the upper and lower surfaces of the slab, propagating along a zigzag path.
Finally, it exits from the center of the opposite end face of the slab. The large surfaces of
the slab crystal are coated with an evanescent wave protective film, which increases the
damage threshold. Pumping light enters the crystal slab through one of its large surfaces
and is reflected by the opposite surface, effectively being absorbed completely along the
thickness direction of the crystal, as indicated by the yellow region in the diagram. The
blue region represents the cooling water layer. Deionized water was used as the cooling
fluid, with a water layer thickness of 2 mm, and cooled at a flow rate of 30 L/min at 20 ◦C.
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The slab amplifier module uses a horizontal pumping scheme, as shown in Figure 5.
It consists of six vertically stacked arrays, with each array containing eight laser diode bars.
Each bar has a power of 100 W (provided by Focuslight company, Xi’an, China), resulting in
a maximum pumping power of 4800 W (nominal, with redundancy in reality). In the slow
axis direction of the laser diode bar, the pump light is collimated by six cylindrical lens and
overlaps on the crystal to form a uniformly intense optical spot. In the fast axis direction,
the pump light passes through the cylindrical lens and enters a quartz waveguide. After
multiple reflections on the upper and lower surfaces of the quartz waveguide, it finally
combines inside the crystal to form a uniform optical spot.
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By optimizing parameters such as the spacing between laser diodes, the curvature
of the cylindrical lens, and the length of the waveguide, based on simulation results, the
uniformity of the pump light distribution on the crystal’s cross-section exceeds 90%, as
shown in Figures 6 and 7a. According to the simulation results, the spacing of the laser
diode array used in our experiments is 1.7 mm; the curvature of the cylindrical lens is
15 mm, with a distance of 88 mm from the emitting surface of the laser diode; and the
waveguide length is 80 mm. The dimensions of the pump region are 80 mm × 20 mm. The
pump uniformity inside the slab crystal at different pump currents was tested using the
image transfer method, as shown in Figure 7b.
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Figure 7. (a) Transverse cross-sectional distribution of the pump light on the front surface, center,
and rear surface of the slab crystal and (b) Test results of pump light distribution inside slab crystal
at different currents.

3. Experimental Results

Figure 8a shows the average laser power and extraction efficiency of each amplifier
stage. The output power of the seed source is 6 mW. By adjusting the mode matching
between the signal light and the pump light of the end-pumped amplifier, the seed light
is finally amplified through the first-stage double-end-pumped Nd:YVO4 preamplifier,
resulting in an output power of 10.8 W. The total gain reaches 1800 times, as shown in
Figure 8b. It is worth noting that such high gain makes it prone to self-oscillation between
the crystal end face and the high reflectivity (HR) mirror. By adjusting the angle of the HR
mirror to be tilted by ~3◦ with respect to the crystal end face, the self-oscillation light can
be eliminated. Then, after three stages of preamplification, the output powers are 27.6 W,
51.8 W, and 80.5 W, respectively. The power extraction efficiencies of each preamplifier
stage are as follows: 28.8%, 37.3%, 64.9%, 52.7%.
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Figure 8. (a) The output power of each amplifier stage and (b) output power and gain of the first-stage
pump amplifier.

The energy storage, gain, and depolarization test results of the continuous pump slab
amplifier are shown in Figure 9. When the injection current is 100 A, the pump power
reaches 5000 W, with an output power of 1500 W, corresponding to an optical-to-optical
efficiency of 30%. The single-pass gain is 1.8, with a depolarization loss of 2.75%. Due
to the depolarization loss and diffraction effects in the pre-amplification stage, the laser
power entering the slab amplifier is limited to 75 W. Before entering the first-stage slab
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amplifier, the laser beam is shaped into dimensions of approximately 3.5 mm × 20 mm.
Between the two-stage slab amplifiers, there is a set of imaging transfer mirrors (L9 and
L10) and a vacuum filter SF2 to suppress high-frequency components in the beam. After
passing through the first and second stages of Nd:YAG slab amplifiers, the off-axis double-
pass (incident angles were 2.8◦ and −1.4◦, respectively) output powers are 506 W and
1240 W, with power extraction efficiencies of 28.4% and 48.9%, respectively. The maximum
single-pulse energy is 62 mJ, with a repetition frequency of 20 kHz and a pulse width of
301 ns. The oscilloscope traces of the pulse series as well as the single pulse are illustrated
in Figure 10a. The stability (RMS) of the output average power within 10 min is 0.83%.
The beam quality diffraction limit of the laser output was estimated at 7 and 3, in slab
width and thickness direction, respectively, due to severe thermal lensing; the far-field
beam profile is shown in Figure 10b.
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Figure 9. (a) Output power and (b) gain and bias current relationship curves for the slab amplifier
module.
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Figure 10. (a) The repetition frequency of the laser system output and (b) the far-field beam profile.

As the pulse width is 300 ns, the curves illustrating the variation of average output
power and single-pulse energy at different repetition rates are depicted in Figure 11a. At a
repetition rate of 1 kHz, the laser system yields an average power of 186 W, achieving a
maximum single-pulse energy of 186 mJ. At 20 kHz, a maximum average output power
of 1240 W is obtained. With the increase in repetition frequency, it is evident that the
output power demonstrates a rising trend that gradually tends to stabilize. This can be
explained by the fact that, as the pulse frequency increases, the pulse interval decreases,
leading to a reduction in energy losses caused by spontaneous emission. The energy stored
in the amplifier approaches a steady state. As the frequency continues to increase, pulse
amplification eventually transitions into a steady-state amplification process. When the
repetition rate is set to 20 kHz, the variation of average output power and single-pulse
energy at different pulse widths is illustrated in Figure 11b. At a pulse width of 10 ns,
the average output power is 880 W, with a single-pulse energy of 44 mJ. At 301 ns, the
maximum single-pulse energy of 62 mJ is achieved.
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Figure 11. (a) Output power and pulse energy versus repetition rates and (b) output power and
pulse energy versus pulse width.

After the laser pulse waveform from the seed source is amplified by the amplifier,
the presence of gain-saturation effects causes the leading edge of the pulse waveform to
become relatively steep, and the pulse width is correspondingly compressed and narrowed.
To address this issue, we employ the pre-shaping of the seed source output waveform to
compensate for the distortion of the pulse-leading edge caused by gain saturation. As a
result, a relatively smooth pulse waveform output is obtained, as shown in Figure 12, with
pulse widths of 10 ns and 301 ns (FWHM), according to the test results.

Photonics 2024, 11, x FOR PEER REVIEW 9 of 12 
 

 

output power is 880 W, with a single-pulse energy of 44 mJ. At 301 ns, the maximum sin-
gle-pulse energy of 62 mJ is achieved. 

  
(a) (b) 

Figure 11. (a) Output power and pulse energy versus repetition rates and (b) output power and 
pulse energy versus pulse width. 

After the laser pulse waveform from the seed source is amplified by the amplifier, 
the presence of gain-saturation effects causes the leading edge of the pulse waveform to 
become relatively steep, and the pulse width is correspondingly compressed and nar-
rowed. To address this issue, we employ the pre-shaping of the seed source output wave-
form to compensate for the distortion of the pulse-leading edge caused by gain saturation. 
As a result, a relatively smooth pulse waveform output is obtained, as shown in Figure 
12, with pulse widths of 10 ns and 301 ns (FWHM), according to the test results. 

  
(a) (b) 

Figure 12. Waveform profile of the laser system output with a typical pulse width of (a) 10 ns and 
(b) 300 ns. 

4. Discussion 
Laser systems have been developed with higher average powers (20 kW) [22], shorter 

pulse widths (fs) [23], longer pulse widths (QCW) [22], larger single-pulse energies [24], 
improved self-oscillation suppression [25], and higher beam quality [26]. However, refer-
ence [22] reports a slab-based laser oscillator with an output power level of 20 kW, but a 
low repetition rate of only 400 Hz and a relatively wide pulse width of 200 µs. Reference 
[23] describes a slab-based MOPA laser system with a high repetition rate of 20 MHz, an 
average power of 1.1 kW, a pulse width of 615 fs, but a corresponding single-pulse energy 
of only 55 µJ. In reference [24], the laser system achieves a high single-pulse energy of 800 
mJ at 1064 nm, but with a low repetition rate of 400 Hz. The parasitic oscillation suppres-
sion technique described in reference [25] requires complex preparation processes like 
bonding crystals to achieve good results. The method described in this paper achieves 
parasitic oscillation suppression by tilting the crystal angle during low-power amplifica-
tion, a simpler and more feasible approach. Reference [26] reports a laser oscillator based 

0 5 10 15 20
0

200

400

600

800

1000

1200  Output power
 Output energy

Repetition rate (kHz) 

O
ut

pu
t p

ow
er

 (W
) 

0

40

80

120

160

200

O
ut

pu
t e

ne
rg

y 
(m

J)
 

0 40 80 120 160 200 240 280 320
700

800

900

1000

1100

1200

1300

 Output power
 Output energy

Pulse width (ns) 

O
ut

pu
t p

ow
er

 (W
) 

30

35

40

45

50

55

60

65

70

O
ut

pu
t e

ne
rg

y 
(m

J)
 

Figure 12. Waveform profile of the laser system output with a typical pulse width of (a) 10 ns and
(b) 300 ns.

4. Discussion

Laser systems have been developed with higher average powers (20 kW) [22], shorter
pulse widths (fs) [23], longer pulse widths (QCW) [22], larger single-pulse energies [24],
improved self-oscillation suppression [25], and higher beam quality [26]. However, refer-
ence [22] reports a slab-based laser oscillator with an output power level of 20 kW, but a low
repetition rate of only 400 Hz and a relatively wide pulse width of 200 µs. Reference [23]
describes a slab-based MOPA laser system with a high repetition rate of 20 MHz, an average
power of 1.1 kW, a pulse width of 615 fs, but a corresponding single-pulse energy of only
55 µJ. In reference [24], the laser system achieves a high single-pulse energy of 800 mJ at
1064 nm, but with a low repetition rate of 400 Hz. The parasitic oscillation suppression
technique described in reference [25] requires complex preparation processes like bonding
crystals to achieve good results. The method described in this paper achieves parasitic os-
cillation suppression by tilting the crystal angle during low-power amplification, a simpler
and more feasible approach. Reference [26] reports a laser oscillator based on end-pumped
Nd:YVO4, achieving a beam quality factor M2 of 1.3 with an output power of only 28.8 W,
which is relatively easy to achieve in laser systems with low power output. Additionally,
Comaskey et al. [27] reported a laser oscillator based on an LD array side-pumped slab
amplifier, achieving output powers in the kilowatt range under continuous operation with
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an optical–optical efficiency of 19%, while the slab amplifier we developed achieved an
optical–optical efficiency of 30%.

At high repetition rates, achieving high-energy and narrow-pulse-width lasers simulta-
neously is a challenging research endeavor. Currently, there are two technical approaches to
achieve this goal: bulk lasers based on the MOPA configuration [28,29] and fiber lasers [30].
However, the pulse waveform of conventional bulk lasers lacks flexible control, and fiber
lasers operating at high repetition rates often exhibit limited single-pulse energy, typically
not exceeding 10 mJ. The laser system we report achieves a single-pulse energy of 62 mJ at
20 kHz. Furthermore, the repetition rate, pulse width, and waveform are subject to flexible
adjustments.

5. Conclusions

We have reported a kW level high-repetition-rate nanosecond laser, employing a
structure of fiber, Nd:YVO4, and Nd:YAG hybrid amplification. The pulse width and
repetition frequency of the fiber seed source can be flexibly adjusted. By precisely matching
the beam overlap ratio of the double-end-pumped Nd:YVO4 pre-amplifier, we obtained a
high-gain laser output. Finally, a dual-pass off-axis extraction scheme was used through
the high-uniformity side-pumped Nd:YAG slab laser. The seed output was 6 mW at a
repetition frequency of 20 kHz; we achieved an average power output of 1240 W with
the total power extraction efficiency of 39.1% and a single-pulse energy of 62 mJ at the
pulse width of 301 ns. Furthermore, the pre-compensation technique for the seed pulse
waveform enabled flexible control of the laser temporal profile, making it highly promising
for applications in laser cleaning. The final indicators are advanced in the current research
field, offering the potential to bring new perspectives to the development of related areas.
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Abstract: Tunable laser sources with a wide wavelength tuning range, mode-hop-free (MHF) oper-
ation, and high spectral purity are essential for applications such as high-resolution spectroscopy,
coherent detection, and intelligent fiber sensing. In this paper, we present a wide-range tunable laser
source that operates without mode hopping, based on external cavity feedback using a semiconductor
gain chip as the laser gain medium. The wavelength, power, and spectral characteristics of the laser
are experimentally measured. A wide MHF continuous wavelength tuning range from 1480 nm to
1620 nm with a side-mode suppression ratio of more than 61.65 dB is achieved. An output optical
power of more than 11.14 dBm with good power stability can also be realized in the full C+L band.
This proposed external-cavity tunable laser source features a narrow intrinsic linewidth and MHF
tunable radiation with a maximum sweep speed of 200 nm/s, enabling practical applications such as
high-resolution vector spectrum analysis.

Keywords: external-cavity; tunable laser source; mode-hop-free; C+L band

1. Introduction

The development of the first laser [1], using a ruby crystal as the gain medium, marked
a milestone in the academic community, sparking extensive research into new laser technolo-
gies [2–9], particularly semiconductor diode lasers that utilize a semiconductor as the gain
medium [10–12]. Semiconductor diode lasers (also known as diode lasers) have opened
avenues for numerous applications, including frequency and timing metrology [13–15],
laser cooling [16], coherent optical communication [17], and optical fiber sensing [18–21].
Additionally, it is worth mentioning that semiconductor lasers now serve as efficient pump
sources for crystal gain media [22–24]. Across these fields, external-cavity tunable laser
sources (EC-TLSs) with flexible and controllable emission characteristics have become the
primary consideration in the above application fields. The demands of the ever-growing
mode-hop-free (MHF) tuning range have resulted in the development of various novel
external-cavity configurations. Up to now, the structure of EC-TLSs has been classified
into the two most common types, namely the Littrow and Littman–Metcalf geometries. An
EC-TLS with a wide tuning range of 173 nm based on the Littrow geometry was reported
by K. Fedorova et al., where the output spectral linewidth and side mode suppression ratio
(SMSR) are less than 400 pm and 50 dB at around 1550 nm, respectively [25]. Wang et al.
demonstrated that the diode laser chip in conjunction with an external optical feedback
provided by a high first-order diffraction efficiency (about 91%) dispersion element can
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significantly improve the characteristics of the EC-TLS based on the Littrow structure and
obtain a 209.9 nm tunable range [26]. Although wide tunable ranges have been obtained,
little attention has been paid to the MHF output characteristics in the work mentioned
above. In addition, the 0th-order lasing output beam steers used as the dispersion element
(usually grating) are rotated in order to change the lasing wavelength. Therefore, the
application range of the Littrow cavity laser is limited.

Compared with the classical Littrow cavity, the Littman–Metcalf configuration incor-
porates an additional mirror. Tuning in the Littman–Metcalf configuration is achieved by
mechanically rotating the mirror angle rather than adjusting the incidence angle of the
dispersion unit. This design allows the output beam direction to remain fixed as the lasing
wavelength is tuned. The Littman–Metcalf cavity can be designed to increase the tuning
range in which continuous MHF tuning is possible. An EC-TLS based on the traditional
Littman–Metcalf design was reported by Gong et al., where the maximum MHF tunable
range of 78 GHz was measured operating at 774.5 nm [27]. The proposed EC-TLS operated
under an unoptimized reflector pivot position. An about 59.13 nm continuous MHF tuning
range EC-TLS with a Littman–Metcalf geometry based on a diffraction grating was reported
by Zhang et al., with an optical signal to noise ratio (OSNR) of around 65 dB and a spectral
linewidth of less than 100 kHz [12]. By corotating a periscope with an etalon and a 0.8 nm
(full width half maximum) narrow bandpass filter inside a modified Littman–Metcalf
configuration, Zhu et al. demonstrated a novel MHF tunable EC-TLS without mechanical
pivot-point tuning with a maximum linewidth of around 1 MHz, where the proposed
Littman–Metcalf cavity had a MHF continuous tuning range of 1.7 THz [28]. At present,
many scholars are inclined to the study of EC-TLSs based on the Littman–Metcalf geometry
with a wider tuning range, but the research of continuous wavelength tuning with MHF is
rarely reported.

In this study, we present a MHF laser system with a wide continuous wavelength
tuning range based on the traditional Littman–Metcalf geometry, maintaining the narrow
output spectral linewidth and high SMSR advantages of typical EC-TLSs. The output
characteristics of the designed EC-TLS are investigated in detail. Experimentally, a con-
tinuously tunable range of about 140 nm with no mode hopping is achieved, which is
an about 71.4% times enhancement compared with the reference [9], and the SMSR over
the entire wavelength tuning output range is estimated to be better than 61.65 dB. Using
self-heterodyne interferometry, the laser intrinsic linewidth is measured to be less than
5.37 kHz at the emitting wavelength of 1570 nm, and the maximum output power of the
designed EC-TLS is about 15.95 dBm. In addition, a high power stability of ±0.024 dB/1 h
and wavelength stability of ±3.08 pm/1 h are obtained, respectively. The significant ad-
vantage of this proposed EC-TLS is its ability to tune the lasing wavelength finely over a
wide range without mode hopping, thus making it suitable for practical applications such
as ultra-high spectral analysis systems.

2. Configuration of the EC-TLS and Device Characteristics

The configuration of the proposed laser is illustrated in Figure 1. The commercially
available gain chip (Thorlabs, SAF1150S2) employs a multi-quantum well and ridge waveg-
uide structure, achieving an output bandwidth of 133.3 nm centered at a typical wavelength
of 1521.7 nm. The length of the gain chip is about 1 mm, and it is coated with a 0.05%
anti-reflection film on its angled facet and a 10% reflectivity film on the other side. This
gain chip is powered by a custom-built, ultra-low-noise current driver capable of supplying
a maximum output current of 400 mA. Additionally, it is cooled to approximately 25.0 ◦C
using a 7.56 W thermoelectric cooler. The output laser beam from the gain chip is shaped
by a molded aspherical lens (Edmund, #87-155). The plano side and aspherical side of
the collimating lens are coated with anti-reflection film, its numerical aperture is 0.55,
and the focal length is 4.51 mm. The shaped laser beam is incident on the surface of the
optical feedback element. Feedback is provided by a gold-coated blazed diffraction grating
with 900 lines per mm (Newport Richardson, 33025FL01-155R). The average diffraction
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efficiency into the 1st-order is around 75% if the polarization of the gain chip is oriented
perpendicular to the lines of the grating. The blazed diffraction grating, measuring 15 mm
× 6 mm × 6 mm, provides a sufficient tuning range for diffracted wavelengths without
clipping the lasing edges of the optical feedback element. The first-order diffracted beam
is retroreflected by an added mirror back into the active layer, where it is amplified. The
tuning of the selected mode is achieved by adjusting the added mirror, which is driven by
a brushless direct current (DC) motor, relative to the incident beam. The fiber in this setup
transmits the tunable laser signals and connects with other test instruments through port A
to characterize the output characteristics of the proposed EC-TLS. As we have reported in
ref. [29], to expand the wavelength tuning range of the proposed EC-TLS, here we adopt a
new collimation method that requires the distance between the waist position and molded
aspherical lens to be equal to the length of the external cavity.
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Figure 1. Schematic drawing of the proposed EC-TLS. MAL, molded aspherical lens; DCM, direct
current motor; OPM, optical power meter; WM, wavelength meter; OSA, optical spectrum analyzer.

The B port of the optical power meter (Ceyear, 6337D) is connected to output port A to
characterize power-related properties such as the threshold current, peak output power, and
power stability. By connecting the C port of the wavelength meter (Yokogawa, AQ6151B) or
the D port of the optical spectrum analyzer (Ceyear, 6362D) with a set resolution of 10 pm,
wavelength-related characteristics including the tuning range and wavelength stability can
be measured.

3. Results and Discussion

After constructing the experimental system, the performance of the laser source with
the added external cavity was initially observed. The typical P-I curves of the laser source,
optimized by external optical feedback, are shown in Figure 2. Figure 2a depicts the
P-I plot when the resonant output wavelength is in the short wavelength region. The
threshold current is approximately 180 mA at 1480 nm, and the maximum output power
reaches 13.01 mW (11.14 dBm). Figure 2b shows the P-I curve at 1550 nm, indicating
a threshold current of about 70 mA and a maximum output power of approximately
39.39 mW (15.95 dBm), a significant increase compared to the gain chip’s output power
of 0.12 mW without external optical feedback (as per the supplier’s test report). The
experimental results demonstrate that the laser system operates under strong optical
feedback conditions and achieves optimal alignment. Figure 2c shows that at 1620 nm,
the threshold current is about 190 mA, and the maximum output power is approximately
22.13 mW (13.45 dBm). The observed variation in the threshold current, decreasing and
then increasing as the lasing wavelength changes from 1480 nm to 1620 nm, is primarily
due to the spectral gain profile of the gain chip. To achieve a wider tuning range and higher
output power, the operating current is set to 400 mA, leveraging the drive capability of the
homemade laser diode driver, which is well above the maximum threshold current.
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Meanwhile, the relationship between the lasing wavelength and the injection current
is studied. As shown in Figure 3, the maximum slope is only 0.313 pm/mV, which implies
that the proposed laser source has strong robustness, that is, mode hopping occurs when the
injection current fluctuates by more than 80 mV instantaneously. In fact, this phenomenon is
different from the experimental results we observed before, and we infer that the probability
of this result is due to the difference in the parameters of the gain chip itself.
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Figure 4a shows the spectra of the tunable laser source at an injection current of
400 mA. It can be seen from the figure that at this time, the lasing output wavelength of
the EC-TLS can be changed from 1480 nm to 1620 nm with an about 20 nm/step; that is,
the tuning range is about 140 nm, and the spectrogram shows a single longitudinal mode
operation, with a minimum SMSR of about 61.65 dB. The output optical power at different
lasing wavelengths is then tested using a self-developed power meter produced by Ceyear.
As seen in Figure 4b, the output optical power varies with the lasing wavelength. The
maximum and minimum output powers of the EC-TLS are 15.95 dBm and 11.14 dBm,
respectively. Clearly, with an injection current of 400 mA, an output power exceeding
11.14 dBm can be achieved across the entire C+L band.
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Figure 4. (a) Spectrogram of the proposed EC-TLS at different resonant output wavelengths; (b) the
relationship between the output power and the resonant output wavelength.

For our proposed EC-TLS, the maximum axial mode spacing is close to 26.2 pm
operating at 1620 nm, which is due to the designed cavity length of about 50 mm. In
practice, the smaller the axial mode spacing, i.e., the closer to 21.9 pm, the shorter the
resonant output wavelength. Therefore, when the first-order or second-order difference
in the adjacent output wavelength test data is less than the minimum axial mode spacing,
it indicates that the laser system operates in a MHF tunable output throughout the entire
band. As displayed in Figure 5a, according to the test results, the maximum and minimum
wavelength differences are calculated to be 16.12 pm and −1.6 pm, respectively. Meanwhile,
an experiment is carried out to investigate the sweep speed based on the classical optical
frequency domain reflectometer (OFDR) scheme [21]. Figure 5b shows that the tuning
range of 80 nm is 0.401 s, that is, the sweep speed is estimated at 200 nm/s. In addition, the
inset plotted in Figure 4b indicates that the proposed EC-TLS can operate in a MHF state
because no phase mutations are observed.
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Figure 5. (a) MHF performance of the proposed EC-TLS; (b) sweep speed performance of the
proposed tunable laser source.

The corresponding output wavelength and power stability curves of the tunable laser
source in the case of one hour of continuous output (sample rate: 1 Hz) at an injection
current of 400 mA and a controlled ambient temperature of 22 ± 1 ◦C are shown in
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Figures 6a and 6b, respectively. According to the results, the peak-to-valley or root-mean-
square (RMS) values of the wavelength stability and output power of the laser configuration
can be calculated as ±3.08 pm/1 h or ±0.961 pm/1 h and ±0.024 dB/1 h or ±0.0095 dB/1 h,
respectively, indicating that the tunable laser source has good wavelength and output power
long-term stability.
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Figure 6. (a) Output wavelength stability curve of the tunable laser source; (b) output optical power
stability curve of the tunable laser source.

The intrinsic linewidth of the EC-TLS is measured using an optical noise analyzer
fabricated by SYCATUS. Figure 7 illustrates the relationship between the intrinsic linewidth
and the resonant output wavelength. As shown in Figure 7, the intrinsic linewidth of the
output laser beam remains below 10.13 kHz within the 140 nm tuning range. Notably, when
the resonant output wavelength approaches 1570 nm, the intrinsic linewidth is further
reduced to 5.37 kHz. This performance is attributed to the design and manufacture of the
low-noise current driver and the long-term stability of the external cavity.
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4. Conclusions

In this paper, we have successfully constructed a wide-range, MHF tunable laser
source based on external cavity feedback using a semiconductor gain chip and performed
an analysis of its output characteristics. Our wavelength analysis revealed a tuning range
of 140 nm without mode hopping, an RMS wavelength stability of ±0.961 pm over 1 h,

22



Photonics 2024, 11, 677

and a maximum sweep speed of 200 nm/s. The optical power analysis demonstrated that
the tunable laser source achieves an output power exceeding 11.14 dBm across the full
C+L band, with an RMS power stability of ±0.0095 dB for over one hour at a continuous
injection current of 400 mA. The spectral analysis showed that the intrinsic linewidth of
the laser system is less than 10.13 kHz, and that the minimum side-mode suppression
ratio is 61.65 dB. This externally coupled tunable laser source shows potential for applica-
tion in high-resolution vector spectrum analysis for the discovery and understanding of
various materials.
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Abstract: Semiconductor lasers with a wavelength of 2 µm, composed of antimonide materials, find
important applications in trace gas detection, laser medicine, and free-space optical communica-
tion, among others. In this paper, a more suitable microlens shape for 2 µm gallium antimonide
semiconductor lasers is designed. Based on the fiber coupling efficiency model, the parameters of
the designed slanting wedge-shaped microlens fiber are optimized to improve laser beam quality.
The large tangent angle on both sides of the slanted, wedge-shaped microlens fiber is calculated
using Snell’s law, and the fiber core diameter and small wedge angle are determined through space
fiber coupling experiments. After packaging the fiber coupling module with the chip, the laser
output beam exhibits good overall symmetry in the spot with a uniform intensity distribution. The
maximum output power is approximately 210 mW, demonstrating good power stability.

Keywords: antimonide semiconductor laser; 2 µm IR; fiber coupled; microlens

1. Introduction

Semiconductor lasers utilizing antimonide materials in the mid-infrared spectrum
exhibit multiple gas molecule absorption peaks within the 2 µm band. Additionally, they
exploit an atmospheric window characterized by high transmittance [1,2], rendering these
lasers pivotal in the realms of trace gas detection, laser therapy, materials processing, and
free-space optical communication [3–6]. Since the 19th century, extensive research efforts
have been dedicated to mid-infrared semiconductor lasers, with a particular emphasis on
antimonide-based semiconductor materials. These materials offer indispensable alloys,
bandgaps, and bandstructures, constituting fundamental technologies in the contemporary
landscape of mid-infrared semiconductor lasers [7–9]. Nevertheless, the current state of
antimonide semiconductor lasers is encumbered by limitations in power output and beam
quality, thereby constraining their potential applications.

In this paper, we employ the microlens fiber coupling technique to shape the laser
beam, aiming to enhance coupling efficiency and improve beam quality. Based on differ-
ent optical structures, coupling methods can be categorized into combination lens fiber
coupling and microlens fiber coupling. Microlens fiber coupling involves the direct pro-
cessing or attachment of a specific microlens to the end face of the fiber [10], enabling direct
coupling with the semiconductor laser. The microlens shape can typically be conical [11],
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hyperbolic [12], parabolic [13], cylindrical [14], and more. This paper utilizes the microlens
fiber coupling method, directly coupling the microlens fiber with the light source. This
approach offers several advantages, including a simple and compact structure, ease of
alignment with the semiconductor laser chip, simple fabrication, and low production cost.
A study on coupling a microlens fiber to a semiconductor laser shares similarities with the
external combined lens fiber coupling scheme. The lens structure significantly influences
whether high coupling efficiency can be achieved. Some representative work in related
areas is presented below. In 2010, Yang et al. from Yishou University, Taiwan, compared
the coupling efficiencies of tapered hyperbolic microlens fibers and tapered hemispherical
microlens fibers and found that tapered hyperbolic microlens have much higher coupling
efficiencies [15]. In 2014, Das from India studied the coupling efficiency of hyperbolic mi-
crolens fibers at two different wavelengths, 1.3 µm and 1.5 µm, using the ABCD matrix and
obtained a higher coupling efficiency at 1.3 µm [12]. In 2015, Sanker at the Cape Institute
of Technology, India, used a new type of fiber with an inverted-taper microlens at the
fiber tip in order to maximize the coupling efficiency between a semiconductor laser and
a single-mode fiber [16]. In addition, researchers have proposed a thermally expandable
core fiber structure with a high numerical aperture to improve the coupling efficiency
by using the thermally expandable core technique [17,18]. The thermal expansion core
scheme offers higher coupling efficiency and greater lateral and longitudinal tolerances,
but it has a lower tilt tolerance than conventional single-mode fiber schemes. In 2022, Nie
et al. from the University of Wollongong, Australia, built a sensing system by coupling a
semiconductor laser with optical feedback to a fiber [19]. The system can realize remote
distance sensing, which is important for the practical application of semiconductor lasers
coupled with optical fibers. At present, the development and application of microlens
fiber coupling technology [20–23] are still hindered by challenges such as low coupling
efficiency and a small mounting tolerance rate. These issues impede the effective resolution
of problems related to the low power and poor beam quality of antimonide semiconductor
lasers [24–28]. Therefore, it is necessary to analyze and study the microlens fiber end-face
structure that is better suited for these lasers.

In this paper, we conducted a simulation study using ZEMAX OpticStudio2019 soft-
ware to analyze the fiber coupling between common microlens fiber structures and an-
timonide semiconductor laser sources. The study aimed to compare coupling efficiency
and mounting tolerance among different microlens fiber structures. Combining the beam
characteristics of 2 µm antimonide semiconductor lasers with the advantages of wedge mi-
crolens and tapered microlens, we introduced a novel end-face structure named a slanted,
wedge-shaped microlens fiber. This fiber demonstrated higher coupling efficiency, a larger
modulation tolerance, and effectively improved the laser beam quality. The laser achieved
a stable power output of 210 mW, with the output power showing increased stability near
a current of 1.5 A. The RMS stability and peak-to-peak stability of the laser were 0.39% and
2.17%, respectively, during continuous output at a current of 1.5 A over two hours.

2. Theory and Simulation

The main common microlens fiber shapes include planar fibers, wedge microlens
fibers, and tapered microlens fibers. Due to the large divergence angle of the semiconductor
laser, direct coupling of a planar fiber to the light source results in poor coupling efficiency
and low fiber mounting tolerance if the fiber is not processed. In this chapter, we simulate
the coupling efficiency and mounting error rate of wedge and tapered microlens fibers.
By combining the semiconductor laser chip used in this paper with the characteristics of
wedge and tapered microlens fibers, we designed the slanted wedge microlens fiber. The
structured fiber achieves a simulation coupling efficiency of 78.5% with uncoated end faces
and significantly improved mounting tolerance.

In this paper, the M-1940-0500-A antimonide semiconductor laser chip, previously re-
searched in the Superlattice Laboratory of the Institute of Semiconductor Research [29] at
the Chinese Academy of Sciences, serves as a prototype design simulation light source. A
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semiconductor laser light source is constructed based on chip parameters using ZEMAX
sequence mode. Specific parameters of the optical fiber are configured in ZEMAX. The solid
model of the fiber optic microlens is then established in SolidWorks 3D CAD2020 software.
Subsequently, the non-sequential component in ZEMAX is utilized to import the microlens
model, adjust its position, and nest it in the fiber optic end face to obtain the coupled model
diagram of the microlens fiber. The geometric image analysis function is employed to calculate
the coupling efficiency of the fiber, considering Fresnel reflection loss and optical polarization
generated at the air-fiber split interface during the calculation process.

Typical angles for tapered microlens range from 45◦ to 100◦. Microlens fibers with
different taper angles can be selected based on the type of laser chip and desired light output
performance. Taking the example of a 100◦ tapered microlens fiber, through simulation
and analysis in ZEMAX, the coupling efficiency between the semiconductor laser and the
tapered microlens fiber is determined to be 72.3%. Figure 1 displays the NSC solid model
diagram of the optical fiber and illustrates the effects of positional and rotational degree
errors on the fiber coupling efficiency. In Figure 1b, the mounting tolerances along the X
and Y axes for the tapered microlens fiber are small, while the mounting tolerance along
the Z-axis is relatively large. Figure 1c indicates that changes in the rotation angle of the
fiber around its own axis do not affect the coupling efficiency of the tapered microlens fiber.
This is primarily attributed to the circularly symmetric shape of the end face of the tapered
microlens fiber, causing the rotation of the fiber around its own axis to have no impact on
the light field pattern of the end face.
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Figure 1. (a) Diagram of the NSC solid model of a tapered microlens fiber; (b) effect of tapered fiber
position error on fiber coupling efficiency; and (c) effect of tapered fiber rotational degree error on
fiber coupling efficiency.

For wedge-shaped microlens fibers, the size of the wedge angle has a crucial effect on
the coupling efficiency of the fiber. We calculate the size of the wedge angle of the wedge
microlens fiber according to Snell’s law. Let the half wedge angle of the wedge lens be θx
and the vertical divergence angle of the semiconductor laser chip be θ⊥, then we have the
following relation:

θχ = θ⊥ + θ1 (1)

The following is known from Snell’s law:

n0 sin α = n1 sin β (2)

Where n0 is the refractive index of air; n1 is the refractive index of the fiber core.
From practical application, it is necessary to make the incident light parallel to the

z-axis direction, so that the following can be derived:

sin α = sin
(π

2
− θ1

)
= cos θ1 = n1 sin β = n1 sin

(π

2
− θx

)
= n1 cos θx (3)

27



Photonics 2024, 11, 108

Bringing Equation (1) into Equation (3) yields the following:

cos(θx − θ⊥) = n1 cos θx (4)

The relation between the half-wedge angle θx of the wedge microlens fiber and the
vertical divergence angle θ⊥ of the semiconductor laser is obtained after rationalization
and simplification:

θx = tan−1(
n1 − cos θ⊥

sin θ⊥
) (5)

The semiconductor laser chip utilized in this paper is known to have a vertical diver-
gence angle of 50◦, and the wedge angle of the wedge microlens fiber is determined to be
approximately 70◦ according to Equation (5). Figure 2 illustrates the impact of position
error and rotation error on fiber coupling efficiency for a 70◦ wedge microlens fiber. The
highest coupling efficiency for the wedge microlens fiber, obtained through the optimiza-
tion function of ZEMAX software, is recorded at 83.7%. In Figure 2b, the Y-axis tuning
tolerance of the wedge microlens fiber demonstrates a significant improvement, and the
Z-axis fiber coupling efficiency changes smoothly, while the X-axis tuning tolerance re-
mains relatively small. In Figure 2c, it is evident that the rotation angle error of the wedge
microlens fiber has a substantial impact on the coupling efficiency. This effect is attributed
to the significant structural differences between the wedge microlens in the transverse and
longitudinal axis directions. Any rotation introduces a mode-matching mismatch at the
fiber end face, resulting in a pronounced cliff-type decrease in coupling efficiency.
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Figure 2. (a) Diagram of the NSC solid model of a wedge-shaped microlens fiber; (b) effect of
wedge-shaped fiber position error on fiber coupling efficiency; and (c) effect of wedge-shaped fiber
rotational degree error on fiber coupling efficiency.

Combining the findings from the above research and discussions, it is observed that
the coupling efficiency is higher when compared with both the wedge microlens fiber and
the tapered microlens fiber. However, the tuning tolerance of the wedge fiber is relatively
small, especially when the fiber rotates around its own axis, leading to a significant impact
on the coupling efficiency. This limitation is not conducive to practical experiments and
tuning. On the other hand, although the tapered microlens fiber is not affected by the
rotation angle, its coupling efficiency is lower. In response to these considerations, this
paper proposes a new end-face structure called the slanted wedge microlens fiber, which is
designed by combining the advantages of wedge microlens and conical microlens.

The end face of a slanted wedge microlens fiber is conceptualized as a slant cut on top
of a wedge microlens, forming a small bevel to augment the numerical aperture of the fiber
and enhance its light-harvesting capability. Consequently, the large tangent angle on both
sides of the slanted, wedge-shaped microlens fiber is identical to the wedge angle of the
wedge-shaped microlens fiber, measuring 70◦. Utilizing the genetic algorithm optimization
function in computer software, the small tangent angle of the slanted, wedge-shaped
microlens fiber is optimized. Figure 3 illustrates the impact of changes in the small tangent
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angle on fiber coupling efficiency, with a fixed large tangent angle of 70◦ on both sides.
The optimization process reveals that the maximum fiber coupling efficiency occurs when
the small tangent angle is approximately 28◦. Through the multi-mode fiber coupling
simulation function of ZEMAX, it is determined that the coupling efficiency of the slanted,
wedge-shaped microlens fiber can reach 78.5% without coating at the end face, as analyzed
through geometric image analysis in Optic Studio.
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Figure 3. Fiber coupling efficiency versus small wedge angle of slanted wedge microlens fiber.

Figure 4 presents the NSC solid model diagram of the slanted wedge microlens fiber,
along with a plot depicting the impact of position error and rotation degree error on fiber
coupling efficiency. From Figure 4b, it is evident that the X-axis and Y-axis mounting toler-
ances of the optical fiber have been significantly enhanced, resulting in close adjustment
tolerances in both transverse and longitudinal directions. The adjustment tolerance in the
Z-axis direction is also improved compared to wedge microlens fibers, attributable to the
increased numerical aperture that enhances light harvesting capability. In Figure 4c, the
adjustment tolerance of the fiber in rotation around its own axis is improved compared
to that of the wedge microlens fiber. When compared to the tapered microlens fiber, the
adjustment tolerance between 0◦ and 40◦ is relatively large, and further improvement is
needed in the adjustment tolerance between 60◦ and 90◦.
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Figure 4. (a) Diagram of the NSC solid model of a slanted wedge microlens fiber; (b) effect of slanted
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3. Experiment
Optical System

Firstly, we performed the spatial fiber coupling experiments on the slanted, wedge-
shaped microlens fiber. Different small wedge angles of 105 µm and 200 µm of the slanted,
wedge-shaped microlens fiber (no permeability-enhancing film on the microlens surface) were
coupled to the semiconductor laser chip, respectively, and the large wedge angle on both sides
of the slanted, wedge-shaped microlens fiber is unchanged at 70◦, and the results are shown
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in Figure 5. It can be seen from the figure that the coupling efficiency is 31.2%, 34.6%, and
29.3% for the small wedge angle of 20◦, 30◦, and 40◦ for 105 µm core diameter, respectively,
and 51.2%, 52.5%, and 50.3% for the small wedge angle of 20◦, 30◦, and 40◦ for 200 µm core
diameter, respectively. It can be seen that the coupling efficiency is higher for 105 µm and
200 µm core diameters when the small wedge angle of the slanted wedge microlens fiber
is 30◦. The coupling efficiency of the fiber is greatly improved when the core diameter is
expanded from 105 µm to 200 µm, with 64.1%, 51.7%, and 71.7% improvement when the
small wedge angle of the slanted wedge microlens fiber is 20◦, 30◦, and 40◦, respectively. The
above data were measured at a current of 1.5 A and a voltage of 1.85 V. From the experimental
results, it is obvious that the 200 µm slanted wedge fiber with a small wedge angle of 30◦ has
more advantages in coupling with the semiconductor laser chip.
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Figure 5. Experimental results of fiber coupling with slanted, wedge-shaped microlens with different
small wedge angles of 105 µm and 200 µm.

Spatial fiber coupling experiments were performed using microlens fibers with wedge,
tapered, and slanted wedge end faces. Figure 6a shows the physical and SEM images of
the three microlens fibers. The coupling results of the three microlens fibers with a wedge
angle of 70◦, a taper angle of 80◦, and a small wedge angle of 30◦ were put together for
comparison, as shown in Figure 6b.
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For the fiber coupling experiments, a 200/220 type numerical aperture of 0.22, a small
wedge angle of 30◦ slanted, wedge-shaped microlens fiber, and a semiconductor laser chip
are enclosed in a metal tube housing. The experiments involve fixing the fiber at the end to
achieve maximum power, dispensing a fixed fiber, and finally sealing the setup to form
a chip-fiber coupling module. Following the coupling between the semiconductor laser
chip and the microlens fiber in the housing, the measured coupling efficiency exceeds 50%,
meeting the anticipated standard.
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Subsequently, after encapsulating the water-cooled module, the laser is assembled with
the circuit module. The water-cooled module and circuitry are enclosed in the designed
laser housing, secured with screws. Figure 7 illustrates the optical path of the gallium
antimonide semiconductor laser. The core part of the semiconductor laser chip is the
PN junction, which is dissected along the natural crystal surface to form two smooth
end surfaces known as solvation surfaces. These surfaces function as planar reflectors,
establishing a resonant cavity.
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Upon constructing the gallium antimonide semiconductor laser, a beam test is conducted
to verify the anticipated results. In the performance test experiments, the focusing lens has
a focal length of 500 mm. The beam quality analyzer is a CinCam product produced by
CINOGY, Göttingen, Germany. The power meter head is a Vega handheld power meter
manufactured by OPHIR, Israel, with the detector being a model 3A-P probe from the same
company capable of detecting a power range of 15 µW–3 W. Additionally, the spectrometer
used is a 771 series laser spectrum analyzer produced by British BRISTOL, featuring a spectral
resolution as high as 2 GHz, a wavelength accuracy of ±0.0001 nm, and an optical rejection
ratio exceeding 40 dB. The experimental test platform is completed by connecting the water
cooler, gallium antimonide semiconductor laser, focusing lens, beam quality analyzer (power
meter/spectrometer), and a laptop computer in the specified order.

4. Results and Discussion

Upon completing the construction of the platform, a comparison is made between the
performance of the laser after fiber coupling and the performance of the chip when the light
comes out directly. Figure 8 displays the PIV curves of the chip and the semiconductor laser.

In Figure 8a, the PIV plot of the chip reveals a threshold current of 0.3 A and a
maximum output power of approximately 345 mW. The calculated average slope efficiency
(W/A) for the chip, based on the measured data, is 0.17. It is observed that the power of
the chip is more stable near the current of 1.5 A.

Figure 8b depicts the PIV curve of the gallium antimonide semiconductor laser, show-
ing a threshold current of 0.2 A and a maximum output power of about 210 mW. The
calculated average slope efficiency (W/A) for the semiconductor laser, based on the mea-
sured data, is 0.09. Similar to the chip, the power of the semiconductor laser is more stable
in the vicinity of a current of 1.5 A.

A comparison with the chip test results reveals that the threshold current of the laser is
reduced, attributed to the improved cooling effect of water cooling from an external water
tank compared to natural convection cooling by air. This reduction in threshold current is a
result of the enhanced cooling efficiency. Additionally, the power of the laser is found to
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be diminished compared to the direct output power of the chip, owing to losses incurred
during the fiber coupling and transmission process.
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Figure 8. PIV curves of a chip and a semiconductor laser: (a) PIV curve of a semiconductor laser chip;
(b) PIV curve of a gallium antimonide semiconductor laser.

Figure 9a displays the spectra of a gallium antimonide semiconductor laser at a current
of 1.5 A. At this juncture, the primary wavelength of the semiconductor laser is observed
to be 1935 nm, and the spectrogram exhibits a dendritic spectral distribution with a line
width of approximately 15 nm. In Figure 9b, a comparison of spectrograms for gallium
antimonide semiconductor lasers at different operating currents is presented. The spectral
range of the semiconductor laser spans from 1910 nm to 1960 nm, with a gradual increase
in current. Simultaneously, it is evident that the semiconductor laser output beam, under
the influence of different currents, exhibits multiple longitudinal modes. This phenomenon
is attributed to the laser chip for the FP cavity structure, where the frequency selection is
not enough.

Photonics 2024, 11, x FOR PEER REVIEW 9 of 12 
 

 

  
(a) (b) 

Figure 9. (a) Spectrogram of gallium antimonide semiconductor laser; (b) normalized spectra of 
gallium antimonide semiconductor laser at different operating currents. 

The beam quality of the gallium antimonide semiconductor laser and the laser chip 
was subsequently tested using a beam quality analyzer produced by CINOGY. Figure 10 
displays the output beam spot images of the chip and the gallium antimonide semicon-
ductor laser at 1.5 A. In Figure 10a, the output beam spot of the chip is observed to be 
elliptical, with a relatively large spot length and width. The fast-axis and slow-axis diver-
gence angles of the semiconductor chip are calculated to be 50° and 30°, respectively. Fig-
ure 10b illustrates the output beam spot of the laser, which is circular with good overall 
symmetry and a Gaussian distribution featuring uniform intensity. The output beam spot 
of the laser is notably superior to that of the chip, indicating a significant improvement in 
beam quality. 

  
(a) (b) 

Figure 10. Output spot image: (a) output spot image of the chip; (b) output spot image of the gallium 
antimonide semiconductor laser. 

For semiconductor lasers, the beam quality factor M2 is ideally 1. In practice, the 
smaller the value, i.e., the closer to 1, the better the beam quality; conversely, the poorer 
the beam quality. Figure 11 shows the near-field spot images of a gallium antimonide 
semiconductor laser with an output from 100 mm to 500 mm at 1.5 A current measured 
using a beam quality analyzer, and the XY-axis spot size variation curve of the laser is 
obtained via data fitting. The output power of the laser is 128 mw at a current of 1.5 A. 

Figure 9. (a) Spectrogram of gallium antimonide semiconductor laser; (b) normalized spectra of
gallium antimonide semiconductor laser at different operating currents.

The beam quality of the gallium antimonide semiconductor laser and the laser chip
was subsequently tested using a beam quality analyzer produced by CINOGY. Figure 10
displays the output beam spot images of the chip and the gallium antimonide semiconduc-
tor laser at 1.5 A. In Figure 10a, the output beam spot of the chip is observed to be elliptical,
with a relatively large spot length and width. The fast-axis and slow-axis divergence
angles of the semiconductor chip are calculated to be 50◦ and 30◦, respectively. Figure 10b
illustrates the output beam spot of the laser, which is circular with good overall symmetry
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and a Gaussian distribution featuring uniform intensity. The output beam spot of the laser
is notably superior to that of the chip, indicating a significant improvement in beam quality.
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Figure 10. Output spot image: (a) output spot image of the chip; (b) output spot image of the gallium
antimonide semiconductor laser.

For semiconductor lasers, the beam quality factor M2 is ideally 1. In practice, the
smaller the value, i.e., the closer to 1, the better the beam quality; conversely, the poorer
the beam quality. Figure 11 shows the near-field spot images of a gallium antimonide
semiconductor laser with an output from 100 mm to 500 mm at 1.5 A current measured
using a beam quality analyzer, and the XY-axis spot size variation curve of the laser is
obtained via data fitting. The output power of the laser is 128 mw at a current of 1.5 A. The
beam quality factors in the XY direction are MX2 = 1.30 and MY2 = 1.42, and the divergence
angles of the laser in the fast and slow axes are 35◦and 28◦, respectively, which shows that
the beam quality of the semiconductor laser after fiber coupling has been greatly improved.
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Figure 12 shows the corresponding power stability curve of the gallium antimonide
semiconductor laser in the case of two hours of continuous output at a current of 1.5 A.
Tested at an ambient temperature of 20◦ and an ambient humidity of 40% (no condensa-
tion). According to the results, the RMS stability and peak-to-peak stability of the gallium
antimonide semiconductor laser can be calculated to be 0.39% and 2.17%, respectively.
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5. Conclusions

In this paper, we calculated the angle of 70◦ for the large tangent angle on both sides of
the slanted wedge microlens fiber according to Snell’s law, and in the spatial fiber coupling
of the slanted wedge microlens fiber, we found that the 200 µm slanted wedge fiber with a
small wedge angle of 30◦ has obvious advantages when coupling with a semiconductor
laser chip. We have used a 200/220 type optical fiber with a numerical aperture of 0.22 and
a small wedge angle of 30◦ to complete the fiber coupling with a semiconductor laser chip
in a metal tube housing. In this paper, we also completed the construction of a gallium
antimonide semiconductor laser and performed a performance analysis of the laser. During
the analysis of beam quality, we found that the diagonal wedge microlens fiber coupling
effectively improved the beam quality of the laser. Analyzing the output power of the laser,
we found that the threshold current of the semiconductor laser is 0.2 A and the maximum
output power is about 210 mW. The RMS stability and peak-to-peak stability of this laser
were 0.39% and 2.17%, respectively, under two hours of continuous output at 1.5 A current.
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Abstract: The combustion process is complex and harsh, and the supersonic combustion flow field is
also characterized by short duration and supersonic speed, which makes the real-time diagnostic
technology for the transient environment extremely demanding. It is of great significance to realize
high time-resolved accurate measurement of temperature, component concentration, and other para-
metric information of the combustion field to study the transient chemical reaction dynamics of the
combustion field. Femtosecond CARS spectroscopy can effectively avoid the collision effect between
particles in the measurement process and reduce the influence of the non-resonant background to
improve the measurement accuracy and realize the time-resolved measurement on a millisecond
scale. This paper introduces the development history of femtosecond CARS spectroscopy, points out
its advantages and disadvantages, and looks forward to the future development trend to carry out
high time-resolved measurements, establish a database of temperature changes in various complex
combustion fields, and provide support for the study of engine mechanisms.

Keywords: laser spectroscopy; coherent anti-Stokes Raman scattering; femtosecond single-pulse
CARS; femtosecond time-resolved CARS spectroscopy; temperature measurement

1. Introduction

Laser spectroscopy is the main non-contact method in high-temperature combustion
temperature measurement [1,2]. The most significant advantage of this approach is that
it neither interferes with the combustion field being measured nor is it affected by the
combustion flow field [3,4]. Currently, high-temperature turbulent flame temperature mea-
surements are conducted using infrared laser-absorption spectroscopy sensors [5,6], which
provide temperature measurements with response times on the order of microseconds to
milliseconds and a temperature measurement range of 400 K–3000 K. However, the limited
spatial resolution and low temporal resolution of this method have led to an increase in the
uncertainty in the high-temperature turbulent flame temperature measurements [7]. In ad-
dition, laser-induced fluorescence [8–10], laser-induced thermal grating spectroscopy [11],
and tunable diode laser absorption spectroscopy [12] can also be used, but these methods
also have limitations.

The femtosecond coherent anti-Stokes Raman scattering (CARS) spectroscopic tech-
nique has received much attention due to its non-interference characteristics, high accu-
racy [13], and high time resolution [14–16]. Although the CARS spectroscopic combustion
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field temperature measurement technique based on nanosecond laser sources is well estab-
lished and widely used [17–19], it is nevertheless subject to the zero point non-resonant
signal and collision effect due to the time scale of nanosecond, which in turn reduces the
measurement accuracy and sensitivity of CARS spectroscopy technology [20]. Further-
more, the repetition frequency of nanosecond lasers is typically in the range of 10–20 Hz,
which allows for only a few tens of temperature measurements per second. This limitation
makes it challenging to apply the technique to transient temperature measurements in
high-temperature and high-pressure turbulent combustion fields.

With the development of laser technology, ultrashort pulsed lasers have shown great
potential in scientific research and industrial applications. Compared with traditional
lasers, ultrashort pulsed lasers have pulse widths of femtoseconds or even attoseconds [21],
peak powers of more than GW, and good temporal and spatial coherence. These char-
acteristics make ultrashort pulsed lasers show unique advantages and broad prospects
in many fields. In material processing, the ultra-high peak power and transient heating
effect of ultrashort pulsed lasers can be used for precision micro–nano-manufacturing, and
new component preparation can also be realized through cold material processing [22].
In the biomedical field, the low thermal effect and high spatial resolution of ultrashort
pulsed lasers make them an effective tool for non-destructive biphotonic imaging and
precision surgery [23]. In addition, ultrashort pulsed lasers show unique technical advan-
tages and application prospects in high-precision probing, precision grating inscription,
and carrier dynamics [24,25]. Especially, in combustion temperature measurement, the
combination of CARS with femtosecond lasers enables the acquisition of thousands of
temperature measurements per second, thereby making it possible to carry out real-time
temperature measurements of transient combustion processes, such as the working cycle
of internal combustion engines and jet flames. In addition, some scholars have also stud-
ied the nanosecond and femtosecond hybrid CARS techniques and have achieved some
results [26–28].

Approximately 90 percent of the world’s energy supply today is generated by com-
bustion. In the combustion field, the temperature of the flame affects the pathway and
concentration of the chain reaction of various components in the field, and obtaining the
temperature information of the combustion field can provide a significant basis for im-
proving the efficiency of fuel combustion and the design of combustion devices. As a
technology that can achieve transient temperature diagnosis in complex combustion sce-
narios, femtosecond CARS technology is necessary to summarize and prospect the research
progress of this technology. In this paper, the research progress on applying femtosecond
CARS temperature measurement technology in various combustion fields is reviewed and
expected to provide a reference for the measurement method of high-temperature turbulent
flame temperature.

2. Ultrashort Pulse CARS Spectroscopy Temperature Measurement

Femtosecond CARS spectroscopic technology is a non-contact method for measuring
temperature based on the rotation spectrum of gas molecules without labeling or staining.
In 1965, Make and Terhune [29] used a ruby laser to emit light, which produced an excited
Raman signal as Stokes light in a benzene material. Together with the ruby laser as the
pump light, this converged in the sample under test with a specific phase match, and they
discovered a new four-wave mixed frequency signal, which they named CARS, and it
was first used for gas-phase concentration measurements by Regnier [30] in 1974. In 1975,
Moya [31] made the first temperature measurement using CARS signals of H2 molecules.
CARS spectra reflect the distribution of particles in a gas at various energy levels, and
information such as the temperature, concentration, and pressure of the gas can be obtained
using the spectra. Furthermore, femtosecond CARS [32] typically implies that the laser
pulse itself is shorter than the characteristic collision time scale of the objectives of the
test. Thereby, measurements are hardly affected by collisional-quenching effects, and
femtosecond CARS spectroscopy enables the direct measurement of turbulent combustion
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flames with time scales between 1 and 100 µs [33,34]. Ultrafast CARS was first used for
gas-phase temperature measurements by Lang et al. in 1999 [35].

Figure 1 illustrates the energy level transition in the CARS generation process. Pump
light and Stokes light reach the probe sample simultaneously, exciting the particle from
the ground state to the virtual state due to the pump light. Excited Raman scattering
occurs under the influence of Stokes light, causing the particle to transition from the
virtual state to the first excited state. In the presence of probe light, the particle transitions
from the first excited state to a higher virtual state and then returns to the ground state,
producing a CARS signal. According to the different detection targets, the appropriate
frequency, the excitation of the corresponding Raman vibration, the CARS signal light, and
the three beams of incident light frequency are used to meet the following relationship:
ω4 =ω1 − ω2 +ω3.
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In addition to the aforementioned energy conservation, momentum conservation is
also satisfied, expressed as k4 = k1 − k2 + k3, where k1, k2, k3, and k4 are the wave vectors
corresponding to the pump light, Stokes light, probe light, and CARS signals, respectively.
In 1978, Eckbreth [36] proposed the well-known BOX-CARS phase matching technique with
Shirley et al. Subsequently, Shirley et al. [37–39] enhanced the BOX-CARS phase matching
technique and proposed the folded BOX-CARS technique, as illustrated in Figure 2. This
method of phase matching allows the CARS signal to be separated from the direction of
the incident light in three-dimensional space, effectively preventing the incident light from
interfering with the CARS signal measurement and further improving the spatial resolution
of the CARS technique.
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In recent years, with the rapid development of femtosecond laser technology and the
maturity of high-power femtosecond laser products, people have gradually paid more and
more attention to the study of femtosecond CARS spectroscopic temperature measurement
technology [40–46], which has been applied in complex combustion environments, such
as restricted spaces [47], turbulent flames [3], and other scenarios. After obtaining CARS
spectra, the time and frequency domain expressions of the CARS signal intensity and the
frequency domain electric field model can be simulated using MATLAB R2018a software,
and the characteristics of the CPP-fs-CARS spectrum can be simulated and analyzed by
debugging the specific parameter values in the equations to adjust the degree of chirp,
resonance/non-resonance ratio, spot size, etc., and to build up the best theoretical model
at room temperature. After determining the specific values of other parameters, it is only
necessary to change to different temperatures in the theoretical spectra to build a library of
theoretical models of CARS spectra at various temperatures. The experimentally collected
spectrograms at high temperatures are compared with the established optimal theoretical
spectrograms at different temperatures to extract the high-temperature flame temperature.
The femtosecond CARS spectroscopic thermometry technique includes three variants of
the techniques in experiments, namely, time-resolved femtosecond CARS spectroscopic
thermometry, chirped probe pulse femtosecond CARS spectroscopic thermometry, and
hybrid femtosecond/picosecond CARS spectroscopic thermometry. These are described in
the following sections.

2.1. Femtosecond Time-Resolved CARS Spectroscopy

In CARS spectroscopy, in addition to the CARS signal, various background noises,
such as scattered light, autofluorescence of the sample, and non-resonant signals, are
also detected. Among them, the non-resonant background noise comes from the non-
resonant part of the third-order nonlinear polarization rate [48]. Since the wavelength of
the non-resonant background noise is very close to that of the CARS signal, it is difficult
to eliminate it by filtering methods, and these noises affect the spectral resolution and
detection sensitivity of CARS spectra. Therefore, several methods have been proposed to
suppress the non-resonant background noise, such as the polarization-sensitive detection
method [49], the back detection method [50], the phase shaping method [51], and the
time-resolved method [52–54]. The time-resolved CARS (T-CARS) method can eliminate
the non-resonant background noise by taking advantage of the different dephasing times
of the resonant signal and the non-resonant background noise [55].

Femtosecond CARS is mainly based on the decay of Raman coherence after initial
excitation of the pump and Stokes pulses to temperature measurements [56–60]. The
reason for the Raman coherence decay is that the individual Raman transitions are slightly
different in oscillation frequency and no longer interfere constructively [61,62]. Because of
the number of Raman transitions with significant population increases with temperature,
temperature measurements can be carried out this way. Time-resolved CARS spectroscopy
is based on the conventional CARS spectroscopic temperature measurement technique, with
the addition of a high-precision linear stage, using the frequency difference between the
pump pulse and the Stokes pulse to stimulate the Raman mode of the sample and detecting
it with the probe light. By continuously varying the time the probe light reaches the sample
to be measured, it is possible to obtain a series of CARS spectra on the femtosecond time
scale. This allows the time-resolved CARS signal to be recorded, which provides insight
into the trend of signal intensity over time, and this time-dependent signal strength can be
fitted by building a theoretical model to obtain the temperature information of the target
sample. A typical experimental setup is shown in Figure 3, and Table 1 demonstrates the
research progress of time-resolved CARS thermometry in recent years.
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Table 1. Research progress of time-resolved CARS temperature measurement technology.

Researcher Year Target Molecules Application Temperature/K Accuracy Precision

Motzkus [35] 1999 H2 Sealed-off quartz cell 300–1100 / /
Lucht [59] 2008 H2 Hencken burner 1500–2500 1.6–2.7% 2–3.3%
Lucht [64] 2009 H2 Hencken burner 300–2400 1–6% 1.5–3%

Xia [63] 2012 N2 Methane/O2/N2 flame 300–1325 / /
Song [65] 2024 N2 Swirl burner 850–2000 / ~3.7%

The idea of using femtosecond time-resolved CARS to measure combustion field tem-
peratures was first proposed and demonstrated to be feasible in 1999 by Motzkus et al. [35]
at the Max-Planck-Gesellschaft. Then, they also achieved temperature measurements
from 300 K to 1100 K by time-resolved spectroscopy of H2 with a measurement error of
30 K [58,66]. They also measured the time-resolved spectra of signal changes at different
pressures [67].

In 2006, Lucht et al. [62] at Purdue University obtained CARS signals for gas samples
using probe pulses with different delay times and measured a heated gas cell in the
temperature range of 300 K–940 K. In 2008, they extended the temperature range to within
1500 K to 2500 K [59] with an accuracy of ±40 K and a precision of ±50 K. In 2009,
they used time-resolved spectroscopy followed by Fourier transformation to improve the
accuracy and precision of temperature measurement from 300 K–2400 K to 1–6% and
1.5–3%, respectively [64].

In 2012, our team [63] conducted a study to measure the temperature of a methane/O2/
N2 premixed flame at atmospheric pressure using the femtosecond CARS technique. A
40 fs laser pulse was employed to excite the rotational spectrum of N2, with the CARS
signal being measured within a few picoseconds of the initial coherent excitation. The
flame temperatures were measured at 300 K–1325 K. The results were in good agreement
with theoretical calculations and exhibited good repeatability.

However, femtosecond time-resolved CARS has some inherent drawbacks. Firstly,
the traditional time-resolved CARS spectroscopy system is complex and expensive [68,69],
and secondly, the measurement process needs to take points several times, which makes
the technique unable to achieve the measurement of transient processes. Furthermore, for
samples containing multiple components to be measured, the center wavelength of the
laser needs to be changed continuously to obtain the CARS spectral information of each
component in the sample, which is not conducive to practical applications [70–72]. Due
to these limitations, this technique has not been studied much in temperature measure-
ment, while femtosecond single-pulse CARS thermometry has received attention, which
mainly includes femtosecond/picosecond hybrid CARS spectroscopy and chirped probe
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pulse femtosecond CARS spectroscopy, which allows for transient measurements of the
combustion field with a high time resolution.

It is worth noting that there are also scholars who are looking for some solutions to the
above shortcomings. In 2024, Song [65] introduced additional probe pulses into the conven-
tional time-resolved CARS system [52], and the dual-probe scheme allows for obtaining
more spectral information in a single measurement [9,73]. In this dual-probe scheme, the
pump pulse and the Stokes pulse interact with the N2 molecule simultaneously, while
the two probe pulses are positively delayed by 3.44 ps and 2.88 ps, respectively, and the
temperature of the system can be determined by comparing the intensity ratios of the dif-
ferent CARS signals generated. Thus, the stepwise scan on the relaxation of the vibrational
coherence is no longer required when performing temperature measurements. Two probe
beams of different wavelengths will produce two CARS signals of different wavelengths
that can be distinguished in the same spectrum so that single-shot measurement can be
realized in principle [66]. However, at present, the method only has good precision and
accuracy in monitoring flame temperatures below 2000 K. This is mainly due to the large
fluctuations in CARS intensity above 2000 K, which can directly affect the measurement
accuracy. Overall, this method is a potential candidate for accurate monitoring of real-time
temperatures in turbulent combustion.

2.2. Femtosecond Single-Pulse CARS Technology

Typical femtosecond laser spectra have a spectral width of about a few tens of nanome-
ters (about 200 cm−1). When the incident pump light and Stokes light are both broad
spectrum femtosecond pulses, some frequencies in the pump pulse may meet the same
frequency difference with several frequencies in the Stokes pulse, and multiple pairs of
Raman transitions at the same frequency can be excited at the same time. At the same
time, the fixed-frequency component of the pump light may also meet the requirement of
coherent excitation with many different frequencies in the broad spectrum of Stokes and
can scan Stokes light frequencies without adjusting the time delay to realize the coherent
excitation of Raman transitions of molecules at different vibrational/rotational energy
levels, which is the femtosecond single-pulse CARS thermometry technology. Femtosecond
single-pulse CARS techniques can be classified into two categories: chirped probe pulse
CARS, which uses a short chirped pulse as the excitation source, and hybrid femtosec-
ond/picosecond CARS, which uses femtosecond main pulses and picosecond pulses. These
two schemes enable high time resolution temperature measurements and overcome the
technical constraints of conventional CARS systems. They are powerful tools for studying
combustion dynamics.

2.2.1. Femtosecond Chirped Probe Pulse CARS

Femtosecond chirped probe pulse CARS (CPP-fs-CARS) is a novel single-pulse CARS
spectrometry technology. Based on the common femtosecond CARS, CPP-fs-CARS utilizes
two synchronously locked femtosecond lasers. One laser generates the main pulse with
stable intensity, while the other generates a short chirped probe pulse. The chirped pulses
are synchronized in time with the main pulse, and the time domain stretching and frequency
domain chirping of the probe pulse are achieved by adding dispersive media to the probe
optical path, which stretches the probe pulse width from femtoseconds to picoseconds
while the different frequency components are separated on the time axis. The Raman
coherent wave packet, driven by a single femtosecond pump pulse, interacts with different
frequency components of the probe pulse at different times, resulting in the corresponding
CARS response in the frequency domain. Unlike conventional time-resolved CARS, which
uses delay line scanning, CPP-fs-CARS uses a single pulse to directly acquire time series
data, greatly simplifying the system. Figure 4 shows a typical experimental setup.
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The CPP-fs-CARS technique was initially proposed in 2002 by Lang and Motzkus
et al. at the Max-Planck-Gesellschaft [75]. In their experiments, they introduced chirp using
6 cm SF-10 glass rods, which broadened the 100 fs probe pulse to 500 fs. The CARS signal
also had a chirp effect, enabling the mapping of the time curve to the frequency domain.
The results indicate that the transient shape agrees well with multiple measurements in
the region where the delay time exceeds the duration of the modulated pulse, with a small
phase shift. By applying this technique to a single temperature measurement of H2, a
temperature measurement range of 300 K to 1100 K was achieved with an error of 30 K,
which is consistent with the theoretical fit. Table 2 demonstrates the research progress of
CPP-fs-CARS thermometry in recent years.

Table 2. Research progress of CPP-fs-CARS temperature measurement technology.

Researcher Year Target Molecules Application Temperature/K Accuracy Precision

Lang [75] 2002 H2 Combustion cells 300–1100 ~2.7% /
Roy [64] 2009 N2 Near-adiabatic flame 300–2400 1–6% 1.5–3%

Lucht [76] 2011 N2 Hencken burner 1790–1940 ~2% 5%

Lucht [77] 2016 N2
Dual-swirl gas turbine model

combustor 300–2200 ±3% ±2%

Lucht [78] 2017 N2 Hencken burner 295–2295 2.7% ±3.5%
Thomas [79] 2019 N2 Turbulent spray flames 2512 2.8% ±3.4%

Lucht [13] 2021 CO2/N2 Hencken burner 295–1420 N2: 1.1–8.9%
CO2: 0.6–5.3%

1.6% (>1200 K)
1.1–1.4% (<1200 K)

Chang [14] 2023 H2 High-pressure rocket chamber 2000–3000 / /

Roy and Lucht at Purdue University have carried out extensive thermometry work
using CPP-fs-CARS. In 2009, they determined the temperature from fitting a single spec-
trum of the CARS signal by varying the delay time of the probe pulse for the pumping
and Stokes excitation (~2 ps) [64]. The accuracy and precision of the method were 1–6%
and 1.5–3% in the temperature range of 300 K–2400 K, respectively. A single temperature
measurement of gas-phase N2 was achieved for the first time at a rate of 1 kHz by fitting the
experimental results to the theoretical calculations by the least-squares method. Compared
to H2, N2 is more suitable for temperature measurement of combustion gas streams. This
work thus extends the application of the technique with the promise of application to
transient and turbulent systems but has not yet applied it to actual combustion fluids and
has only validated it under ideal conditions.

To validate the technique in a practical situation, in 2011, Lucht and Richardson [76]
performed 1000 Hz temperature measurements on a flame driven by a piston and a turbu-
lent methane air flame. A theoretical model of CPP-fs-CARS considering the parameters of
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the pump pulse, the Stokes pulse, and the probe pulse led to the development of resonant
and non-resonant polarization contributions. The standard deviation of the technique in
gas cells and laminar flames is less than 2% of the mean temperature. Periodic fluctuations
of 10 Hz were accurately captured in piston-driven flames, validating the ability of the tech-
nique to detect transient phenomena. Then, they discussed suppressing the non-resonant
background by polarization techniques for CPP-fs-CARS measurements [80], providing a
methodology for the further development of high-fidelity CPP-fs-CARS models.

The vibrational modes of methane are easier to detect because the methane scattering
cross-section is eight times larger than the scattering cross-section of N2 [81]. In 2014, Dennis
modified the objective function of the spectral fitting algorithm to calculate the energy
levels of N2 on top of Richardson’s work so that the temperatures of N2 and methane could
be fitted simultaneously. Subsequently, Dennis used the modified code to perform 5 kHz
femtosecond CARS temperature measurements in an out-of-core jet diffusion flame [82], a
swirl-stabilized combustor [83], and a gas turbine model combustor [84], respectively.

Another validation was carried out in 2016 by Dennis and Lucht [77] in a more
practically relevant high-temperature turbulent flame. Measurements were made at
73 points within the gas turbine model combustion in different steady-state environments,
and a CARS signal sufficient for analysis was obtained for almost every laser hit. The
spatial resolution of the single-laser temperature measurements was about 600 µm, the pre-
cision was about ±2%, the accuracy was about ±3%, and the dynamic range was sufficient
for temperature measurements from 300 K to 2200 K. Lucht subsequently improved the
spectral fitting method based on the statistical method of maximum likelihood to achieve a
temperature accuracy and precision of 2.7% and ±3.5% for flame temperature and 9.9% and
±6.1% at room temperature [78] and devised a scientific method to evaluate the system’s
performance. Results from multiple sets of laser parameters are combined to generate an
error-weighted temperature from the top-performing calibrations. This method provides a
basis for the further application of the technique to actual spray combustion processes.

Thomas at Purdue University and Lowe at the University of Sydney also measured
temperature in turbulent spray flames using the CPP-fs-CARS technique with a repetition
rate of 5 kHz. In 2019, they performed temperature measurements in spray turbulent
flames with ethanol droplets of varying concentrations, achieving an integration time of
3 ps and a spatial resolution of ~800 µm along the direction of beam propagation and
lateral dimensions of ~60 µm of the spatial resolution [79]. The accuracy of the technique
was verified with a relative accuracy and precision of 2.8% and ±3.4%, respectively, at
peak flame temperatures of up to 2512 K. The results show the accuracy of the technique.
The spray flame data were processed to obtain the average axial and radial temperature
distributions in both the dilute and dense spray flames. The observed temperature range
was between 1000 K and 2000 K, as shown in Figure 5.

They then went on to measure the temperature fields of ethanol and acetone spray
flames separately using this technique [85]. Flames with different spray densities were
obtained by varying the nozzle recession length (0 mm–80 mm), as shown in Figure 6,
where the nozzle recession length significantly affects the flame structure at x/D > 10.
Temperature probability density function analysis showed that the dense spray inhibited
the inhalation of hot flying bodies into the spray envelope, reducing the vaporization and
combustion speed rates. With a temperature measurement range of about 300 K–2500 K
and a temperature measurement accuracy of ±2%, this method was used to measure, for
the first time, the transient temperature fields of ethanol and acetone spray flames under
different spray density conditions using a high-speed CPP-fs-CARS.

With the increase in carbon-containing fuels, researchers gradually began CARS tem-
perature measurements using carbon dioxide (CO2) as a probe molecule. Lucht developed
the phenomenological model of CO2/O2 femtosecond CARS in 2021 [13]. Validation ex-
periments in different CO2/O2 gas mixtures demonstrated that O2 interference could be
eliminated at a probe pulse delay of approximately 9 ps. Flame temperature tests were
conducted on a Hencken burner, and the results showed that CO2 femtosecond CARS can
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accurately measure temperatures under 1200 K, with up to 1% accuracy under 1100 K.
Additionally, precise measurements can be obtained with a single set of laser parameters
by increasing the probe pulse delay of the CO2 femtosecond CARS. The CO2 femtosec-
ond CARS technique offers several advantages. Firstly, it is not affected by interference
from O2 and non-resonant backgrounds. Secondly, it is more sensitive to flames at lower
temperatures (<1000 K).
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Lucht and Chang [14] recently demonstrated hydrogen CPP-fs-CARS temperature
measurements in a high-pressure model rocket motor combustion chamber. For the
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Hencken burner flame, time-averaged spectra were taken at 144 Hz for an improved
SNR. Around 2000 spectra were averaged and fit using the fitting algorithm. Figure 7
below shows an excellent fit between the experimental and theoretical spectra. They also
acquired CPP-fs-CARS spectra along the axial direction of the combustion chamber under
gaseous H2/O2 fuel conditions at pressures of up to 7 MPa and an equivalence ratio of 3.0.
This was the first time that the CPP-fs-CARS technique was applied to high-pressure rocket
motor experiments that yielded transient temperature field information with a high time
resolution, demonstrating the feasibility of using this technique to measure high-pressure
rocket motor temperatures.
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Figure 7. H2 CPP-fs-CARS spectra in a Hencken burner flame with theoretical fit at an adiabatic flame
temperature of 2129 K and 0.1 MPa (1 atm), where the blue lines represent the residuals, meaning the
difference between the actual observations and the model predictions [14].

The chirped pulses in the CPP-fs-CARS technique are obtained based on the dispersion
effect extension, and the spectrum of the signal produced by this method has the inherent
limitation of a low resolution. In addition, their complex spectra increase the difficulty of
the fitting process. To overcome this limitation, the researchers proposed a hybrid fem-
tosecond/picosecond CARS technique using a pulse shaper to generate narrow linewidth
picosecond probe pulses. By independently controlling the time domain and frequency
domain parameters of the probe pulse, this method realizes the organic combination of the
high temporal resolution and high spectral resolution, which compensates for the inherent
limitations of CPP-fs-CARS and further extends the application range of the single-pulse
CARS technique.

2.2.2. Hybrid Femtosecond/Picosecond CARS Spectroscopy for Temperature Measurement

The hybrid femtosecond/picosecond (fs/ps) CARS technique employs a pulse shaper
to generate picosecond probe pulses with narrower linewidths in the frequency domain,
which have a significantly higher spectral resolution than chirped pulses obtained using
dispersion effect expansion [86,87]. As a result, the hybrid fs/ps CARS system can mea-
sure purely rotationally dynamic CARS processes, whereas the broadband CPP-fs-CARS
system struggles to achieve the same level of high-precision rotational spectral detection.
In addition, each peak in the hybrid fs/ps CARS spectra directly corresponds to a specific
rotational Raman jump, which more intuitively reflects the rotational temperature infor-
mation. Compared with CPP-fs-CARS, which requires complex iterations to fit the entire
spectral curve, the hybrid fs/ps CARS spectra are simpler to fit and less computationally
intensive [88]. It can be seen that the high spectrally resolved probe pulses generated by
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pulse shaping are the keys to achieving high temporal and spectral resolutions in hybrid
fs/ps CARS. This novel single-pulse excitation strategy refines the advantages of the fem-
tosecond CARS spectroscopy technique in terms of accuracy and ease of use, and a typical
experimental setup is shown in Figure 8.
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Figure 8. Hybrid femtosecond/picosecond CARS experimental setup [89]. OPA: optic paramet-
ric amplifier; BS1-2: beam splitter; L1-2: lens; M16: mirror; TDL1-2: tunable delay line; G1-2:
diffraction grating; P1-2: prism; CL1-2: compensation lens; EMCCD: electron-multiplying charged
coupled device.

Hybrid fs/ps CARS technology is also divided into two main categories, namely,
purely vibrational hybrid fs/ps CARS and purely rotational hybrid fs/ps CARS. Purely
vibrational hybrid fs/ps CARS technology uses femtosecond pump pulses and picosecond
probe pulses of similar center wavelengths to excite vibrational excitations of the gas,
generating the corresponding vibrational CARS signals. Unlike conventional CARS systems
that scan the laser wavelength, a full spectrum of vibrational radiation can be obtained
by independently controlling the parameters of the femtosecond and picosecond laser
pulses. In particular, adjusting the time delay of the picosecond probe pulse controls
the temporal resolution of the CARS process, and varying the relative intensity of the
picosecond pulse controls the suppression of the non-resonant background. Vibrational
CARS spectral thermometry shows good accuracy in the temperature range above 1000 K.
Pure rotation hybrid fs/ps CARS, on the other hand, uses femtosecond and picosecond
pulses with large wavelength differences to excite different rotational transitions, and this
technique can distinguish the transitions between different rotational quantum numbers
and provide high-resolution rotational Raman spectra, thus accurately measuring the
rotational temperature of the gas, which shows high sensitivity at lower temperatures.

Hybrid fs/ps CARS spectroscopy was proposed by Prince and Chakraborty et al. [90]
in 2006. Extensive research in hybrid fs/ps CARS temperature measurement has been
performed by Miller and Meyer. In 2010, they performed high-speed temperature mea-
surements in a high-temperature gas-phase system [91]. Using a 100 fs broadband pump
and Stokes light to excite the vibrational energy levels of N2, the Raman resonance re-
sponse was probed with a frequency-narrowed 2.5 ps probe pulse (delayed by 2.36 ps
from the pump and Stokes pulses), which reduced the non-resonant background by two
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orders of magnitude. Experimentally obtained spectra were performed in steady-state
and pulsating H2–air flames at a rate of 500 Hz, exhibiting a temperature precision of
2.2 percent and an accuracy of 3.3 percent at 2400 K, enabling fast and precise measure-
ments of high-temperature gas-phase temperatures. Table 3 demonstrates the research
progress of hybrid femtosecond/picosecond CARS thermometry in recent years.

Table 3. Research progress of hybrid femtosecond/picosecond CARS temperature measurement
technology.

Researcher Year Target Molecules Application Temperature/K Accuracy Precision

Miller [91] 2010 N2 Unsteady high-temperature flames 2400 ~3.3% 2.2%
Miller [92] 2011 N2 The time delay is 13.5 ps to 30 ps 306–700 / 1%

Miller [73] 2014 O2/H2/N2
Adiabatic

H2–air Hencken burner flame 298–2300 / RCARS: 5%
VCARS: 2%

Kearney [41] 2015 N2
Near-adiabatic H2/air flames

Premixed C2H4/air flames
H2: 1550

C2H4: 1660 / 1–1.5%

Escofet-Martin [93] 2020 N2 Pressure (0.9–1.1 bar) 280–310 0.62% 0.42%
Li [89] 2020 N2 Hencken burner 2110 1.2% /

Kim [94] 2023 C2H4 Supersonic combustion facility 2294 / /

Miller then used the same broadband pump and Stokes pulses to excite the molecular
rotational energy levels. Raman coherence was then probed using a frequency-narrowed
8.4 ps probe pulse after a 13.5 ps time delay to eliminate non-resonant background inter-
ference [92]. The technique enables the direct measurement of the collisional out-of-phase
rate for each rotational energy level (J-value) within the range of 13.5 ps–100 ps. The
results demonstrate that the temperature measurement error is less than 1% at atmospheric
pressure when the probe pulse delay is less than 30 ps, indicating no collisional effect.
Frequency and time domain model calculations demonstrate that, under current conditions,
the fs/ps CARS achieves a best-fit temperature accuracy of up to 1% within the range of
306 K–700 K at a 13.5 ps time delay, as demonstrated in Figure 9. This method allows for
fast and accurate gas temperature measurements.

In 2014, Meyer [73] developed a dual-pump hybrid fs/ps CARS system capable of
exciting both rotation–vibrational and pure rotation transitions of multiple molecules
simultaneously. The technique utilizes two beams of 100 fs femtosecond pump pulses at
660 nm and 798 nm to simultaneously excite N2/CH4 vibrational and N2/O2/H2 rotational
Raman coherence. A common beam of 798 nm femtosecond Stokes pulse is used, with a
narrow-band 798 nm picosecond probe pulse detecting all the Raman resonance responses
after a certain time delay to suppress non-resonant background and collisional effects. The
system achieves quantitative detection of four key combustion species, namely, N2, O2,
CH4, and H2, as well as accurate temperature measurement over a wide temperature range
from 298 K to 2300 K through broadband excitation and multiplexing of multiple molecular
transitions, and the temperature measurements were precise, with an accuracy of within
2% of the theoretical predictions for equilibrium.

In 2015, Kearney [41] employed second harmonic bandwidth compression (SHBC) to
produce high-energy sub-10 ps probe pulses for collision-free and non-resonant background
measurements at kilohertz rates. For a peak SNR of more than 60, attained for temperatures
of up to T = 1660 K in the C2H4/air flame of the McKenna burn-errand T = 1550 K in the
near-adiabatic H2/air flame stabilized on the Hencken burner, temperature-measurement
precision is 1–1.5%, which is a factor of 3–4 better than the best nanosecond rotational CARS
measurements [95,96] at atmospheric pressure. This temperature measurement precision is
comparable to the best results measured using femtosecond vibrational CARS schemes at
flame temperatures above 2000 K [74,92] and meets or exceeds the accuracy shown using
rotating fs/ps CARS in low-temperature environments in air [97] and pure N2 [98,99].

To predict and interpret the effect of spectrally significant modulation of the probe
pulses on the hybrid fs/ps pure rotation CARS results, Yang of the Chinese Academy
of Engineering Physics and Escofet-Martin at the University of Edinburgh [100] used a
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home-built SHBC in 2017 to generate picosecond pulses with different spectrally significant
modulations. The simulation results with the standard model and modified model are
shown in Figure 10. For the fitting of every probe delay, the residuals with the chirped
model are smaller than those with the original model. However, the probe pulse chirp
affects the sum of the absolute residuals, and it takes a certain amount of temperature bias
to match the valley values of non-chirp summations of absolute residuals.
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In 2020, Escofet-Martin [93] introduced another novel dual-detection one-dimensional
fs/ps hybrid rotation CARS spectroscopy technique for simultaneous single-shot tem-
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perature, pressure, and O2/N2 concentration ratio measurements in the gas phase. The
technique was used to extract the time and frequency domain information simultaneously
and to make accurate and precise pressure measurements based on the strong correlation
between the CARS signal and the pressure in the time domain and temperature mea-
surements in the frequency domain. Highly accurate (<1%) pressure measurements in
the pressure range of 1 bar–1.5 bar and the temperature range of 280 K–310 K, with spa-
tiotemporal accuracies of 0.62% for temperature and 0.42% for pressure and the ability to
characterize pressure gradient variations of 0.04 bar/mm, were achieved, demonstrating
the promise of the novel technique for application in high-pressure, high-temperature, and
high-concentration gradient settings.

In the same year, Li [89] at Tsinghua University proposed a hybrid fs/ps CARS
thermometry method using an optimized 10 ps-35 ps probe time delay. The optimal time
delay, corresponding to the maximum value of the differential at each temperature, was
found by calculating the differential of the spectra at neighboring temperatures. The CARS
spectrum exhibits another distinct peak when using the optimal time delay. This facilitates
the fitting process and avoids temperature errors caused by a slight drift in the probe center
wave number. The ability to maximize temperature sensitivity in the range of 300 K to
2500 K shows great potential in applications requiring high sensitivity. Then, they proposed
a quasi-common-path SHBC method [101] to achieve spectral filtering and introduce linear
dispersion through the same 4f shape filter. This method resulted in a high-energy narrow-
band picosecond pulse with a center wavelength of 401.5 nm, a bandwidth of about
7 cm−1, and a pulse energy of 240 µJ from a 35 fs broadband pulse. The given pulse
served as a probe pulse for a hybrid fs/ps vibrating CARS system. This system allowed
for single-pulse temperature measurements of methane/air flames at a rate of 1000 frames
per second. The temperature uncertainty of the single-pulse measurements was less than
1%, with an accuracy of 2% at the optimal probe pulse delay time for a 1790 K flame. The
method demonstrates excellent accuracy and sensitivity in harsh environments where fast
temperature measurements are required.

CARS has been extensively used in harsh combustion environments, such as high-
pressure gas turbines and rocket combustors [102–106]. In 2023, Dedic [94] used the fs/ps
CARS technique to measure the temperature inside the University of Virginia Supersonic
Combustion Facility (UVASCF) [107,108]. Previous CARS measurements in the UVASCF
have used nanosecond laser excitation [109,110]. The UVASCF requires multiple viewports
in the combustion chamber wall for spectral measurements using laser light. However, the
interaction of the femtosecond laser with these glass windows produces a supercontinuum
spectrum that affects the measurement accuracy. It reduced the generation of supercontin-
uum spectra by controlling the energy density of the femtosecond laser on the windows.
Additionally, the optical path was optimized to improve the laser’s focusing quality at the
measurement point, resulting in a CARS signal of sufficient intensity. The CARS system’s
performance was tested in an H2/air flame, and the results indicate that the simulated
spectra are in good agreement with the single experiment spectra at 2300 K. This provides
a foundation for subsequent studies of the combustion state of a dual-mode ram engine in
this high-speed airflow test bed.

3. Conclusions

Femtosecond CARS spectroscopy techniques play an increasingly important role in
non-contact optical temperature measurement. These techniques offer ultra-high temporal
resolution for studying transient processes and non-equilibrium temperature measure-
ments. Femtosecond CARS spectroscopy is also useful for Raman spectroscopy mea-
surements at low wave numbers, providing information on rotational and low-frequency
vibrational modes. Future developments aim to enhance spatial and temporal resolution,
improve the precision and accuracy of temperature measurements, and achieve three-
dimensional scanning imaging. Progress is expected in probe development, expanding
measurement range, and system integration. Collaboration between researchers and indus-
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tries is crucial for establishing a non-contact temperature measurement platform, which
will provide more accurate technical support for complex high-temperature turbulent
combustion field temperature measurements.
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Abstract: Line-shaped beam-based Doppler distance sensors enable 3D shape measurements of
rotating objects, for instance for working lathe monitoring with a simultaneous, multipoint velocity,
and distance measurement. The velocity and distance estimations are fundamentally referred to
the interference fringe spacing of the sensors. In this case, the fringe spacing variation-caused
measurement error is significant; however, a complete, accurate model of the fringe geometry
distribution for the line-shaped fringe volume is still missing and required to identify and minimize
the error. Therefore, this work presents a high-accuracy 3D model for the fringe spacing evaluation
of the sensors with experimental investigations. The model is derived from the phase expression
of Gaussian beams introducing extension ratio, and can be universally applied to describe fringe
geometry distribution throughout the intersection volume of spherical and line-shaped beams. With
an experimental setup of a laser Doppler sensor, a full-field fringe spacing estimation using a high-
resolution matrix camera is performed with dual-wavelength beams. The numerical modeling and
experimental results show an average relative difference below 0.6%.

Keywords: interferometry; fringe geometry; 3D modeling; beam shaping; laser Doppler

1. Introduction

The simultaneous optical in-process measurement of the velocity and distance of
moving objects is a significant task in diverse applications, such as moving rough surfaces
and tracer particles’ monitoring for workpiece shape measurements in turning lathes and
flow phenomena detections of microfluidics. For this purpose, a novel laser Doppler dis-
tance sensor is developed [1–3]. Compared to conventional optical distance measurement
techniques [4–11], it offers the advantage of simultaneous axial distance and lateral velocity
measurement based on two interference fringe systems by superimposing dual-wavelength
Gaussian beams. In this sensor, the velocity and distance are respectively determined from
the Doppler frequency and phase difference of the speckle signals generated by optically
rough surfaces or particles passing through the fringe systems. The Doppler frequency and
phase difference of the speckle signals are fundamentally referred to the fringe spacing [12].
Therefore, in order to obtain an accurate measurement, a significant step is to achieve
accurate, full-field fringe spacing distribution in the intersection volume.

With the birth of lasers [13,14], the laser beam with a Gaussian intensity profile
is perhaps the most important one, which is often called the Gaussian beam and the
fundamental mode as compared to the higher order modes [15]. The Gaussian beam is
widely used in the research and application of laser devices [16,17], optical processing,
and measurement [18,19]. The Gaussian intensity profile of the beams is determined by
diffraction effects. Historically, the modes were approximated by wave beams, and the
concept of electromagnetic wave beams was introduced by investigating the properties of
sequences of lenses for the transmission of electromagnetic waves. The resonant properties
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of Gaussian beams in the resonator structure, the propagation characteristics in free space,
and the behaviors as they interact with diverse optical systems have been investigated since
the 1960s [15]. As limitations of the early research, the investigations of Gaussian beams
mainly focused on the passage of paraxial rays through optical elements, the wave nature of
the beams, and diffraction effects. With the development of laser measurement techniques,
the study of Gaussian beams needs to be combined with practical applications. Especially
for the dual-beam laser Doppler sensing, the influence of the properties of Gaussian beams
on the interference field urgently needs to be investigated and quantified for improving
measurement accuracy.

In dual Gaussian beam interference, the effect of beam nature on the variation of fringe
spacing in the intersection volume is significant due to its potential impact on the applica-
tions. In the initial fringe field analyses of the intersection volume, the valid expressions
were derived for the variation in fringe spacing along the probe volume longitudinal axis
and along the transverse axis perpendicular to the fringes [20]. An alternative expression is
deduced for the transverse variation and the longitudinal model is extended by referring
the results to system parameters [21]. The resulting equations are effective for evaluat-
ing the longitudinal fringe spacing only when the beam waists are far from the center of
intersection volume. They are not valid under a relatively good alignment, which is the
condition of greatest interest and most uses. The above works all contain multiple approxi-
mations whose effects are hard to quantify. In another way, an indirect fringe distortion
inspection by using signal frequency error analysis was proposed considering various
system parameters such as the beam crossing angle and the lens focal length [22]. But the
formulas obtained are not feasible with simple computation and the synergism of these
parameters on the fringe variation are still unclear. With further improvement, the valid
expressions of fringe spacing throughout the intersection volume of two Gaussian beams
were performed, which can be simplified by means of precisely quantified approximations
for an easy calculation [23]. But the expressions describe the longitudinal or transverse
variation of fringe geometry independently and are only applicable to spherical Gaussian
beams. Up to now, a universal, accurate 3D model of the fringe spacing distribution in the
intersection volume is still missing and required. Especially for the laser Doppler distance
sensor with line-shaped beam based multipoint measurement [24], the fringe geometry
change along the height of the intersection volume leads to a great systematic error and
therefore needs to be exactly investigated and computed to eliminate the error.

The aim of this paper is to present an exact, universal model of fringe spacing distribu-
tion for calibrating the interference fringe field in paraxial Gaussian beam intersections. A
comprehensive analysis resulting in accurate 3D expressions for the fringe spacing is con-
ducted first in Section 2. The expressions refer to system parameters relevant to the optics
configuration, enabling a priori evaluation of fringe variation for system optimization. To
demonstrate the model, an experimental setup of the laser Doppler system is developed
and a full-field fringe spacing evaluation is performed with line-shaped beams in two
wavelengths. With the consistent condition, the numerical modeling of fringe spacing
is conducted and the relative differences of the modeling and experimental results are
investigated in Section 3.

2. Model of Fringe Geometry

The dual-beam mode is an optical method that is widely used in laser Doppler sensors
for generating Doppler frequency-modulated scattered light signals, cf. Figure 1. In
this mode, two Gaussian beams from coherent light sources are superimposed to form
an interference fringe volume, which offers a fundamental dimension for the following
analysis of fringe spacing. For a global, intuitive observation and analysis, the coordinate
transformation from the independent coordinates of the two beams to the beam intersection
volume coordinate is essential.
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Figure 1. Scheme of geometry and coordinate system with dual-beam mode for the analysis of
fringe spacing.

In the intersection volume, the interference is generated by two beams crossing with a
half angle α. xi, yi, and zi are defined as coordinates in the beam coordinate system with
its origin at the waist of beam i. The position in the range of the intersection volume is
described by the x, y, z coordinate system, the origin of which is at the intersection of
the two beam centerlines. xwi and zwi are the waist coordinates of beam i in the x, y, z
coordinate system, which are also the origin coordinates of the xi, yi, zi coordinate system
and constants for a certain dual-beam optical system. Based on the geometric relation,
A1 = −zw1 · cos α + xw1 · sin α, A2 = −zw2 · cos α − xw2 · sin α. The transformation between
xi, yi, zi and x, y, z for two beams can thus be achieved by rotation and translation:
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which then offer the coordinate relation:

x1 = x cos α + z sin α, y1 = y,

z1 = −(x − xw1) sin α + (z − zw1) cos α,

x2 = x cos α − z sin α, y2 = y,

z2 = (x − xw2) sin α + (z − zw2) cos α.

(2)

By the expression of the radiation field of Gaussian beams [25], the phase variation
per meter k = 2π/λ and the beam Rayleigh range zRi = πw2

0i
/λ, the phase of each beam

is given as

θi(x, y, z) = −kzi + tan−1 zi
zRi

− k
2

x2
i + y2

i
R(zi)

. (3)

The minimum radius of the beam at the beam waist is given by w0i . In Equation (3),
the first two factors describe the phase propagation towards zi. The last factor indicates the
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dependency of the phase on the lateral coordinates xi and yi as well as the phase curvature
radius R(zi), which depends on zi:

R(zi) = zi

[
1 +

(
zRi

zi

)2]
, (4)

and the beam spot size is

w(zi) = w0i

√
1 +

(
zi

zRi

)2

. (5)

Interference fringes in the scope of intersection volume originate from a constant
phase difference and, thus, are expressed as

2nπ = θ1(x, y, z)− θ2(x, y, z) =2π

[
− 1

λ
(z1 − z2) +

1
2π

(
tan−1 z1
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zR2

)

− 1
2λ

(
x2

1 + y2
1

R(z1)
− x2

2 + y2
2

R(z2)

)]
.

(6)

Substituting Equations (2) and (4) into Equation (6) and differentiating with respect to
x, the fringe spacing L yields

L =

(
dn
dx

)−1
=

λ

2 sin α
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1 − 1

2 tan α
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4(z22 + zR2
2)2

]−1

.

(7)

Since Equation (6) is a composite function, it is inevitable to reintroduce xi and zi dur-
ing the derivation. A derivation process is offered by Equations (A1)–(A3) in Appendix A.
For a relatively concise expression, parameter replacement is not performed again for
Equation (7). In most computer modeling conditions, combining Equation (2), the variables
can be simply and quickly transformed.

Terms
x2

i (zi
2−zRi

2)

4(zi
2+zRi

2)
2 and

y2
i (zi

2−zRi
2)

4(zi
2+zRi

2)
2 are derived from the transverse phase terms in

Equation (6) with respect to the phase curvature radius R(zi). The term
zRi

λ

4π(zi
2+zRi

2)
is

associated with the Guoy phase shift tan−1 zi
zRi

. As the added phase shift is greatest around

the beam waist, term
zRi

λ

4π(zi
2+zRi

2)
is maximized under ideal alignment conditions when

zi ≈ 0. By substituting zi = 0 into the terms, it is seen that the maximum magnitude of
the terms is equal to λ2/(2πw0i )

2. In order for these terms to contribute more than 0.01%
to the fringe spacing, the beam waists must be less than 10 µm with λ = 685 nm and less

than 7.5 µm with λ = 500 nm. Under most practical circumstances, the
zRi

λ

4π(zi
2+zRi

2)
terms

can thus be neglected. Regarding
x2

i (zi
2−zRi

2)

4(zi
2+zRi

2)
2 terms, the maximum of x2

i is determined by

the square of beam radius w2(zi), i.e., w2
0i
(1 +

z2
i

z2
Ri

). With zRi = πw2
0i

/λ, the maximum

of
x2

i (zi
2−zRi

2)

4(zi
2+zRi

2)
2 equals to

(
λ

2πw0i

)2 · zi
2−zRi

2

zi
2+zRi

2 , which is bounded by λ2/(2πw0i )
2 as well, and

therefore can be neglected.
For the laser Doppler sensor with line-shaped Gaussian beams and camera-based

detection [12,24], the intersection volume is expended and sliced towards the y-axis for high-
resolution, simultaneous multipoint measurement instead of single point measurement.
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Since the fringe spacing is variable for different measurement points along the y-axis, the
fringe spacing variation enables a measurement uncertainty of a micron in a 3D shape
measurement of a rotating object by uncertainty propagation, even if the relative variation is
in the level of 10−3. Thus, the fringe spacing in each measurement point must be evaluated
independently. The y-axis fringe spacing variation is therefore non-ignorable and needs
to be exactly investigated and calculated to minimize the systematic error. In this case,

as the solo terms depending on the y coordinate, the
y2

i (zi
2−zRi

2)

4(zi
2+zRi

2)
2 terms are significant for

describing the fringe spacing. The radius of the beam waist is defined on the x- and y-axes
by w0xi and w0yi , respectively. In the interference region of the dual Gaussian beam mode,
the fringe spacing is determined by the phase difference of the beams. Since the incident
angle is in the x–z plane, the fringe spacing significantly depends on the phase difference
along the x direction (fringe direction) and the z direction (optical axis). In this case, in
the y direction, the beam waist and Rayleigh range variations, as well as the changes in
phase curvature radius caused by them, have less to no influence on the fringe spacing
compared to the spherical beam condition. Thus, introducing the y-axis extension ratio of
the intersection volume m = w0yi /w0xi , and considering y1 = y2 = y, the Rayleigh range
in the x direction zRxi = zRi , a 3D model of the fringe spacing can be expressed as

L =
λ

2 sin α

[
1 − 1

2 tan α

(
x1z1

z1
2 + zRx1

2 − x2z2

z22 + zRx2
2

)

− 1
4

(
y
m

)2( z1
2 − zRx1

2

(z1
2 + zRx1

2)2 +
z2

2 − zRx2
2

(z22 + zRx2
2)2

)]−1

.
(8)

Employing Equation (8), the fringe geometry throughout the intersection volume of
spherical beams and line-shaped beams along the y-axis can be evaluated for arbitrary
sizes and positions of the two beam waists.

3. Results and Discussion

In the experimental investigations of the fringe field, a line-shaped beam-based laser
Doppler velocity and distance sensor system is developed based on a Mach–Zehnder
velocimeter [26,27] with beams of dual wavelength, cf. Figure 2.

filter 𝜆1

filter 𝜆2

CL

single mode fiber

L1L2L3 grating

. 𝑦s
𝑥s

𝑧s

Figure 2. Cylindrical lens based sensor setup for simultaneous multipoint measurements: superposi-
tion of two interference fringe systems with fringe spacing L. The incident laser beams are not limited
by the cylindrical lens CL on the y-axis. Thereby, the fringe volume is line-shaped and expanded
towards the y-axis for multipoint measurements.

The laser light with the wavelengths of λ1 = 685 nm and λ2 = 659 nm generated
by two fiber-coupled laser diodes are coupled into a single mode fiber. Through the
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collimating lens L3, on the distal end of the fiber, the collimated beams are focused by the
cylindrical lens CL with the focal lengths fcx = 50 mm and fcy = ∞. Thereby, the beams
remain parallel on the y-axis. A transmission diffraction grating with the grating constant
g = 4 µm is positioned at the focal plane of CL and L2 to split the bichromatic light. One
filter blocks the +1. diffraction order (DO) from λ1 and the other one blocks the −1. DO
from λ2. The x-axis dimension of the 0. DO beams is about 25 µm, and the gap of 1 mm
between the two filters is made to allow the beams crossing. Passing the Keplerian telescope
consisting of lens L1 and L2 ( f1 = 80 mm, f2 = 40 mm), the remaining beams of ±1. and
0. DO are superimposed in the focal plane of L1 with a constant dimension on the y-axis.
This produces two interference fringe systems around the beam waists with L ≈ 8 µm,
2 · w0yi ≈ 2 mm, 2 · w0xi ≈ 50 µm and, thus, m is about 40. The beam waist dimensions
are obtained by using camera detection and geometric optics of the system parameters.
This offers a condition of good alignment with the two beam waists located at the center of
the intersection volume, i.e., xw1 = xw2 = 0 and zw1 = zw2 = 0, which is of most use. By
using full-field, camera-based scattered light detection, the sensor allows a simultaneous
measurement of up to several hundred points. Since the half angle α = 1

2 arctan f2λ
f1g and is

small (below 5◦), sin α ≈ tan α and Equation (8) can be written as

L =
f1g
f2

[
1 − f1g

f2λ

(
x1z1
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2
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4
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2

(z1
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2
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2)2

)]−1

.
(9)

The fringe spacing varies with the change of position in the intersection volume
due to the nature of Gaussian beams. For realizing a full-field fringe geometry eval-
uation of the extended intersection volume, a matrix camera (UI-1492LE, resolution
H × V = 3840 × 2748 pixel, pixel size Dp = 1.67 µm) is integrated onto a linear motion
stage (MICOS LS-65, resolution 0.2 µm) in front of the sensor system to detect the fringe
pattern, cf. Figure 3. The modeling and data processing in this paper are conducted by
using MATLAB.

Figure 3. Experimental setup for the fringe field analysis.

The position of the camera towards the z-axis changes with the movement of the
stage in a constant step size of 10 µm. Note that the x, y, z coordinate system of the
beam intersection volume is different from the sensor coordinate system of xs, ys, zs. The
fringe pattern in each step is measured 10 times and is utilized to evaluate the fringe
spacing in the amplitude spectrum employing the Fast Fourier Transform (FFT). Fringe
spacing L = 1

ff
· Dp is then obtained based on the fringe number per pixel ff. The average

relative measurement uncertainty of fringe spacing 0.34% is obtained. According to the
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measurement principle of the laser Doppler sensors, the fringe spacings along the x-axis
are averaged by the FFT for estimating the fringe spacings of y- and z-axes. The fringe
patterns measured in the experiment and the fringe field processing along the y-axis are
shown in Figure 4.

(a) (b)

Figure 4. (a) The interference fringe patterns detected in the experiment. (b) Scheme of fringe spacing
evaluation on the y-axis.

Figure 4a illustrates the fringe patterns achieved at the beam waist and the edge of the
measurement range with the two wavelengths of 685 nm and 659 nm. The fringe field is
sliced along the y-axis in pixels depicted in Figure 4b, which can be used for a simultaneous
multipoint measurement. The fringe spacings are thus experimentally evaluated at various
positions of the intersection volume in the range of 200 µm on the z-axis and 2 mm on the
y-axis. Under the same conditions, the numerical modeling of fringe spacing based on
Equation (9) is performed and compared with the experimental results in Figure 5.
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Figure 5. Fringe spacings by the modeling and experiment on the z-axis (a) and y-axis (b).
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It can be seen that the trends of fringe spacings in the modeling and experiment
are comparable. As shown in Figure 5a, the fringe spacings of both wavelengths almost
keep consistent in the range of −30 µm to 30 µm on the z-axis around the center of the
measurement volume, which is the position of the beam waists and indicates that the sensor
system has a good alignment. It shows that the fringe spacing varies in the range of 8.02 to
8.12 µm in the modeling. At the edges, the fringe spacing differences of about 0.02 µm are
indicated between the two wavelengths. For the experimental results, the fringe spacing
changes from 8.01 to 8.13 µm, which is similar to the modeling results, and the maximum
difference of around 0.07 µm between both wavelengths is revealed. In Figure 5b, the fringe
spacing along the y-axis illustrates a variation from 8.02 to 8.14 µm with the modeling.
The fringe spacing also shows the differences of about 0.02 µm at the edges in the both
wavelengths. In the experiment, the fringe spacing is in a variation range of 8.01 to 8.2 µm
and the maximum difference is about 0.08 µm between the two wavelengths.

In the modeling, a fringe spacing difference of about 0.02 µm from λ/2 sin α around
the center of beam waist results from the x-axis averaging. The full-field maps of fringe
spacings are obtained in Figure 6.
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Figure 6. Full–field distribution map of fringe spacings. The modeling fringe spacing distributions
with the wavelengths of 659 nm and 685 nm are depicted in (a–d) are the experimental fringe spacing
distributions of the both wavelengths. Note the differences of the numerical scale of L in each graph
when comparing.

All the modeling and experimental results manifest a homologous, inverted Gaussian-
like distribution in which the fringe spacings around the bottom of the map are about
8 µm. In the modeling, the fringe spacing can gradually increase to 9.3 µm approaching the
corner of the map. With the same coordinate range, the experimental results can reach 8.5
µm. This is comparable with the Gaussian intensity distribution and, thus, suggests that
the fringe spacing variation is determined by the characteristic of the Gaussian beams. The
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shift of the fringe spacing distribution in the experiment is due to a slight tilt between the
camera’s surface and the optical axis. In order to investigate the accuracy of the model and
the experiment, the relative differences between the modeling and experimental results at
the same coordinates are estimated along the y- and z-axes, respectively, cf. Figure 7.
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Figure 7. Relative differences between the modeling and experimental results on the z-axis (a) and
the y-axis (b).

Figure 7a shows on the z-axis that the modeling results of both wavelengths offer
tiny differences of below 0.33%, and for the experimental results they are below 0.74%.
The relative differences between the modeling and experimental results with the same
wavelength are all below 1.85%. Similarly, as depicted in Figure 7b, the modeling results of
the two wavelengths gives the differences of below 0.34% on the y-axis. For the experimen-
tal results, their upper limit is 0.71%. With the same wavelength, the relative differences
between the modeling and experimental results are limited to less than 1.67%. Eventually,
the average relative differences are evaluated and listed in Table 1.

Table 1. Average relative differences in the numerical modeling and experiments with the
two wavelengths.

Average Relative Difference

Modeling of both wavelengths 0.12%
Experiments of both wavelengths 0.49%

Modeling and experiment of 659 nm 0.53%
Modeling and experiment of 685 nm 0.57%

This reveals that the average relative differences of the modeling and experimental
results with wavelengths of 659 nm and 685 nm are all below 0.6% and, thus, indicates that
the method is feasible.

Figure 7 also shows that the relative differences in the experiment are a little higher
than in the modeling. This is caused by the noise of the fringe images and the slight position
difference of the camera for the two fringe volumes. For the modeling, the fringe spacing
difference results from the difference in wavelength. In the experiment, the trend of relative
difference is influenced by the light intensity as well. The decreasing light intensity results
in lowering the signal-to-noise ratio (SNR) approaching the edge of the beam. Therefore,
the difference between the modeling and the experiment has a relatively significant increase
at both ends of the curves. The minor variation of the differences around the center of the
curve is due to a position deviation of the experiment relative to the model. Overall, the
tendencies of the relative differences are comparable.

4. Conclusions

A full-field 3D mathematical model and experimental investigation of the interference
fringe geometry in the intersection of Gaussian beams are proposed for minimizing the
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systematic error of laser Doppler sensors. The model is derived from the phase expression
of Gaussian beams by using the theory of partial differentiation and introducing extension
ratio, thus, can be universally applied to spherical and line-shaped Gaussian beams with
arbitrary beam waist sizes and positions.

Based on a laser Doppler sensor system, the experimental fringe spacing analysis is
conducted with line-shaped beams in the two wavelengths of 659 nm and 685 nm. A matrix
camera integrated on a high-precision motion stage is used to detect fringe patterns at
various positions inside of the intersection volume. The fringe spacings are then evaluated
by employing the Fast Fourier Transform (FFT) along the fringe direction. Utilizing the
same conditions, the modeling results show the average relative differences of 0.53% and
0.57% compared to the experimental results with both wavelengths, respectively. Between
both wavelengths, the average relative differences in the modeling and experimental results
are 0.12% and 0.49%, respectively. These validate the feasibility of the proposed methods.

As an outlook, the fringe geometry model can be further improved for arbitrary shaped
Gaussian beams. The model refers to system parameters including focal length, wavelength,
and grating constant for the dual-beam laser Doppler sensor configuration. It can offer a
key priori knowledge of the appropriate parameters targeting different measurements that
require a diverse measurement range, working distance, fringe spacing, etc. The model
may also offer system design equations that identify the important parameters governing
the fringe field uniformity. The limitation of systematic error is predictable by the model
based on the modeled fringe geometry variation. Combined with fringe calibrations it
allows for identifying alignment errors of the system for rapid system optimization. As
a broad prospect, the model can be commonly applied to dual-beam interference sensors
which are influenced by the nonuniform fringe field.
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Appendix A

The mathematical proof from Equations (6) to (7) by differentiating with respect to x is
given as
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Equation (7) is then achieved by taking the reciprocal of Equation (A3).
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Abstract: The variation of shock-wave velocity with time induced by a millisecond-nanosecond
combined pulse laser (CPL) on silicon is investigated. The convolution neural network (CNN) is
used to predict the shock-wave velocity induced by a single ns laser and CPL with a ns laser energy
density of 6, 12 and 24 J/cm2, ms laser energy density of 0 and 226.13 J/cm2, and pulse delay of 0, 0.4
and 0.8 ms. The four-layer CNN model was applied, ns laser energy density, ms laser energy density,
pulse delay and time were set as the input parameter, while the shock-wave velocity was set as the
output parameter. The correlation coefficient (R2), mean absolute error (MAE) and root mean square
error (RMSE) of the CNN model on the test data set was 0.9865, 3.54 and 3.01, respectively. This
indicated that the CNN model shows a high reliability in the prediction of CPL-induced shock-wave
velocity with limited experimental data.

Keywords: convolution neural network; shock wave velocity; combined pulse laser

1. Introduction

The aerospace field is developing extremely fast nowadays, and space debris are
gradually increasing. The traditional method of space debris removal is mechanical capture,
through which it is difficult to remove small space debris [1–3]. The shock wave generated
on the target debris that are irradiated by a high-energy pulsed laser can effectively remove
small space debris. When the target is irradiated by a pulsed laser, plasma is generated
on the surface. After the laser stops irradiating, a shock wave is driven by extending
plasma continuing to propagate [4–6]. From a macro perspective, this produces a certain
recoil pressure on the target. Scholars from all over the world have mainly studied the
short-pulse-laser-induced shock-wave pressure field [7–10]. For example, J. Radziejewskaa
et al. studied the velocity and pressure of a shock wave produced by a nanosecond pulse
laser with a wavelength of 1064 nm and pulse width of 12 ns, and they found a qualitative
correlation between the shock-wave velocity and pressure: they found that the greater the
shock-wave velocity, the greater the pressure [11]. Daniel J. and Frster D J et al. used a
picosecond pulse laser with a 532 nm wavelength and 10 ps pulse width to irradiate copper.
The thrust produced by single, double and triple pulse lasers was studied. It is found that
the mass specific thrust produced by a double pulse laser is almost three times that of
a single pulse laser. However, the mass specific thrust of a triple pulse laser is basically
the same as that of a single pulse laser. This is mainly due to the ablation effect of the
third pulse laser being obviously stronger than that of the double pulse laser [12]. Kiran
P. P. et al. used two-dimensional emission and shadow imaging techniques to study the
interaction between two plasmas and shock waves induced by nanosecond laser pulses
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with a wavelength of 532 nm and pulse width of 7 ns. The effects of the distance between the
two plasma sources and their energy ratio on the evolution of the plasma and shock wave
were provided. It was found that the shock wave produced by the high-energy plasma
source propagated through the lower energy plasma and led to the generation of a plasma
jet. With the increase of the energy ratio, the diameter of the plasma jet will increase [13].

With the increasing demand for propulsion efficiency through the use of shock-wave-
induced recoil pressure, the method for obtaining shock-wave acceleration is very sig-
nificant. However, the laser-crystal material damage threshold makes it impossible to
increase laser energy infinitely to obtain an increment of shock-wave velocity. In recent
years, scholars have gradually converted from single pulse lasers to CPLs to irradiate a
target and produce plasma and shock waves [14–18]. The ms-ns CPL can not only improve
the laser drilling efficiency [19–21], but it also induces the phenomenon of shock-wave
acceleration [22]. For example, Yuan B.S. and Wang D. et al. used a combination of a
millisecond laser and nanosecond laser with a wavelength of 1064 nm and pulse width of 1
ms and 10 ns, respectively, to irradiate aluminum alloy. It was found that the ablation depth
produced by the combined pulse laser was nine times that of the single pulse laser [21].
Li J. and Zhang W. et al. used a combined pulse laser with a millisecond pulse laser and
nanosecond pulse laser with different energy ratios and pulse delays to irradiate monocrys-
talline silicon, and the variation in the shock-wave velocity was studied. It was found
that under the conditions of an appropriate energy ratio and pulse delay, the shock-wave
velocity produced by the CPL was 1.1 times higher than that of the single nanosecond pulse
laser [22]. Due to the large amount of CPL parameters, different parameters of CPL will
lead to a change in shock-wave velocity, and it has nonlinear variation characteristics [23].
The existing shock-wave-velocity measurement methods are mainly off-line measurements.
This is inefficient and makes it difficult to acquire the CPL parameters of the highest
shock-wave velocity.

Nowadays, artificial intelligence deep-learning is developing rapidly. Scholars are
committed to solving nonlinear problems in the laser-material interaction field, mainly
focusing on the prediction of target properties after laser shock peening [24,25]. For instance,
Jiajun Wu et al. uses an artificial neural network to predict the mechanical properties of
titanium alloy after laser shock peening. The results show that the correlation index R2

of the test data set is 0.997 and 0.987 [26]. As for the prediction of laser-induced shock-
wave velocity, it mainly focuses on the prediction of shock-wave velocity induced by a
single pulse laser. For example, Matsui K et al. used the least square method to predict a
laser-supported detonation wave velocity. It is indicated that the greater the laser energy
density, the greater the laser-supported detonation wave velocity [27]. However, there is a
nonlinear relationship between the multi-dimensional parameters of CPL and the shock-
wave velocity. Moreover, there are few reports on the application of CNN to predicting
CPL-induced shock-wave velocity.

With the aim of acquiring the laser parameters of the highest shock-wave velocity,
the variation law of CPL-induced shock-wave velocity on silicon is studied. The CNN
algorithm is used to predict the ns-laser- and CPL-induced shock-wave velocity. The ns
laser energy density, the ms laser energy density, pulse delay and time are set as input
parameters, and the shock-wave velocity is set as the output parameter. The mean impact
value algorithm (MIV) is used to analyze the ranking importance of the input parameters’
effect on the shock-wave velocity. This work provides important guidance for using
appropriate methods to predict shock-wave velocity under conditions of limited data.
Moreover, it can also provide theoretical support for the application of laser space debris
removal technology, and it is of great significance in ensuring the safe development of
space activities.
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2. Material and Method
2.1. Experiment

The laser-induced shock-wave experiment was performed on a combined pulse laser
system, which consisted of a nanosecond pulse laser (ns laser) and a millisecond pulse laser
(ms laser). The laser parameters are listed in Table 1; the ms laser beam and ns laser beam
pass through lenses L1 ( f = 500 mm) and L2 ( f = 500 mm), respectively, and irradiate onto
the same point of the target at a space angle of 5 degrees. In this paper, the shock-wave
propagation process is monitored by the optical shadow method. The principle of the
optical shadow method is to transform the density gradient change in the flow field into
the relative light intensity. A 532 nm continuous laser is used as the background light
source in order to be vertically incident to the generation area of the shock wave in front of
the target through the beam expander. After passing lens L3 and attenuator film F1, the
shock-wave image is recorded by a high-speed camera. The resolution of the high-speed
camera is 384 × 160, the frame rate is 200,000 fps, and the exposure time is 1/6,300,000 s.
The millisecond pulse laser energy was recorded in real time by using a Spectroscope
S1 and an energy meter. The pulse delay of the two lasers is controlled by DG645 and
monitored by an oscilloscope and two photodetectors PD1 and PD2 in real time. We defined
the time interval when a nanosecond pulse laser lags behind a ms laser. The laser-induced
shock-wave experiment setup in this work is shown in Figure 1.

Table 1. The laser parameters.

Laser Parameters Value

Laser wavelength 1064 nm
Pulse width for ms laser 1 ms
Pulse width for ns laser 10 ns

Spot diameter for ms laser 1.3 mm
Spot diameter for ns laser 1 mm
Energy density of ms laser 226.13 J/cm2

Energy density of ns laser 6, 12 and 24 J/cm2

Repetition rate 1 Hz
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Figure 1. The CPL-induced shock-wave experimental setup.

The investigated target is N-doped (100) monocrystalline silicon, and the dimension
of the experimental sample is 4 mm × 12.7 mm (thickness × radius). The experiment was
carried out at 20 ◦C, under normal atmospheric pressure, in air. The shock wave velocity
can be calculated from Equation (1):

v(t) =
S(t + τ)− S(t)

τ
, (1)
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where S(t) is the maximum axial propagation distance of the shock wave at time t. τ is the
time interval between the above two measurements.

2.2. CNN Model

The effects of the ms-ns CPL parameters, including the ns laser energy density, ms laser
energy density, and pulse delay, on the shock-wave velocity were investigated. The CNN
model is used to predict the CPL-induced shock-wave velocity. The CNN model structure
is shown in Figure 2. The ns laser energy density, the ms laser energy density, pulse delay
and time were set as the input, while the shock-wave velocity was set as the output. The
experimental data induced by ms-ns CPL with Dns = 6 J/cm2 and 24 J/cm2 are selected
as training sets, and the experimental data induced by ms-ns CPL with Dns = 12 J/cm2

are set as testing sets. The input conditions are shown in Table 2. As a result, according to
the characteristics of the data, the convolution layer is set to one layer. In order to ensure
the data integrity of the shock-wave velocity, the pool layer is set to be removed. To avoid
the loss of data feature in the convolution layer, set the edge zeroing operation. In order to
comprehensively consider the training effect during the training process, the number of
epochs is 2500, and the learning rate is 0.01. The specific convolution operation is shown
in Formula (2):

x = ∑c
i=1 wi,c ∗ xi + bi, (2)

where xi is the output of the ith channel in the input layer, c is the convolution layer channel,
x is the convolution layer output, wi,c is the weight matrix of the convolutional kernel in
the convolution layer, bi is the bias term, and ∗ is the convolution operation.
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Table 2. The input conditions for CNN.

Condition
Number

ns Laser Energy
Density Dns (J/cm2)

ms Laser Energy
Density Dms (J/cm2)

Pulse Delay ∆t
(ms)

1 6 0 0
2 6 226.13 0.4
3 6 226.13 0.8
4 12 0 0
5 12 226.13 0.4
6 12 226.13 0.8
7 24 0 0
8 24 226.13 0.4
9 24 226.13 0.8
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A batch normalization operation is added after the convolution layer to improve the
performance and enhance the generalization ability of the network. The specific calculation
process is shown in Formula (3):

x′ = γ


 x− uB√

σ2
B + ε


+ β, (3)

where x′ is the batch normalization result of the convolutional kernel output value. uB
is the average of the input value. σ2

B is the standard deviation of the input value. ε is
a constant vector. γ and β denote scale factors and shift factors, respectively. Then, the
activation function is used to transform its output characteristics nonlinearly and accelerate
the model convergence, and the calculation process is shown in Formula (4):

RELU
(
x′
)
= max

(
0, x′

)
, (4)

the full connection layer converts the features into one-dimensional feature vectors and
extracts the features again, before finally outputting a predicted value. The operation is
shown in Formula (5):

y = RELU
(
(w)Tx′ + b

)
, (5)

where w is the weight, y is the output of the fully connected layer, and b is the offset term.
The CNN model performance was evaluated by the R2, RMSE and MAE. These indices
are defined as follows [28,29]:

R2 = 1− ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 , (6)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2, (7)

MAE =
1
n

n

∑
i=1
|yi − ŷi|, (8)

where n is the number of predicted values, y represents the original experimental value, ŷi
defines the CNN predicted value, and y stands for the experimental mean value.

3. Results and Discussion
3.1. Experimental Shock-Wave Velocity

The shock-wave propagation morphology induced by the ns laser is shown in Figure 3a.
The plasma plume is generated on the surface at 2 µs, the plasma stops expanding, and
the shock wave propagates at 7 µs. The shock-wave propagation morphology induced by
the ms laser is shown in Figure 3b. Compared with Figure 3a, the ms laser produces thin
plasma on the surface, and the plasma expands very slowly. This is mainly because the ms
laser belongs to the long pulse laser, and its peak power density is lower than that of the
ns laser. In order to analyze the propagation morphology and velocity of the shock wave
induced by CPL under different pulse delay conditions, the time when the ns laser begins
to irradiate the target is defined as the time starting point. The shock-wave propagation
morphology induced by the CPL with different pulse delays is shown in Figure 3c,d. It
can be found that the ms laser first produces thin plasma on the target, after which a large
amount of plasma overflows the surface while the ns laser irradiates the target. This is
mainly due to the thermal accumulation effect of ms-laser-induced plasma, while the ns
laser is mainly due to the ionization effect.
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Figure 4 displays the experimental shock-wave velocity of the ns laser and CPL
varying with time. The velocity of the shock wave decreases with time. The shock-wave
velocity induced by ns laser with an energy density of 6 J/cm2 is the lowest among the
above experimental conditions; the velocity reaches 391.8 m/s at 7 µs and decreases to
338 m/s at 32 µs. Under the condition of Dns = 6 J/cm2, the shock-wave velocity induced
by the CPL with a pulse delay of 0.8 ms reaches the maximum. However, the shock-wave
velocities induced by the CPL with pulse delays of 0.4 ms and 0.8 ms are close at 7 µs,
and the difference in shock-wave velocities increases after 12 µs. Under the condition of
Dns = 12 J/cm2, the shock-wave velocity induced by CPL with a pulse delay of 0.4 ms is
the highest. The velocity reaches 457 m/s at 7 µs and decreases to 360 m/s at 32 µs. The
shock-wave velocity induced by CPL with Dns = 24 J/cm2, Dms = 226.13 J/cm2, and a
pulse delay of 0.4 ms is the highest; the velocity reaches 512 m/s at 7 µs and decreases
to 368 m/s at 32 µs. We found that with the increase of the ns laser energy density, the
pulse delay of the maximum shock-wave velocity changes from 0.8 ms to 0.4 ms. When the
energy density of the ns laser is 6 J/cm2 and 12 J/cm2, the thermal ionization mechanism
plays a leading role. The plasma induced by the ms laser does not absorb ns laser energy
but provides initial free electrons for the plasma induced by the ns laser; the collision
ionization probability of free electrons and silicon atoms is increased. Thus, the shock-wave
velocity increases. Therefore, when the pulse delay is 0.8 ms, the shock-wave velocity
reaches the maximum. When the energy density of the ns laser increases to 24 J/cm2, the
ionization ability of the ns laser to the target becomes stronger. With the increase of the
pulse delay, the plasma density induced by the ms laser increases. This will produce a
combination effect of thermal ionization mechanism and reverse toughening absorption
mechanism; that is, the ns laser energy is absorbed by both the plasma induced by the ms
laser and the target. Moreover, the higher the plasma density induced by the ms laser, the
more obvious the reverse toughening absorption mechanism. This leads to the decrease
of the plasma expansion velocity induced by the thermal ionization mechanism of the ns
laser. Therefore, the shock-wave velocity reaches the maximum value at 0.4 ms.

Figure 5 shows the CPL-induced shock-wave-velocity increment under the condition
of different pulse delays and a ns laser energy density of 7 µs. The velocity increment is
the difference between the CPL-induced shock-wave velocity and the ns-laser-induced
shock-wave velocity. Compared with the shock-wave velocity induced by the ns laser, the
CPL can induce shock-wave acceleration. This is mainly due to the fact that the ms-laser-
induced plasma provides the initial electrons for the ns-laser-induced plasma, the density
of free electrons increases, the probability of collision ionization between free electrons and
silicon atoms increases, and the expansion velocity of ns-laser-induced plasma increases.
Finally, this leads to the acceleration phenomenon of a shock wave. When Dns = 6 J/cm2,
the CPL-induced shock-wave velocity increment reaches the maximum with pulse delays
of 0.4 ms and 0.8 ms. However, when Dns = 24 J/cm2, the velocity increment of the shock
wave induced by CPL is at a minimum, with pulse delays of 0.4 ms and 0.8 ms. Therefore,
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the larger the energy density of the ns laser, the smaller the CPL-induced shock-wave-
velocity increment. This is mainly due to the fact that with the increase of ns laser energy,
the plasma density and the number of steam atoms increase, while the free electrons in
the plasma induced by the ms laser are limited. Therefore, the acceleration efficiency of
collision ionization between free electrons and steam atoms decreases.
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3.2. CNN Prediction for Shock-Wave Velocity

The experimental shock-wave velocity with Conditions 1 to 3 and Conditions 7 to 9 is
set to the training set, and the experimental shock-wave velocity with Conditions 4 to 6 is
set to the testing set. Figure 6a,b illustrate the comparison between the experimental and
predicted shock-wave velocity, and the shock-wave velocity predicted by the CNN model
corresponds well with the experimental shock-wave velocity. The CNN model can learn
the shock-wave propagation velocity induced by CPL well and predict the variation of the
shock-wave velocity with time under different conditions well. Therefore, the CNN model
can accurately predict the shock-wave velocity induced by CPL in the case of limited data.
The corrections of the training data and test data are shown in Figure 6c,d. The scattered
points are all distributed near the guideline of the training and testing sets. The results
show that the CNN model correctly predicts the shock-wave velocity induced by CPL.
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The CNN model’s performance parameters on the training set and test set are listed
in Table 3. The performance of the test set is the key factor to assess the CNN model’s
performance. The R2 of the test data set is 0.9865, which is smaller than that of the training
data set (0.9912), but it remains in great accordance with the experimental and predicted
shock-wave velocity. The RMSE and MAE of the test data set are 3.54 and 3.01, respectively.
The value of RMSE and MAE is relatively low, and the CNN model can accurately predict
the shock-wave velocity. Therefore, the CNN can be used in the prediction of CPL-induced
shock-wave velocity.

Table 3. The CNN model’s performance parameters.

Training Data Test Data

R2 RMSE MAE R2 RMSE MAE

0.9912 4.18 3.27 0.9865 3.54 3.01

In addition to the prediction of the shock-wave velocity, we also use the MIV algorithm
to obtain the importance of network input parameters to the predicted value, which is
shown in Figure 7. The ranking importance for predicting laser shock-wave velocity is
ns laser energy > time > ms laser energy > pulse delay. Due to the fact that the greater
the velocity of the shock wave, the greater the pressure on the surface, in order to obtain
a higher shock-wave velocity, we should give priority to ns laser energy, followed by ms
laser energy, and finally pulse delay.
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4. Conclusions

In this paper, the variation of shock-wave velocity with time via ms-ns CPL is studied,
and the prediction model of shock-wave velocity is established based on CNN. The ns laser
energy density, ms laser energy density, pulse delay and time are input parameters, while
the shock-wave velocity is the output parameter. Finally, the MIV algorithm is used to
analyze the importance of network input parameters to the predicted value. The following
are the primary conclusions:

(1) Compared with the single ns laser, the CPL can induce shock-wave acceleration. Fur-
thermore, the CPL-induced shock-wave velocity increment is inversely proportional
to the energy density of the ns laser.

(2) The predicted shock-wave velocity obtained by the CNN model fits well with the
experimental value. The R2, RMSE and MAE of the CNN model on the test data set
are 0.9865, 3.54 and 3.01, respectively. It is indicated that the CNN model has a high
reliability for predicting the shock-wave velocity.

(3) In order to obtain a higher shock-wave velocity, the ranking importance of the input
parameters’ effect on the shock-wave velocity is: ns laser energy > ms laser energy
> pulse delay. This provides a theoretical basis when setting ms-ns CPL parameters
with a higher shock-wave velocity.
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Abstract: In recent years, optical systems near the diffraction limit have been widely used in high-end
applications. Evidently, an analytical solution of the point spread function (PSF) will help to enhance
both understanding and dealing with the imaging process. This paper analyzes the Fresnel diffraction
of diffraction-limited optical systems in defocused conditions. For this work, an analytical solution of
the defocused PSF was obtained using the series expansion of the confluent hypergeometric functions.
The analytical expression of the defocused optical transfer function is also presented herein for
comparison with the PSF. Additionally, some characteristic parameters for the PSF are provided,
such as the equivalent bandwidth and the Strehl ratio. Comparing the PSF obtained using the fast
Fourier transform algorithm of an optical system with known, detailed parameters to the analytical
solution derived in this paper using only the typical parameters, the root mean square errors of the
two methods were found to be less than 3% in the weak and medium defocus range. The attractive
advantages of the universal model, which is independent of design details, objective types, and
applications, are discussed.

Keywords: point spread function; diffraction-limited system; analytical model; confluent hypergeometric
function

1. Introduction

The point spread function (PSF) is a term used to describe the intensity distribution of the
image that is received at the detector plane when the light emitted by a point source passes
through an optical system [1–3]. This function can be utilized to evaluate the performance of
an optical system. The image captured by the optical system can be seen as the convolution
of the actual object and the PSF. Thus, the PSF is often used as a physical reference in image
processing and computer vision, particularly for image restoration, image denoising, and
target detection [4–6]. Chen et al. [7,8] employed ray tracing to compute the PSF and utilized
the spatial frequency response measurements to optimize the perturbation parameters of the
optical system. They successfully developed a virtual image camera that produced imaging
simulation results closely matching real-world photography. Furthermore, by integrating a
deep learning algorithm, they were able to mitigate optical aberrations arising from processing
errors. Researchers from the Chinese Academy of Sciences, Tsinghua University, and the
Howard Hughes Medical Institute fused physical priors, such as the PSF of the optical system,
with a neural network architecture design to achieve high-performance and high-fidelity
microscopic image denoising and super-resolution reconstruction [9]. Additionally, Chan
et al. from Carnegie Mellon University [10] have put forth a groundbreaking approach to
compressive high-speed imaging. By time-encoding the camera’s PSF, their method provides
better optical efficiency and can be applied across a broader spectrum of scene categories.
Yoav Shechtman et al. [11] proposed a framework for pupil-plane modulation in 3D imaging
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applications that require precise localization, based on the PSF of the system. This framework
aims to extract maximum physical information about the position of a single nanoscale object
from an image. The research group of Zhang Yunhai at the Suzhou Institute of Biomedical
Engineering Technology, Chinese Academy of Sciences, has proposed a 2π-DH-PSF using the
Fresnel zone approach that can rotate 2π radians, showcasing its superior performance in the
3D localization imaging of nanoparticles [12].

Diffraction-limited systems are those in which the diffraction dominates the image, and the
geometric aberrations are of the same order compared to the Airy disk. With high-level design
algorithms and the advancement of precision optical and mechanical machining capabilities,
an increasing number of diffraction-limited optical systems are being designed and utilized
in high-end technology fields such as aerospace, medicine, and astronomy [13–15]. Due to
the more rigorous requirements regarding imaging quality within diffraction-limited optical
systems, physical intelligence-driven image post-processing algorithms are frequently utilized
to enhance image quality, in addition to focusing. The implementation of intelligent image-
processing techniques, grounded in physical priors, hinges on the precise determination of the
PSF for each defocusing position [16]. Therefore, there is an immediate need to investigate a
high-precision, low-complexity solution for the PSF.

The most widely used method for calculating the PSF is via the Fourier transform
of the wavefront using the fast Fourier transform algorithm, necessitating the modeling
of the optical system to obtain the optical path difference through ray tracing [7,17–20].
While this method is commonly employed for PSF calculations in optical systems, its
specific implementation remains challenging. Firstly, the ray tracing method necessitates
precise knowledge of the optical system’s detailed parameters, such as material properties,
curvature, thickness, spacing, and other intricate lens details, which may be difficult to
acquire for various reasons. Additionally, complex optical systems require significant
computational resources for the process of ray tracing, which leads to a slow calculation
process; analytical solutions can alleviate these problems to a certain extent. Various
research papers have explored the analysis and analytical calculation of the PSF. Lommel
first provided an analytical expression for the PSF in the case of aberration-free and out-
of-focus positioning in 1885 [21,22]. In 1942, Nijboer expanded the aberration functions
using Zernike polynomials, which allowed for the analytical evaluation of the PSF of small
aberration optical systems [23]. Based on the research of Nijboer, Janssen et al. formulated
a general expression using the power-Bessel series, solving the PSF for optical systems
with large aberrations [24,25]. In 2019, Miks derived analytical formulas that enable the
approximate calculation of the PSF for optical systems affected by defocus and spherical
aberration [26].

This paper presents the first derivation of an analytical solution for the defocused PSF
in diffraction-limited systems. The solution is expressed as a confluent hypergeometric
function with rapid converging series expression. The findings exhibit strong consistency
across various defocusing scenarios. Further exploration of this analytical solution can yield
insights into the image degradation of diverse design configurations within diffraction-
limited systems under defocusing conditions, thereby establishing a unified model for
high-definition imaging systems in proximity to the focal point.

2. Fresnel Diffraction and Fourier–Bessel Transform of Converging Spherical Waves

The fundamental function of an incoherent optical imaging system is to transform the
spherical wave that emerges from a point source on the object plane through the entrance
pupil so that it converges into a focused wave and is directed onto the image plane via the
exit pupil. In the case of a diffraction-limited system without any geometric aberrations,
these converging waves are spherical. However, if any geometric aberration exists, the
wavefront of the converging wave deviates from being perfectly spherical; we will only
discuss those cases where such aberrations are absent.

Assuming that a spherical wave undergoes diffraction through a circular exit pupil
(coordinated in the ξ-η plane), it converges at point P (0, 0, z0), as illustrated in Figure 1.
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When observed in the x-y coordinate system on the observation plane located at a distance δ
beyond point P, it results in defocusing. Here, δ represents the amount of defocus, typically
where δ� z0.
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The propagation effect of a light wave from the exit pupil to the observation plane is
Fresnel diffraction. Considering a point denoted as Q (ξ, η) on the exit pupil and a point
Q′ (x, y, z) on the observation plane, according to the Fresnel diffraction theory, the field
distribution ψ (x, y, z) is given by the following integral:

ψ(x, y, z) =
eikz

iλz

x

Σ

p(ξ, η) exp
{

i
π

λz

[
(x− ξ)2 + (y− η)2

]}
dξdη, (1)

where p (ξ, η) is the pupil function, k is 2π/λ, and λ is the wavelength.
Working from Figure 1, let r be the distance between point Q and point P on the ideal

image plane axis. This yields the following approximate expression:

r =
[
z2

0 +
(

ξ2 + η2
)]1/2

= z0

[
1 +

ξ2 + η2

z2
0

]1/2

≈ z0 +
ξ2 + η2

2z0
. (2)

The pupil function is the complex amplitude distribution of converging spherical
waves on the pupil surface (see Figure 2), given by:

p(ξ, η) =

{
e−ikr

r ≈ 1
z0

exp
[
−i π

λz0

(
ξ2 + η2)] √

ξ2 + η2 < a,

0
√

ξ2 + η2 ≥ a,
(3)

where a is the radius of the exit pupil.
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Substituting it into Equation (6) by setting 2π ρ=z r , one obtains: 
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Figure 2. The PSF distribution under different degrees of defocusing.
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Substituting the complex amplitude distribution p(ξ, η) of the light wave on the exit
pupil plane into the Fresnel diffraction formula, as shown in Equation (1), leads to complex
amplitude distribution on the observation plane (defocused image plane) x-y:

ψ(x, y, z) = eikz

iλzz0
exp

[
i π

λ

(
x2+y2

z

)]
×

s
Σ

exp
[
−i πδ

λz0(z0+δ)

(
ξ2 + η2)] exp

[
−i 2π

λz (xξ + yη)
]
dξdη.

(4)

According to the rotational symmetry of the system, polar coordinates are used
and normalized:

ξ = ar cos θ, η = ar sin θ, x
λz = ρ

a cos φ, y
λz = ρ

a sin φ,
C = eikz

iλzz0
exp

[
i π

λz
(

x2 + y2)], κ = πA2(δ/λ), A = a/z0,
(5)

where A is the numerical aperture, and r and ρ are the normalized dimensionless radius
in the spatial domain (exit pupil coordinates) and frequency domain (observation plane
coordinates), respectively. Thus, Equation (4) can now be expressed as:

ψ(x, y, z) = ψ(ρ)

= C
∫ 2π

0

[∫ 1
0 exp

(
i κ
(1+δ/z0)

r2
)

rdr
]

exp[−i2πrρ cos(θ − φ)]dθ

∝
∫ 2π

0

[∫ 1
0 exp

(
iκr2)rdr

]
exp(−i2πrρ cos θ)dθ

= B
{∫ 1

0 exp
(
iκr2)rdr

}
.

(6)

Because the δ/z0 � 1, δ/z0 is omitted in the first-order approximation, and so is the
constant, C. Equation (6) indicates that due to the rotation symmetry of the system, the
complex amplitude distribution ψ(ρ) on the defocusing plane is a Fourier–Bessel transform,
denoted by symbol B of the integral

∫ 1
0 exp

(
iπκr2)rdr, with the parameter κ under the

first-order approximation.
The integral expression of the zero-order Bessel function is:

J0(z) =
1

2π

∫ 2π

0
eiz cos θdθ, (7)

Substituting it into Equation (6) by setting z = 2πrρ, one obtains:

ψ(A, δ; ρ) = 2π
∫ 1

0 exp
[
iκr2]J0(2πrρ)rdr

= 2π
∫ 1

0 exp
[
iπA2(δ/λ)r2]J0(2πrρ)rdr.

(8)

3. Analytical Expression of the PSF
3.1. Zero-Order Approximate (Focal Plane) PSF—Airy Disk

When δ = 0 (with no defocus), the intensity distribution (PSF) corresponding to
Equation (8) is the Airy disk:

h(ρ) = |ψ(ρ)|2 =

[
2π
∫ 1

0
J0(2πrρ)rdr

]2

=

[
J1(2πρ)

ρ

]2
, (9)

Let µ1,1 be the first zero point of J1 (x), then:

ρ =
µ1,1

2π
=

3.832
2π

= 0.61. (10)

It can be established that the radius of the first dark ring of the Airy disk is:

x = ρ
λz0

a
= 0.61

λ

A
. (11)
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3.2. First-Order Approximation (Defocus) PSF—Confluent Hypergeometric Function

When δ 6= 0, one can obtain from Equation (8):

h(A, δ; ρ) =
∣∣∣2πa2C

∫ 1
0 exp

(
iκr2)J0(2πrρ)rdr

∣∣∣
2

∝ (2π)2
{[∫ 1

0 cos
(
κr2)J0(2πrρ)rdr

]2
+
[∫ 1

0 sin
(
κr2)J0(2πrρ)rdr

]2
}

.
(12)

The series expression of the Bessel function of order zero is as follows:

J0(x) =
∞

∑
n=0

(−1)n

(n!)2

( x
2

)2n
. (13)

Substituting Equation (13) into Equation (12), setting u = r2 and omitting the unim-
portant constants before the integral, yields:

h(A, δ; ρ) =

[
∞
∑

n=0

(−1)n(πρ)2n

(n!)2

[∫ 1
0 cos(κu)undu

]]2
+

[
∞
∑

n=0

(−1)n(πρ)2n

(n!)2

[∫ 1
0 sin(κu)undu

]]2

=

[
∞
∑

n=0

(−1)n(πρ)2n

(n!)2 I〈n〉C

]2
+

[
∞
∑

n=0

(−1)n(πρ)2n

(n!)2 I〈n〉S

]2
,

(14)

where I〈n〉C , I〈n〉S can be written as:




I〈n〉C =
∫ 1

0 cos(κu)undu = 1
2(n+1) [F(n + 1, n + 2; iκ) + F(n + 1, n + 2;−iκ)],

I〈n〉S =
∫ 1

0 sin(κu)undu = −i
2(n+1) [F(n + 1, n + 2; iκ)− F(n + 1, n + 2;−iκ)],

(15)

and where F(α, γ; z) is the confluent hyper-geometric function [27,28], defined as follows:

F(α, γ; z) =
∞
∑

k=0

(α)k
k!(γ)k

zk

= 1 + α
γ

z
1! +

α(α+1)
γ(γ+1)

z2

2! +
α(α+1)(α+2)
γ(γ+1)(γ+2)

z3

3! + · · · .
(16)

Thus, the analytical solution of the defocus PSF of the diffraction-limited imaging
system can be presented as:

h(A, δ; ρ) =

{
∞
∑

n=0

(−1)n(πρ)2n

[2(n+1)2n!]
2 [F(n + 1, n + 2; iκ) + F(n + 1, n + 2;−iκ)]

}2

+

{
∞
∑

n=0

(−1)n(πρ)2n

[2(n+1)2n!]
2 [F(n + 1, n + 2; iκ)− F(n + 1, n + 2;−iκ)]

}2

.

(17)

For α = n + 1 and γ = n + 2, these functions can be expressed as series that converge
very rapidly:





F(n + 1, n + 2; iκ) + F(n + 1, n + 2;−iκ) = 2(n + 1)
∞
∑

k=0

(−1)k

(n+2k+1)
κ2k

(2k)! ,

F(n + 1, n + 2; iκ)− F(n + 1, n + 2;−iκ) = −2i(n + 1)
∞
∑

k=1

(−1)k

(n+2k)
κ2k−1

(2k−1)! .
(18)

Substituting Equation (18) into Equation (17) yields a series expression for the PSF:

h(A, δ; ρ) =

[
∞

∑
n=0

(−1)n (πρ)2n

(n!)2

∞

∑
k=0

(−1)kκ2k

(n + 2k + 1)(2k)!

]2

+

[
∞

∑
n=0

(−1)n (πρ)2n

(n!)2

∞

∑
k=1

(−1)kκ2k−1

(n + 2k)(2k− 1)!

]2

. (19)
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When A = 0.242 and δ/λ = 0,6,12,18,24,30, the PSF is shown in Figure 2. It can be seen
that by increasing the defocus, the brightness of the central point of the PSF decreases, and
more energy diffuses to the sidelobes, resulting in increased spreading.

In evaluating the convergence speed of the series equation, Equation (19), for a system
with typical parameter values, seven sampling values on the PSF curve are taken into
account, as depicted in Figure 3. The abscissa represents the truncation term number N. All
terms from n = 0 to n = N are retained and are included in the summation, while terms with
n > N are omitted. The ordinate represents the corresponding values of the PSF curves with
labels. The various curves in the graph represent the convergence status of the functions at
the corresponding positions in the small graph. Evidently, all the curves converge rapidly
and approach constants when N > 12, indicating that the confluent hypergeometric function
series converges smoothly and quickly.
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where ( )nJ z  is the Bessel function of the first kind of the order n. Each subfigure in Fig-
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Figure 3. The sampling values of the PSF curve vs. the term’s truncation number N of the series
equation, Equation (19). All terms from n = 0 to n = N are kept, but the terms with n > N are omitted.

3.3. Optical Transfer Functions for Diffraction-Limited Systems with Defocus

The optical transfer function (OTF) is a crucial, complex-valued function that describes
the response of an imaging system in relation to spatial frequency; it is a crucial parameter
in analyzing and evaluating the performance of imaging systems. The OTF of the diffraction
limit system is expressed as:

H(ν) = 1
πκν cos

(
4κν2){J1(4κν) cos−1(ν)−

∞
∑

n=0

(−1)n

2n [J2n−1(4κν)− J2n+1(4κν)] sin
[
2n cos−1(ν)

]
+

1
2κν

∞
∑

n=0
(−1)n2nJ2n(4κν) sin

[
2n cos−1(ν)

]
}+

1
πκν sin

(
4κν2)

{
∞
∑

n=0

(−1)n

2n−1 [J2n−2(4κν)− J2n(4κν)] sin
[
(2n− 1) cos−1(ν)

]
−

1
2κν

∞
∑

n=0
(−1)n(2n− 1)J2n−1(4κν) sin

[
(2n− 1) cos−1(ν)

]}
,

(20)

where Jn(z) is the Bessel function of the first kind of the order n. Each subfigure in Figure 2
corresponds to an OTF curve in Figure 4. The OTF gradually decreases at each frequency
as the degree of defocus increases.
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Figure 4. OTF curves for different defocus states.

4. The Characteristic Parameters of the Solution
4.1. Equivalent Bandwidth and Equivalent Linewidth

Both the OTF and the PSF are complex functions, for which it is convenient to introduce
a single parameter to characterize the image quality for comparison. Goodman proposed
equivalent bandwidth and equivalent linewidth as evaluation indexes [17]. We can assume
that the main components of the signal (the image and its spatial spectrum) in both the
spatial and frequency domains are concentrated only in a finite region near the center. To
measure the spreading of the function g(x) and its bandwidth G(ν), the relation between
the function g(x) and G(ν) is given by Fourier transform:

{
G(ν) =

∫ +∞
−∞ g(x) exp(−2iπνx)dx,

g(x) =
∫ +∞
−∞ G(ν) exp(2iπνx)dν.

(21)

It can be established from the above two equations that:

G(0) =
∫ +∞

−∞
g(x)dx, g(0) =

∫ +∞

−∞
G(ν)dν. (22)

Equation (22) has a clear geometric meaning: if the height of a rectangle is equal to G(0)
and the area is the same as the area under the curve G(ν), its width is called “equivalent
bandwidth”; see Figure 5a. The reciprocal of the slope of the object image’s light intensity
curve at the object’s edge is called the “equivalent line width”; see Figure 5b. The equivalent
bandwidth and equivalent linewidth can be expressed as follows:

ω̃ =

∫ ∞
−∞ G(ν)dν

G(0)
, s̃ =

∫ ∞
−∞ g(x)dx

g(0)
. (23)

Photonics 2024, 11, x FOR PEER REVIEW 8 of 15 
 

 

4. The Characteristic Parameters of the Solution 
4.1. Equivalent Bandwidth and Equivalent Linewidth 

Both the OTF and the PSF are complex functions, for which it is convenient to intro-
duce a single parameter to characterize the image quality for comparison. Goodman pro-
posed equivalent bandwidth and equivalent linewidth as evaluation indexes [17]. We can 
assume that the main components of the signal (the image and its spatial spectrum) in 
both the spatial and frequency domains are concentrated only in a finite region near the 
center. To measure the spreading of the function g(x) and its bandwidth G(ν), the relation 
between the function g(x) and G(ν) is given by Fourier transform: 

( ) ( ) ( )

( ) ( ) ( )

exp 2 ,

exp 2 .

G g x i x dx

g x G i x d

ν πν

ν πν ν

+∞

−∞

+∞

−∞

 = −

 =


  

(21)

It can be established from the above two equations that: 

( ) ( ) ( ) ( )0 ,     0 .G g x dx g G dν ν
+∞ +∞

−∞ −∞
= =   

(22)

Equation (22) has a clear geometric meaning: if the height of a rectangle is equal to 
G(0) and the area is the same as the area under the curve G(ν), its width is called “equiva-
lent bandwidth”; see Figure 5a. The reciprocal of the slope of the object image’s light in-
tensity curve at the object’s edge is called the “equivalent line width”; see Figure 5b. The 
equivalent bandwidth and equivalent linewidth can be expressed as follows: 

( )
( )

( )
( )

,   .
0 0

G d g x dx
s

G g

ν ν
ω

∞ ∞

−∞ −∞= =  
 

(23)

 
Figure 5. The characteristic parameter (a) Equivalent bandwidth and (b) equivalent linewidth. 

The product of equivalent linewidth and equivalent bandwidth can be obtained from 
Equations (22) and (23): 

1.sω ≈  (24)

The above equation represents the mutual restriction between the signal spreading 
in the spatial domain and that in the frequency domain, which is also called “uncertainty”. 

Due to the symmetry, both equations 𝐻(𝛼, 𝜈)  and ℎ(𝛼,𝜌)  have rotationally sym-
metrical surfaces. One may make a cylinder where the top surface is at a tangent to the 
surface and where the bottom surface coincides with the coordinate plane, such that the 
volume of the cylinder is equal to the volume under the surface (Figure 6). It is physically 
reasonable to take the diameter 2R of the cylinder as either the equivalent bandwidth of 
the OTF or the equivalent linewidth of the PSF. 

When the surface expression is G(r), then the volume of the cylinder is: 

( ) ( )22

0 0 0
2 .R h d G r rdr G r rdr

π
π ϕ π

∞ ∞
= =    

(25)

G(ν)

ν

ω

(a) (b)

s

g(x)

x

Figure 5. The characteristic parameter (a) Equivalent bandwidth and (b) equivalent linewidth.

The product of equivalent linewidth and equivalent bandwidth can be obtained from
Equations (22) and (23):

s̃ω̃ ≈ 1. (24)
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The above equation represents the mutual restriction between the signal spreading in
the spatial domain and that in the frequency domain, which is also called “uncertainty”.

Due to the symmetry, both equations H(α, ν) and h(α, ρ) have rotationally symmetrical
surfaces. One may make a cylinder where the top surface is at a tangent to the surface and
where the bottom surface coincides with the coordinate plane, such that the volume of the
cylinder is equal to the volume under the surface (Figure 6). It is physically reasonable to
take the diameter 2R of the cylinder as either the equivalent bandwidth of the OTF or the
equivalent linewidth of the PSF.
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When the surface expression is G(r), then the volume of the cylinder is:

πR2h =
∫ 2π

0
dϕ
∫ ∞

0
G(r)rdr = 2π

∫ ∞

0
G(r)rdr. (25)

From Equation (25), the following result is obtained:

R =

√
2
∫ ∞

0
G(r)rdr/h =

√∫ ∞

−∞
G(r)rdr/h, (26)

where h is the maximum value of the surface; that is the center value.
When defocus occurs, the equivalent bandwidth will become smaller, while the equiv-

alent linewidth will become larger, indicating increased spreading. By substituting the
expression for the OTF (Equation (20)) and the expression for the PSF (Equation (19))
into Equation (26), a series of equivalent bandwidth and equivalent linewidth values are
obtained, as depicted in Table 1.

Table 1. Equivalent linewidth
∼
s and equivalent bandwidth

∼
ω values at defocus.

δ/λ ∼
s (µm)

∼
ω (mm−1)

∼
s
∼
ω

0 2.27 440 0.998
6 2.39 418 0.999

12 2.80 356 0.997
18 3.74 265 0.991

The last row of the above table shows that, corresponding to a given amount of
defocus, the product of equivalent linewidth and equivalent bandwidth is approximately
equal to 1.

4.2. Strehl Ratio and Resolution

The Strehl ratio (SR) is a measure of the relative peak intensity of an optical system’s PSF,
compared to that of an ideal, aberration-free system. In Equation (19), the SR can be calculated
by setting n = 0, which requires considering only the term ρ = 0 in the following equation:

SR = h(A, δ; ρ)|ρ=0 =

[
∞

∑
k=0

(−1)kκ2k

(2k + 1)!

]2

+

[
∞

∑
k=1

(−1)kκ2k−1

(2k)!

]2

. (27)
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This formula can be simplified to a trigonometric function:

SR(A, δ) =

[
2 sin(κ/2)

κ

]2
. (28)

In Figure 7, the red curve represents the confluent hypergeometric function, and the
blue is calculated by Equation (28); their values are highly consistent. The values of each
point are shown in Table 2.
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Figure 7. Diagram of the SR as a function of the defocus amount.

Table 2. Defocus amount versus the SR.

δ/λ 0 3 6 9 12 15 18 21 24 27 30

SR 1 0.975 0.902 0.791 0.654 0.506 0.362 0.235 0.133 0.061 0.018

The relationship between the SR and resolution will be discussed in the following
content. Resolution typically denotes the maximum spatial frequency that can be distin-
guished. Within industry settings, the resolution of the design output when the OTF falls
between 0.15 and 0.2 is commonly employed as a reference value.

Figure 8 shows a series of defocus OTF curves, obtained with an optical system
numerical aperture of 0.242 and a main wavelength of 550 nm, the defocus range being
0~21 times the wavelength. The intersection points between these curves and the line
where OTF = 0.2 are regarded as the resolution in each defocus state.
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Figure 8. OTF versus frequency.

Figure 9a shows the curve of spatial resolution as a function of the SR. The abscissa of
each discrete point represents the intersection point between the curve of different defocus
states (see Figure 8) and the line OTF = 0.2, which is the resolution. The ordinate is the SR
value at the corresponding defocus position. The ordinate in Figure 9b is the logarithm of
the SR; the results show that the resolution is more closely linearly related to ln(SR).
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Figure 9. The curve of the relationship between the SR and resolution at OTF = 0.2 for various defocus
positions. (a) SR vs. resolution; (b) ln(SR) vs. resolution.

5. Comparison of the Analytical Solution with the Ray-Tracing Results of the Real System

To verify the accuracy of our analytical results, we implemented ray tracing with the
optical design software, Zemax (version 18.4.1), to generate both the FFT PSF and FFT
MTF. The FFT used here refers to the fast Fourier transform technique, which is the method
employed by Zemax software for calculating the PSF and MTF of optical systems. The MTF
is the absolute value of the OTF, known as the modulus of the OTF. The calculation method
for the FFT PSF is as follows. A set of grid rays emitted from the source point propagate to
the exit pupil; the complex amplitude of the corresponding point on the wavefront grid
at the exit pupil is calculated using the amplitude and path difference. After appropriate
scaling and Fourier transformation, the square of the resultant values yields the real value
of the PSF. The FFT MTF essentially represents the Fourier transform of the FFT PSF. In
subsequent content, these will be referred to simply as PSF and MTF.

The 2D system layout of the three systems used for comparison is illustrated in
Figure 10. Light rays from the left side of the system converge on the image plane on the
right side.

Figure 10. The 2D system layouts: (a) system 1; (b) system 2; (c) system 3.

Table 3 lists the main optical parameters of systems 1–3. For systems 1–3, which have
respective A values of 0.2425, 0.0698, and 0.1961, step values of δ/λ were chosen as 5, 50,
and 5 to accurately reflect the variations in MTF and PSF with defocus.

Table 3. Main parameters of the optical systems.

System Wavelength F/# NA′ f ′ Diameter
(Entrance Pupil) RMS/Waves

1 588 nm 2.00 0.2425 20 10.0 0.0039
2 550 nm 7.14 0.0698 500 70.0 0.0124
3 550 nm 2.54 0.1961 100 40.0 0.0005

We compared the results obtained by the Zemax software’s ray tracing with the PSF
and MTF calculated by the analytical solution. The defocused MTF and PSF curves of the
three systems are shown in Figures 11–13, respectively, where the solid line represents
the result calculated by the analytical solution and the dashed line represents the result
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obtained by ray tracing. Table 4 presents the root mean square error (RMSE) values
calculated between the MTF and PSF, obtained through two different methods at different
defocus levels.
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Figure 11. Comparison of the analytical solution and ray tracing results for system 1 at different
defocus levels. (a) MTF; (b) PSF.
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Figure 12. Comparison of the analytical solution and ray tracing results for system 2 at different
defocus levels. (a) MTF; (b) PSF.
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Figure 13. Comparison of the analytical solution and ray tracing results for system 3 at different
defocus levels. (a) MTF; (b) PSF.
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Table 4. Comparison of the PSF and the MTF for different systems.

System 1 (RMSE) System 2 (RMSE) System 3 (RMSE)

MTF

δ = 0 0.25% δ = 0 0.33% δ = 0 0.08%
δ = 5λ 0.39% δ = 50λ 0.23% δ = 5λ 0.22%
δ = 10λ 0.92% δ = 100λ 0.27% δ = 10λ 0.60%
δ = 15λ 1.48% δ = 150λ 0.63% δ = 15λ 1.10%
δ = 20λ 1.72% δ = 200λ 0.94% δ = 20λ 1.57%
δ = 25λ 1.54% δ = 250λ 1.05% δ = 25λ 1.89%
δ = 30λ 1.34% δ = 300λ 0.97% δ = 30λ 2.01%

PSF

δ = 0 1.22% δ = 0 1.23% δ = 0 1.23%
δ = 5λ 1.04% δ = 50λ 1.22% δ = 5λ 1.16%
δ = 10λ 0.76% δ = 100λ 1.24% δ = 10λ 1.00%
δ = 15λ 0.95% δ = 150λ 1.31% δ = 15λ 0.79%
δ = 20λ 1.17% δ = 200λ 1.35% δ = 20λ 0.60%
δ = 25λ 0.99% δ = 250λ 1.25% δ = 25λ 0.50%
δ = 30λ 0.56% δ = 300λ 0.97% δ = 30λ 0.48%

6. Discussion

Many imaging systems are precision-designed and fabricated to achieve imaging qual-
ity that is close to the diffraction limit, in order to deliver exceptional performance. These
systems include cameras equipped in aerospace vehicles, high-end plan-apochromatic
microscope objectives used in medicine and life sciences, object identification systems,
and imaging systems employed in semiconductor applications. For high-end imaging
systems, the most commonly encountered imaging error is defocusing rather than inherent
aberrations. Defocusing may be caused by variations in object distance, fabrication and
assembly tolerances, environmental temperature fluctuations, and other factors.

By applying the above confluent hypergeometric functions, this paper offers an an-
alytic solution for the Fresnel diffraction of a diffraction-limited system. The universal
model describes the behaviors of systems under defocusing. The analytic model’s most
compelling feature is its complete independence from intricate design details, objective
types, and various application scenarios. It is anticipated that such an analytic formula
will facilitate the analysis of image quality deterioration, the establishment of suitable
tolerances for design and fabrication, and the prediction of defocusing effects.

7. Conclusions

In this paper, the analytic formula of the defocused PSF of the diffraction-limited sys-
tem utilizing confluent hypergeometric function is first derived, and then the characteristic
parameters, including equivalent bandwidth, equivalent linewidth, and the Strehl ratio, are
derived. The analytical expression of the Strehl ratio of defocusing systems can be reduced
to a simple trigonometric function. Examples of three different types of diffraction-limited
systems are analyzed and compared with the analytic solution. The PSF of each example is
very close to the analytic solution, and the S values of defocus are consistent with those
calculated from the above analytical expressions.

It follows that the defocused PSF of the diffraction-limited system, which includes the
confluent hypergeometric function, is indeed a typical expression of a diffraction-limited
system. This analytical formula can give the defocus characteristics and behavior of all
diffraction-limited systems with known or unknown structural parameters. This analyt-
ical solution describes the properties of all diffraction-limit systems, including defocus
performance, resolution, etc.
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Abstract: A pulse duration compression technique that combines stimulated Brillouin scattering
(SBS) and stimulated Raman scattering (SRS) was presented in this study, achieving an output pulse
duration of 48.3 ps. The feasibility of this approach has been experimentally demonstrated. To
be specific, a pulse duration of 7.4 ns is compressed to 48.3 ps with an energy of 5.27 mJ, and the
energy efficiency of the SRS pulse duration compression system is up to 21.84%. Moreover, this study
provides a practical method for reliably generating high-energy short pulses.

Keywords: stimulated Brillouin scattering; stimulated Raman scattering; pulse duration compression;
high-energy short pulse

1. Introduction

High-energy short-pulse laser generation has been a current research hotspot due
to its unique characteristics of short pulse duration and high peak power, which have
good application prospects in fields including laser processing [1,2], laser ranging [3,4] and
laser ignition [5,6]. At present, there are several methods for obtaining short-pulse lasers,
such as Q-switched technology [7,8] and mode-locked technology [9–11]. Q-switched
technology is used for generating high-energy short pulses with low cost, but it can only
output sub-nanosecond pulses due to the size limitations of the gain medium imposed
by the cavity length. Mode-locked technology enables the output of picosecond or even
femtosecond pulses of several µJ. Further amplification suffers from deterioration of the
beam quality and damage to the optical element [12].

In addition to the above-mentioned schemes, utilizing optical nonlinear effects to
achieve pulse peak-power enhancement and energy amplification has become an effective
way to overcome the limitations in the power enhancement process. One of the effects
is that the pulse compression technology based on stimulated Brillouin scattering (SBS)
exhibits significant advantages in achieving short pulses owing to its phase conjugation,
high energy efficiency and simple structure [13–15]. It has been demonstrated to be an
effective technology for generating short pulses with energy up to the joule level [16].
Hon et al. proposed and practically realized the pulse duration compression of SBS in
gas and used CH4 gas to compress the pump pulse duration from 20 ns to 3 ns in the
tapered waveguide structure [17]. Liu et al. employed a focused single-cell structure to
compress the pump pulse from 8.05 ns and 145 mJ to 1.35 ns and 94.5 mJ, and the energy
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efficiency reached 65% [18]. SBS pulse compression technology can compress nanosecond
laser pulses to sub-nanosecond levels. Further compression for achieving shorter pulse
duration output has become a primary area of research focus. However, when the laser
wavelength is 1064 nm, the application of SBS pulse duration compression technology is
constrained by the theoretical compression limit of phonon lifetime, making it difficult to
obtain short pulses within 100 ps.

The SRS pulse compression technology provides a wide gain bandwidth, making
it more possible to acquire picosecond pulses, and it has been reported to successfully
compress pulses on the picosecond scale [19,20]. Chevalier et al. achieved a high backward
SRS efficiency of 40% by selecting acetone as the medium under the condition of the
maximum pump energy, which was 1 mJ [21]. Despite its small compression limit, the
wider application of SRS is hindered by its low energy efficiency. Currently, enhancing
the energy efficiency of SRS pulse compression remains a significant challenge. SBS pulse
compression technology is characterized by its high energy efficiency, but it is unable
to achieve the generation of short pulses within the 100 ps range due to the limit of
the theoretical compression imposed by the phonon lifetime. Additionally, SRS pulse
compression technology has a smaller compression limit, while its energy efficiency is
lower. SBS pulse duration compression can efficiently compress nanosecond pulses to
hundreds of picoseconds and provide a high-power pump for SRS compression. In this
case, a narrow pulse duration can lower the gain of nonlinear effects such as SBS and
improve the efficiency of SRS. It is an effective method to obtain short pulses by combining
them for pulse compression, aiming to overcome their respective shortcomings.

In this study, an effective pulse compression method is proposed based on the combi-
nation of SBS and SRS. The sub-nanosecond short pulses obtained through the SBS are the
input of the SRS. The short pulse within 100 ps is output, and the energy efficiency of SRS
is improved. The experiment finally outputs short pulses with a pulse duration of 48.3 ps,
and the energy efficiency of the SRS reaches 21.84%.

2. Theoretical Analysis

During the amplification process, the backward Stokes generated in the SRS generator
is taken as the seed to extract pump energy. The low energy efficiency of SRS is caused by
the existence of a high-order Stokes, which is excited by a first-order Stokes after reaching a
certain energy level. Only the first-order Stokes absorbs energy for amplification, while
the high-order Stokes does not participate in the amplification process. To improve energy
efficiency, it provides a feasible way to raise the first-order generation threshold, which
makes the high-order Stokes less likely to occur. The generation threshold formula is shown
below [22]:

Pth =
T + 2αL

2gL
πω2

p(0) (1)

where T is the transmission of the output coupler; α refers to the absorption coefficient of
the medium; L denotes the length of the medium; g signifies the Raman gain coefficient
of the medium; and ωp(0) means the waist radius of the pump beam at the center of the
medium. The expression for the gain coefficient of SRS is given by Equation (2) [23]:

g =
ω−1χ(3)T2γv

4n2Ac2ωv
(2)

where ω−1 is the angular frequency of the light wave; χ(3) denotes the third-order non-
linear polarizability; T2 means the phonon lifetime; γv refers to the dispersion response
of nonlinear polarization intensity; n indicates the refractive index; A signifies the ampli-
tude of the electric field; c presents the speed of light in a vacuum; and ωv is the angular
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frequency of phonon vibration. When X =ω0χ(3)T2γv/4n2c2ωv, according to the light
intensity expression Ii= 0.5nE0cA2, Equation (2) can be expressed as follows:

g = X
√

ncε0/2Ii (3)

where ε0 is the permittivity of free space. Based on the relationship I = E/τs between light
intensity and incident energy, Equation (3) can be expressed as:

g = X
√

ncε0τs/2E (4)

Substituting Equation (4) into Equation (1) yields:

Pth =
(T + 2αL)πω2

p(0)
√

E

LX
√

2ncδ0τs
(5)

In Figure 1, the relationship between the input pulse duration and the generation
threshold determined through numerical simulation is illustrated. In the SRS pulse com-
pression, the backward Stokes generated in the generator meets the pump light in the
amplifier, and the Stokes generated in the generator is used as the seed light to extract the
pump energy because the higher-order Stokes are stimulated by the accumulation of first-
order Stokes energy to a certain extent. In addition, the existence of the higher-order Stokes
inevitably consumes the first-order Stokes. The higher-order Stokes does not participate
in the amplification process, and only the first-order Stokes extracts the pump energy to
be compressed and amplified, causing a lower energy efficiency. To improve the energy
efficiency of SRS pulse compression, a feasible method involves raising the threshold of
first-order Stokes, and thus its energy accumulation cannot reach levels that would excite
higher-order Stokes. As can be seen from the red dashed circle in Figure 1, a substantial
change occurs in the threshold when the input pulse duration is 0.6 ns or less. Therefore, to
enhance the energy efficiency of the SRS, the input pulse duration should be shorter than
0.6 ns. With this adjustment, the intensity of the generated Stokes experiences a significant
improvement, effectively fulfilling the objective of enhancing energy efficiency.
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3. Experiment Setup

The experimental setup diagram of the SBS and SRS combined compression system
is depicted in Figure 2. The pump is a passively Q-switched Nd: YAG laser [24], and
its output is the Gaussian waveform with a wavelength of 1064 nm, a pulse duration
of 7.4 ns and a beam quality factor of M2 = 1.2. P1, P2, FR and HP1 form a spatial op-
tical isolator. HP2 and P3 are combined to form an energy regulator that controls the
pumping of energy into the SBS compression. In the current experiment, the pump pulse
output is detected by the laser, and a time-domain waveform with a pulse duration of
7.4 ns is obtained. The details are illustrated in Figure 2. The medium used in the SBS
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compression is FC-40 (g = 1.6 cm/GW, τ = 0.3 ns), and a compact double-cell structure
is employed to output 28.6 mJ of Stokes with a pulse duration of 580 ps at a pump en-
ergy of 35.2 mJ. On this basis, SRS compression is conducted, and the SRS adopts a
generation–amplification double-cell structure with a medium of Ba(NO3)2 crystal whose
length is 5 cm (g = 11 cm/GW@1064 nm, ∆v = 0.4 cm−1). After being compressed by SBS,
a portion of the output light is reflected by the beam splitter (BS) and focused by the lens
(F2) on the generator cell to generate backward Stokes, serving as seed light during the
amplification process. However, the other portion is transmitted as the pump through the
BS and then meets the Stokes seed in the amplifier through the half-wave plate (HP4) and
polarizer (P5). The seed light extracts energy from the pump for compression and amplifi-
cation, and the Stokes is ultimately output through the dichroic mirror (SP2). Additionally,
energy is recorded using an energy meter (OPHIR PE50BB-DIF-C and OPHIR NOVA II);
pulse duration characteristics are measured using an ultrafast phototube (UPD-35-IR2-D,
Alphalas; rise time < 35 ps, wavelength range: 800–1700 nm) combined with a digital
oscilloscope (DPO71254C, Tektronix; bandwidth: 12.5 GHz, sampling rate: 100 Gs/s); and
a beam quality analyzer (CCD, Dataray, Redding, CA, USA) is used to detect and explore
the spatial profile of the beam.
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Figure 2. Schematic diagram of the experimental setup of the SBS and SRS combined compression
system. The illustration represents the pump waveform output by the laser. P: polarizer; FR: Faraday
rotator; HP: half-wave plate; M: high-reflective mirror; QP: quarter-wave plate; F: lens; BS: beam
splitter; SP: dichroic mirror (HR@1064 nm, HT@1198 nm); AM: absorb mirror.

4. Results and Discussion

The output characteristics of SBS compression are measured. As shown in Figure 3a,
the output energy and energy efficiency are recorded simultaneously. With the increase in
input energy, the output energy increases linearly and the corresponding energy efficiency
initially rises rapidly at low input energy levels and later reaches a stable value. At the
low energy range of 5–30 mJ, with the increase in input energy, the energy efficiency
exhibits a steep upward trend, and the pump energy extracted by seed light is compressed
and amplified by SBS. When it is characterized by higher energy, the extraction speed
decreases and the energy efficiency slowly increases. Then, the pumping energy extracted
by Stokes seed light reaches a saturation point. Finally, the energy efficiency stabilizes at
approximately 75%. The evolution of the output pulse duration in relation to the input
energy is shown in Figure 3b. With the increase in input energy, the output pulse duration
first decreases to the minimum value and subsequently increases slowly. The reason for
this phenomenon is that the Stokes leading edge absorbs pump energy to saturation, and
then, with the continuous increase in input energy, the leading edge is in a saturated state
and no longer absorbs energy, while the trailing edge absorbs energy and is amplified,
resulting in a phenomenon in which the output Stokes pulse duration is widened. At a
pump energy of 35.2 mJ, the output Stokes pulse duration is 580 ps and the corresponding
output energy is 26.8 mJ.
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Figure 4. The spectrum diagrams of output Stokes from the generator with different input energies: 
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Figure 3. (a) Measured output energy of pulses compressed via SBS (black squares) and the corre-
sponding energy efficiency (red circles) with respect to input energy; (b) output duration evolution
of the Stokes radiation with respect to the input energy (inset: a typical compressed waveform); black
rhombuses measure SBS duration.

On this basis, the input characteristics of the SRS generator are determined. A stable
output of Stokes is observed when the input energy reaches 1.5 mJ. The generation of
SRS is cascaded, where higher-order Stokes are directly excited by first-order Stokes after
reaching a certain energy level. Therefore, the energy of the first-order Stokes is consumed
subsequently by the generated high-order Stokes. Moreover, the first-order Stokes acts
as the seed to extract pump energy during the amplification process of SRS, while the
higher-order Stokes is not involved, further leading to the existence of high-order Stokes
significantly affecting the energy efficiency of first-order Stokes. To improve the energy
efficiency of the SRS generator, an effective method is to ensure that the high-order Stokes
is not generated in the generator. The use of short pulses with a pulse duration of 580 ps as
the input for SRS generator has a high generation threshold, which prevents the first-order
Stokes energy from reaching the excitation level for high-order Stokes.

As displayed in Figure 4, the spectrum of the Stokes output by the generator under
various input energies was recorded, including values such as 1.5 mJ, 4.87 mJ and 5.39 mJ.
Only the first-order Stokes is present in Figure 4a,b, while in Figure 4c, the second-order
Stokes appears at an energy of 5.39 mJ. The maximum input energy used in the experiment
for the generator is 4.87 mJ. Only the first-order Stokes with a wavelength of 1198 nm is
present under this condition.
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In the experiment, the output pulse duration is detected by an ultrafast phototube
connected to a digital oscilloscope with a bandwidth of 12.5 GHz. As the theoretical detec-
tion limit of an oscilloscope is generally considered to be the reciprocal of the bandwidth,
it can be concluded that the theoretical detection limit of the digital oscilloscope used in
the experiment is 80 ps. Due to the theoretical detection limit, the rise time of the ultrafast
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photocell and the response time of the digital oscilloscope have a certain impact on the
measured results. The actual pulse duration (τR) output by SRS pulse compression is
calculated according to Equation (6) [25]:

τR =
(
τ2

D − τ2
P − τ2

O

)1/2
(6)

where τD is the result of the experiment; τP refers to the rising time of the ultrafast photo-
electric probe; and τO denotes the response time of the digital oscilloscope. Based on the
experimental measurement results, the actual pulse duration output by the generator and
the amplifier is calculated according to the above formula.

As shown in Figure 5a, the output energy of the generator has been rapidly increasing
with the rise in input energy, and the corresponding energy efficiency has also been
increasing. With the increase in input energy, the energy of backward Stokes generated
in the generator also increases. The output energy is 0.56 mJ and the energy efficiency is
11.6%, while the input energy is 4.87 mJ. As the actual output pulse duration is affected by
the bandwidth of the oscilloscope and the photoprobe, the actual output pulse duration
is obtained by subtracting the bandwidth of both from the pulse duration displayed by
the oscilloscope. The measured and actual results of the generator are respectively shown
in Figure 5b,c. There is no significant fluctuation in the output pulse duration within the
range of the input energy of the generator cell. As can be seen in Figure 5b,c, the pulse
waveforms of insets are classified into positive and negative signals. In general, it is shown
that the positive signal values are the normal measured optical signals, and the negative
signal values are the electromagnetic oscillation caused by a short falling edge of the pulse
waveform. Therefore, the area with positive signal values is considered the pulse duration.
When the input energy is 4.87 mJ, the actual output pulse duration is 64.3 ps.
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Figure 5. Output characteristics of the SRS generator: (a) output energy (black squares) and energy
efficiency (blue circles) of Stokes pulses versus input pump energy; (b) output duration evolution of
Stokes with respect to input energy (the measured result); the inset is the pulse waveform with an
input energy of 4.87 mJ; (c) output duration evolution of Stokes with respect to input energy (the
actual result); the inset is the pulse waveform with an input energy of 4.87 mJ.

Figure 6 shows the spatial distribution pattern of the light beam output by the SRS
generator. It is measured at a position of 3 cm after leaving the generating cell. The
transverse diameter and longitudinal diameter of the spatial beam profile are respectively
marked as 3.13 and 2.65 mm in Figure 6a. The z-axis in Figure 6b only represents the
intensity of light at varying positions. The color change on the right side of Figure 6b
indicates that the light intensity, in turn, shifts from blue to red (from weak to strong), and
the corresponding relative intensity changes from 0 to 1. The spatial profile of the beam
output by the generator features a well-defined Gaussian distribution.
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Figure 6. The spatial beam profile of the SRS generator: (a) plane graph; (b) schematic diagram of
light intensity at different positions.

The input energy of the SRS generator is fixed at 4.87 mJ, with an output energy of
0.56 mJ, an energy efficiency of 11.6% and an output pulse duration of 64.3 ps. The Stokes
pulse generated in this case serves as the seed in the amplifier. The 580 ps output by the
SBS compression is taken as the pump in the SRS amplification process. The characteristics
of the SRS amplifier are displayed in Figure 7. The output energy increases continuously
with the increase in pump energy, as shown in Figure 7a. The energy efficiency first
increases rapidly with the increase in pump energy, and, subsequently, it slows down
while the extraction of pump energy by the Stokes seed gradually reaches saturation,
ultimately stabilizing at around 24%. The evolution of the output pulse duration displayed
by the oscilloscope is recorded in Figure 7b. With the increase in pump energy, the output
pulse duration first decreases at a fast speed, and then its change is inconspicuous. When
the pump energy is 2.79 mJ, the lower pump power limits the higher power seed from
extracting energy. The pump power is already higher than the Stokes seed, while the pump
energy reaches 4.35 mJ. In this case, the Stokes seed can effectively extract energy from the
pump, leading to further compression of the output pulse. As the energy further increases,
the extraction gradually reaches saturation and the output pulse duration tends to stabilize.
The illustration in Figure 7b shows the time-domain waveform of the output pulse at an
input energy of 19.26 mJ. In this case, the output pulse duration is 67.7 ps, consistent with
an output energy of 4.71 mJ and an energy efficiency of 24.5%.
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Figure 7. (a) Output energy (black squares) and energy efficiency (blue circles) of Stokes pulses
versus pump energy of the SRS amplifier; (b) output pulse duration versus pump energy of the SRS
amplifier; the inset is the pulse waveform with an energy of 19.26 mJ.

The characteristics of SRS compression are presented in Figure 8. Figure 8b illustrates
the actual pulse duration, which is the pulse duration output by the oscilloscope minus
the bandwidth influence of the oscilloscope and photoelectric probe. The horizontal axis
indicates the total input energy of the combination of the SRS generator and the amplifier.
A total output energy of 5.27 mJ, an energy efficiency of 21.84% and an actual output pulse
duration of 48.3 ps are finally obtained at an input energy of 24.13 mJ.
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Figure 8. Output characteristics of the SRS compression: (a) output energy and energy efficiency
of Stokes pulses versus input energy; (b) output pulse duration evolution of Stokes with respect to
input energy.

The spatial profile of the final output Stokes from the SRS system is collected, as
shown in Figure 9. It is measured at a position of 3 cm after leaving the generating cell.
According to the observation, the transverse diameter and longitudinal diameter of the
spatial profile section of the beam are respectively marked as 2.01 and 2.25 mm. The z-axis
in Figure 9b only suggests the intensity of light at different positions. The color change
on the right side of Figure 9b indicates that the light intensity, in turn, shifts from blue
to red (from weak to strong), and the corresponding relative intensity varies from 0 to 1.
Compared with the spatial beam profile output by the SRS generator, the distribution of
radiant intensity output by the SRS generator–amplifier is more concentrated on the laser
spot center. Therefore, during the SRS process, the center of the beam undergoes higher
compression and amplification than the edge of the beam, thus increasing the concentration
of energy distribution. The beam quality is measured, and a beam quality factor M2 of
1.3 is obtained.
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5. Conclusions

To conclude, SRS pulse compression achieved further compression of the sub-nanosecond
short pulses output by SBS pulse compression. The technology of combining the SBS and
SRS systems successfully obtained short-pulse outputs within 100 ps. The SRS system
reached a total energy output of 5.27 mJ at a total input energy of 24.13 mJ, with an energy
efficiency of up to 21.84% and a corresponding output pulse duration of 48.3 ps, which
could successfully achieve short-pulse outputs within 100 ps at high energy levels and
good beam quality. Through further optimization of experimental parameters, high-energy
short pulses within the 100 ps range can be used in fields including precision instrument
processing, laser ranging and laser spectroscopy.
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Abstract: In this paper, the laser pulse time compression technique, based on stimulated Brillouin
scattering (SBS) and passive laser–induced breakdown (LIB) series technology, is investigated. By
doping a SiC nanowire in a CCl4 solution of an LIB breakdown medium, the LIB generation threshold
is reduced, and the stability of the LIB compression output is improved. When OD is 0.2, the output
pulse width is 254.4 ps, and the corresponding energy conversion efficiency and pulse compression
rate are 34.2% and 50.2%, respectively. Our experiment proves the feasibility of this scheme.

Keywords: SBS; LIB; the laser pulse time compression technique

1. Introduction

Ultrashort–pulse lasers are widely used in laser processing, spectral measurement, and
high–energy physics [1–3]. The traditional method of generating an ultrashort–pulse laser
through mode locking makes it difficult to generate a high–energy short–pulse laser due to
the limitation of the damage threshold of the locking mirror [4–6]. Another method is to
generate a nanosecond laser through Q–switching and then compress the laser to a picosec-
ond level using SBS pulse–width compression technology, which has the advantages of a
low cost, high energy conversion efficiency, phase conjugation, and high beam quality [7,8].
However, SBS pulse–width compression technology can only compress the pulse leading
edge to obtain the laser pulse output in the order of a hundred picoseconds. In order to
achieve a narrower pulse width, further post–pulse compression must be combined with
other technical solutions.

The existing SBS and SRS series compression technology schemes [9,10], SBS and
saturated gain switch series compression technology schemes [11], and SBS and LIB series
compression technology schemes have been proven to be feasible [12]. The SBS and SRS
series compression technology is the earliest technological combination to realize ultra–
short pulses, which has been proved in a large number of studies, and that can achieve
high repetition frequency output. However, after injecting the high peak power laser pulse
output produced by the SBS pulse–width compression technology into the SRS medium,
the SRS pulse–width compression technology will generate high–order Stokes light. The
stability and energy conversion efficiency of the whole system are affected, making the
scheme difficult to apply in high–power laser generation. The SBS and saturated gain
switch series compression technology can generate a ps–level ultrashort–pulse laser, and the
energy conversion efficiency is noteworthy. But, the saturated gain switch is only suitable
for gas lasers, and this technology is only used in KrF lasers. The SBS and LIB series
compression technology scheme combines pulse leading–edge compression technology
with trailing–edge compression technology to yield complementary results. In addition,
the high peak power Stokes light output from SBS pulse–width compression technology is
injected into the LIB plasma switch, which is beneficial to the excitation of the plasma.
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In 2017, Liu et al. [13] proposed a scheme of combining SBS and LIB compressions to
simultaneously compress the leading and trailing edges of pulses, achieving a synchronous
compression of the leading and trailing edges of the pulse and breaking through the
limitation of SBS phonon lifetime. However, using pure water as a medium is affected by
various nonlinear effects, while the LIB effect is not stable enough for practical applications.
In this paper, CCl4 is used as the medium to significantly improve the stability of LIB,
and the stability and efficiency of the system are significantly enhanced by doping SiC
nanowires. In addition, the commercial Faraday optical isolator is used to achieve optical
isolation between the seed laser source and the amplifier. Meanwhile, the optical wedge
is used to adjust the horizontal and vertical directions of the beam in the experimental
setup, which improves the stability of the experimental setup and further improves the
engineering application ability of the combined SBS and LIB pulse compression technology.

In this letter, in view of the limitation that SBS can only compress the leading edge
of the injected light pulse, we proposed a scheme combining SBS leading–edge pulse
compression technology with LIB trailing–edge compression technology in series and
successfully realized the simultaneous compression of the leading and trailing edges of the
injected light pulse. By doping the SiC nanowire into the CCl4 solution to reduce the LIB
threshold and improve the system stability, ultra–narrow pulse width and high–intensity
laser outputs are finally achieved.

2. Material Preparation

The introduction of impure particles into a pure liquid medium can also significantly
reduce the LIB threshold of the medium and improve the stability of the LIB [12]. LIB
enhancement based on the thermal effect is a mechanism that enhances the performance
of LIB through the doping of solid particles [14], where the selected doped solid particle
materials are required to have a large difference in the thermal conductivity of the medium.
The SiC material has significant nonlinear optical properties, excellent mechanical proper-
ties, and electrical conductivity. Its thermal conductivity is 100~200 W/m·K [15]. The SiC
nanowire preparation method includes the following: Si and SiO2 powders were mixed
by ball milling according to the designed proportion (molar ratio of 1:1). The mixed Si
and SiO2 powders were placed at the bottom of the graphite crucible and covered with the
porous carbon material. The graphite crucible was put into the center of the tube furnace,
heated to 1400 ◦C at a rate of ~5 ◦C/min, and held at 1400 ◦C for 1 h under an argon
gas environment.

The prepared SiC nanowire was characterized by electron microscopy, as shown in
Figure 1. Figure 1a is a 1500× magnification image, and Figure 1b is a 4000× magnification
image. SiC nanowire was integrated into the CCl4 solution and dispersed homogeneously
by ultrasound, and suspensions with OD values of 0.1, 0.15, and 0.2 were obtained, respec-
tively. CCl4 is a liquid organic solvent at room temperature. Its chemical properties are
stable under natural conditions [16,17]. Then, suspensions with OD values of 0.1, 0.15, and
0.2 were injected into the LIB pool for narrow pulse–width compression experiments by
combining SBS and LIB switches in series.
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Figure 1. SEM image of SiC nanowire: (a) 1500× magnification; (b) 4000× magnification. 
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Figure 1. SEM image of SiC nanowire: (a) 1500× magnification; (b) 4000× magnification.

3. Experiment

The experimental setup for the narrow–pulse width compression of a Nd:YAG single–
longitudinal–mode laser using a structure of SBS and LIB switches in series is shown in
Figure 2. During the experiment, the SBS is used for the first–stage compression; then,
the LIB compression is performed with the steep rising–edge pulse output from the SBS.
The Nd:YAG single–longitudinal–mode laser serves as a seed laser, with an output pulse
width of 8 ns and a central wavelength of 1064 nm. The maximum output energy is
7 mJ at a repetition rate of 1 Hz. The optical Faraday isolator is used to avoid damage
to the seed laser caused by backward light. The max beam diameter and isolation of
the optical Faraday isolator are 9 mm and 40 dB, respectively. Lenses M1 and M2 are
used to adjust the spot size of the optical Faraday isolator. Optical wedge pairs W1~W5
are used for beam adjustment, while right–angle prisms RM1~RM4 are used for beam
reflection. Optical wedge pairs utilize the relative rotation of the two optical wedges. The
output beam can be positioned in any direction in the corner cone with the input beam
as the axis. Its advantages include an easy system assembly, stable structure, and easy
realization of the engineering of optical systems. The deflection angle parameter of the
optical wedge is 1◦. The right–angle prism uses critical angle characteristics to achieve
the efficient total reflection of the incident beam inside the right–angle prism. Compared
with ordinary mirrors, the advantages of a right–angle prism include easy installation
and high mechanical stress strength. A dual–pass amplifier structure is applied in the
first–stage Nd:YAG amplifier. A half–wave plate and a polarizer P1 are used to control the
energy injected into the Nd:YAG amplifier crystal. Lenses M3 and M4 are used to adjust
the beam diameter in the Nd:YAG amplifier crystal. A compact dual–pool compression
structure is employed in the SBS compression section, including an amplification pool and
a generation pool, both of which are 60 cm in length, and the SBS medium is FC–43. The
FC–43 medium is one of the perfluorocarbon media. As an SBS medium, FC–43 has the
characteristics of a high breakdown threshold, short phonon lifetime, large gain coefficient,
and low absorption [18,19]. The phonon lifetime, SBS frequency shift, gain coefficient,
and optical breakdown threshold of FC–43 medium are 200 ps, 1.3 cm/GW, 1073 MHz,
and 178 GW/cm2, respectively. In the single–pass amplification, the seed laser energy is
amplified to 60 mJ. The amplified beam enters the amplification pool after passing through
the quarter–wave waveplate and is focused into the generating pool by the lens M5 with a
focal length of 300 mm. The Stokes light generated near the focal area is compressed and
amplified in the amplification pool by extracting the input energy in a backward direction.
Stokes light is transformed into the s–polarized light through the quarter–wave plate and
then further amplified in the Nd:YAG amplifier crystal, which is reflected by polarizer P1
and the right–angle prism RM3. The output beam passes through a half–wave plate and is
incident to a type I phase–matched LiB3O5 (LBO) crystal for frequency doubling, producing
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green light in the 532 nm wavelength range. For the laser beam, the center wavelength,
pulse width, and repetition rate are 1064 nm, 10 ns, and 10 Hz, respectively. The damage
threshold of LBO crystal is better than 1 GW/cm2. Dichroic mirror DM1 is used to separate
the 532 nm beam, and the 1064 nm beam is recovered using an optical trash can. Lens M6
is used for focusing the 532 nm beam into the LIB generation pool with a length of 40 cm.
The beam through the LIB pool is collimated by lens M7. The forward–stimulated Raman
component and compressed transmitted light are separated by a dichroic mirror DM2 with
high transmission for the 650 nm light and high reflectivity for the 532 nm light.
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Figure 2. Optical path diagram of SBS and LIB switch series combination compression experiment.

4. Results and Discussion

The output Stokes beam compressed by SBS is focused into the LIB pool as a pump
source for LIB compression after frequency doubling with LBO. After the occurrence of
laser–induced plasma breakdown, the pulse width of the output waveform changes with
the input energy, as shown in Figure 3. A total of 100 pulses recorded by a detection system
using a photoelectric detector (Ultrafast UPD–50–UP) and a digital oscilloscope (Tektronix,
DPO71254C, bandwidth: 12.5 GHz; sampling rate: 100 Gs/s) are captured for statistical
analysis. The output laser energy is measured by an energy meter (ORHIR, PE50DIF–ER).
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Figure 3. Pulse duration as a function of the input energy after the LIB pulse compression stage:
(a) OD = 0.1; (b) OD = 0.15; (c) OD = 0.2.

Taking Figure 3c as an example, when the input energy reaches 21.7 mJ, the output
pulse width gradually decreases, and the shortest pulse width is 255.7 ps. When the input
energy is increased to 35.7 mJ, the output pulse width remains basically unchanged, and
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the output pulse width is 254.4 ps. When the input energy continues to be increased to
58.7 mJ, the output pulse width gradually increases, and the longest output pulse width is
453.2 ps.

The reason for this change is that the pulse width of the LIB output is affected by
the pulse width of the Stokes beam after SBS compression and due to the LIB switching
properties. The pulse width of the Stokes beam compressed by SBS is affected by the output
power density of the Nd:YAG pumping source. When the output power density of the
Nd:YAG laser is less than a specific value, the pulse width of the Stokes beam rapidly
shortens and eventually saturates to a minimum value. The output power density of
the Nd:YAG laser is further increased, and the pulse width of the Stokes beam is slowly
broadened. In terms of stability, the pulse–width stability is optimal when the output pulse
width is the shortest, and the stability gradually deteriorates by further increasing the
pump power density [20–23]. By comparing Figure 3a–c, it can be seen that the minimum
pulse width of the LIB output and its stability, and the corresponding input energy, are
affected by the OD value of LIB, as shown in Table 1.

Table 1. Influence of different OD values on the minimum pulse output by LIB.

Number OD Input Energy (mJ) Minimum Pulse Width (ps) Stability (ps)

1 0.1 39.9 290.2 31.1

2 0.15 33.9 250 34.4

3 0.2 35.7 254.4 48.6

In the CCl4 solution doped with the SiC nanowire, the curves of LIB compression
output energy and energy conversion efficiency with input energy are shown in Figure 4.
Taking Figure 4c as an example, when the input energy is 5 mJ, a stable LIB shutdown
phenomenon begins to appear. This is because SiC nanowires can reduce the breakdown
threshold of LIB, causing LIB to occur at low energy, significantly suppressing the occur-
rence of SBS and SRS, making LIB dominant in the competition for nonlinear effects. As
the input energy increases, the output energy of LIB gradually increases. Before entering
the saturation gain region, the energy conversion efficiency increases rapidly as the input
energy rises. When entering the saturation gain region, the energy conversion efficiency
gradually tends to saturate and stabilize at about 50% [24–26]. At the same time, the
variance in the output energy is also continuously increasing.
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Figure 4. Relationship between output energy and energy conversion efficiency with input energy:
(a) OD = 0.1; (b) OD = 0.15; (c) OD = 0.2.

By comparing Figure 4a–c, it can be seen that the output energy and energy conversion
efficiency follow the same trend as the input energy. After experiencing a small signal
gain under low input energy, the final energy conversion efficiency is saturated at about
50%. This is because the media selected in the LIB pool are the same, resulting in the same
phonon lifetime. The change in OD value from 0.1 to 0.2 has a relatively small impact
on the gain coefficient. The maximum energy output of LIB and its saturation energy
conversion efficiency, the corresponding input energy, are affected by the OD value of the
LIB, as shown in Table 2.
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Table 2. Influence of different OD values on the output energy by LIB.

Number OD Input Energy (mJ) Maximum Output
Energy (mJ)

Saturation Energy
Conversion Efficiency (%)

1 0.1 62.2 31.2 50.1

2 0.15 62.2 30.7 49.4

3 0.2 58.7 29.2 49.7

After SBS compression, the output laser energy is 35.7 mJ, and the corresponding
energy conversion efficiency and pulse width are 55% and 506.8 ps, respectively. For the
LIB pool with an OD value of 0.2, when the input energy is 35.7 mJ, the statistical histogram
of LIB output energy stability is shown in Figure 5. The corresponding average value and
R2 value are 12.2 mJ and 92.3%, respectively.
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Figure 5. Output energy stability statistical histogram at OD value of 0.2 and input energy of 35.7 mJ.

The comparison of pulse waveforms before and after LIB compression is shown in
Figure 6. The black curve represents the pump pulse before LIB compression, and the red
curve represents the short pulse after compression. It can be seen that the leading edges
of the two pulses are essentially coincident, which indicates that the LIB plasma switch
preserves the leading–edge portion of the compression pulse more completely. The trailing
edge after the peak is almost absorbed, causing compression. After compression, the slope
of the trailing edge of the pulse is basically the same as that of the front edge, forming
a short pulse with symmetric front and trailing edges. Due to the effective suppression
of other nonlinear effects, the compression effect here is changed from a combination of
multiple nonlinear effects in the pure media to a single LIB compression. The final output
pulse width is 254.4 ps, and the compression rate of 50.2% is achieved via SBS compression.
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5. Conclusions

In conclusion, we proposed a novel narrow pulse–width compression scheme that
combined SBS pulse–width compression technology with LIB switching. The LIB threshold
is decreased by doping a SiC nanowire into a CCl4 solution. The nonlinear effects of SBS
and SRS are suppressed to improve the stability of the system. For the LIB switch with
an OD value of 0.2, the optimal output is obtained when the input energy is 35.7 mJ. For
a LIB switch with an OD value of 0.2, the minimum pulse–width output of 254.4 ps is
obtained when the input energy is 35.7 mJ. The corresponding energy conversion efficiency
and pulse compression rate are 34.2% and 50.2%, respectively. The produced optical pulse
provides a spatial resolution that is well suited for LIDAR Thomson scattering diagnostics.
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Abstract: Amidst the escalating issue of drug abuse, an urgent need for effective illicit drug detection
methods has arisen. This paper introduces a novel optical approach utilizing the Goos–Hänchen
Shift (GHS) to explore the possibility of on-site rapid detection of illicit drugs. Delving into the mech-
anisms, light absorption and attenuation in biological samples are considered through absorption
and attenuation coefficients, establishing connections between complex refractive indices, complex
dielectric constants, and GHS. A self-assembled GHS detection system measured GHS values across
various samples: ultrapure water, serum, methamphetamine, serum–methamphetamine, heroin,
and serum–heroin. These experiments unveiled substantial GHS variations among the samples.
Refractive indices for serum, serum–methamphetamine, and serum–heroin samples were computed
using GHS values and sample extinction coefficients, highlighting GHS’s remarkable sensitivity
to refractive index variations as a high-sensitivity refractive index sensing technology. The corre-
lation between the dielectric constant and GHS was explored, yielding refractive indices for pure
solutes—serum, methamphetamine, and heroin—of 1.66300, 1.51300, and 1.62300, respectively. No-
tably, the dielectric constants for these solutes were 2.76557, 2.28917, and 2.63413, emphasizing the
dielectric constant’s discriminative potential in identifying illicit drugs. In conclusion, these findings
suggest that GHS holds promise for distinguishing various illicit drug types, charting an innovative
path for illicit drug detection.

Keywords: Goos–Hänchen Shift; illicit drug detection; refractive index; dielectric constant

1. Introduction

Illicit drugs dependence and addiction pose severe threats to human mental and
physical health, familial relationships, and societal stability. This escalating global concern
underscores the urgency of combatting drug abuse. Advances in drug detection technolo-
gies have significantly bolstered these efforts [1–3]. Current drug detection methods are
primarily bifurcated into separation-based detection and direct detection.

Separation-based detection primarily employs techniques such as LC-MS (Liquid
Chromatography–Mass Spectrometry) [4–6] and CE (Capillary Electrophoresis) [7]. LC-
MS, being adept at both qualitative and quantitative drug analyses from complex body
fluids and having commendable stability with a detection limit as low as 10 ng/mL [8],
is the gold standard for drug testing. Its results can serve as evidence in the criminal
justice system [9]. However, LC-MS requires prolonged analysis times (over 5 h), skilled
technicians, and costly equipment. Its lab-bound nature renders it unsuitable for rapid drug
testing needs [10,11]. CE, while combining the strengths of various separation techniques
and being efficient and automated [12], suffers from reproducibility and stability issues due
to its short and narrow analytical pathways [13], preventing it from becoming a mainstream
drug detection method.
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Direct detection predominantly employs Surface Enhanced Raman Spectroscopy
(SERS). Optical technologies, such as SERS, offer advantages like minimal sample contact,
no pre-treatment, lesser sample requirements, and swift detection processes [14]. SERS
is now widely used for drug detection [15,16] and has almost become the only method
for directly detecting drug varieties. However, measurements via SERS must be carried
out on precious metal nanoparticle substrates, which have hard-to-control enhancement
effects, leading to poor reproducibility. The interference of these metal nanoparticles with
biological samples also cannot be overlooked [17]. Thus, there is a pressing need to explore
a new, highly sensitive, and accurate direct detection method for advancing illicit drug
detection technologies.

The GHS (Goos–Hänchen Shift) denotes the lateral displacement of a reflected light
beam from its expected geometrical path during total internal reflection [18]. This shift
serves as an apt detection signal, unaffected by variations in light source intensity [19].
Since its experimental discovery in 1947, GHS has spurred numerous theoretical and
empirical studies and has found applications in sensors [20–22], optical switches [23,24],
and optical storage [25]. Notably, with GHS’s tight association with the electromagnetic
properties of materials (like refractive index), it is emerging as a detection method in
chemical and environmental realms [26,27]. Recent research by Min Jin in 2023, for instance,
leveraged a specifically designed GHS sensor for detecting aquatic heavy metal ions [20].
Jiangyu Liu explored the feasibility of using a designed terahertz GHS sensor for detecting
biological small molecules [26]. Elnaz demonstrated the efficacy of GHS in detecting low-
concentration biomolecules [27]. Due to the small value of GHS, it is relatively difficult to
measure, so enhancing the GHS displacement has become a research hotspot. SPR sensors
based on GHS [20,28–30] have been widely used in the detection field and have achieved
good detection sensitivity. However, just like the SERS technology, the SPR enhancement
effect depends on the presence of metal nanoparticles or nanofilms, and the impact of
precious metals on biological samples is still unknown. Therefore, for biological samples,
we prefer the direct detection method. These findings intimate that GHS, as a sensitive
optical direct detection method, might be well-suited for illicit drug detection, which this
study sets out to investigate.

In this study, we constructed the GHS measurement system to detect the GHS values
of various samples, encompassing ultrapure water, serum, methamphetamine, heroin,
serum–methamphetamine, and serum–heroin mixtures. Considering the absorption and
scattering of the samples, we established a relationship between the complex refractive
index of the samples and GHS using the steady-state phase method GHS calculation
formula. From the experimentally measured GHS and extinction coefficients, we derived
the refractive index information for serum, serum–methamphetamine, and serum–heroin
samples based on the aforementioned relationship. Using the refractive index calculation
formula for mixed solutions, we further analyzed the serum, serum–methamphetamine,
and serum–heroin samples. This analysis enabled us to determine the refractive indices
and dielectric constants of the three pure substances: serum, methamphetamine, and
heroin. Furthermore, we proposed a solution method to determine the dielectric constant
of unknown illicit drug components in the serum. Our findings offer valuable insights for
distinguishing between different types of illicit drugs in drug detection processes.

2. Principles and Methods
2.1. Principle of Goos–Hänchen Shift

When a light beam transitions from an optically dense medium to a less dense one,
and the angle of incidence surpasses the critical angle for total internal reflection, full
reflection occurs at the interface. In classical geometric optics, it is conventionally assumed
that the phenomenon of total internal reflection adheres to the law of geometric reflection,
implying that the incident and reflected rays coincide at the same position. However, this
is not entirely accurate. Goos and Hänchen [18], through experimentation, observed that
under conditions of total internal reflection, the reflected light beam deviates from the

111



Photonics 2023, 10, 1270

ideal geometric path by a small distance, denoted as the Goos–Hänchen Shift, as shown
in Figure 1.
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Figure 1. Schematic representation of the Goos–Hänchen Shift under total internal reflection condi-
tions. The solid line represents the actual reflected light beam, while the dashed line represents the
geometrically expected reflected light beam.

Currently, GHS is primarily studied using the steady-state phase method. The incident
light can be considered as a superposition of monochromatic plane waves with different
wavevector directions. Consequently, the full reflected beam is composed of various corre-
sponding reflected plane waves, each having different phases, leading to the displacement
of the reflected light. TM-polarized light exhibits larger GHS values compared to TE-
polarized light. GHS measurements are carried out using polarization-based methods,
specifically by measuring the displacement difference in GHS between TE-polarized and
TM-polarized light [18]. By subtracting the results obtained under TM and TE conditions,
the influence of small measurement errors on the test results can be mitigated, thereby
improving the accuracy of the system’s measurements.

2.2. Experimental Device

A GHS measurement system was constructed, as shown in Figure 2. The entire system
mainly consists of polarization modulation, incident angle control, displacement generation,
and detection components. Parallel beams of light, collimated by a lens assembly, pass
through the first polarizer, converting the beams into linearly polarized light (with a
polarization direction at a 45◦ angle to the horizontal plane). Then, the linearly polarized
light goes through the second adjustable polarizer to modulate the polarization state of the
light into either TE or TM polarization. In this study, a prism was used as the displacement-
generating component. The light beam enters the prism from one side of its right-angled
surface, and when it contacts the sample interface in the prism’s sloping surface, total
internal reflection occurs, resulting in the generation of the GHS. The reflected light exits
from the other right-angled side of the prism and is directed onto a detector. The prism
is mounted on a rotation stage, and the incident angle of the light beam for total internal
reflection can be changed by automatically controlling the rotation stage. The system
operates as follows:
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A He-Ne laser (1107P, JDSU, Milpitas, CA, USA) emitting light with a wavelength of
632.8 nm produces a collimated light beam with a spot diameter of 1 mm after passing
through a lens assembly. The first polarizer (Edmund Optics, Barrington, IL, USA) is used
to adjust the polarization angle to 45◦, resulting in linearly polarized light. Then, the
second polarizer is rotated to adjust the polarization direction of the incident light. When
the transmission direction of the second polarizer is set to be horizontal (0◦) or vertical
(90◦), TM- and TE-polarized light are obtained, respectively. Furthermore, the light enters
an isosceles right-angle prism (PS911, Thorlabs, Newton, NJ, USA), where it undergoes
reflection at the prism’s sloping surface. The reflected light’s position signal, detected by
a position-sensitive detector (PSD, ON-TRAK Optics, Milpitas, CA, USA), is amplified
through an amplifier (OT-301, ON-TRAK Optics, Milpitas, CA, USA), digitized through
A/D conversion, and then input into a computer for data processing.

2.3. Experimental Samples

The methamphetamine and heroin used in this experiment were research-grade and
were obtained from the Narcotics Detection Center of the Tianjin Public Security Bureau.
The serum (fetal bovine serum, F4135) was purchased from Sigma, Kenilworth, NJ, USA,
and all samples were used without further purification. Ultrapure water was used as the
solvent, and solutions of serum, methamphetamine, and heroin were prepared with a
concentration of 10−3 mol/L. Mixtures of methamphetamine and heroin with serum were
also prepared to create serum–methamphetamine and serum–heroin mixed solutions. All
experimental images presented in this article represent the average results of five repeated
experiments, and there are no significant differences between the results of each repetition.

3. Results and Discussion

To ensure the accuracy of the experimental results, the errors in the GHS measurement
system shown in Figure 2 were first analyzed. During the experiment, the light beams
were adjusted to either the TM or TE polarization, and the TM and TE polarizations
might not have aligned perfectly, resulting in a certain distance between them. Multiple
measurements revealed that the distance between them was approximately 2 µm. To
eliminate the influence of this distance on GHS measurements, it was necessary to calibrate
the zero point of the GHS, i.e., correcting for this factor.

As shown in Figure 3, during the adjustment of the polarizer, there was a distance
“L” between the TM and TE polarizations. After passing through the prism, if total
internal reflection did not occur, the distance between the two polarizations remained “L.”
However, if total internal reflection occurred, the distance between the polarizations became
“L + S2-S1,” where “S1” and “S2” represent the GHS values for the TE and TM polarizations,
respectively. Therefore, by subtracting “L” from the measured difference between the
positions of the two polarizations when total internal reflection occurred (L + S2-S1),
the actual relative displacement value could be obtained as “S2-S1.” When total internal
reflection did not occur, both the TM and TE polarizations had GHS values of 0, resulting
in a GHS value of 0. Thus, the correction value “L” could be obtained by measuring the
distance between the different polarization states when total internal reflection did not
occur. This correction allowed us to account for the influence of angular changes on GHS
measurements by differentiating between the positions of the reflected light beams under
different polarizations, effectively preserving only the GHS value.

The quality of reflected light spots at different incident angles was analyzed. Three
arbitrary wavelengths of TE-polarized and TM-polarized light, each with a wavelength
of 632.8 nm, were incident on the prism–air interface, and the reflected light spots were
processed using MATLAB R2020b software. This processing involved obtaining the in-
tensity distribution along a horizontal line passing through the center of the light spot, as
shown in Figure 4. During the image processing, the light spots were translated to align
their contours to enable a clearer observation of any changes in the light spot’s shape. The
results indicate that the shape of the light spots remains essentially unchanged at different
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incident angles, with energy concentrated at the center of the light spot, and any impact on
the beam position detection can be neglected.
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green, and blue colors in the figure represent the results of three experiments.

Next, the positions of the reflected light beams at the prism–air interface were mea-
sured under different incident angles for both TM and TE polarizations, as shown in
Figure 5a,b. It can be observed from the figures that with an increase in the incident
angle, the light spot moves in the positive direction of the detector’s X-axis. During the
experimental measurements, the distance between the TM polarization and the TE polar-
ization when no total internal reflection occurred was measured to be 1.3 µm. By taking
the difference in the positions of the light beams between Figure 5a,b and subtracting the
correction value of 1.3 µm, the position values of the prism–air interface (GH position)
were obtained, as shown in Figure 5c. The prism’s refractive index used in the experiment
was 1.515 (laser wavelength: 632.8 nm), and the refractive index of air was 1. Based on
calculations, the critical angle for total internal reflection was determined to be 41.30◦. To
reduce experimental errors, multiple sets of data were measured and averaged, and efforts
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were made to ensure that the light beam was incident vertically on the PSD photosensitive
surface. Near the critical angle for total internal reflection, the measured displacement
peak was 7.16 µm, which is approximately 11.3 times the wavelength. As the incident
angle increased, the displacement rapidly decreased and then stabilized at around 2 µm.
Furthermore, according to the steady-state phase method theory, the theoretical values
of the GHS for the prism–air interface were calculated, as shown by the red solid line in
Figure 5c. It can be observed that the theoretical values closely matched the experimental
measurements, indicating the accuracy of the measurement setup built in this study.
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In contrast to the refractive index, the concept of the complex refractive index encom-
passes fundamental optical parameters such as the refractive index and the absorption
coefficient. It stands as a critical physical quantity for characterizing the optical proper-
ties of substances and holds significant relevance as an optical parameter for biological
samples [31]. Notably, some prior studies, as documented in references [26,27], did not
account for the impact of physical phenomena like absorption and attenuation within
samples on the refractive index. However, biological samples, typified by serum, exhibit
light absorption or attenuation within the ultraviolet to visible wavelength spectrum. These
optical behaviors have the potential to influence the characteristics of reflected light and,
by extension, the GHS. Consequently, considering the attenuation and absorption of sub-
stances in response to light [32–34], we conducted thorough derivations and analyses to
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elucidate the intricate relationship between the GHS and the complex refractive index
of materials.

The important formulas are displayed as follows. Please refer to the Supplementary
document for detailed formula derivation.

It can be seen that the polarization rate of the medium is complex, therefore, the
refractive index of the material can be expressed as a complex number:

n̂ ≈ √εr =
√

1 + χ = n + iη (1)

In the formula, n is the refractive index of the medium, εr is the dielectric constant,
and η is the extinction coefficient of the medium. Furthermore, the complex refractive
index can be related to the complex dielectric function:

ε̂r = 1 + χ = n2 − η2 + 2nηi (2)

After rigorous deduction, we can calculate the phase of the reflection coefficients as
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with these phase values, the GHS can be expressed as

Di = −
λ0

2πn1

dφi
dθ1

= − λ0

2πn1

dIm[ln(φi)]

dθ1
(5)

It can be observed that the magnitude of the GHS is influenced by several factors,
including the wavelength of light, polarization state, angle of incidence, and refractive
index of the medium, as well as the absorption and scattering coefficients. However, when
the wavelength of light, polarization state, and angle of incidence are held constant, the
magnitude of the GHS is determined by the refractive index, absorption coefficient, and
scattering coefficient, which reflect the electromagnetic properties of the material itself. In
essence, the GHS can serve as a characterization of the intrinsic electromagnetic properties
of the material.

Currently, illicit drugs are primarily categorized as new drugs and traditional drugs.
Methamphetamine represents a typical new drug, often referred to as synthetic drugs, and
it is also one of the most widely abused drugs worldwide. Heroin, on the other hand, is a
classic example of a traditional drug and accounts for a significant proportion of seized
drugs. In the following sections, we will explore the characteristics of these two drugs,
methamphetamine and heroin, using a GHS analysis.

Different biological samples were subjected to GHS testing and analysis, employing a
632.8 nm laser source. Experimental measurements of GHS values were conducted on six
distinct samples: ultrapure water, serum, methamphetamine, heroin, serum–methamphetamine,
and serum–heroin. The resulting GHS data are presented in Figure 6, with a summarized
overview available in Table 1. The results clearly illustrate significant variations among
these samples, indicating the potential of the GHS to distinguish between them.
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Figure 6. Theoretical fitting and experimental GHS data of samples. (a) Ultrapure water, (b) serum
solution, (c) methamphetamine solution, (d) serum containing methamphetamine, (e) heroin solution,
and (f) serum containing heroin.

Table 1. GHS values for samples.

Sample Water Serum Methamphetamine Serum–
Methamphetamine Heroin Serum–Heroin

Incident angle
(degree) 61.627 61.658 61.695 61.670 61.714 61.683

GH
displacement

(µm)
6.00 5.02 3.62 8.19 3.20 4.53

Furthermore, a theoretical fitting of the GHS values for these samples is depicted by
the red solid line in Figure 6. It is evident that the theoretical model closely aligns with
the experimental results, particularly beyond the critical angle for total internal reflection.
Notably, the GHS patterns for all samples exhibit consistency, featuring displacement peaks
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in proximity to the critical angle for total internal reflection, followed by a rapid decline in
displacement beyond this critical angle.

The differences in the GHS reflect variations in the refractive indices of the test samples.
Based on the relationship between the GHS and the complex refractive index of substances
(Equations (3)–(5)), we used serum, serum–methamphetamine, and serum–heroin as ex-
amples to analyze the refractive indices of serum, methamphetamine, and heroin (pure
substances). We also discussed their potential applications in substance differentiation in
the field of drug detection. As shows in Figure 6, the positions of the displacement peaks
for serum, serum–methamphetamine, and serum–heroin samples were different. To ensure
that total internal reflection occurred and to maximize differentiation, the incident angle
was selected as 61.670◦. The GHS is related to the absorption and scattering coefficients of
the samples, so the total attenuation coefficient needed to be measured in the experiment.
We represented the total attenuation coefficient as follows:

µ = − ln
(

It

I0 − Ir

)
/x (6)

where
I0 = Ir + It + Iα + Is (7)

In the formula, I0, Ir, It, Iα, and Is represent the intensity of incident, reflected, trans-
mitted, absorbed, and scattered light, respectively. The samples, including serum, serum–
methamphetamine, and serum–heroin, were introduced into the flow cell through the
sample inlet. The GHS for each sample was measured, and the incident light intensity,
reflected light intensity, and transmitted light intensity were measured using a power
meter (S120VC, Thorlabs, Newton, NJ, USA). With these measurements, the attenuation
coefficients and extinction coefficients of the samples were calculated, respectively. Fur-
thermore, by substituting the calculated extinction coefficients and the measured GHS
values into Equations (3)–(6), the refractive indices of the samples were determined, as
shown in Table 2. Overall, based on Formulas (3)–(5), by incorporating the parameters
from Table 2 into the formula, the reflective index is calculated as a physical quantity. The
results indicate that the extinction coefficients and refractive indices of the three samples
are relatively close, primarily due to the low concentrations of the samples. With such
small differences in refractive indices, it is challenging to differentiate them using other
measurement methods, whereas the GHS exhibits significant numerical variations. This
indirectly indicates that the GHS is highly sensitive and can serve as a high-sensitivity
sensing technique.

Table 2. Summary table of experimental results.

Sample Serum Serum–
Methamphetamine Serum–Heroin

GHS/µm 1.70 2.40 4.53
Incident light
power/µW 95.3 95.3 95.3

Reflected light
power/µW 71.3 70.1 64.8

Transmitted light
power/µW 0.43 0.43 0.16

Absorption
coefficient/cm−1 5.90 5.97 7.70

Extinction coefficient 2.97 × 10−5 3.01 × 10−5 3.88 × 10−5

Refractive index 1.33333 1.33351 1.33362

If the GHS measurement is to be developed as a detection technique, it is necessary
to find a correlation between the intrinsic physical properties of the sample and the GHS.
The dielectric constant is a physical property that represents the polarization ability of a
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dielectric material under the action of an electric field and is an intrinsic physical property.
Studies have shown a correlation between the dielectric constant and the refractive index.
In the following section, we aim to establish a correlation between the GHS and the
dielectric constant of the test sample. In the previous sections, we obtained the GHS,
refractive indices, and extinction coefficients for serum, serum–methamphetamine, and
serum–heroin samples. However, it is evident that the main component in these samples is
water. Next, we will further analyze the samples by excluding water and focusing on the
solutes, i.e., the effects of serum, methamphetamine, and heroin (pure substances).

The Arago–Biot formula [35] is one of the theoretical formulas applied to calculate
the refractive index of mixed solutions. Taking a two-component mixed solution as an
example, the formula is as follows:

nm = (1− ϕ)na + ϕnb (8)

Above, nm is the refractive index of the mixed solution, na and nb are the refractive
index of the solution component, and ϕ is the volume fraction of the component. In
this study, ultrapure water is employed as the solvent for the serum sample, and the
serum molecules constitute the solute. For the serum–methamphetamine sample, ultrapure
water serves as the solvent, and a mixture of serum molecules and methamphetamine
molecules constitutes the solute. Similarly, for the serum–heroin sample, ultrapure water
functions as the solvent, and the solute consists of a mixture of serum molecules and
heroin molecules. The concentrations of these samples are pre-established (all at mol/L).
Utilizing Equation (8), the refractive indices of serum, methamphetamine, and heroin are
calculated as 1.66300, 1.51300, and 1.62300, respectively. Given that these three substances
exhibit weak light absorption at 632.8 nm, their extinction coefficients are deemed negligible.
Accordingly, the dielectric constants of serum, methamphetamine, and heroin are computed
as 2.76557, 2.28917, and 2.63413, respectively, in accordance with Equation (2). This indicates
that, compared to refractive indices, the variations in the derived dielectric constants, as
an intrinsic parameter, are more pronounced. Using dielectric constants as a parameter to
differentiate between sample types offers greater distinctiveness.

In the previous section, we discussed the method of calculating the refractive index
and dielectric constant of pure samples such as methamphetamine, serum, and heroin
based on experimental results. However, for actual serum samples, the composition and
corresponding volume fractions are unknown. Therefore, it is not possible to directly
determine the refractive index of the drugs and differentiate them based on GHS values
and the mixed solution refractive index formula. We propose an approach to address
this problem. Based on the relationship between the GHS of the sample and the complex
refractive index, we can obtain the refractive index value for the entire sample. Let us
assume that the known volume ratio of water to serum in a standard serum sample
is V1 : V2.

For a tested serum sample containing drugs, its refractive index can be expressed as

ns1 =
V1

V1 + V2 + V3
n1 +

V2

V1 + V2 + V3
n2 +

V3

V1 + V2 + V3
n3 (9)

Among them, n1, n2, n3 are the refractive indices of water, serum, and drugs, and V1,
V2, and V3 are the volumes of water, serum, and drugs, respectively. The unknowns in
Equation (9) are n3 and V3. We need to prepare a new sample by taking a small amount of
the tested serum sample containing drugs and adding an equal volume of the standard
serum (other volume ratios can also be used, but the volume ratio must be known). Then,
the refractive index of the new sample can be expressed as

ns2 =
2V1 +

V1V3
V1+V2

2(V1 + V2 + V3)
n1 +

2V2 +
V2V3

V1+V2

2(V1 + V2 + V3)
n2 +

V3

2(V1 + V2 + V3)
n3 (10)
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By solving Equations (9) and (10), we can obtain Vs and Vd. Subsequently, we can
determine the dielectric constant of the unknown drug, differentiating drugs based on
their intrinsic properties. The research findings provide a direction for the subsequent
exploration of GHS detection in mixed drug samples.

4. Conclusions

Employing the principles of polarization, we have independently engineered a GHS
measurement system and assessed its measurement accuracy. Building on this founda-
tion, we measured the GHS values for various samples, including ultrapure water, serum,
methamphetamine, serum–methamphetamine, heroin, and serum–heroin, yielding values
of 6.00 µm, 5.02 µm, 3.62 µm, 8.19 µm, 3.2 µm, and 4.53 µm, respectively. These results
demonstrate the potential of displacement values for distinguishing between different
sample types. The introduction of absorption and attenuation coefficients allowed for the
establishment of a model linking complex refractive indices with GHS. Based on experi-
mentally measured GHS values and sample extinction coefficients, refractive index values
were calculated for serum, serum–methamphetamine, and serum–heroin samples. These
findings highlight the remarkable sensitivity of GHS to changes in the refractive index,
positioning it as a high-sensitivity refractive index sensing technology. The correlation
between the intrinsic physical property, dielectric constant, of the test samples and the GHS
was also explored. Calculations based on the formula for determining refractive indices
in mixed solutions revealed refractive indices for solutes in the samples, namely serum,
methamphetamine, and heroin, to be 1.66300, 1.51300, and 1.62300, respectively. Moreover,
the dielectric constants for these solutes were found to exhibit more pronounced differences,
at 2.76557, 2.28917, and 2.63413, respectively. These results underscore the potential of the
dielectric constant as a more distinguishing parameter for differentiating between illicit
drugs, offering a promising avenue for advancing the field of illicit drug detection. In the
subsequent work, we will explore drug detection with different concentrations in large
sample sizes and various mixed sample types, aiming to further advance and refine GHS
drug detection technology.
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10. Cîntǎ-Pînzaru, S.; Peica, N.; Küstner, B.; Schlücker, S.; Schmitt, M.; Frosch, T.; Faber, J.H.; Bringmann, G.; Popp, J. FT-Raman and
NIR-SERS characterization of the antimalarial drugs chloroquine and mefloquine and their interaction with hematin. J. Raman
Spectrosc. 2006, 37, 326–334. [CrossRef]

11. Swerdlow, H.; Gesteland, R. Capillary gel electrophoresis for rapid, high resolution DNA sequencing. Nucleic Acids Res. 1990,
18, 1415–1419. [CrossRef] [PubMed]

12. Xu, Y.; Gao, Y.; Wei, H.; Du, Y.; Wang, E. Field-amplified sample stacking capillary electrophoresis with electrochemiluminescence
applied to the determination of illicit drugs on banknotes. J. Chromatogr. A 2006, 1115, 260–266. [CrossRef] [PubMed]

13. Cialla, D.; März, A.; Böhme, R.; Theil, F.; Weber, K.; Schmitt, M.; Popp, J. Surface-enhanced Raman spectroscopy (SERS): Progress
and trends. Anal. Bioanal. Chem. 2012, 403, 27–54. [CrossRef] [PubMed]

14. Fan, R.; Liu, Z.; Jin, D.; Luo, T.; Li, N.; Li, S.; Wang, Y.; Xia, Y.; Lu, Z. High temporal waveform fidelity stimulated Brillouin
scattering phase conjugate mirror using Novec-7500. Opt. Express 2023, 31, 1878–1887. [CrossRef] [PubMed]

15. Dong, R.; Weng, S.; Yang, L.; Liu, J. Detection and direct readout of drugs in human urine using dynamic surface-enhanced
Raman spectroscopy and support vector machines. Anal. Chem. 2015, 87, 2937–2944. [CrossRef] [PubMed]

16. Weng, S.; Dong, R.; Zhu, Z.; Zhang, D.; Zhao, J.; Huang, L.; Liang, D. Dynamic surface-enhanced Raman spectroscopy
and Chemometric methods for fast detection and intelligent identification of methamphetamine and 3, 4-Methylenedioxy
methamphetamine in human urine. Spectrochim. Acta A Mol. Biomol. Spectrosc. 2018, 189, 1–7. [CrossRef]

17. Fu, B.B.; Tian, X.D.; Song, J.J.; Wen, B.Y.; Zhang, Y.J.; Fang, P.P.; Li, J.F. Self-Calibration 3D Hybrid SERS Substrate and Its
Application in Quantitative Analysis. Anal. Chem. 2022, 94, 9578–9585. [CrossRef]

18. Goos, F.; Hänchen, H. Ein neuer und fundamentaler Versuch zur Totalreflexion. Ann. Phys. 1947, 436, 333–346. [CrossRef]
19. Ullah, Z.; Ahmad, S.; Khan, T.; Jan, M.N.; Abdul Jabar, M.S. Complex conductivity dependent Goos–Hanchen shifts through

metallic surface. J. Phys. B At. Mol. Opt. Phys. 2020, 53, 155401. [CrossRef]
20. Jin, M.; Liu, J.; Xu, W.; Deng, D.; Han, L. Enhanced Goos-Hänchen Shift of SPR Sensor with TMDCs and Doped PANI/Chitosan

Composites for Heavy Metal Ions Detection in Aquatic Environment. Plasmonics 2023, 18, 1129–1141. [CrossRef]
21. Lang, Y.; Liu, Q.; Wang, Q.; Zhou, X.; Jia, G. Wavelength-dependent Goos-Hänchen shifts observed in one-dimensional photonic

crystal films with different structures. Phys. Lett. A 2022, 449, 128348. [CrossRef]
22. Olaya, C.M.; Hayazawa, N.; Hermosa, N.; Tanaka, T. Angular Goos-Hänchen Shift Sensor Using a Gold Film Enhanced by Surface

Plasmon Resonance. J. Phys. Chem. A 2021, 125, 451–458. [CrossRef] [PubMed]
23. Sun, D. A proposal for digital electro-optic switches with free-carrier dispersion effect and Goos-Hanchen shift in silicon-on-

insulator waveguide corner mirror. J. Appl. Phys. 2013, 114, 4502. [CrossRef]
24. Farmani, A.; Mir, A.; Sharifpour, Z. Broadly tunable and bidirectional terahertz graphene plasmonic switch based on enhanced

Goos-Hänchen effect. Appl. Surf. Sci. 2018, 453, 358–364. [CrossRef]
25. Tsakmakidis, K.L.; Boardman, A.D.; Hess, O. ‘Trapped rainbow’ storage of light in metamaterials. Nature 2007, 450, 397–401.

[CrossRef]
26. Liu, J.-Y.; Huang, T.-J.; Yin, L.-Z.; Han, F.-Y.; Liu, P.-K. High Sensitivity Terahertz Biosensor Based on Goos-Hnchen Effect in

Graphene. IEEE Photonics J. 2020, 12, 1–6.
27. Palermo, G.; Sreekanth, K.V.; Maccaferri, N.; Lio, G.E.; Nicoletta, G.; De Angelis, F.; Hinczewski, M.; Strangi, G. Hyperbolic

dispersion metasurfaces for molecularbiosensing. Nanophotonics 2021, 10, 295–314. [CrossRef]
28. Yuan, Y.; Peng, X.; Weng, X.; He, J.; Liao, C.; Wang, Y.; Liu, L.; Zeng, S.; Song, J.; Qu, J. Two-dimensional nanomaterials as

enhanced surface plasmon resonance sensing platforms: Design perspectives and illustrative applications. Biosens. Bioelectron.
2023, 241, 115672. [CrossRef]

29. Sang, W.; Huang, S.; Chen, J.; Dai, X.; Liu, H.; Zeng, Y.; Zhang, T.; Wang, X.; Qu, J.; Ho, H.P.; et al. Wavelength sequential selection
technique for high-throughput multi-channel phase interrogation surface plasmon resonance imaging sensing. Talanta 2023,
258, 124405. [CrossRef]

121



Photonics 2023, 10, 1270

30. Zhang, C.; Hong, Y.; Li, Z.; Da, H. Giant and controllable Goos-Hnchen shift of monolayer graphene strips enabled by a multilayer
dielectric grating structure. Appl. Opt. 2022, 61, 844–850. [CrossRef]

31. Benam, E.R.; Sahrai, M.; Bonab, J.P. High sensitive label-free optical sensor based on Goos-Hänchen effect by the single chirped
laser pulse. Sci. Rep. 2020, 10, 17176. [CrossRef] [PubMed]

32. Ebert, M.; Weinbruch, S.; Hoffmann, P.; Ortner, H.M. The chemical composition and complex refractive index of rural and urban
influenced aerosols determined by individual particle analysis. Atmos. Environ. 2004, 38, 6531–6545. [CrossRef]

33. Chew, W.C.; Weedon, W.H. A 3D perfectly matched medium from modified maxwell’s equations with stretched coordinates.
Microw. Opt. Technol. Lett. 1994, 7, 599–604. [CrossRef]

34. Chuang, S.L. Lateral shift of an optical beam due to leaky surface-plasmon excitations. J. Opt. Soc. Am. A Opt. Image Sci. 1986,
3, 593–599. [CrossRef]

35. Aminabhavi, T.M. Use of mixing rules in the analysis of data for binary liquid mixtures. J. Chem. Eng. Data 1984, 29, 54–55.
[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

122



photonics
hv

Article

Broadband Enhancement in the Spectral Response of
Photovoltaic Modules with Flower-like Silver Particles
Yan Wang 1, Feng Zhang 2, Xinmin Fan 1,*, Yabin Lu 2, Chunyan Wang 1, Xiaodong Huang 1 and Lujun Zhang 1,*

1 Department of Physics and Optoelectronic Engineering, Weifang University, Weifang 261061, China;
wfwy90@wfu.edu.cn (Y.W.); wangcy@bnu.edu.cn (C.W.); xdhuang@wfu.edu.cn (X.H.)

2 Institute of Modern Optics, College of Electronic Information and Optical Engineering, Nankai University,
Tianjin 300350, China; z.f.26@nku.edu.cn (F.Z.); luyabin@nku.edu.cn (Y.L.)

* Correspondence: xinminfan@wfu.edu.cn (X.F.); zhang_lujun1985@wfu.edu.cn (L.Z.)

Abstract: Recent research has indicated that metal nanoparticles, known for their unique optical
properties, can enhance the spectral response of photovoltaic modules. Since most nanoparticles
demonstrate enhancement effects within a specific wavelength range, broadening the spectral re-
sponse of photoelectric devices is critical for their application in imaging, energy harvesting, and
optical communication. In this study, we applied flower-like silver particles to achieve this broadband
enhancement. The optical absorption of photovoltaic modules, featuring an amorphous Si p-i-n struc-
ture, was improved across a broad wavelength range of 400~2000 nm by integrating these flower-like
silver particles, resulting in an approximately tenfold increase in peak spectral responsivity. The
theoretical investigation further elaborates that the enhancement originates from the near-field effects
of silver particles due to the interaction of different parts of the flower-like silver particles. Through
these studies, we demonstrate that utilizing the flower-like silver particles with roughness surface can
achieve the spectral response of the photoelectric device enhanced in broadband range, which can
improve the utilization efficiency of optical energy for the applications of sensing, imaging, optical
communication, and energy harvesting.

Keywords: broadband enhancement; photovoltaic; flower-like silver particles

1. Introduction

Due to their low cost and ease of fabrication, semiconductor photovoltaic modules
have found widespread applications in both military and civilian industries [1–3]. A
photodetector possessing a broadband spectral response holds significant implications
for sensing, imaging, optical communication, and energy harvesting [4–8]. Therefore,
developing a photodetector with a broadband spectral response has become a primary re-
search area. Significant efforts have been directed towards improving the spectral response
by modifying the material and structure of photovoltaic modules [9–11]. Over the past
decade, with the advancement of plasmonics, enhancing the performance of photodetectors
through the exploitation of metal nanostructures has been considered viable [12–15]. For
instance, Naomi J. Halas and colleagues achieved enhanced spectral response in a photodi-
ode within the range of 1250~1650 nm by using a gold (Au) antenna [16]. A substantial
increase in the photoconductivity of amorphous silicon was also reported through the
use of silica-coated gold nanorods [17]. Notably, metal nanoparticles with sizes up to
100 nm exhibit the most pronounced surface-localized field distribution. As we all know,
the surface plasmon resonance of a single metal particle is primarily determined by factors
such as particle composition, size, geometric shape, and environmental dielectric function.
Particularly, metal particles with sizes within 100 nm exhibit the strongest surface localized
field distribution. Recent studies have indicated that textured or defective surfaces on
metal nanoparticles induce changes in the far-field and near-field optical properties of the
nanoparticles [18]. Furthermore, when there’s a coarse texture on the macroscopic metal
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surface or thin film, boundary conditions can be disrupted, enabling direct excitation of
surface plasma waves. Our previous work systematically explored the fabrication and opti-
cal properties of flower-like silver nanoparticles. In our findings, we observed that these
nanoparticles, characterized by their rough morphological features, exhibited broadband
plasmon resonance peaks spanning across the visible and near-infrared regions of the spec-
tra. Moreover, due to these specific characteristics of the flower-like silver nanoparticles, we
achieved enhanced Surface-Enhanced Raman Scattering (SERS) intensity [19]. These results
inspired us to design a nanoparticle-coupled semiconductor with the objective of achieving
enhanced response over a broad spectral range. By providing this brief yet comprehensive
summary of our previous work, we aim to give reviewers a clearer understanding of the
basis and the objectives of our current study.

In this paper, we successfully fabricated an amorphous silicon (a-Si) photovoltaic
module embedded with flower-like silver particles. We measured the transmittance, re-
flectance, and absorption characteristics of the spectra, with a particular focus on the
spectral responses of the photovoltaic modules both with and without silver particles. Our
findings show that, compared to modules without silver particles, the ones with silver
particles demonstrate enhanced absorption and response across a broadband spectral range,
extending from the visible to the near-infrared region. Furthermore, we examined the
near-field optical properties of the flower-like silver particles with an average diameter
of 500 nm. The results revealed that the interaction induced by the rough surface of the
different components of the silver particles provides the flower-like silver particle with a
unique field enhancement capability in the broadband range. This feature plays a pivotal
role in the broadband enhancement of spectral response for the photovoltaic structure.

2. Materials and Methods
2.1. Preparation of Flower-like Silver Particles

Flower-like silver particles were synthesized using the standard chemical reduction
method of silver nitrate, as reported in the existing literature [20,21]. All starting materials
were of reagent grade and were used as received unless specified otherwise.

We added 0.6 mL of 1 M AgNO3 and 6 mL of 100 mM polyvinylpyrrolidone aqueous
solutions to 30 mL of pure water. The mixture was stirred continuously at room tem-
perature, after which 0.6 mL of 1 M ascorbic acid was rapidly introduced. The stirring
continued until no further color change was observed. After about eight minutes, the mixed
solution turns dark gray in color and the reaction is complete. Following a centrifugation
at 4000 rpm for 15 min, the flower-like silver particles were obtained. Additionally, since
the silver particles obtained from the reaction inevitably retain some solvent residues, we
introduce five times or more pure water into the silver particles. After centrifugation, we
remove the supernatant using a pipette. Repeating this process three times to yield almost
pure silver particles.

2.2. Preparation of a-Si p-i-n Photovoltaic Structure

The a-Si p-i-n photovoltaic structure was fabricated using plasma-enhanced chemical
vapor deposition (RF-PECVD) technology. Firstly, ITO glass with a transparent conductive
film was used as the substrate material and was cleaned using a high-temperature heating
method. The ITO conductive glass was placed into the RF-PECVD device, the temperature
was set to 160–180 ◦C, and it was maintained at a constant temperature for 2 h.

Then, the substrate was placed in three different reaction chambers and N, I, and
P thin films were deposited in sequence. The reaction gas in the N chamber was silane,
phosphane, and hydrogen gas, with a reaction power of 28 W and a film thickness of about
50 nm. The reaction gas in the I chamber was silane, germanane, and hydrogen gas, with
a reaction power of 8 W and a film thickness of about 400 nm. The reaction gas in the P
chamber was silane, borane, methane, and hydrogen gas, with a reaction power of 30 W
and a film thickness of about 50 nm.
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Finally, after the deposition of the three layers of thin film has been completed, the
temperature drops to room temperature, and the substrate was removed from the RF-
PECVD system, placed in the coating machine, and coated with metal electrodes.

2.3. Deposition of Flower-like Silver Particles

By using the self-assembly method, flower-like silver particles were deposited onto
the photovoltaic structure. Firstly, the substrate (photovoltaic structure) was processed and
ultrasonically cleaned in detergent for about 10 min. Then, it was ultrasonically cleaned in
five times or more pure water for 10 min, and this step was repeated three times. Afterward,
the substrate was cleaned in an ethanol solution, ultrasonically, for 10 min, followed by
ultrasonic cleaning in a large amount of pure water for 10 min, this being repeated three
times. After these steps, remove the substrate and dry it with nitrogen gas.

Next, attach a polymer layer. The polymer used here is 3-Aminopropyl trimethoxysi-
lane. Mix it with pure water to obtain a polymer solution with a volume fraction of 1%.
Soak the processed substrate in the solution for a period of time, remove it, and clean it
with a methanol solution. Then, clean it with a large amount of ultrapure water and dry it
with nitrogen gas.

Finally, proceed to the sedimentation process. Mix the prepared silver nanoparticles
with five times or more pure water and stir thoroughly. Place the substrate in a sealed
glove box filled with nitrogen gas and immerse it in the prepared flower-like silver particle
sol solution for at least 2 h. Then we used a pipette to draw off the water on the surface.
Afterward, take it out and gently blow-dry it with nitrogen gas.

2.4. Optical Modeling

Building upon our previous work, the flower-like silver particles consist of two com-
ponents. One is the core particle, approximately 400 nm in size, and the other consists of
surface protrusions, each around 100 nm in size. This design ensures that the total size of
the particle is 500 nm [19], as illustrated in Figure 1.
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Figure 1. Schematic diagrams of flower-like silver particles.

The surface local fields of the silver particles were calculated using the three-dimensional
finite difference time domain (FDTD) method. The dielectric data for silver was adopted from
Palik [19,22]. A perfectly matched layer (PML) was employed as the boundary condition. The
excitation light was set to be incident in the positive z-direction and polarized along the x-axis.

2.5. Instrumentation

The photovoltaic structure was prepared using a PlasmaPro 800Plus RF-PECVD
device from Oxford Instruments. Scanning electron microscopy (SEM) images of the
specimens were acquired with a JEOL JSM-6700f scanning electron microscope at 3.0 kV. The
transmittance and reflectance spectra were recorded using a Cary500 UV-visible-infrared
absorption spectrometer. The photocurrent was assessed with a Keithley 6430 digital
source meter.
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3. Results and Discussion

The flower-like silver particles were deposited onto the surface of an a-Si p-i-n struc-
ture, which was immobilized on ITO glass, and then left to dry naturally in a nitrogen
environment. As shown in Figure 2a, the thickness of the a-Si p-i-n structure is measured
to be 500 nm. From the SEM image shown in Figure 2b, it can be observed that the silver
particles, with an average diameter of ~500 nm, are distributed randomly on the surface of
the a-Si p-i-n structure.

Photonics 2023, 10, x FOR PEER REVIEW 4 of 12 
 

 

absorption spectrometer. The photocurrent was assessed with a Keithley 6430 digital source 
meter. 

3. Results and Discussion 
The flower-like silver particles were deposited onto the surface of an a-Si p-i-n 

structure, which was immobilized on ITO glass, and then left to dry naturally in a nitrogen 
environment. As shown in Figure 2a, the thickness of the a-Si p-i-n structure is measured to 
be 500 nm. From the SEM image shown in Figure 2b, it can be observed that the silver 
particles, with an average diameter of ~500 nm, are distributed randomly on the surface of 
the a-Si p-i-n structure. 

 
Figure 2. (a) Schematic of the a-Si p-i-n photovoltaic structure with silver particles on the surface. 
(b) The SEM image of the flower-like silver particles on the surface (the scale bar = 1µm). 

The transmittance (Figure 3a) and reflectance (Figure 3b) of the a-Si p-i-n photovoltaic 
structure, both with and without silver particles, were respectively measured using the 
diffuse reflection method. Absorptance, defined as Abs (%) = 1 − R (%) − T (%), is depicted 
in Figure 3c. For the sample adorned with silver particles, a decrease in transmittance is 
noted across the wavelength range of 450~2000 nm, particularly between 450 nm and 1600 
nm. As for reflectance, it decreased across the full wavelength range of 200~2000 nm when 
silver particles were present on the photovoltaic structure. Hence, absorptance was 
enhanced across the entire wavelength spectrum, from 200 nm to 2000 nm. A comparison of 
the spectral curves of the a-Si p-i-n structure with and without silver particles reveals no 
change in the shape of absorption. This phenomenon is attributed to the flower-like silver 
particles possessing broadband plasmon resonance peaks in the visible and near-infrared 
regions of the spectra, thereby enhancing absorption across the entire wavelength range for 
the photovoltaic module. A comparison of the spectra of the semiconductor with and 
without flower-like silver particles demonstrates that the spectral response of the a-Si p-i-n 
structure can be enhanced through the incorporation of flower-like silver particles.  

Figure 2. (a) Schematic of the a-Si p-i-n photovoltaic structure with silver particles on the surface.
(b) The SEM image of the flower-like silver particles on the surface (the scale bar = 1 µm).

The transmittance (Figure 3a) and reflectance (Figure 3b) of the a-Si p-i-n photovoltaic
structure, both with and without silver particles, were respectively measured using the
diffuse reflection method. Absorptance, defined as Abs (%) = 1− R (%)− T (%), is depicted
in Figure 3c. For the sample adorned with silver particles, a decrease in transmittance
is noted across the wavelength range of 450~2000 nm, particularly between 450 nm and
1600 nm. As for reflectance, it decreased across the full wavelength range of 200~2000 nm
when silver particles were present on the photovoltaic structure. Hence, absorptance was
enhanced across the entire wavelength spectrum, from 200 nm to 2000 nm. A comparison
of the spectral curves of the a-Si p-i-n structure with and without silver particles reveals no
change in the shape of absorption. This phenomenon is attributed to the flower-like silver
particles possessing broadband plasmon resonance peaks in the visible and near-infrared
regions of the spectra, thereby enhancing absorption across the entire wavelength range
for the photovoltaic module. A comparison of the spectra of the semiconductor with and
without flower-like silver particles demonstrates that the spectral response of the a-Si p-i-n
structure can be enhanced through the incorporation of flower-like silver particles.

Then, the photocurrent in the wavelength range of 400~800 nm of the a-Si p-i-n
photovoltaic structure with and without silver particles was further measured, respectively.
The responsivity was calculated by R = IL/Pinc, where R is defined as the responsivity, IL
is the photocurrent, and Pinc is the power of the incident light. We plotted the responsivity
R as a function of wavelength, as shown in Figure 4. The results show that the structure
without silver particles has a spectral response at the wavelength range of 400 nm to 800 nm,
which is consistent with the results in the previous report [23]. Compared to the structure
without silver particles, the spectral response of the composite structure has been obviously
enhanced. Especially, at the wavelength of 650 nm, i.e., at the peak of the responsivity,
the responsivity was enhanced by about 10 times. At the same time, the spectral response
shape was consistent with that of the structure without silver particles.
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For a semiconductor, the responsivity Rλ,I is proportional to the intensity of the
radiation field and can be expressed as

Rλ,I ∝ C
∣∣∣∣
→
E
∣∣∣∣
2

(1)

where the parameter C represents a constant. Consequently, an increase in the intensity of
the radiation field leads to an enhancement of the spectral response. In our photovoltaic
structure with silver particles, the incident light initially interacts with the flower-like
silver particles deposited on the surface of the a-Si p-i-n structure, stimulating the localized
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surface plasmon resonance of the silver particles and enhancing the field around them. This
interaction consequently amplifies the intensity of the radiation field of the semiconductor.

The results shown in Figure 3 demonstrate that the flower-like silver particles, with an
average diameter of 500 nm, can enhance the spectral response across the full wavelength
range of 400~800 nm. This suggests that the flower-like silver particles possess a distinctive
field enhancement capability within the 400~800 nm wavelength range. Therefore, it is
believed that the surface roughness structure of the flower-like silver particle plays a pivotal
role in contributing to field enhancement.

We have previously published papers on enhancing the fluorescence signal of poly-
cyclic aromatic hydrocarbons in diesel using silver nanoparticles [24]. The experimental
results and theoretical analysis indicate that due to the presence of silver nanoparticles,
the absorption of excited light by polycyclic aromatic hydrocarbons is enhanced, thereby
increasing the fluorescence signal by 4.6 times. Combining the experimental results in
Figures 3 and 4, it can be concluded that silver nanoparticles enhance the absorption of
photovoltaic devices.

To further investigate the influence of the surface protrusions, the flower-like silver
particle was considered to comprise of two components: a large core particle of ~400 nm
in size, and smaller surface particles of ~100 nm, as shown in Figure 1. The plasmon
resonance mode for the surface particles maintains the form of a dipole consistently across
the 400 nm to 800 nm wavelength range. However, for the core particle, the plasmon
resonance mode starts as a multipole at short wavelengths, transitioning to a dipole at
longer wavelengths [25].

The FDTD method was subsequently utilized to simulate the changes in local field
intensity and distribution of flower-like silver particles and the central large sphere at
wavelengths of long wave (650 nm) and short wave (410 nm), as depicted in Figure 5.
Under the excitation of light at a wavelength of 410 nm, a localized field distribution of
multipole plasma resonance appears on the surface of the central sphere, as illustrated
in Figure 5a. This observation aligns with the Mie theory calculation results. As the
excitation wavelength shifts to 650 nm, the excitation wavelength falls within the range of
dipole plasmon resonance scattering peaks of silver particles. Consequently, the surface
local field exhibits a dipole plasmon resonance distribution, as presented in Figure 5b.
According to the foundational theory of metal surface plasmon resonance, when the size of
metal nanoparticles exceeds 100 nm, an increase in particle size will diminish their surface
enhancement effect. Thus, for a central sphere with a diameter of 400 nm, the local surface
field is significantly reduced due to particle size limitations. For flower-like silver particles
measuring 500 nm in size, the local field distribution is showcased in Figure 5c,d. In
contrast to the central sphere, the local field intensity of the flower-like silver particles has
markedly improved. At excitation wavelengths of 410 nm and 650 nm, the maximum local
field enhancements are 35 times and 6.3 times, respectively. Concurrently, the local field
distribution on the surface of flower-like silver particles exhibits notable changes compared
to the distribution on the central sphere. With an excitation wavelength of 410 nm, the
local field of flower-like silver particles is primarily distributed between the grooves of the
surface structure. At 650 nm, the most pronounced localized field emerges in the peripheral
region of the flower-like silver particles, oriented parallel to the polarization direction of
the incident light. The local field distribution of silver particles is predominantly dictated
by their plasmon resonance mode. Comparing the local field distribution of flower-like
silver particles to that of the central sphere reveals that while the distribution patterns of
the two particle types are similar, the presence of edge balls substantially amplifies the
local field strength surrounding the flower-like silver particles.

In summary, the plasma resonance mode of submicron silver particles is similar to
that of the central sphere, with multipole resonance in the short wave and dipole resonance
in the long wave. The vibration of the internal electrons is also mainly determined by
the central large sphere. Therefore, we investigated the local field distribution of the
edge sphere under the action of the central sphere at excitation wavelengths of 410 nm
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and 650 nm, respectively. Figure 6 depicts the local field of three neighboring surface
particles stimulated by the local field of the core particle. Under the 410 nm radiation,
the strongest field for the surface particles occurs in the gap of the surface roughness
structure, as depicted in Figure 6a. Under 650 nm wavelength radiation, the electric field of
surface particles is concentrated on the outer area of the surface, as presented in Figure 6b.
These simulation results disclose that the effects of the core particle on the surface particles
differ in the short and long wavelength ranges, and the “hot spot” of the surface particles
also varies accordingly. Furthermore, the interaction between surface particles was also
examined. It is found that the electron distribution of the surface particles is determined by
the core particle, considered as a whole.
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Figure 6. The distribution of the electric field around three neighboring surface particles excited by
the local field of the core particle. (a) at the wavelength of 410 nm, and (b) at the wavelength of
650 nm.
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For a single surface particle, the resonance model is solely a dipole in the wavelength
range of 400~800 nm and can therefore be considered as a dipole. Under the radiation at a
wavelength of 410 nm, the resonance model of the core particle is multipole. The internal
electron oscillations are not just parallel but also perpendicular to the polarization of the
incident light. As a result, for neighboring particles in the “Shoulder to Shoulder” pattern
(the axis of which is parallel to the polarization of the incident light) of the surface particles,
the interaction between electrons can occur [26,27], as illustrated in Figure 7a. The strongest
electric field occurs in the gap between the two particles which are in the “Shoulder to
Shoulder” pattern.

Photonics 2023, 10, x FOR PEER REVIEW 9 of 12 
 

 

 

Figure 7. A sketch of the electric field distribution of two neighboring surface particles. (a) “Shoulder 

to Shoulder” pattern, under the action of the core particle at 410 nm. (b) “Head-to-Head” pattern, 

under the action of the core particle at 650 nm wavelength. 

The local field of the surface particles reciprocally impacts the local field of the core 

particle. The electric field distribution of the core particle, under the influence of the local 

field of the surface particles, is calculated using the FDTD method, and the results are 

presented in Figure 8. Figure 8a displays the electric field distribution of the core particle 

when the surface particles are in the “Shoulder to Shoulder” configuration, with an 

excitation wavelength of 410 nm. Influenced by the surface particles, the local field of the 

core particle is enhanced, especially in the gap between the particles. Figure 8b 

demonstrates the electric field distribution of the core particle when the surface particles 

are in a “Head-to-Head” arrangement, with an excitation wavelength of 650 nm. The most 

intense field of the core particle is primarily located in the outer area of the particle, due 

to the presence of the surface particles. 

In comparison to the local field distribution of smooth spheres in the incident light, 

the local field of the flower-like silver particle is repositioned due to the surface particles 

and is significantly amplified in both the short and long wavelength ranges. This result 

aligns with our previous findings on flower-like silver particles [19,25]. 

 

Figure 8. The electric field distribution of core particles under the effect of the local field of surface 

particles. (a) at the wavelength of 410 nm, (b) at the wavelength of 650 nm. 

The interaction between the surface particles and the core particles allows the flower-

like silver particles to achieve a near-field enhancement across a broad spectrum. The field 

enhancement is defined as |𝐸|/|𝐸0| and is plotted as a function of wavelength in Figure 

8. Here, |𝐸0| is the incident field and |𝐸| is the maximum local field of the flower-like silver 

particle. 

Figure 9 reveals that the field enhancement of the flower-like particle persists across 

a broad wavelength range of 400~800 nm, with the field enhancement being more 

significant in the shorter wavelength range. However, as the local field distribution is 

Figure 7. A sketch of the electric field distribution of two neighboring surface particles. (a) “Shoulder
to Shoulder” pattern, under the action of the core particle at 410 nm. (b) “Head-to-Head” pattern,
under the action of the core particle at 650 nm wavelength.

Under radiation at a wavelength of 650 nm, the resonance model of the core particle
is a dipole, and collective electron oscillations are parallel to the direction of the incident
light. The internal electrons concentrate on both sides of the core particle. Therefore,
the interaction of surface particles in the “Shoulder to Shoulder” pattern is suppressed.
Conversely, for neighboring particles in the “Head-to-Head” pattern (the axis of which
is perpendicular to the polarization of the incident light) among the surface particles, the
local field is enhanced under the action of the core particle, as depicted in Figure 7b. In this
case, the electric field is concentrated in the outer area.

The local field of the surface particles reciprocally impacts the local field of the core
particle. The electric field distribution of the core particle, under the influence of the
local field of the surface particles, is calculated using the FDTD method, and the results
are presented in Figure 8. Figure 8a displays the electric field distribution of the core
particle when the surface particles are in the “Shoulder to Shoulder” configuration, with
an excitation wavelength of 410 nm. Influenced by the surface particles, the local field
of the core particle is enhanced, especially in the gap between the particles. Figure 8b
demonstrates the electric field distribution of the core particle when the surface particles
are in a “Head-to-Head” arrangement, with an excitation wavelength of 650 nm. The most
intense field of the core particle is primarily located in the outer area of the particle, due to
the presence of the surface particles.

In comparison to the local field distribution of smooth spheres in the incident light,
the local field of the flower-like silver particle is repositioned due to the surface particles
and is significantly amplified in both the short and long wavelength ranges. This result
aligns with our previous findings on flower-like silver particles [19,25].

The interaction between the surface particles and the core particles allows the flower-
like silver particles to achieve a near-field enhancement across a broad spectrum. The
field enhancement is defined as |E|/|E0| and is plotted as a function of wavelength in
Figure 8. Here, |E0| is the incident field and |E| is the maximum local field of the flower-like
silver particle.
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Figure 9 reveals that the field enhancement of the flower-like particle persists across a
broad wavelength range of 400~800 nm, with the field enhancement being more significant
in the shorter wavelength range. However, as the local field distribution is concentrated in
the gap of the surface particles in the short wavelength range, the enhancement ratio of the
spectral responsivity is conversely lower than in the long wavelength range.
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concentrated in the gap of the surface particles in the short wavelength range, the 
enhancement ratio of the spectral responsivity is conversely lower than in the long 
wavelength range. 
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After the incident light acts on the silver particles, due to the LSPR effect of the silver
particles, the radiation field acting on the semiconductor is enhanced. After the semicon-
ductor absorbs the photons, the internal electronic transition process can be explained by
the perturbation theory in quantum mechanics [28,29]. According to Fermi’s Golden Rule,
the transition probability wif of the semiconductor can be expressed as:

wif = C
∣∣∣∣
→
E
∣∣∣∣
2

|Mif|2 (2)

where C is a constant, Mif represents the transition matrix element,
→
E is the radiation field

acting on the semiconductor. The relationship between the semiconductor’s absorption
coefficient α and the transition probability wif can be expressed as:

α ∝ ∑ wifninf (3)

where ni and nf represent the density of states of the semiconductor in the initial and final
state, respectively. According to Equations (2) and (3), for amorphous silicon photovoltaic
modules containing silver particles, the action of the silver particles enhances the radiation
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field acting on the semiconductor, thereby increasing the probability of internal electronic
transitions in the semiconductor and raising the absorption coefficient. Generally speaking,
for the same semiconductor, its absorption coefficient is a fixed value, but the introduction
of silver particles can be expressed as an increase in its absorption coefficient. Thus,
when the light of the same intensity acts on amorphous silicon photovoltaic modules with
and without silver particles, the photovoltaic modules containing silver particles have
a larger absorption coefficient, therefore their light absorption is stronger, resulting in a
larger photocurrent.

4. Conclusions

In summary, an a-Si p-i-n photovoltaic structure with flower-like silver particles
deposited on the surface was fabricated. The transmittance, reflectance, and absorptance
spectra measurements revealed that the absorption of this photovoltaic structure was
enhanced in a broad wavelength range from 200 nm to 2000 nm by adding flower-like
silver particles on the surface. Furthermore, the spectral response of the a-Si p-i-n structure
with and without silver particles, respectively, was measured at the wavelength range of
400~800 nm, which revealed that the maximum enhancement ratio of the responsivity can
reach about 10, and the spectral response shape of the composite structure was consistent
with the structure without silver particles. The FDTD method was employed to investigate
the mechanism. In our analysis, the sample was divided into two parts including the
core particle and surface particles. We found that the interaction between the core particle
and surface particles leads to the unique optical characteristics of the flower-like particles,
which improved the performance of the a-Si p-i-n photovoltaic structure in a broadband
range. Through these studies, we demonstrate that utilizing the subwavelength silver
particles with roughness surface can achieve the spectral response of the photoelectric
device enhanced in broadband range, which can improve the utilization efficiency of
optical energy for the applications of sensing, imaging, optical communication, and energy
harvesting. The theoretical analysis provides improved insight into the coupling of physical
properties in photovoltaic modules incorporating metal particles.
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