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Comminution is crucial to mining and mineral processing operations, as valuable
minerals cannot be extracted if they are not liberated. This process spans from blasting
to mineral processing, where the run-of-mine material is crushed and ground prior to
separation. As articulated in this Special Issue, the efficiency of the separation stage,
which determines the degree of mineral recovery, depends not only on the efficiency of
the comminution stages but also on the understanding of the ore characteristics. However,
achieving efficiency in comminution, which is widely known for a lion’s share of the world’s
energy, has long been a mammoth task, given the non-revealing nature of comminution
equipment, often referred to as “black boxes”. The interactions among the operational
parameters of the mills or crushers further complicate their understanding, making the use
of techniques such as the discrete element method (DEM) helpful for optimising machines
for size reduction. Considerable progress has been made in this area; nevertheless, the work
is still far from exhaustive, especially considering global challenges such as environmental
and energy crises, high-grade ore depletion, and unsustainable production. Thus, the
research published in this Special Issue aims to address some of these challenges, providing
important insights into blasting, ore pre-treatment and characterisation, optimal crushing
and grinding, and the numerical assessment of comminution circuits.

In this vein, Contribution 1 used the Kuz-Ram model and Bond equation to assess
the impact of surface blast design parameters—such as burden, spacing, stemming, and
powder factor—on the fragmentation size and overall performance of a comminution circuit
processing sedimentary copper-bearing ore, in terms of energy and throughput. The study
resulted in a 20% increase in comminution circuit throughput, a 29% decrease in specific
energy consumption, and a 12% total operating cost reduction, all of which contributed to
improved overall fragmentation. Although higher powder factors were found to enhance
processing, fragmentation that is too fine may lead to increased equipment wear and
maintenance costs if an adequate balance is not maintained.

Focusing on the crushing stage in the comminution chain—in particular, the jaw
crusher—Contribution 2 investigated the influence of mineralogical and physical properties
on ore breakage behaviour. The authors explored the potential for the selective liberation of
valuable minerals and determined that selective liberation was possible at relatively coarser
particle sizes, which in turn improved ore beneficiation with lower energy consumption.
They found that chalcopyrite and pentlandite exhibited better liberation at particle sizes
below 400 pm, achieving over 50% liberation in the finest fraction, whilst magnetite was
more enriched in particles smaller than 125 pm. The study emphasised the importance
of considering mineralogical parameters when designing energy-efficient and selective
comminution strategies.

A semi-autogenous (SAG) mill was assessed by Contribution 3, who aimed to char-
acterise the stress and impact loading experienced by the grinding media in these mills

Minerals 2025, 15, 496

https:/ /doi.org/10.3390/min15050496



Minerals 2025, 15, 496

to help design stronger grinding media capable of withstanding stress and damage risk.
The authors employed the DEM to evaluate the intensity of collisions using impact energy
spectra (IES). The IES showed that higher ball loads resulted in more severe ball-on-ball
impacts, increasing the risk of ball fracture. This study also showed that, while a higher
mill speed is necessary to generate greater collision energy for ore breakage, it may also
promote ball fracture. In SAG mills, bigger balls are preferred due to their high energy,
which efficiently breaks particles; however, they are more vulnerable to fracture. Thus, the
efficient operation of a SAG mill requires an optimum ball size to reduce ball damage, an
optimum mill speed to balance ore breakage and media wear, and an optimum ball-to-ore
ratio to balance ore cushioning and grinding efficiency.

Expanding on the milling stage of the mineral beneficiation chain, an integrated
approach—combining a computer and the DEM coupled with the smoothed particle
hydrodynamics (DEM-SPH)—was employed by Contribution 4 to calibrate the digital
twin of a laboratory ball mill. They examined various milling scenarios, which included
balls only, balls with ore, and balls with slurry, and simulated mill load behaviour. Their
proposed method enabled the development of a numerical testing regime that can predict
the grinding behaviour of the mill under different operational conditions without causing
disruptive and costly changes in milling operations. The study combined experimental
and simulation approaches, assessing the mill’s behaviour under both dry and wet milling
conditions, supported by image processing and the DualSPHysics framework. This research
resulted in the creation of a calibrated digital twin, facilitating more efficient processing
and energy utilisation during milling. Although the study was conducted using copper
ore, the approach can be extended to other ores and milling environments. Designing
optimised and energy-efficient milling operations is a critical step toward sustainable
industrial practices, and this work provides a means to achieve that without the need for
extensive physical testing.

Using vibrating disc mills, Contribution 5 investigated how the tap density of graphite
is affected by grinding time. The study found that smaller particle sizes had higher tap
densities than larger ones, while particles with a higher degree of sphericity resulted in
lower tap densities. The authors attributed this behaviour to the impurities in the graphite,
which affect packing and particle alignment during tapping. Consequently, graphite
grinding using the vibratory disc mill can be optimised using exponential models, leading
to energy and time savings.

Contribution 6 focused on optimising the rotational speed of the agitator in a vertical
stirred mill, with the ultimate goal of enhancing the grinding efficiency. It is well established
that increasing agitator speed enhances grinding efficiency, albeit with increased energy
consumption. In this work, the authors successfully identified what they termed as the
critical speed selection point, which balances grinding efficiency and energy consumption.
This parameter is particularly significant, as even small efficiency gains can substantially
reduce energy costs on an industrial scale. Notably, the evaluation index proposed in this
study uses larger values to indicate greater grinding efficiency. From this perspective, an
inverse proportional relationship was observed between rotational speed and grinding
efficiency for a fixed milling time.

Several researchers have contributed to the optimisation of comminution circuits from
the perspective of ore characteristics rather than comminution machinery. Contribution 7
established that the Bond Work Index can be applied to non-standard feed particle size
distributions, with the help of a correction factor. This factor adjusts the work index to
align with the standard feed conditions. For non-standard feed particles, the model was
recommended for P100 = 75 pm tests.
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Another method for measuring rock breakage energy and force is the Geopyora
Breakage Test, which uses two counter-rotating wheels to nip and crush rock samples
between rollers with a tightly controlled gap. Contribution 8 employed this method and
determined that it requires much smaller sample sizes and can accommodate broader, more
detailed orebody characterisation.

An effective method for improving ore grindability is through pretreatment, as demon-
strated by Contribution 9 who applied a hybrid of thermal and mechanical pretreatments
before grinding. The Bond Work index tests revealed that microwave pretreatment alone
significantly enhanced grindability compared to other individual treatment methods; how-
ever, prolonged microwave treatment time can cause iron ore particles to fuse, negatively
affecting grindability. Mechanical pretreatment alone enhanced grindability by generating
cracks, while furnace treatment was found to be the least effective. The combination of
microwave and mechanical treatments yielded the best results in terms of grindability and
energy savings. Nevertheless, a comprehensive energy assessment is necessary to account
for the energy consumed during heating and compression.

In conclusion, the papers published in this Special Issue address interesting topics
from various stages of comminution across the mineral beneficiation chain, ranging from
blasting and crushing to milling. Ore pretreatment methods were also analysed, along
with the grinding tests necessary for the optimisation of comminution circuits, providing
valuable insights. The research presented in this Special Issue will be beneficial to both the
mining and mineral processing industry and the academic community.
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Abstract: Open-pit mining remains the dominant method for copper extraction in current operations,
with blasting playing a pivotal role in the efficiency of downstream processes such as loading, hauling,
crushing, and milling. This study assesses the impact of surface blast design parameters on the
performance of a comminution circuit processing a copper-bearing ore. The analysis focuses on
important design parameters such as burden, spacing, stemming, and powder factor, evaluating
their influence on the fragment size distribution and downstream comminution circuit performance.
Using the Kuz-Ram model, four novel blast designs are compared against a baseline to predict the
size distribution of rock fragments (X80). Key performance indicators throughput and specific energy
consumption are calculated to evaluate the comminution circuit performance. Results demonstrated
that reducing the X80 from 500 mm to 120 mm led up to a 20% increase in throughput and a 29%
reduction in total specific energy consumption. Furthermore, achieving finer particle sizes through
more intensive blasting contributed to a reduction in total operating costs by up to 12%. These findings
provide valuable insights for optimizing blast design to improve comminution circuit performance,
contributing to sustainable mining practices by reducing energy consumption, operating costs, and

the environmental footprint of mining operations.

Keywords: blast design parameters; copper bearing-ore; specific energy consumption; throughput;
comminution; operating costs

1. Introduction

Rock fragmentation in mining involves breaking hard rocks into suitable sizes for
easier downstream handling and processing. The most cost-effective and widely used
method for ground fragmentation is currently drilling and blasting. This technique, which
uses commercial explosives placed in blast holes to detonate a rock mass and break it
into smaller pieces [1-3], has proven to be a reliable and efficient solution. Fragmentation
is a critical outcome of rock blasting. It significantly impacts subsequent stages of the
production cycle, such as loading, hauling, and downstream processes, including mineral
processing. Good fragmentation enhances production efficiency and lowers the mining
process’s overall cost, reinforcing the current method’s cost-effectiveness [4].

The results of a surface blast depend on several parameters, broadly categorized
as controllable and uncontrollable [5,6]. The blasting engineer can adjust controllable
parameters to influence the outcome of blasting operations. These parameters fall into three
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groups: geometric, explosives, and time-related. Geometric parameters encompass drill
hole diameter, hole depth, charge length, spacing, burden, and stemming height. Explosives
parameters include the type of explosive, explosive strength and energy, powder factor,
and priming systems. Time parameters cover delay timing and initiation sequence [7]. The
uncontrollable parameters consist of the geological and geotechnical properties of the rock
mass. These parameters are inherent and cannot be adjusted to affect blasting outcomes.
They include rock strength, rock-specific gravity, joint spacing and condition, presence and
depth of water, and compressional stress wave velocity [5].

In hard rock mining, the ore is initially broken down into fragments of different sizes
through blasting, also known as (blast) fragmentation. The fragments resulting from blasting
are then further crushed and ground into smaller particles during crushing and grinding
operations. Combined, crushing and grinding are referred to as comminution in mineral
processing, with grinding being the most energy-intensive stage of the mineral processing [8]
on most metal mine sites and a significant consumer in other commodities [9], accounting for
32% of the mine’s energy consumption [10]. Comminution consumes a significant amount of
energy, around 30%—-60% of the total mine energy [11,12]; much of this energy is dissipated
as heat into the rock. Comminution is one of the most expensive processes in mining
and processing operations, both in terms of initial investment and ongoing operational
expenses [13]. Effective comminution of ores is crucial for extracting valuable minerals and
increasing operational efficiency [14]. Comminution circuit performance is usually assessed
based on throughput, specific energy, and final grind size [15].

Since the 1990s, some studies have investigated the link between surface blast design
parameters and downstream processes. The Mine-to-Mill (M2M) optimization approach,
developed by the Julius Kruttschnitt Mineral Research Centre (JKMRC) in Australia, fo-
cuses on improving blasting activity to enhance productivity and energy efficiency in the
production chain [12,16]. M2M optimization has been successfully implemented worldwide
in various mining operations. Its application has increased throughput, reduced energy
consumption, and cost [15,17-20]. The main goal of most studies was to improve mill
performance. Hakami et al. [4] studied the effects of blast pattern design on autogenous and
semi-autogenous mill throughput in an iron ore mine. By changing the blast pattern design
from 5m x 6 mto4 m x 5 m, there was an increase in powder factor from 1650 g/m?
to 2480 g/m?, increasing mill throughput by 5%-30%. Dragano et al. [21] analyzed the
connections between the geological environment, blasting parameters, and energy con-
sumption during the primary crushing phase in a dolomitic limestone quarry. Their study
aimed to understand the relationship between the energy provided for size reduction and
the resistance to size reduction. Increasing the powder factor from 0.09 to 0.31 kg/t led to
smaller particle sizes of 450-370 mm. Consequently, the energy consumption at the primary
crusher decreases as the particle size (P80) decreases from 0.228 to 0.181 kWh/t. P80 de-
creases with the number of delays/t increases, and, finally, electricity cost decreases while
the powder factor increases. Howe and Pan [22] used engineering research and industrial
trial data to examine the connection between blasting fragmentation and comminution
power consumption in a copper/gold open-cut porphyry deposit. They expanded the
scope of their research to include the higher blasting powder factor range of 2-4 kg/m?3,
which is achievable with Ultra-High-Intensity Blasting (UHIB) designs. Valery et al. [23]
applied modeling and simulation of blasting and comminution to investigate the effects of
blast design changes on downstream operations, aiming to increase throughput or improve
product quality in iron and gold mines. Lam et al. [24] applied the M2M project to optimize
blast design to improve the milling rate by altering feed size distribution at the Porgera
gold mine. Ozdemir [25] examined the correlation between fragmentation size distribution
values and jaw crusher throughput in a sandstone quarry.

Poor blast design often leads to suboptimal fragmentation, which increases the energy
consumption of comminution circuits and limits throughput, ultimately raising opera-
tional costs. Although effective blast design can enhance comminution circuit performance,
achieving the ideal fragment size involves trade-offs. A deeper understanding of the con-
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nection between specific blast design parameters and comminution performance metrics,
such as throughput and specific energy consumption, is essential for achieving sustainable
and cost-effective operations.

While the impact of blast design on comminution circuit performance is well-documented,
most existing studies focus on porphyry copper deposits or mixed ore types, leaving a
significant gap in understanding how blast parameters affect sedimentary or sandstone-
hosted copper ores. Due to their distinct geological characteristics, these ores exhibit unique
fragmentation and comminution behaviors, presenting different challenges for optimizing
blast designs and enhancing downstream processes. This study addresses this gap by using
predictive theoretical models to examine the effects of blast design parameters such as
burden, spacing, stemming, and powder factor on comminution performance, specifically
within sedimentary copper mining contexts.

This research contributes to academic knowledge and industry practice by addressing
an underexplored area of blast-comminution optimization for sedimentary copper ores.
Through theoretical modeling, it offers valuable initial insights into the distinct challenges
and potential optimization strategies for these ore types. Academically, the findings
advance the understanding of blast-comminution dynamics in these sedimentary-hosted
copper mines. At the same time, from an industry perspective, they guide drill and blast
engineers in developing tailored blast strategies to improve efficiency and cost-effectiveness
in these specific geological settings, contributing to sustainable mining practices.

Optimizing surface blast design parameters, specifically burden, spacing, stemming,
and powder factor, will reduce the X80 fragment size, thereby improving comminution cir-
cuit throughput and lowering specific energy consumption. Furthermore, excessively fine
fragmentation may lead to higher wear rates, increased energy demand, and maintenance
costs, offsetting potential benefits.

2. Materials and Methods
2.1. Case Study

The case study refers to an open-pit mine in the southern part of the Democratic
Republic of the Congo (DRC). The mine primarily produces copper and silver as a by-
product. This is an off-grid open-pit copper mine generating electricity on-site using diesel
fuel. The mine’s geological structure consists of folded and faulted sedimentary rocks
trending northwest—southeast, hosting copper-cobalt mineralization within a syncline in
the Central African Copperbelt region of the DRC. The mine deposit is found within a
series of sedimentary rocks, mainly shales, sandstones, and conglomerates. Additionally,
the ore deposit contains supergene (near-surface oxide and carbonate) and primary (sulfide)
mineralization. The mineralogy of the oxide zone is mainly composed of malachite, azurite,
clay alteration of feldspars, locally developed cuprite, native copper, and chalcocite. The
primary sulfide mineral is chalcopyrite, with smaller amounts of bornite and chalcocite.
The ore deposit has average grades of 3.6% copper (Cu) and 8.3 g/t silver (Ag).

The mine’s conventional blast design, considered as a baseline, is presented in Table 1.
A staggered pattern was used during the drilling and blasting operations, and the emulsion
was the explosive type charged in the blast holes. The blast holes were drilled with a
diameter of 125 mm and a depth of 11 m. Drilling cuttings were used as stemming material,
with a sub-drilling depth of 1 m. The delay time between consecutive rows was 25 ms,
and between holes in the same row was 17 ms. The bench height was 10 m. The blast
holes were drilled vertically using the Drill rig roc L6 25 rotary machine, and the drilling
operation was carefully performed with minimal deviation.

The baseline variables average values used in this study were derived from historical
plant data, encompassing key variables such as fragment size distribution (X80), feed
particle size (F80), product particle size (P80), throughput, specific energy consumption,
and circulating load. These data, illustrated in Figure 1, offer foundational insights into
comminution circuit performance, serving as a benchmark for evaluating the effects of
different blast design parameters.



Minerals 2024, 14, 1226

Table 1. Conventional blast design parameters.

Parameter Unit Value
Hole diameter mm 125
Bench height m 10
Burden m 3-5
Spacing m 3-5.5
Sub-drilling m 1
Hole depth m 11
Stemming height m Variable
Specific gravity g/cc 2.6
Explosive - Emulsion P100
Explosive density g/cc 115
Velocity of Detonation (VoD) m/s 5000
Relative Weight Strength (RWS) (ANFO = 100) Y% 85
Powder factor kg/ m3 0.12-0.55
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Figure 1. Monthly averages of main historical variables over the two-year production period from
2021 to 2022: (a) Throughput, (b) X80 and F80 Primary crushing, (c) P80 Crushing and F80 Milling,
and F80 Secondary crushing, (d) P80 Milling, (e) Crushing circulating load and (f) Crushing and
milling specific energy consumption.

2.2. Research Methodology

This study explores the impact of surface blast design parameters on the performance
of a comminution circuit processing a copper-bearing ore. The methodology is grounded in
the Mine-to-Mill (M2M) approach, which seeks to optimize upstream blasting operations
to enhance the efficiency and cost-effectiveness of downstream processes, particularly
crushing and milling. The M2M approach uses intense blasting, achieved by increasing
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the powder factor and simultaneously adjusting multiple parameters to generate finer
fragmentation. Adjustments to the powder factor were made to capture a range of frag-
mentation outcomes representative of typical operational scenarios in hard rock mining.
The selected variations in the powder factor served two key objectives. First, they aimed
to assess the impact on fragment size distribution, as changes in the powder factor di-
rectly influence the energy applied per unit volume, which determines the X80 size and
affects downstream comminution performance. Second, they were intended to explore
energy-performance trade-offs. Higher powder factors, which produce finer fragmentation,
can enhance throughput and reduce energy consumption, while lower powder factors,
though more cost-effective in terms of explosives, may negatively impact circuit perfor-
mance. This study investigates how variations in key blast parameters affect comminution
circuit performance. To quantify these effects, theoretical models, such as the Kuz-Ram
model for predicting fragment size distribution (X80) and the Bond equation for energy
consumption, were used to establish the relationships between blast design parameters
and comminution circuit performance measured by two metrics, throughput, and specific
energy consumption.

Four alternative blast designs are proposed, with changes made to key parameters
such as burden, spacing, stemming height, and powder factor. Specifically, burden was
reduced by 13%-38%, spacing by 11%-33%, and stemming height by 25%-75%, while the
powder factor increased by 47%-242%, as shown in Table 2. All other parameters of the
conventional blast design remained unchanged. Figure 2 shows the blast pattern for the
baseline scenario, which served as the benchmark for comparison. The proposed blast
designs were evaluated against the conventional design, using blasting outcomes to assess
their impact on comminution circuit performance.

Table 2. Blast design parameters changes.

Parameter Baseline  Design1 Design2 Design3  Design 4
Burden (m) 4 4 35 3 2.5
Spacing (m) 4.25 4.50 4 3.5 3

Stemming height (m) Variable 4 3 2 1
Powder factor (kg/m?) 0.12-0.55 0.55 0.81 1.21 1.88
Burden: 4m - Spacing:

= 4.25m

=
Hole diameter:
125 mm

Bench height:
10m

Free face

Charging
column

Hole length:
11m

Sub-drilling:
Floor Im
Face angle: 80 ©

Figure 2. Baseline blast pattern.

Finally, a comprehensive cost analysis was performed to quantify the impact of the
proposed blast designs on drilling, blasting, and comminution operating costs. The baseline
operating cost estimates were compared with those of the alternative blast designs to
highlight variations in cost outcomes resulting from the adjusted parameters.
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2.2.1. Kuz-Ram Model Analysis

Kuz-Ram model is widely used to determine the size of fragments before blasting.
This model considers the particle size distribution of the resulting fragments, the 50%
of the fragment size distribution (X50), as the average size of the generated blocks, and
the uniformity index (n). The Kuz—Ram model includes three equations: the modified
Kuznetsov equation (Equation (1)), first developed by Kuznetsov [26] and later modified by
Cunningham [27]; the Rosin-Rammler equation (Equation (2)) [28,29]; and the Cunningham
uniformity index (n) equation (Equation (3)) [30]. It is important to note that the K-factor is
also referred to as the powder factor, which is used to assess the rock fragmentation power
for the desired granulometry as follows:

115 >§3

_ —0.81
X50 = AK Q6 <RWS

@
where X5 is the average size at which 50% of the particles pass the sieve (cm); A is the
characteristic factor of the rock; K is the powder factor (kg/m?); Q is the mass of explosive
being used per hole (kg); and RWS is the relative power by weight of the explosive relative
to the energy of the ANFO (115 is the RWS of the trinitrotoluene (TNT)) (%).

The Rosin-Rammler formula predicts the fragment size distribution. It is generally
recognized as providing a reasonable description of fragmentation in blasted rock based
on the percentage of retained fragments for a sieve opening size [28]:

Ry =1—e (%) #)

where R;; is the cumulative frequency passing through the opening of the sieve of size
(%), X is the size of the sieve opening (cm), and X¢ is the characteristic size (cm). If the
characteristic size X, through which 63.2% of the particles pass, and the uniformity index
are known, X¢ can be obtained using the following equation [31]:

X50
Xe = 3
© /0693 ®
Cunningham [29] developed an equation to estimate the uniformity coefficient “n” of
the Rosin—-Rammler distribution curve from blast design parameters:

)R DE

where B is the burden (m), S is the spacing (m), d is the blast hole diameter (mm), W is the
standard deviation of drilling accuracy (m), L is the total charge length (m), and H is the
bench height (m). Where there are two different explosives in the blast hole (bottom charge
and column charge) [31], Equation (4) is modified to:

n— (2.2 - 145) <1 - ‘g) (; + 25B>05 (abs(B’CL;CCL) + 0.1)0'1 (;) )

where BCL is the bottom charge length (m), and CCL is the column charge length (m).
This equation should be multiplied by 1.1 when using a staggered pattern. The value of
n is crucial in defining the shape of the Rosin-Rammler curve and typically ranges from
(0.7 to 2). Higher values indicate uniform sizing, while lower values indicate a broad range
of sizes, including oversize and fines [30].

Cunningham [30] modified the model twenty years later, mainly due to the introduc-
tion of electronic delay detonators. This resulted in what is now known in the literature as
the modified Kuz-Ram model. Cunningham’s adjustments consider the effects of inter-hole

10
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delay, timing scatter, and correction factors for the rock factor and uniformity index. These
changes led to the modification of Equations (1) and (5) as follows [30]:

19/20
Xs0 = AATK98Q1/6 115\ C(A) (6)
50 — T RWS

)N o

where At is a timing factor for the effect of inter-hole delay, C(A) represents a correction
factor for the rock factor, ng is the uniformity factor for the impact of timing scatter, and
C(n) is a correction factor for the uniformity index. Therefore, the modified Kuz—Ram
model consists of Equations (2), (6), and (7). This model was used in this study to predict
the particle sizes of the blast designs.

2.2.2. Comminution Circuit Performance

The comminution circuit of the study case comprised two stages: crushing (primary
and secondary crushers) and grinding (two ball mills). The cyclone overflow is sent to the
flotation plant to extract the copper. This comminution circuit has a nominal throughput of
2400 tons/day. It comprised a jaw crusher, a cone crusher, and two ball mills, producing a
final product particle size (P80) of 75 microns (um). Figure 3 below shows the comminution
circuit flowsheet.

Feed Secondary crusher n
e <
Prlmary Cyclone 1 Cyclone 2

crusher ‘éf 01
(o]

Conveyor 1

f"m’ﬂv A
Screen § [ el
o]

Ball Mill 1 Ly UF2

/_/__
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Conveyor 2

| | et
\0_- sasl)
Stockpile * Ball Mill 2
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(o]

Conveyor 3 Mill sump

@ Pump

Figure 3. Comminution circuit flowsheet. UF is underflow and OV is overflow.

In this study, Equation (8) from Figueiredo et al. [32], adapted for the present case
study, was used to estimate the productivity of primary crushing (throughput) based on
the blast fragmentation parameter X80:

Pppxs0 = Pop o—0.002X80 ®)
where Ppxsp is the primary crushing productivity (t/h), and Py, is the primary crushing
nominal productivity (t/h).

The Bond equation (Equation (9)) [33,34] was used to calculate the specific energy of
the comminution circuit, which is required to grind the ore from a known feed size (F80) to
a desired product size (P80):

1
E=10xW; 9
8 (\/Ps \/F80> ©)
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where E is the specific energy (kWh/t), W; is the Work index and is a measure of the ore’s
resistance to crushing and grinding (kWh/t) [33], Pgy is the product particle size (um), and
Fgy is the feed particle size (um). One reason for using Bond’s third theory is that the work
index W; has been measured and reported for many rocks.

Based on historical plant data (Figure 1), the following outlines the particle size
variations in the feed and product streams at each stage of the comminution circuit:

e  Crushing circuit: For each of the four designs, the X80 values, obtained via the Kuz-
Ram model analysis, represented the F80 for the primary crusher. In the secondary
crusher, the F80 represented the circulating load size, the portion of material with par-
ticle sizes larger than the screen aperture, which failed to pass through the screen. The
combined fraction of ore from both the primary and secondary crushers, with particle
sizes below the screen aperture, established the P80 for the overall crushing circuit;

e  Milling circuit: The P80 from the crushing circuit served as the F80 for the milling
circuit in both ball mills. The resultant particle size from the milling process defined
the P80 for the milling circuit.

2.2.3. Operating Costs Estimation

The impact of blast design parameters extends beyond blasting itself and significantly
influences not only comminution performance but also operating costs. The methodology
for estimating operating expenses (OPEX) was based on production and operational data,
direct operating expenditures, and associated annual costs for various components involved
in operations such as drilling, blasting, and comminution.

The primary components of operating costs comprised equipment depreciation, labor,
fuel, maintenance, consumables, and contingency. The total cost for each operation was
obtained by summing the expenses across these components, and the cost per ton was
calculated using annual production data. A 10% contingency factor was applied to the total
operating cost to account for unforeseen expenses.

e Dirilling

Annually, 5,274,076 tons of material were drilled, requiring 14,038 blast holes. The
following equations were used to estimate the drilling operation’s operating cost:

Ct = Cgq + Cprap + Cmr + Cr1 + Cpcons + Com (10)
th
PEX = 11
O D (11)

where C; is the total cost (USD/year), Cg, is the equipment depreciation cost (USD/year),
Crgp is the labor cost (salaries and wages for drill operators and technicians: USD/year),
Cur is the maintenance and repairs cost (USD/year), Cp; is the fuel cost (USD/year), Cpcons
is the drilling consumables and repairs cost (USD/year), Coyy, is the other costs (USD/year),
OPEX is the drilling operating cost (USD/ton), Cy, is the total cost with a 10% contingency
(USD/year), and MD is the material drilled (tons/year).

Moreover, when calculating the OPEX for the alternative designs, only the MD was
changed, with all other cost components assumed to remain constant.

e Blasting

Annually, 6,316,946.65 tons of material were blasted, including 232,300.92 tons of ore
and 6,084,645.73 tons of waste. The total charge mass reached 1009.32 tons per year. The
following equations were used to estimate the blasting costs:

Ct = Crap + Cyms + Crr + Cpr + Com (12)
_ th
OPEX = (13)
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where Cp,;, is the labor cost (salaries and wages for blast operators and technicians:
USD/year), Cys is the materials and supplies cost (explosives and accessories: USD/year),
Cpr is the permits and regulatory cost (blasting licenses, insurances and consumables clean-
ing: USD/year), OPEX is the blasting operating cost (USD/ton), and MB is the material
blasted (tons/year).

Furthermore, when calculating the OPEX for the alternative designs, only the MB and
the cost of materials and supplies (explosives and accessories) were modified, while all
other cost components were assumed to remain unchanged.

e Comminution

The comminution circuit achieved an average annual throughput of 544,438 tons.
Given the similarity in cost components between crushing and grinding, the operating
costs for these processes were estimated using the following equations:

Ct = Cgqg + Cprap + Cmr + Cec + Cccons + Com (14)
_ th
OPEX = (15)

where Cp, is the labor cost (salaries and wages for comminution operators and technicians:
USD/year), Ck, is the energy consumption cost (crushing or milling: USD/year), Cccons
is the comminution (crushing or milling) consumables cost (USD/year), OPEX is the
operating cost (crushing or milling: USD/ton), and TPH is the throughput (tons/year).
In calculating the OPEX for the alternative designs, only throughput and energy
consumption were adjusted, while all other cost components, such as maintenance and
repairs and consumables, remained constant. These components were not estimated due
to the complexity of their input data and parameters. Although particle size and energy
consumption were reduced, their associated costs may remain unchanged or even increase

with higher throughput.

3. Results and Discussion
3.1. Blast Fragmentation

A Run-of-Mine (ROM) fragmentation distribution analysis was conducted using the
Kuz-Ram model, applying the newly established blast design parameters. This model,
defined by Equations (2)—(4) and (6), enabled the prediction of particle size distribution
post-blasting. The analysis results are depicted in Figures 4 and 5, with a summary in
Table 3. The fragmentation data have been graphically represented using a logarithmic
scale to understand the blasting outcomes better. This approach highlights the distribution
trends more effectively, particularly in the finer and coarser fractions. It allows for a
more nuanced interpretation of the blasting performance and its subsequent impact on
downstream processes.

The particle size distribution curves and the data presented in Table 3 reveal significant
findings when applying the Kuz-Ram model to the various blast designs. Specifically,
designs 1-4 yielded an X80, the size at which 80% of the material passes, within a range of
approximately 120 to 320 mm with the new modified parameters. This is notably smaller
than the conventional blast design (baseline), where the X80 value could reach up to
500 mm, the maximum fragment size that the primary crusher can accommodate. These
results indicate that the proposed modifications, which implement a smaller blast pattern
and increase the powder factor, have successfully improved fragmentation. The reduced
X80 values for designs 1-4 demonstrate more efficient rock breakage, leading to smaller and
more manageable fragment sizes than those produced by the baseline conventional blast.
The findings are consistent with some studies highlighting the potential for optimizing
ROM fragmentation through strategic changes in blast design [15,35,36]. By refining the
blast parameters, it is possible to enhance downstream processing efficiency and potentially
improve overall operational productivity.

13
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Figure 5. Relationship between uniformity index and particle size distribution: (a) n relative to X50,
(b) n relative to X80.

Table 3. Parameters obtained using the Kuz—Ram model.

Parameter Design 1 Design 2 Design 3 Design 4
n 1.17 1.34 151 1.64
Xc (mm) 213 166 124 89
X50 (mm) 156 126 97 71
X80 (mm) 320 236 170 120
X100 (mm) 888 572 375 247

The particle size distribution analysis revealed a consistent increase in the uniformity
index across the four new blast designs, with values ranging from 1.17 to 1.64. This increase
is inversely related to the X50 and X80 values, as Figure 5 illustrates. The rising uniformity
index suggests that the size distribution of the resulting fragments becomes more consistent,
with a narrower range of fragment sizes produced during the breakage process. In other
words, the fragments are more homogeneously sized, with less variation between the
smallest and largest pieces [37]. A higher uniformity index indicates a more favorable
fragmentation pattern, which can significantly benefit subsequent processing stages. With
more uniformly sized fragments, the efficiency of crushing and grinding operations can be
enhanced, potentially leading to improved overall processing performance and reduced
energy consumption.
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The results of blast design optimization have significant implications for enhancing
efficiency and reducing costs in real-world mining operations. By demonstrating how
different blast designs affect fragmentation and energy consumption, mining planning en-
gineers can strategically implement these insights to streamline processes such as loading,
hauling, and crushing. For instance, optimized fragmentation can lead to faster loading
times and reduced wear on crushing equipment, thereby decreasing operational downtime
and maintenance costs. Furthermore, by adopting designs that lower specific energy con-
sumption, mines can achieve substantial cost savings on energy bills while simultaneously
minimizing their environmental footprint.

3.2. Comminution Circuit
3.2.1. Throughput

Table 4 and Figure 6 present the productivity estimates for the primary crushing,
calculated based on the X80 values obtained from each alternative blast design using
Equation (8). The X80 value, representing the screen size through which 80% of the ROM
material passes, serves as a critical indicator of the effectiveness of the blast design in
optimizing downstream processes. Based on historical data, the baseline productivity
is 544,438 dry tons annually, translating to 45,368 tons per month, 1578 tons per day,
and 66 tons per hour, with 345 operating days (8280 h) per year. The baseline case used
historical production data as a benchmark to evaluate the performance indicators of four
alternative designs.

Table 4. Estimation of primary crushing productivity.

Parameters Design 1 Design 2 Design 3 Design 4
Ppp (t/h) 100 100 100 100
X80 (mm) 320 236 170 120
Pppxso (t/year) 438,840 513,360 587,880 654,120
Pppxso (t/day) 1272 1488 1704 1896
Pppxso (t/h) 53 62 71 79
Variation (%) -20 —6 +8 +20
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Figure 6. Primary crushing productivity relative to X80.

As anticipated, the productivity of primary crushing improved with the reduction in
blasting fragment size, as indicated by the X80 values for the four alternative blast designs.
However, when comparing the estimated productivity of the new blast designs to the
baseline, designs 1 and 2 exhibited lower productivity than the baseline. This outcome may
be attributed to the blast pattern parameter values used in the baseline, particularly the
spacing, which was slightly smaller in Design 1 and larger in Design 2 (Table 2).

A closer examination of the productivity estimates, as shown in Figure 7, highlights
the direct correlation between the increase in powder factor and the rise in throughput.
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This suggests that the actual X80 value for the baseline case likely falls between the X80
values of designs 2 and 3. With the adjustments in blasting practices, the productivity of
primary crushing could potentially be enhanced by up to 20% in this case study (Table 4).
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Figure 7. Primary crushing productivity relative to powder factor.

This finding is particularly relevant for hard rock mines, such as the one under study,
and aligns with the results reported by other researchers who have explored the effect
of surface blast design parameters on primary crushing productivity [4,15,35,36]. The
potential for a 20% increase in productivity highlights the significant benefits of optimizing
blast design to improve overall processing efficiency.

3.2.2. Energy Consumption

Tables 5 and 6 present the calculated specific energy consumption for the primary and
secondary crushing circuits. Equation (9) estimated the specific energy consumption for
the four alternative blast designs, whereas the baseline specific energy consumption for the
entire crushing circuit, derived from historical data, is 1.55 kWh/t.

Table 5. Primary crushing specific energy consumption.

Parameter Design 1 Design 2 Design 3 Design 4
F80 (um) 320,000 236,000 170,000 120,000
P80 (um) 16,000 16,000 16,000 16,000

W; (kWh/t) 12 12 12 12

E (kWh/t) 0.74 0.70 0.66 0.60

Table 6. Secondary crushing specific energy consumption.

Parameter Design 1 Design 2 Design 3 Design 4
F80 (um) 20,000 20,000 20,000 20,000
P80 (um) 16,000 16,000 16,000 16,000
W; (kWh/t) 12 12 12 12
E (kWh/t) 0.1002 0.1002 0.1002 0.1002
Throughput (t/h) 4 5 6 6
Throughput (t/year) 35,107 41,069 47,030 52,330

The specific energy consumption for primary crushing decreased from 0.74 to 0.60 kWh/t,
driven by variations in feed particle size (F80) across the four alternative blast designs
(Table 5). These F80 values correspond to the X80 derived from the Kuz-Ram model analysis
(Table 3), while the product size (P80) and the work index remained constant based on
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historical plant data. In contrast, the specific energy consumption for secondary crushing
remained constant at 0.1002 kWh/t throughout the four alternative blast designs, as F80
and P80 values remained unchanged (Table 6). The F80 in secondary crushing represents
only the oversized ore (circulating load) that did not pass through the screen after primary
crushing, which is calibrated to pass ore up to 16,000 um. Based on historical plant data,
with a circulating load of approximately 8%, the productivity across the new four-blast
designs fluctuated around 5 t/h. When evaluating the total specific energy consumption
for both primary and secondary crushing, a significant reduction was observed, decreasing
from 0.8402 to 0.7002 kWh/t (Table 7). This represents a 46%-55% decrease for the four
alternative blast designs compared to the baseline value of 1.55 kWh/t. These results
demonstrated that increasing the powder factor in blasting operations resulted in smaller
particle sizes and reduced energy consumption within the crushing circuit.

Table 7. Total crushing specific energy consumption.

Parameter Baseline  Design1l Design2 Design3  Design 4
X80 (mm) 500 320 236 170 120
Specific energy (kWh/t) 1.55 0.8402 0.8002 0.7602 0.7002
Decrease (%) - 46 48 51 55

Table 8 and Figure 8 summarize the relationship between X80, crushing productivity,
and specific energy consumption. Reducing X80 is inversely related to productivity but
directly tied to lowering energy consumption.

Table 8. Relationship between fragmentation particle size and crushing performance.

Parameter Baseline  Design1l Design2 Design3  Design 4
X80 (mm) 500 320 236 170 120
Throughput (t/h) 66 53 62 71 79

Specific energy (kWh/t) 1.55 0.8402 0.8002 0.7602 0.7002
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Figure 8. Crushing specific energy related to X80.

Table 9 provides the specific energy consumption calculated for the milling circuit,
consisting of two ball mills operating in dry mode. As with the crushing circuit, Equation (9)
estimated the specific energy consumption for each of the four alternative blast designs.
However, the baseline specific energy consumption for the milling circuit, derived from
historical data, is 17.62 kWh/t.
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Table 9. Milling specific energy consumption.

Parameter Design 1 Design 2 Design 3 Design 4
F80 (um) 16,000 16,000 16,000 16,000
P80 (um) 75 75 75 75
W; (kWh/t) 12 12 12 12
E (kWh/1) 1291 1291 1291 12.91
Throughput (t/h) 53 62 71 79
Throughput (t/year) 438,840 513,360 587,880 654,120

The total milling-specific energy consumption decreased significantly from 17.62 to
12.91 kWh/t, representing a 27% reduction across the four alternative blast designs com-
pared to the baseline case. This reduction is particularly noteworthy given that grinding
is the most energy-intensive stage in mineral processing, especially in hard rock mining
operations [8]. Additionally, the F80 and P80 sizes remained constant across the four
alternative blast designs, as these values are sourced from historical plant data and incor-
porated into the calculations for milling-specific energy consumption using Equation (9).
The F80 value represents only the ore output from the crushing circuit (P80), calibrated to a
maximum particle size of 16,000 um, and serves as the feed for the milling circuit, based on
historical plant data used for this study. The findings could suggest that the proposed blast
modifications can significantly enhance operational efficiency by lowering energy costs
without compromising productivity.

3.2.3. Comminution Circuit Performance

Table 10 summarizes the study’s findings on the relationship between surface blast
design parameters and the performance of a comminution circuit that processes copper-
bearing ore.

Table 10. Comminution circuit performance summary.

Parameter Baseline  Designl Design2 Design3  Design 4
X80 (mm) 500 320 236 170 120
Throughput (t/h) 66 53 62 71 79
Variation (%) - —20 —6 +8 +20
Specific energy (kWh/t) 19.17 13.75 13.71 13.67 13.61
Decrease (%) - 28 28 29 29

Figure 9 presents the relationship between X80, throughput, and specific energy
consumption of the comminution circuit. It is evident that with the changes made to
the different blast designs, the X80 decreases, throughput increases and specific energy
decreases from baseline to Design 4.

The performance of a comminution circuit is typically assessed using two key metrics:
throughput (t/h) and specific energy consumption (kWh/t). This study strongly correlated
blast design parameters and comminution circuit performance. Notably, a reduction in X80,
the particle size at which 80% of the material passes through the primary crusher, led to a
throughput increase of up to 20% (Table 4) and a significant reduction in total comminution
circuit specific energy consumption by up to 29% (Table 10). These results are consistent
with findings from other studies, reinforcing the critical role of blast design optimization in
enhancing the overall performance of the mining value chain [36,38].

Even though the theoretical estimates used in the analysis of comminution circuit
performance provided valuable insights, they should be interpreted cautiously. These
correlations are based on established theories, principles, or assumptions that may not
apply universally across all mining scenarios. Thus, while they offer useful approximations,
they should not be viewed as definitive predictors. To enhance their validity, it is essential to
supplement these estimates with data from controlled experiments or pilot studies tailored
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to the specific mining context. Additionally, conducting sensitivity analyses can help assess
the impact of parameter variations, providing a more nuanced understanding of their
applicability. Ultimately, conclusions drawn from these estimates should be contextualized
within the limitations of the underlying data and assumptions.
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Figure 9. Relationship between X80, throughput, and specific energy.

3.3. Operating Costs Estimation: Baseline Case
3.3.1. Drilling

Table 11 presents the estimated drilling operating costs calculated from Equations (10)
and (11). Additionally, Figure 10 provides a visual representation of the cost distribution
among the various components contributing to the total operating cost.

Table 11. Drilling operating cost estimation.

Components Cost (USD/Year)

Equipment depreciation 83,160.00
Labor 127,650.00
Maintenance and Repairs 567,210.90
Fuel 532,001.39
Consumables 130,036.90
Other 209,481.89

Ct 1,649,541.07
Contingency (10% Cy) 164,954.11

Cic 1,814,495.18

OPEX (USD/t) 0.34

The estimated operating cost of drilling is primarily driven by maintenance and
repairs, accounting for about 31% of the total. Fuel is another significant contributor at
approximately 29%. Together, these two components represent the bulk of the expenses.
In contrast, consumables, labor, and equipment depreciation are the least significant cost
drivers, comprising around 7%, 7%, and 5%, respectively. Their combined impact remains
minimal compared to the substantial contributions of maintenance and fuel.
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Figure 10. Drilling operating cost components distribution.

3.3.2. Blasting

Table 12 summarizes the estimated drilling operating costs, calculated using
Equations (12) and (13). In addition, Figure 11 provides a breakdown of the cost dis-
tribution across the various components contributing to the total operating cost.

Table 12. Blasting operating cost estimation.

Components Cost (USD/Year)
Labor 55,200.00
Explosives and Accessories 4,768,272.93
Fuel 399,001.04
Permits and Regulatory 403,525.46
Other 209,481.89
Ct 5,835,481.32
Contingency (10% Cy) 583,548.13
Ce 6,419,029.45
OPEX (USD/t) 1.02
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Figure 11. Blasting operating cost components distribution.

Explosives and accessories dominate the estimated blasting operating costs, account-
ing for approximately 74% of the total cost, highlighting their role as the primary cost
driver. Fuel, along with permits and regulatory fees, each contributes about 6%, while
labor accounts for only 1%.
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3.3.3. Comminution

Equations (14) and (15) were used to estimate the comminution operating costs, which
are presented in Tables 13 and 14. Figures 12 and 13 visually depict the cost distribution
across the various components involved in the operating cost calculations for crushing

and milling.

Table 13. Crushing operating cost estimation.

Components Cost (USD/Year)
Equipment depreciation 28,948.53
Labor 853,329.01
Maintenance and Repairs 462,755.57
Energy consumption 1,167,495.57
Consumables 797,140.91
Other 184,812.56
Ct 3,494,482.15
Contingency (10% Ct) 349,448.22
Cic 3,843,930.37
OPEX (USD/t) 7.06
Table 14. Milling operating cost estimation.
Components Cost (USD/Year)
Equipment depreciation 62,088.75
Labor 2,346,654.77
Maintenance and Repairs 925,511.14
Energy consumption 3,891,651.91
Consumables 3,065,926.58
Other 736,975.18
Ct 11,028,808.33
Contingency (10% Cy) 1,102,880.83
Ce 12,131,689.16
OPEX (USD/t) 22.28

Ctc

Conting. (10% Ct)
Ct
Other

Consum.

mponents

8 Energy consump.
Maint. and Repairs
Labor

Equip.deprec.

f=}

1,000,000 2,000,000

3,000,000 4,000,000 5,000,000

Cost (USD/Year)

Figure 12. Crushing operating cost components distribution.

Energy consumption, labor, and consumables are the primary drivers of the estimated
crushing operating cost, contributing 30%, 22%, and 21%, respectively. Maintenance and
repairs, along with equipment depreciation, make up smaller portions, accounting for
approximately 12% and 1% of the total cost.
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Figure 13. Milling operating cost components distribution.

Milling operating cost is primarily driven by energy consumption, which accounts for
32%, followed by consumables at 25% and labor at 19%. Maintenance and repairs, along
with equipment depreciation, represent smaller shares, contributing around 8% and 1%,
respectively. An additional 6% falls under the other category, capturing miscellaneous
expenses essential to the overall milling process.

3.4. Operating Costs Estimation: Alternative Designs
3.4.1. Drilling and Blasting

Tables 15 and 16 show the results of the drilling and blasting operating cost estimate.

Table 15. Drilling operating cost estimation.

Parameter Baseline Design 1 Design 2 Design 3 Design 4
Volume/hole (m?) 170 180 140 105 75
Tons/hole (t) 442 468 364 273 195
Number of drill holes 14,038 14,038 14,038 14,038 14,038
Drill rig utilization (%) 85 85 85 85 85
Material drilled (t/year) 5,274,076.60 5,584,316.40 4,343,357.20 3,257,517.9 2,326,798.5
Cic (USD/year) 1,814,495.18 1,814,495.18 1,814,495.18 1,814,495.18 1,814,495.18
OPEX (USD/t) 0.34 0.32 0.42 0.56 0.78
Variation (%) —5.88 +23.53 +64.71 +129.41
Table 16. Blasting operating cost estimation.
Parameter Baseline Design 1 Design 2 Design 3 Design 4
Charge length (m) Variable 7 8 9 10
Mass of charge (t/year) 1009.32 1386.87 1584.98 1783.09 1981.21
Explos. and Acces. (USD/year) 4,768,272.93 6,016,823.84 6,671,979.91 7,327,135.98 7,982,292.06
Ore blasted (t/year) 232,300.92 262,791.36 204,393.28 153,294.96 109,496.40
Waste blasted (t/year) 6,084,645.73 6,306,992.64 4,905,438.72 3,679,079.04 2,627,913.60
Material blasted (t/year) 6,316,946.64 6,569,784.00 5,109,832.00 3,832,374.00 2,737,410.00
Cic (USD/year) 6,419,029.45 7,792,435.46 8,513,107.13 9,233,778.81 9,954,450.49
OPEX (USD/t) 1.02 1.19 1.67 241 3.64
Increase (%) - 16.67 63.73 136.27 256.86

With the annual total cost remaining constant, the drilling operating cost rises to
0.78 USD/t, a 129.41% increase over the baseline, as blast parameters, burden, and spacing
(Table 2) decrease. This increase is driven by a reduction in the volume per hole across the
different designs, leading to a corresponding decline in the total material drilled annually.
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It is evident that as the charge length and total mass of explosives increase with ad-
justments in stemming height and powder factor across the designs (Table 2), the operating
cost surges to 3.64 USD/t, a 256.86% increase over the baseline of 1.02 USD/t, reflecting
the impact of more intensive blasting operations. This rise is accompanied by a significant
increase in annual spending on explosives and accessories, climbing from USD 4,768,272.93
(baseline) to USD 7,982,292.06 in Design 4. As blasting intensity increases and other param-
eters decrease, the total annual blasted material drops from 6,316,946.64 tons (baseline) to

2,737,410.00 tons. This reduction further escalates the per-ton operating costs.

3.4.2. Comminution
Tables 17-19 summarize the estimated operating costs for the comminution circuit.

Table 17. Crushing operating cost estimation.

Primary
Parameter Baseline Design 1 Design2  Design3  Design 4
E (kWh/t) - 0.74 0.70 0.66 0.60
Throughput (t/year) 544,438 438,840 513,360 587,880 654,120
Et (kWh/year) - 324,741.60 359,352 388,000.8  392,472.00
Energy cost (USD/year) - 122,882.22  135,978.80  146,819.50 148,511.40
Secondary
Parameter Baseline Design 1 Design2  Design3  Design 4
E (kWh/t) - 0.1002 0.1002 0.1002 0.1002
Et (kWh/year) - 3517.72 4115.11 4712.41 5243.47
Energy cost (USD/year) - 1331.11 1557.16 1783.18 1984.13
Total
Parameter Baseline Design 1 Design2  Design3  Design 4
E (kWh/t) 1.55 0.8402 0.8002 0.7602 0.7002
Throughput (t/year) 544,438 438,840 513,360 587,880 654,120
Et1 (kWh/year) 843,878.9 328,259.32  363,467.11 392,713.21 397,715.47
Energy cost (USD/year) 1,167,495.57  124,213.33  137,535.96  148,602.68 150,495.53
Cic (USD) 3,843,930.37 3,166,528.73 3,181,183.62 3,193,357.01 3,195,439.15
OPEX (USD/t) 7.06 7.22 6.20 5.43 4.89
Table 18. Milling operating cost estimation.
Parameter Baseline Design 1 Design 2 Design 3 Design 4
E (kWh/t) 17.62 12.91 1291 12.91 12.91
Throughput (t/year) 544,438 438,840 513,360 587,880 654,120
E1 (kWh/year) 9,592,997.56 5,665,424.40 6,627,477.60 7,589,530.80 8,444,689.20
Energy cost (USD/year) 3,891,651.91 2,143,796.59 2,507,837.52 2,871,878.45 3,195,470.39
Ctc (USD/year) 12,131,689.16 10,209,048.31 10,609,493.33 11,009,938.36 12,044,597.66
OPEX (USD/t) 22.28 23.26 20.67 18.73 18.41
Table 19. Comminution operating cost estimation summary.
Parameter Baseline Design 1 Design 2 Design 3 Design 4
E (kWh/t) 19.17 13.75 13.71 13.67 13.61
Throughput (t/year) 544,438 438,840 513,360 587,880 654,120
Et (kWh/year) 10,436,876.46 5,993,683.72 6,990,944.71 7,982,244.01 8,842,404.67
Energy cost (USD/year) 5,059,147.48 2,268,009.92 2,645,373.48 3,020,481.13 3,345,965.92
Ctc (USD/year) 15,975,619.53 13,375,577.04 13,790,676.95 14,203,295.37 15,240,036.81
OPEX (USD/t) 29.34 30.48 26.87 24.16 23.30
- +3.9 -84 -17.7 —20.6

Variation (%)
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The results revealed a distinct trade-off between throughput, total energy consumption
(ET), and energy costs across the various designs. As throughput increases from Design
1 to Design 4, Et also escalates, with Design 4 consuming the most energy. Notably, the
Et of these four designs remained comparatively low when contrasted with the baseline.
Furthermore, adjustments to blast design parameters lead to a reduction in the crushing
operating cost from 7.06 USD/t to 4.89 USD/t.

A similar trend is observed in milling; as throughput increases, Et also rises. However,
the Er for these four alternative designs remained significantly lower than that of the
baseline. In contrast, the implementation of new blast design parameters significantly
reduces milling operating costs from 22.28 USD/t to 18.41 USD/t.

The proposed blast designs, characterized by more intensive blasting, demonstrated a
clear link between improved fragmentation, higher throughput, reduced specific energy
consumption, and lower comminution operating costs. As finer fragmentation reduces
the workload on crushing and milling, the circuit processes material more efficiently,
resulting in higher throughput and lower specific energy consumption per ton. This
efficiency translates into significant cost reduction, with OPEX dropping from 29.34 USD/t
to 23.30 USD/t, a 20.6% reduction in the most optimized design. Although Design 1 shows
a slight 3.9% increase in OPEX, subsequent designs achieve significant cost reductions,
highlighting how optimized blast parameters improve comminution circuit performance
and lower operational costs.

3.5. Summary of Operating Costs Estimation

Table 20 and Figures 14 and 15 present a summary of the estimated operating costs for
drilling, blasting, and comminution operations.

Table 20. Operating costs estimation summary.

Operation Baseline  Designl Design2 Design3  Design 4
Drilling (USD/t) 0.34 0.32 0.42 0.56 0.78
Blasting (USD/t) 1.02 1.19 1.67 241 3.64
Crushing (USD/t) 7.06 7.22 6.20 5.43 4.89
Milling (USD/t) 22.28 23.26 20.67 18.73 18.41
Total OPEX (USD/t) 30.7 31.99 28.96 27.13 27.72
Variation (%) - +4 —6 —12 —-10
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Figure 14. Operating costs estimation results.
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Figure 15. Drilling and blasting versus Comminution operating costs.

The analysis highlights how changes in blast design influence operating costs across
drilling, blasting, crushing, and milling, ultimately shaping total OPEX. As blast intensity
increases from Design 1 to Design 4, drilling costs rise from 0.34 USD/t to 0.78 USD/t, and
blasting costs from 1.02 USD/t to 3.64 USD/t of operating costs. However, these higher
upfront expenditures are compensated by reductions in downstream comminution costs,
with crushing costs decreasing from 7.06 USD/t to 4.89 USD/t and milling costs from
22.28 USD/t to 18.41 USD/t, driven by improved fragmentation.

This demonstrates how finer particle sizes achieved through more aggressive blasting
reduce the energy and effort needed for crushing and milling. While Design 1 increases
total OPEX by up to 31.99 USD/t, designs 3 and 4 achieve reductions by up to 27.13 USD/t
and 27.72 USD/t, respectively, compared to the baseline. This corresponds to a 4% increase
in total OPEX for Design 1 and reductions of 12% and 10% for designs 3 and 4, respectively,
showing the trade-off between higher blasting costs and comminution savings. As shown
in Figures 14 and 15, this balance reflects the principles of mine-to-mill optimization, where
increased blasting efforts improve downstream efficiency, resulting in reduced operating
costs across operations [16,22].

While the results demonstrated the benefits of optimizing blast design to enhance
comminution circuit performance and reduce operating costs, several limitations must be
acknowledged, such as the following;:

e  Variability in geological conditions: The study assumed relatively consistent geological
conditions throughout the blasting and comminution processes. However, natural
variability in ore hardness, rock structure, and fragmentation behavior can significantly
influence both blast performance and downstream processes. Variations in geological
conditions could lead to inconsistent fragmentation, requiring additional adjustments
in blasting or processing parameters that were not accounted for in this analysis;

e  Predictive model constraints: The Kuz-Ram model, used to estimate fragment size
distribution, provides a useful framework but may not capture all the complexities of
fragmentation under real mining conditions. In particular, factors like blast-induced
damage beyond the intended fragmentation zone or non-linear rock responses could
introduce deviations from the predicted performance. This could affect the reliability
of the expected comminution savings;

e  Balancing economic and environmental considerations: While the study identified cost
reductions at the comminution stage, the increased consumption of explosives and
higher drilling intensity could raise environmental concerns and impact sustainability
metrics. These trade-offs are important when considering operational changes, as the
long-term benefits of lower comminution costs may need to be weighed against higher
emissions or environmental impacts from intensified blasting.

25



Minerals 2024, 14, 1226

Future research could explore several key areas, including applying the methodology
to various minerals and ores, integrating it with downstream processes beyond comminu-
tion, examining the impact of geological variability, incorporating environmental and
sustainability considerations, and leveraging advanced analytics and artificial intelligence
(AI)-driven approaches for blast optimization.

4. Conclusions

Blasting is the critical initial phase in mining operations, and its impact extends
to all subsequent operations. This study assessed the impact of surface blast design
parameters on the performance of a comminution circuit processing a copper-bearing ore.
Analyzing the effects of varying blast design parameters such as burden, spacing, stemming
height, and powder factor on the comminution circuit performance has revealed several
key findings.

Firstly, the implementation of new blast patterns and an increased powder factor
significantly enhanced run-of-mine (ROM) fragmentation, as evidenced by the notably
lower X80 values of the proposed designs compared to the baseline. These modifications
to the surface blast design parameters also resulted in substantial improvements in com-
minution circuit performance, leading to increased throughput and reduced specific energy
consumption. Secondly, optimizing energy consumption in comminution presented a
valuable opportunity to enhance the mining industry’s efficiency by lowering operating
costs and minimizing greenhouse gas emissions, which are crucial considerations in the
context of global warming and sustainability.

Although this study provided valuable insights for optimizing blast designs to enhance
comminution circuit performance, it is important to recognize that these findings are based
on theoretical models. Therefore, validating the proposed blast designs with plant data
after implementing the optimal blast conditions is essential to confirm that the predicted
performance improvements can be achieved under real operational conditions.

Future research is crucial for exploring parameters not addressed in this study, such
as the effects of different explosive types and delay timing on blast performance and
comminution circuit efficiency. Investigating these factors could provide valuable insights
into optimizing blast designs and enhancing operational effectiveness. Understanding
how variations in explosive characteristics and timing influence fragmentation and energy
consumption may lead to further innovations, ultimately contributing to more sustainable
mining practices.
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Abstract: For the effective comminution and subsequent enrichment of mineral ores, comprehen-
sive knowledge of their mineralogical and physical properties is required. Using an integrated
methodology, this study evaluated samples of polymetallic Ni-Cu ore from Zapolyarnoe, Russia.
Several analytical techniques were utilised, including optical microscopy, microindentation with
Vickers geometry, the Point Load Test, and Mineral Liberation Analysis (MLA). The purpose of
this study was to determine mineral associations, physical features, and enrichment during jaw
crusher comminution. The acquired properties included the Point Load Strength Index, Vickers
Hardness Number, and fracture toughness. The MLA method characterised seven fractions in terms
of particle size distribution, degree of liberation, association, and modal mineralogy. Magnetite,
pyrrhotite, pentlandite, and chalcopyrite were calculated in terms of wt% and their textural features.
The enrichment of each ore phase in fractions with particle sizes smaller than 400 um was determined.
The influence of this enrichment was discovered to be correlated with various textural and structural
parameters, such as intergrowth, grain size, and crack morphologies after indentations. In addition,
the chromium content of magnetite contributed to an increase in the fracture toughness values.
Despite the complexities involved, even limited samples of materials provide valuable insights
into processing behaviour, emphasising the importance of considering mineralogical parameters in

comminution studies.

Keywords: comminution; ore minerals; copper—-nickel deposits; jaw crusher; Point Load Test; Mineral
Liberation Analysis; vickers hardness; enrichment

1. Introduction

Manufacturing has recently experienced an increase in the demand for mineral raw
materials. To address this increase, the manufacturing has processed ores from less con-
ventional mineral deposits and deposits of lower grades [1-4]. Low-grade ore processing
requires new technologies and economic models. In particular, selecting adequate pro-
cessing technologies is crucial for the economic and sustainable production of metals and
non-metals, as the stage of ore processing influences the quality of the final product [5,6].

To process a material, valuable minerals must be liberated, especially considering
that comminution is one of the most energy-intensive processes, typically accounting for
30 to 50% of the energy consumption in a mining operation [7]. The field of processing
research has technologies for the development of advanced comminution, which have
aimed to reduce energy consumption and advance more practical and reliable process
models [8]. Still, comminution remains a field for further technological research. For
example, obtaining the minimum breakage load for the liberation of valuable minerals,
staged recovery, and progressive improvements are approaches that several researchers
have targeted for a wide variety of industrial sectors [9-11], e.g., the tracing of minerals
from exploration. Selective disintegration and pre-concentration in the crushing stage have
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collectively been identified as a fundamental approach when discussing comminution and
grinding processes [12]. In identifying important parameters for comminution, researchers
have studied both the particle size reduction in the feed material as well as the liberation of
valuable minerals from the gangue [13].

Selective comminution aims to take advantage of the varying breakage characteristics
of minerals within an ore, resulting in liberation at comparably coarse particle sizes. This
selectivity is also observed in natural processes, such as rock weathering. Despite some
adaptation of processing methods to exploit mineral responses, there is currently no
systematic approach to optimise processing for specific ores due to limited knowledge of
response behaviours and the technological limitations of the available technologies [14].

Selective fragmentation often occurs at mineral interfaces when they are subjected to
stresses beyond their tensile strength or by shear. This breakage mechanism is also known
as intergranular breakage, as opposed to intragranular or preferential breakage, and occurs
due to the strength differences of mineral grains. Several studies have discussed the dynam-
ics of fragmentation after exposure to impacts or compressive stresses [15-22]. King [16]
investigated preferential breakage in grinding and identified six distinct phenomena that
occur between random fracture and detachment. These phenomena involve the selective
breakage of intergranular and intragranular bonds, as well as the preferential comminution
of mineral phases. More recently, it has been reported that breakage is influenced by
mineral properties such as hardness, cleavage, and grain size [23-27]. Those studies have
discussed the dynamics of fragmentation after exposure to impact or compressive stresses
and the importance of the distinction between random and non-random breakage. It is
observed that breakage, generated by external forces, is associated with zones of weakness
and depends significantly on the intrinsic properties (e.g., shape, size, and strength) of the
mineral phases constituting the rock, and non-random breakage has a significant impact
on the particle size distribution and liberation characteristics. Thus, comprehending the
behaviour of minerals and the nature of their boundaries is crucial in determining the suc-
cess of the process of comminution. Typically, in the early stages of designing the mineral
processing facilities for a new mine, only a small amount of sample material is available,
usually from drill cores. This research shows that even from such a small amount of sample
material quite comprehensive information on processing behaviour can be drawn, even for
such complex questions as selectivity in comminution.

This research assessed the relationship between mineralogical and physical properties
and the results of selective comminution in crushing using copper—nickel samples from
Zapolyarnoe, one of Russia’s largest polymetallic deposits. Zapolyarnoe is part of the
Norilsk deposit, which is known for its significant concentrations of platinum group
elements (PGEs) [28] and is located on the north-western edge of the Siberian platform
in the Russian Arctic and hosts massive amounts of Ni-Cu ore [29]. The geodynamic
conditions of this area were controlled by rifting and re-activation of the intra-continental
basins [30]. Some authors describe an association with Permian-Triassic flood basalts
and intrusion by basaltic magma during the Lower Permian-Triassic, forming a series of
gabbroic rocks and leucocratic gabbro of the upper gabbro series of Norilsk deposits [28].
The classical model for Ni-Cu-PGEs states that mineralisation in this area is localised in
the Norilsk—-Kharaelakh valley and the northwestern flank of the Tunguska flood, with
differentiated mafic-ultramafic intrusions along synclines [31-33].

The investigation included the characterisation of the material via optical microscopy
of representative samples of both thin and polished sections. Using microindentation
Vickers Hardness testing, the microhardness properties were determined for all mineral
phases. The material underwent processing at the facilities of the Institute for Minerals
Processing Machines and Recycling Systems Technology (IART), located at Technische
Universitdat Bergakademie Freiberg, utilising a jaw crusher. Sub-samples of seven size
fractions were subsequently subjected to Mineral Liberation Analysis (MLA) to ascertain
the distribution of particle sizes, modal mineralogy, associations, and liberation of minerals.
Selectivity and enrichment should at least be investigated in terms of their technical
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feasibility, focusing on the chalcopyrite, pentlandite, pyrrhotite, and magnetite phases. An
integrated evaluation of the physical and mineralogical properties obtained by the Point
Load Test, Vickers microindentation, and detailed descriptions of the mineralogy under
the microscope was considered appropriate to assess the selective comminution linked to
the outcome.

During the investigation, the following questions were discussed:

- Isitpossible, based on textural information obtained via optical microscopy, to identify
certain mineralogical patterns that can provide valuable information for predicting
the liberation of mineral phases of interest?

— Do the strength properties of the rock minerals (olivine and feldspar) and the ore
phases differ sufficiently such that pentlandite, chalcopyrite, or pyrrhotite can be
stressed by using suitable comminution processes so that the material can be broken
down into different particle size classes via preferential breakage to subsequently
allow separation with minimal loss of valuable material?

— Isit possible to show patterns in grain boundaries and their behaviour, such as a
qualitative observation of interfacial fracture formation or preferential breakage? How
does this relate to the observed mineralogical characteristics?

—  What can be concluded regarding the data obtained via MLA and the fractions gener-
ated with compression stress using jaw crushers?

2. Materials and Methods
2.1. Materials

Ni-Cu Dirill core samples were collected from the Zapolyarnoe deposit (Figure 1a).
The combined drill cores had a total starting mass of 2 kg. Following a macroscopic
observation after obtaining a fresh surface, two samples are selected, from each of which
three polished sections and three thin sections that are oriented orthogonally were prepared
(Figure 1b,c). This assessment enabled the acquisition of relevant and representative
information concerning the material received from St. Petersburg Mining University,
despite limited details regarding the location and spatial variation of samples. The drill
cores have an inside diameter ranging from 35 mm (mostly) to 48 mm. The samples
were evaluated together because, after investigation under a microscope, no significant
differences were found in the samples.

LI L 00 1111

(a) (b) (©

Figure 1. Zapolyarnoe Ni-Cu drill cores. (a) Drill core collected from Zapolyarnoe. (b) One of the
selected samples with orientation marksand (c) the respective set of thin and polished sections.

2.2. Methods

The Ni-Cu ore material was characterised using various methods, starting with the
determination of the strength index using the Point Load Test (PLT). Once the representative
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samples were selected, the assays were prepared as described in the following flow chart

(Figure 2).
Ni-Cu drill cores
PLT > Jaw crusher

Selection of two Sieve analysis

representative samples (PSD)

Preparation of thin Preparation of .
sections polished sections Seven fractions
Optical microscopy VHN Pr-eparation-of

polished sections
Fracture MLA
toughness

Figure 2. Flowchart of investigations. PLT: Point Load Test. VHN: Vickers Hardness Number. MLA:
Mineral Liberation Analysis. PSD: particle size distribution.

2.2.1. Point Load Test

The Point Load Test (PLT) is employed for rock strength classification [34-37]. A notable
advantage of this procedure in comparison to other methods (e.g., the Brazilian Test and
uniaxial compressive strength) is its limited requirements for the preparation of rock speci-
mens. The test can be conducted quickly and simply with a portable tester either at a quarry
or in a laboratory (e.g., Point Load Tester (manufacturer: WILLE Geotechnik)). Fragments
of drill cores are sufficient for this method.

The application of a specific load on a rock specimen until breakage occurs defines the
strength index (I5) and can be used for the classification or characterisation of rock samples.
The I; can be calculated from the load on the fracture [36], the platen tip spacing, and the
width of the fracture surface (Figure 3). This can be obtained from Equation (1a) using the
breaking load (P) (in kN) and the equivalent core diameter (D,) (in mm), which is obtained
from Equation (1b) using the minimum cross-sectional area (A) of the blocky sample.
This area is calculated from the distance (D) (in mm) between the contact points and the
narrower dimension width W (in mm) of the blocky sample, as in Equation (1c). The
incorporation of the equivalent diameter (D) is useful to compare results from irregularly
shaped specimens with diametral results (Figure 3).

P

I = Hg (la)
A

D? = 4 (1b)

A=WD (1c)
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Irregular Lump Test

Equivalent core

Section through
loading points

Point Load Tester W=(W+W,)/2

Figure 3. Point Load Tester used (left) with the measurement for irregularly shaped specimens [36].

The I; depends greatly on the total size of the specimen. This effect, which is also seen
with all other procedures (e.g., the uniaxial compression test), is generally referred to in
rock mechanics as the scale effect [38]. Since the specimen size influences the strength index,
the strength indices of rock pieces of different dimensions must be converted into values
for a standard specimen with a standard diameter (D, = 50 mm) to allow the comparison of
results. The strength thereby changes to the I550). Broch [34] used an idealised set of curves
that should enable the reduction in every individual value for the I arbitrary distance (D)
to a standard value I550). For the possible regression of measurement data on a logarithmic
grid [34,36], the Is specifies a grain size correction factor (f), which enables conversion
to the Is(50) for rocks (Equation (2)). In the equation, m is equal to the regression curve’s
gradient constant.

P P [(De\*1™™
Ls(s50) = f'ﬁg = DE(SO) 2

The strength index was determined using a test instrument from WILLE. The mea-
surement range of this instrument is between 0 and 400 bar. The Point Load Test could be
carried out on irregularly shaped particles as well as core samples. The calculation of point
load indices (Is) was performed following the guidelines of ISRM [36]. The Is0) values
were determined according to Raaz [39].

Given the presence of an empirical correlation between the Uniaxial Compressive
Strength (UCS) and the Point Load Index (Issp)), it is possible to approximate the order of
magnitude of the UCS by multiplying the 50y value by a conversion factor (Equation (3))
that requires specific determination for a given ore [40,41]. The relationship between the
strength index (I5(50)) and the compressive strength (0p) as a constant has been described
by many researchers [35,37]. The ISRM [36] suggests indicating a relationship for the op
and the Is50) of 20 to 25. On the basis of extensive Point Load tests conducted at the IART,
the conversion factor can be defined as c = 25.

0p = C.IS(SO) (3)

With the limited amounts of sample materials from drill cores, a statistically substan-
tiated result often cannot be obtained, but it is always possible to conduct assays and draw
conclusions about the variance in the results. However, quarter and half drill cores, which are
often available for the investigations described here, are not sufficient to process regular samples.

For the UCS test, the dimensions still fit for Point Load tests. Furthermore, it helps
in the selection of representative samples for subsequent microindentation with Vickers
geometry and MLA tests.

2.2.2. Optical Microscopy

Thin and polished sections were prepared after the PLT for a detailed investigation
of mineralogical features. The representative samples were examined under an optical
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microscope with transmitted and reflected light to describe and determine mineralogical
data (mineral phases and alterations) and grain boundaries between the different mineral
phases. Microscopic analysis was conducted using Zeiss Jena Jenapol (ZEISS, White Plains,
NY, USA) and Olympus BX53M polarised-light microscopes equipped with JVC KY-F50 and
Olympus U-TV1XC (Olympus, Tokyo, Japan) high-resolution digital cameras, respectively.
This analytical method provided a way to identify with a relatively high resolution the
phases within the textural framework.

2.2.3. Vickers Hardness Number and Fracture Toughness

While the PLT provides information on macroscopic features such as rock/ore strength,
information on the behaviour of the valuable constituents has to be derived from the
microscopic properties of the material constituents, the mineral grains, and the grain
boundaries. The size of an indentation usually does not exceed 30 um and this falls well
within the size of many mineral grains. Even if a crack propagates towards or along a
grain boundary, this may provide valuable information for comminution. The VHN test is
seen as a promising approach to obtaining this information, and the morphology of the
indentation can be classified.

The hardness of a material is generally expressed in terms of its resistance to local
deformation. For its determination, tests based on the material’s resistance to indentation
are carried out. An indenter is pressed into the surface of the material with a known
load. Then, the size of the subsequent indentation is measured: soft materials give a
large indentation, and hard materials give a small one. To determine the VHN according
to ISO6507 [42], a pyramidal indenter was pressed with an interface angle of 136° on
a specimen with a defined test force. For the determination of fracture toughness, the
propagation of cracks was considered [42,43]. L;, Ly, L3, and Ly are the lengths of radial
cracks originating from four different edges of a Vickers indentation. An ideal case is
Ci=a;+L;,Cy=ay+ Ly, C3=a3z + L3, or Cy =ay4 + Ly (Figure 4).

0 25um

Figure 4. Example of fracture propagation evaluation in magnetite (Mgt). L1, Ly, L3, and Ly are the
lengths of the radial cracks.

The Vickers Hardness results from the quotient of the applied test force (F in Newtons
(N)) and the surface area of the residual indentation mark on the specimen. To calculate the
surface area of the residual pyramidal indentation, the average of the two diagonals (d; and
dy in mm) is used (Equation (4)) because the base areas of Vickers indents are frequently
not exactly square (Figure 4). The recommended Vickers Hardness range is given in the

standard ISO6507 [42].
F sin68°  1.8544-F
HV = &+ =2F—p— = —— 4)
The crack lengths C1—C4 that develop mainly at the corners of the indentation can be
used to qualitatively and quantitatively characterise the fracture toughness (Figure 4).
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Fracture toughness is measured to account for resistance to crack propagation. Theo-
retical models for estimating fracture toughness (Kjc) fracture toughness are based on a frac-
ture mechanics approach. Previous research has investigated different ways of calculating
the mechanical properties corresponding to radial-median cracks and the Palmqvist crack
system [44,45]. This investigation considered the model of Blumenauer [46] (Equation (5))
giving values very similar (Equation (6)) [47] to the model of Tanaka [48] (Equation (7)).

E;

Kice=———"—"— ®)
(7-cn)2-tan (%)
F
Kic = 0.0726-— (6)
C2
Kic = 0.0725-53 )
C2

The investigation of the hardness and fracture toughness of different mineral phases
via Vickers Hardness testing was carried out using the Shimadzu HMV-G21DT Micro Vick-
ers Hardness tester. To provide a simplified description of the indentation morphologies,
this study classified the results into five groups (Figure 5).

Case | Case Il Case llI Case IV Case V
NC PRC SRC PRC+SRC Others

Figure 5. Morphology classification after indentations according to the most typical cases for this
study. NC: no cracks; PRC: primary radial crack (which may have one, two, three, or four radial
cracks (RCs)); SRC: secondary radial crack (which may have one, two, three, or four radial cracks
(RCs)). Case IV includes all possible scenarios where primary and secondary radial cracks occur
together. Additionally, case V encompasses other morphologies such as cone cracks or other irregular
morphologies that cannot be classified in the previous categories.

The classification considers the formation of primary radial cracks (PRCs) and sec-
ondary radial cracks (SRCs), representing case II and case III, respectively. Primary radial
cracks have an origin that lies in structures that are initiated after the indentation, and
these cracks extend outward from the indentation site towards the edges. Subsequently,
secondary radial cracks are mainly formed after primary cracks and propagate around
them. The classification also includes cases where primary and secondary radial cracks
are combined (case IV) and other types of cracks (case V) that may occur (e.g., if radial
cracks are generated). If no cracks (NC) are observed after indentation, it is considered
case I (Figure 5).

2.2.4. Mineral Liberation Analysis (MLA)

MLA can provide information on the particle shape and particle size distribution of
smaller progenies and their modal mineralogy, mineral associations, and liberation. It
is an important tool to evaluate the result of a comminution process, for instance with
regard to selectivity. MLA combines an automated Scanning Electron Microscope (SEM) with
multiple energy-dispersive X-ray detectors (EDS) to automatically acquire and jointly analyse
images and elemental spectral information. SEM analysis of the samples enables automated
analyses based on the evaluation of backscattered electron (BSE) images and the acquisition
of energy-dispersive X-ray spectra of particles visible in the BSE imaging mode [49-51].
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MLA analysis of Ni-Cu ore samples was performed at the Geometallurgy Laboratory,
Institute of Mineralogy, TUBAF, using a scanning electron microscope FEI quanta 600 FEG
(FEL Hillsboro, OR, USA) equipped with a field emission source, two Bruker energy
dispersive X-ray (EDX) SDD detectors, Bruker Quantax 200 with two Dual Xflash 5030
EDX detectors (Bruker, Berlin, Germany) and backscattered electron (BSE). The greyscale
of the BSE image was calibrated with epoxy resin as the background (BSE grey level) and
gold (pin in RDI standard block) as the upper limit (BSE grey level of about 250). The EDS
X-ray spectrometers were calibrated with copper (pin in the RDI standard block). Several
measurement modes are available in the MLA expert software, each calibrated for specific
applications. In this study, the measurement mode GXMAP, i.e., grain X-ray mapping, was
used. GXMAP uses X-ray mapping to identify phases that cannot be segmented using BSE
grey levels alone. The Ni-Cu ore, which was previously crushed and divided into seven
fractions, was analysed using MLA 2.9 software package (JKTech, Brisbane, Australia).
For this purpose, the samples were embedded in epoxy resin. The ground surfaces of the
resulting sections were coated with carbon and examined via SEM-EDS to identify the
chemical composition and texture of the samples.

The mineral locking and degree of liberation data for each phase were obtained
through MLA analysis. The mineral locking serves as an indicator to determine if a phase
of interest is liberated or associated solely with another. The degree of liberation indicates
the percentage of the ore’s total content that consists of mineral particles that are not
bound [52]. It is possible to represent and calculate it in one of the following ways:

Surface area: Liberation of a particle, expressed as a percentage, denotes the length
fraction on the outer perimeter occupied by the mineral or minerals of interest in relation
to the entire outer perimeter of the particle.

Volume: The area fraction of the mineral or minerals of interest in relation to the
total area of the particle, typically expressed as a percentage, is denoted by the volume of
liberation of the particle.

The degree of liberation of a mineral is frequently calculated in process mineralogy
through the examination of two-dimensional sections of a particle set that is statistically
representative and contains the mineral of interest. It is usually assessed based on the
area percentage of the mineral grain(s) within a particle. Particles are often categorised
into various grades based on incremental steps, such as 10% increments (100% liberated,
90-100% liberated, 80-90% liberated, etc.), or broader 30% steps such as <30% (locked),
30-60% (middlings), and >60% (liberated).

3. Results
3.1. Description of Optical Microscopy

Concerning the characteristics of the Zapolyarnoe samples, different mineral phases
and relationships between them were identified and described. The results for rock-forming
minerals and ore mineral phases are detailed in this section. The textural and structural
information obtained is crucial for understanding and improving the size reduction process,
mainly with respect to liberation size.

More than ten minerals were identified, mainly of mafic and calcium-rich phases such
as olivine, mica (biotitic), and feldspar.

The ore was mainly composed of magnetite, pyrrhotite, pentlandite, and chalcopyrite
with accessory amounts of ilmenite. Magnetite is the most abundant primary mineral of
the ore and was mainly distributed in contact with olivine, pyrrhotite, ilmenite, and chal-
copyrite (Figure 6d—f). Magnetite crystals were generally smaller than 0.4 mm (Figure 6e,f).
Pyrrhotite generally occurred as anhedral grains. Grains with 1-2 mm diameters were com-
monly fractured and contained small euhedral to subhedral pyrrhotite crystals (Figure 6a).
Pentlandite occurred as grains of various sizes enclosed within pyrrhotite and chalcopy-
rite. Pentlandite showed cataclastic fractures infilled with chalcopyrite and pyrrhotite
(Figure 6b). Solid-state exsolution may occur when certain high-temperature minerals
undergo cooling. In the case of pentlandite, a typical flame-like exsolution was observed
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in pyrrhotite (Figure 6c). The paragenesis between pentlandite and pyrrhotite occurred in
intergrowth between them and was disseminated throughout the sample. Chalcopyrite
was also found along the edges of the intergrowth (Figure 6b,c). Ore minerals filled the
interstices between crystals of pyroxene, olivine, and feldspar (mainly plagioclase). This
means that the copper and nickel sources occurred later relative to the main rock-forming
minerals. As for the main phases of the sample, olivine appeared to be the most common
phase. Olivine was observed in relics of rhombic crystals (Figure 6d,g,i). Poikilitic pyroxene
crystals with rounded olivine inclusions (Figure 6e) and plagioclase laths (Figure 6i) with
polysynthetic twins were observed. Locally, the pyroxene formed subidiomorphic and
elongated prismatic crystals measuring 1-2 mm (Figure 6h). Brown ferruginous biotite had
short laminar and tabular forms ranging from 0.2 to 0.5 mm (Figure 6h) and locally it was
possible to identify chlorite.

Chalcopyrite Pyrrhotite

Pentlandite

Pyrrhotite i
. <', Olivine
Y Magnetite

L]
Olivine

Olivine

o2
- roxene
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Figure 6. Microphotographs of thin sections from Ni-Cu Zapolyarnoe ore deposit samples.
(a) Intergrowth of pentlandite, pyrrhotite, and chalcopyrite crystals on the edges. Locally, pentlandite
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Uniaxial compressive strength

is an aggregate (b) intergrowth between pentlandite, pyrrhotite, and chalcopyrite. The crystals of
pentlandite are clearly fractured. (c) Chalcopyrite and pentlandite with exsolution texture. Phases are
in contact with rock-forming minerals. (d) Olivine crystals in contact with ore minerals. Magnetite
in contact with pyrrhotite and chalcopyrite. (e) Disseminated crystals of magnetite distributed in
a scattered form. (f) Disseminated magnetite crystals (ore minerals). (g) Plagioclase laths with
poikilitic texture. Olivine crystals are enclosed by the pyroxene oikocryst. (h) Biotite and main
mineral phases. (i) Poikilitic pyroxene crystal with rounded olivine inclusions and plagioclase laths;
iddingsite alteration in olivine is observed.

3.2. Point Load Strength Index

To evaluate the rock strength, 12 specimens were taken from the sampling area to carry
out the Point Load Test. This number was relatively small because of the small amount
of drill core sample material available. The Point Load Index of the Ni-Cu samples was
Is(50) = 3.94 £ 1.23 MPa. In accordance with Equation (3), this corresponds to an average
uniaxial rock compressive strength of op = 98.4 MPa. According to the ISRM strength
scale (Figure 7), the tested Zapolyarnoe samples were classified as rocks with high strength.
The structural homogeneity, which is the variation in the coefficient in relation to middle
size (0/x), was calculated to be 31.2% for the Zapolyarnoe specimens. This value was
high, which meant that the irregular rock samples were heterogeneous and a larger sample
would normally be recommended.
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Figure 7. Data from commonly used descriptions for the uniaxial compressive strength of rocks [53]
in accordance with the selected sample (Ni-Cu ore) highlighted.

3.3. Microindentations and Crack Morphology Results

Up to 50 microindentations were made for each of the mineral phases. The fracture
toughness values and Vickers Hardness Numbers of the mineral phases were determined
(Table 1). This study selected areas in the phases that purposely avoided pores and
microfractures. The results for the Vickers Hardness (Figure 8) and fracture toughness
(Figure 9) were plotted and compared. To avoid influences that could originate from the
grain boundaries, these points were analysed separately.
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Table 1. Vickers Hardness Number (VHN) in n/mm? and fracture toughness (Kyc) in MN/ m3/2 for

each main phase.
. VHN Kic
Mineral Phase Mean Stdev Mean Stdev
Pentlandite 25491 2.95 1.59 0.33
Pyrrhotite 303.65 7.09 0.90 0.14
Chalcopyrite 211.22 791 0.63 0.16
Magnetite 866.35 80.84 1.63 0.62
Olivine 968.37 50.32 1.24 0.48
Feldspar 816.76 46.10 1.33 0.40
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Figure 8. Vickers Hardness Number obtained for the main mineral phases in Zapolyarnoe.
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Figure 9. Fracture toughness values obtained for the main mineral phases from Zapolyarnoe.

The microindentations were carried out on a mesh of approximately 20 pm from
an initial point close to the grain boundary (Figure 10a). The load was 245.2 mN for
chalcopyrite, pentlandite, and pyrrhotite with a holding time of 15 s.

The same time was used for magnetite, olivine, and feldspar, but the load was raised
to 490.3 mN. The reason for this is that these minerals have greater hardness, so the

indentations resulting from this load were very small at the scale of observation that
was used.
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(€) (®

Figure 10. Vickers Hardness microindentation investigation. (a) Systematic analysis of of a polished
section,considering an equidistant mesh and avoiding irregularities (marks 1 to 9). (b) Example of
microindentation close to a boundary. (c) Boundary between a rock-forming mineral (olivine) and
an ore phase (pyrrhotite). (d) Lamination after indentation in pentlandite. (e) Cone crack observed
after indentation in pyrrhotite. (f) Case IV according to morphology description (PRC + SRC) in
pentlandite. (Pn) pentlandite; (Po) pyrrhotite; (Ol) olivine; (Cp) chalcopyrite.

Upon analysing the Vickers Hardness data, it is evident that the hardness values of
ore minerals were often lower than those of rock-forming minerals, except for magnetite,
which exhibited both high hardness and high fracture toughness. A significant chromium
content (11.72% wt) explained this behaviour after indentation, as often no cracks occurred
in magnetite. For pyrrhotite, only small cracks were observed (Figure 10a). Furthermore, a
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cone crack was detected in pyrrhotite (Figure 10e). In chalcopyrite, crack propagation was
evident in two directions (L, and L3), but in the other two directions crack propagation was
negligible (Figure 10e). Most of the crack morphologies for chalcopyrite were classified
as PRCs. In the case of pentlandite, the mineral phase itself contained original cracks
(Figure 10a,b). Owing to the presence of such irregularities in the mineral phase, the crack
propagation showed no common pattern (Figure 10f). In the case of magnetite, it was
common to observe cracks of the PRC + SRC type.

To provide a clearer visual representation of the predominant types of cracks formed
during indentation, a comparative graphical analysis was conducted to examine the occur-
rence of primary radial cracks, secondary radial cracks, and other possible morphologies
(Figure 11). Upon analysis, it was evident that pyrrhotite and chalcopyrite exhibited a
generation of primary radial cracks (PRCs) or the absence of crack propagation (NC).
Conversely, in pentlandite, the formation of secondary radial cracks (SRCs) was preva-
lent. Although SRC generation without the presence of PRCs was uncommon, this was
attributed to the significant original cracks present in the pentlandite (Figure 10d).
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Figure 11. The percentage of cracks according to morphology: primary radial cracks (PRCs), sec-
ondary radial cracks (SRC), a combination of both (PRC + SRC), and other types of cracks (others)
for the phases of chalcopyrite, pyrrhotite, magnetite, and pentlandite. The graphic also includes the
percentage where no cracks (NC) were observed.

For the rock-forming minerals, olivine and feldspar, the microindentation showed a
higher hardness value compared to the ore minerals. The response of olivine to microinden-
tation was determined as a trend because primary radial cracks following the L, and the
L4 directions were generated in most of the tests. This fracture propagation was oriented
towards the boundary (Figure 10c). Delamination textures were also visible in the case of
pyrrhotite when indenting near the grain boundary with olivine (Figure 10c). In the case of
magnetite studies, cracks were observed in many directions. In a few cases, a radial crack
was found near the remaining indentation.

3.4. Mineral Liberation Analysis Results

An experimental study was conducted in the IART Institute facilities using a Single
Toggle Jaw Crusher RETSCH model BB 250 XL (Retsch GmbH, Haan, Germany). Size
reduction takes place in the wedge-shaped area between a fixed arm and one moved by an
eccentric drive shaft. The elliptical motion crushes the sample which is moved towards
the crushing gap under gravity. The potential of the jaw crusher was evaluated in terms
of pre-concentration/selectivity after material size reduction with a compressive constant
input gap of 30 mm.
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This model of crusher is used for rapid and effective crushing and pre-crushing of
materials. The input material was macroscopically described and weighed, resulting in an
initial sample total of 2 kg (the particles after PLT are the feed material for Jaw Crusher).
From the crushed product, the particle size distribution was obtained by sieving with
apertures sizes of 2800, 1400, 710, 355, 180, and 125 um. The sieving was performed
using a Haver EML 200 sieve shaker (Retsch GmbH, Haan, Germany) for 10 min at
a constant amplitude. The obtained fractions were analysed using Mineral Liberation
Analysis (Figure 12) and the particle size distribution results of the combined data for all
size fractions were plotted (Figure 13). The mass median diameter (Ds() was calculated to
be 2.93 mm.

(] 9-25 mm ? 9-25 mm 2 0.5 mm
(a) (b) (c)

Figure 12. Microphotographs used as examples of liberated ore and non-liberated ore in differ-
ent fractions. (a) Fraction 125/180 pum, (b) fraction 180/355 um, and (c) fraction 1400/2800 pm.
Cp: Chalcopyrite, Pn: Pentlandite, Po: Pyrrhotite.

Particle size distribution
100%
90%
80%
70%
60%

50%

Q; [%]

40%
30%
20%
10%

0%

0.10 1.00 10.00
Particle size x in mm

—e—Zapolyarnoe

Figure 13. Particle size distribution for the crushed Ni-Cu ore from Zapolyarnoe.
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3.4.1. Mode Mineralogy Data

The modal composition of the feed material was determined based on the MLA results.
Seventeen phases were identified (Figure 14). The mode mineralogy data obtained for
the seven fractions were expressed in wt% for each mineral phase (Figure 15). Optical
microscopic analysis of unprocessed materials revealed the prevalence of magnesium-rich
forsterite olivine, feldspar, and chromium-rich magnetite phases. The forsterite exhibited
its largest concentration in the portion larger than 2800 um, with 48 wt%.

Modal composition of feed material (wt%)
1‘1: 03 191

1.27

~\ 121 ‘

1.86 1-60 Forsterite (olivine)

m Feldspar

= Chlorite
Enstatite (pyroxene)

m High-Cr Magnetite

203 m Biotite

m Pyrrhotite
Amphibole

m Carbonates

m Chalcopyrite

m Pentlandite

m Other phases (<1 wt%)

Figure 14. Modal composition (wt%) of the feed material calculated for the Ni-Cu samples. The
phases included in the group below 1 wt% correspond to spinel (0.88 wt%), ilmenite (0.33 wt%),
quartz (0.33 wt%), pyrite (0.25 wt%), apatite (0.10 wt%), and anhydrite (0.02 wt%).
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Figure 15. The mineral content of the product as a percentage identified via MLA for each size
fraction (in pm) of the Zapolyarnoe samples.
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Liberation degree in %

Liberation degree in %

The concentration of feldspar remained reasonably consistent across all fractions,
with the variation ranging from 28 to 35 wt%. The results for pyroxene (enstatite), biotite,
chlorite (secondary), amphibole, and carbonates remained steady and were consistently
below 10 wt% for all fractions. Quartz was exclusively found in small particles. Concerning
the ore minerals, magnetite exhibited an increase in weight percentage for smaller particle
sizes (less than 125 um), exceeding 14 wt%. The comparative graph (Figure 15) clearly
shows an increase in the amount of chromium-rich magnetite. The abundant presence of
magnetite in the smaller fractions was evident based on the mineral sizes identified under
the microscope. It typically measured less than 0.4 mm, as previously mentioned in the
thin-section descriptions.

3.4.2. Degree of Mineral Liberation

This section presents the data in terms of the liberation degrees obtained for magnetite,
pyrrhotite, pentlandite, and chalcopyrite.

The degree of liberation was plotted as a function of the size fraction (in pm). Pent-
landite was mainly associated with two or more phases (binary or ternary) in fractions
larger than 125 pm, while at fractions up to 355 pm, pentlandite was practically not lib-
erated (Figure 16a). Mineral locking showed that pentlandite was 43.4% liberated (for
0/125 um particles), 8.7% locked (binary) to pyrrhotite, 3.9% locked (binary) to chalcopy-
rite, 2.4% locked (binary) to magnetite, and 13.8 % locked (binary) to non-sulphide gangue
(NSG). In the case of chalcopyrite, the degree was similar, although with higher liberation
in fractions below 355 pm (Figure 16b). It was 50.1% liberated (for 0/125 pm particles),
3.1% locked (binary) to pyrrhotite, 3.7% locked (binary) to pentlandite, 2.6% locked (binary)
to magnetite, and 17.2% locked (binary) to non-sulphide gangue.

Liberation degree of pentlandite Liberation degree of chalcopyrite
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Figure 16. Liberation degree (based on 100% liberation) (a) pentlandite, (b) chalcopyrite, (c) magnetite,
and (d) pyrrhotite.

In the case of magnetite, the fraction below 125 um was 73.5% liberated, and just
17.35% was associated with other phases (binary). This increase was visible for fractions
below 355 pm in contrast with coarse size classes, larger than 355 um, where magnetite was
associated generally with two phases (Figure 16c). The main phases locked with magnetite
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were gangue minerals, representing 5.96% in 125/280 um fractions, which decreased to
2.86% in fractions below 125 um. Magnetite was also highly locked with pyrrhotite in
the fraction below 125 um (2.36%). For pyrrhotite, the liberation degree was lower than
those of valuable minerals, at 35.55% in the fraction smaller than 125 pm (Figure 16d). An
important relation in binary particles is the association with pentlandite, which reached
26.15% for the 180/355 um fraction, decreased to 8.1% for the fraction below 125 um.

4. Discussion

The evaluation of Ni-Cu samples from Zapolyarnoe in relation to the entire deposit
becomes challenging when knowledge of the specific interval of the samples is absent
and information on the spatial variation of the deposit is limited. The evaluation of re-
source estimation and reservoir modelling is not possible, as it is difficult to accurately
model the geometry, continuity, and grade distribution of the reservoir without spatial
data. Nevertheless, the comprehensive assessment of mineralogical and physical charac-
teristics both before and after comminution has consistently yielded valuable findings for
comprehending the material’s behaviour and processing.

Upon examining thin sections, significant occurrences of grains with idioblastic tex-
tures were observed for rock-forming minerals such as olivine and pyroxene (Figure 6g).
In contrast to the exsolution phases (pentlandite, chalcopyrite, and pyrrhotite), these
rock-forming minerals show preferential breakage of the mineral aggregates along grain
boundaries due to the distinct properties at the boundary contact. The differences in-
clude hardness and the sharp boundary contacts, in contrast to the intergrowth between
pentlandite and pyrrhotite, for example. After comminution with a jaw crusher, grains
containing binary or ternary locking remained in the case of the exsolution phases, mainly
pentlandite, chalcopyrite, and pyrrhotite. The locking of exsolution phases after comminu-
tion was also evidenced by microindentation at the grain boundaries, where the trend
showed that when indenting one of these phases the fracture did not propagate beyond the
grain boundary and followed this direction, for example, olivine (Figure 10c).

The consideration of well-studied mineralogical properties is crucial to understanding
the mechanical behaviour of minerals. Olivine, feldspar, and pyroxene exhibit remarkably
high hardness values, in contrast to pentlandite, chalcopyrite, and pyrrhotite, which exhibit
lower hardness values. On the other hand, magnetite shows a unique behaviour attributed
to the presence of both primary and secondary radial cracks. These cracks contribute to
its ability to separate from other phases and explain its high fracture toughness despite
having a high Vickers Hardness Number. Unlike magnetite, chromium-rich minerals such
as chromite tend to have lower fracture toughness.

A comparison can be made with pentlandite, as mentioned previously, which presents
a higher fracture toughness value (Figure 9). This higher value despite low VHN could be
due to the fact that grains of pentlandite have a large number of intrinsic fractures. Pre-
existing microstructural defects in pentlandite were linked with an upsurge in the formation
of secondary radial cracks observed during Vickers Hardness Testing. In addition, it was
observed that chalcopyrite was generally found interfacing with harder minerals and
bordering intergrowth. Pentlandite was found interlocking with pyrrhotite in most of
the textural observations, explaining why chalcopyrite had a higher liberation degree, in
contrast with pyrrhotite, which remained highly locked with pentlandite.

By comparing the degree of liberation with the mineral phase content per fraction
(Figure 17a), the increase was accentuated in the fractions smaller than 355 um, with
a decrease between 355 and 710 um in terms of the content observed for chalcopyrite.
When comparing the phase contents of each fraction (Figure 18a—d), they did not vary
significantly, except in the case of magnetite.
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When considering the degrees of liberation of pyrrhotite, pentlandite, chalcopyrite,
and magnetite with respect to particle size, it can be seen that the chance to separate fully
liberated magnetite is high in the small fraction (73.5% liberated) (Figure 17b). A sepa-
ration possibility, due to the high liberation of magnetite, could be magnetic separation.
Strongly magnetic minerals, such as magnetite, Fe-Ti oxides (ilmenite), and iron sulphides
(pyrrhotite), can be removed from gangue via low-intensity magnetic separation [54-57].
Examples of magnetic separation tools include discs, drum and roll separators, and over-

head magnets.

The investigations carried out on the Zapolyarnoe samples specifically addressed
the topics of mineral liberation and preferential breakage in ore mineral processing. The
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findings revealed that certain rock-forming minerals, such as olivine and pyroxene, possess
characteristics that render them suitable for selective comminution at least when using
compression stress from jaw crushers. Additionally, magnetite, due to its high fracture
toughness, exhibits favourable properties for processing, particularly in coarser fractions
(coarser than 355 um) where full liberation is not achieved. In contrast, exsolution phases
including pentlandite, chalcopyrite, and pyrrhotite demonstrate limited suitability for
selective comminution. However, in accordance with expectations, the jaw crusher study
confirmed increases in the grades of the key mineral phases (pentlandite and pyrrhotite) in
the finer fractions, reaching values of 1.8 and 2.3 wt% respectively (Figure 17a).

In this study, a distinction was observed for the prevalent mineral found in copper—
nickel deposits. While pyrrhotite is usually the predominant mineral or is found in a rela-
tively similar ratio to magnetite (including Sudbury, Tati Phoenix, and Nkomati) [58-60],
magnetite was found to be the most abundant mineral in this particular case.

Despite pyrrhotite exhibiting lower flotation activity compared to chalcopyrite and
pentlandite, its high content in the ore poses challenges for selective flotation of miner-
als [58,59]. When pyrrhotite enters copper and nickel concentrates, it diminishes their
quality, leading to significant difficulties in managing the excessive release of sulphur
dioxide during the metallurgical process. By separating pyrrhotite into a distinct product,
the quality of a nickel concentrate can be enhanced, and the burden on metallurgical pro-
cesses can be reduced. In theory, it is possible to produce separate concentrates of nickel
(pentlandite), copper (chalcopyrite), and iron. However, achieving a clean separation of
pentlandite from pyrrhotite is challenging in practice. Utilising ferromagnetic properties or
flotation, as described, appears to be the most practical option in this case.

This investigation emphasises the importance of considering the relationship between
mineralogical parameters and physical properties when interpreting the enrichment of
the ore. Physical observations such as mineral association, grain boundary characteristics,
intrinsic fractures, and particle size are crucial to understanding the selectivity potential
and product quality because they allow the correlation of textural parameters with expected
behaviour and thereby reduce processes that require high energy intensity while seeking
the best way to separate the desired phases. A jaw crusher is suitable for crushing material
with different strengths quickly. An enrichment at 400 pm can be shown, although it
cannot be determined whether the jaw crusher is the most suitable comminution machine
to exploit the selectivity potential of the material.

5. Conclusions

The evaluation of Ni-Cu polymetallic ore samples obtained from drilling ore in Zapol-
yarnoe (Russia) provided the following findings:

—  Even from a small amount of drill core material, valuable information for mineral
processing can be derived;

—  Theresults of this study demonstrate that certain mineral phases exhibit enrichment,
which is related to the physical properties of the rock and grain boundary behaviour.
The importance of considering the relationship between mineralogical parameters
and physical properties when interpreting ore concentration is emphasised by this
study;

—  The degree of liberation generally exhibits variation in relation to particle size, where
smaller fractions tend to have a greater likelihood of achieving complete liberation of
magnetite and, to a lesser extent, chalcopyrite, pentlandite, and pyrrhotite;

- Certain rock-forming minerals, such as olivine and pyroxene, exhibit intrinsic features
for preferential breakage, while exsolution phases such as pentlandite, chalcopyrite,
and pyrrhotite demonstrate limited suitability;

—  Magnetite was found with higher content than pyrrhotite in the copper—nickel ores
from the Zapolyarnoe deposit in this case study, which differed from the common
predominance of pyrrhotite in other classical Ni-Cu deposits, for example, Sudbury
in Canada;
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—  The variation of pyrrhotite/ magnetite poses challenges for flotation due to pyrrhotite’s
negative impact on concentrate quality and sulphur dioxide emissions during the
metallurgical process compared to magnetite. The high presence of chromium in
magnetite explains the high value of fracture toughness;

- MLA demonstrated the efficient crushing of minerals with varying hardness values
and accurate assessment of enrichment for Cu-Ni fractions below 400 um. However,
it should be noted that a jaw crusher may not be the optimal tool for evaluating
selectivity potential due to the relatively small increases in the concentration of the
target minerals;

—  Further studies and alternative methods, such as utilising ferromagnetic properties
or flotation, are recommended to achieve improved separation of pentlandite from
pyrrhotite and to target magnetite as a potential mineral to maximise the enrichment
after comminution.
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Abstract: The volatility of commodity prices has obligated primary metal producers to
continuously seek ways of cutting costs in mineral processing units. Improving the wear
characteristics and reducing the probability of grinding media fracture can potentially
reduce production costs. Characterisation of the impact-loading environment and stress
induced into the grinding media in SAG mills aids manufacturers in developing grinding
media with superior mechanical properties. Such grinding media development emanates
from a firm understanding of the SAG process supported by computer modelling tools and
well-established engineering designs. The discrete element method (DEM) is a numerical
technique for evaluating collision behaviour in particulate systems. This paper discusses
the application of the DEM to estimate survivability and stress, induced into grinding
media in a SAG mill.

Keywords: SAG mill; DEM; comminution; grinding media; simulation

1. Introduction

Semi-autogenous (SAG) mills are robustly built heavy-duty machines that can handle
run-of-mine (ROM) rocks (ore) to produce product sizes that are fine enough for the
separation stage. SAG mills are generally designed with a diameter-to-length ratio of
approximately 1.5-3 and are charged with both ore and steel grinding balls of up to 150 mm
in diameter. With large diameters typically used in SAG mills, generating high impact and
intense shear forces in both cataracting and cascading motion, respectively, the likelihood
of mill liner and grinding media damage is enhanced [1].

The versatility of SAG mills in terms of feed size that can be handled and product
size that can be produced has propelled these machines to be the technology of choice in
many new mineral processing circuits, whilst retrofitting these into existing circuits has
also been on the rise. In the wake of that, challenges in terms of control, optimisation and
grinding media usage have become prevalent. Among the challenges most operators face
with grinding media usage in SAG mills today are premature ball and liner fracture, shape
distortion and accelerated wear rates. This is probably because SAG mill environments
expose the grinding balls to relatively higher-impact loading, wear and corrosion due to
both large mill and ball diameter. To improve the mechanical properties of the grinding
media during manufacturing, a firm understanding of the grinding media’s mechanical
properties and the SAG process are fundamental prerequisites. Grinding media manu-
facturers develop their products through practical experience, whilst SAG operations are
supported by well-established engineering designs and computer-based modelling tools.

Among the tools available to control, optimise and understand load behaviour in SAG
mills is the discrete element method (DEM). The DEM is a numerical technique applicable
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to modelling particle interaction, especially in systems where many particles are involved.
This tool can be used to model ball collision behaviour in SAG mills and estimate the stress
involved in such collisions. This information is very useful in understanding the toughness
and hardness requirements of SAG mill grinding media, which will enable manufacturers
to develop grinding media that can withstand the high-impact loading environments in
SAG mills.

During impact loading in these mills, the grinding media and the ore are subjected
to a suite of stressful events that are responsible for ore fracture but have a cumulative
effect on steel media, which may lead to eventual catastrophic failure. For some steel
balls, failure may occur after a few repeated cycles of these events, while others seem to
display unlimited endurance. The variations observed could be a result of pre-existing
imperfections or cracks that act as points of high-stress concentration from which rupture
propagates. SAG mills rely on impact energy provided by the cataracting fraction of
the charge for most of the ore breakage. This type of charge motion demands the use
of grinding balls that have improved fracture toughness to avoid catastrophic failure of
grinding balls during operation and thus premature fracture of the balls. The premature
fracture is especially enhanced by incorrect design of critical mill operational parameters
such as mill speed and lifter face angle, which can project balls to fall above the toe position,
resulting in rapid damage of steel balls and lifters [2].

Over the years, significant research has been conducted on SAG mills. The studies
include the particle movement laws of a SAG mill, among other things and their influence
on speed, lining board, fill level ratio, and steel ball diameter [3], the effect of the steel ball
ratio, mill fill ratio and the mill speed ratio on the energy consumption of SAG mill [4],
the effect of lifter height/face angle (i.e., lifter wear state) and fill level on charge shape
for a given rotational speed [5] and the abrasive wear behaviour of grinding media and
mill liners for tumbling mills [6]. Ball-to-rock ratio and steel ball collisions, among other
SAG mill internal events, have also been successfully assessed using other techniques such
as emission sensing [7,8]. The discrete element method (DEM), which has been widely
used to simulate various particulate systems [1,9-12], has also been applied in SAG mill
simulations. It was combined with industrial data to track particle movement and energy
changes in SAG mills [13]. Despite the excellent work conducted so far to optimise SAG
mill operation, little attention has been given to the assessment of the stress induced into
the grinding media because of load behaviour in SAG mills. Therefore, to bridge this
knowledge gap, the DEM was utilised in this work to investigate the effect of the ball-to-
ore ratio on the collision behaviour of balls within the SAG mill. This was achieved by
predicting the energy transfer and stress induced in the grinding balls during milling.

2. The Discrete Element Method (DEM)

The DEM is a numerical technique for modelling the collision behaviour of particles
in many industrial systems. The strength of the DEM lies in its ability to track the inter-
action history of each individual particle, even in cases where there are many particles
involved. The incorporated particle interactions offer detailed descriptions of the breakage
dynamics [14]. The DEM consists of a contact model that is implemented to calculate the
forces and energy transfer amongst particles at the point of contact, whilst Newtonian
Mechanics is implemented to resolve particle motion from the net forces. The general
theory of DEM modelling has been well described elsewhere [9,15,16]. In a SAG mill,
the technique has been combined with FEM to predict SAG mill liner stresses to quantify
interactions between the solid particles and liners and predict the dynamic loading of
these collisions [17]. Later, Cleary et al. [18] combined the DEM and smoothed particle
hydrodynamics (SPH) to assess incremental damage of particles and slurry rheology and
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predict the movement and breakage of coarse particles in SAG mills. The extensive use of
these models creates a solid foundation for validating the formula used to determine the
operation of SAG mills. In this work, the calculation of the conversion of kinetic energy
to elastic energy and the dissipation of energy was based on the linear spring-dashpot
contact model. The linear spring-dashpot model is described in detail in previous work
by Weerasekara et al. [11] and Owen and Cleary [5]. This model allows the modelling of
particles in both the normal and tangential directions, with a frictional slider included for
the tangential direction. Particles are allowed to overlap during contact to model elastic
deformation, and the extent of overlap is used in conjunction with the contact force law to
give instantaneous forces from the knowledge of current positions, orientations, velocities
and spins of the particles [19]. The normal force, Fn, is determined by both the spring and
dashpot combined in Equation (1) [20]:

Fo=—ky A +Cyoy 1)

where Ay is the overlap, k;, is the normal spring constant, C,, is the damping coefficient, and
vy, is the normal component of the relative velocity at the contact point. C;; is determined
from the specified coefficient of restitution for each combination of colliding materials [21].

2n(e) [k,
¢, = Oy @

B ln(e)2 + 2

where e is the coefficient of restitution and m, s = (rr% + m%) B is the effective mass of
the particles.

The tangential force (F) has an incremental spring based on the integrated tangential
displacement and a dashpot for inelastic dissipation. The tangential force at the tangential

elastic deformation is combined to give [20]:
Ft = min (“l/an Zkt Ot At + Ct Ut) (3)

where p is the coefficient of friction and v; is the tangential component of the relative
velocity at the contact point [20].

The energy dissipated in collisions is captured in the dashpot, allowing it to be
accounted for and recorded for later analysis [11]. An algorithm is used to record the data
and store them in arrays that can be extracted for output as required by the user.

3. Materials and Methods
Sag Mill Configuration and Simulation Set-Up

This work shows how the ball-rock composition in the SAG mill affects load behaviour
and influences the stress the grinding media is subjected to. The ball sizes investigated
were the 100- and 125-mm balls, the data of which were generated from the drop weight
experiments designed to match the simulated SAG mill. The SAG mill simulations were
based on an industrial SAG mill with specifications presented in Table 1 and the lifter
profile shown in Figure 1. The simulations were performed using the Particle Flow Code—
Discrete Element Method 3D (PFC-DEM 3D) software, Version 5. The average number
of interacting particles in a full-mill simulation was about 160,000. Hence, the amount of
computational time required to complete such a simulation would have exceeded 5600 h.
To reduce the computational time whilst still retaining important simulation data, a slice of
the mill was considered. This significantly reduced the number of interacting particles to
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an average of 14,500, with the computational time significantly reduced to an average of
504 h. Therefore, for each condition, the simulation was performed once, and any averages
were calculated from the two mill revolutions of the simulations. The simulations timed
for a mill were approximately 5 days

Table 1. Summary of SAG mill specifications.

Parameter Value Units
Inside shell diameter 11.6 m
Length of mill slice 0.5 m
% critical speed 72 Nc
Total filling 24 %
Lifters Hi-Lo, 650 lifter face
Number of lifters 36

Figure 1. SAG mill lifter profile.

The SAG mill lifters were constructed using moly-chrome steel and have a high-low
profile as shown in Figure 1.

The liner configuration in the mill is shown in Figure 2. Table 2 presents different
combinations of the ball, ore and total mill filling and ore particle fractions used to simulate
the SAG mill. Only the ball-to-ore ratio (by % mill filling degree) was varied, as presented
in Table 2, to provide the basis for comparison. Thus, the first simulation (Sim;) had 100%
ball composition, and the ball composition decreased whilst that of the ore filling rose from
Simy to Sims. The purpose of varying the ball-to-ore ratio was to understand and quantify
the impact energy cushioning provided by the ore particles to the grinding balls. Hence,
the different SAG mill simulations were compared based on the energy exposed to the
grinding balls as a result of the different ball-to-ore ratios, as shown in Table 2.

The simulation was configured to match an industrial mill in terms of internal ge-
ometry and operational parameters, but varying the mill speed and ball-to-ore ratio. The
ball-to-ore ratio is a very important parameter in operating SAG mills; operating at lower
ball loads reduces the frequency of ball-on-ore collisions; hence, breakage rate of the coarse
particles will drop, and mill throughput will suffer.
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Figure 2. SAG mill simulation liner configuration of end view and 3D view of part of the simulated
mill slice.

Table 2. Ball:ore ratios and ore feed distribution in the various mill simulations.

Total Mill Ball Filling Ore Filling Ore Particle Fractions (% v/v)
Sim ID Filling (% v/v) (% vlv) (% vlv)
150 mm 120mm 90 mm 60 mm 30 mm
Simy 24 24 0 0 0 0 0 0
Sim, 24 13 11 2 2 3 2 2
Simj 24 10 14 2 3 4 3 2
Simy 24 8 16 2 3.5 5 3.5 2
Simg 24 6 18 2 2 4 6 4

Higher ball loads are associated with increased mill power draw, overgrinding and
an increase in the frequency of steel-on-steel collisions that expose the balls to a high
probability of fracture. In this work, the ball-to-ore media ratio was varied to observe the
effect of this factor on the stress that the balls are subjected to.

The simulation parameters that were used in this work, presented in Table 3, were
adopted from earlier work done by other researchers [15,16,22].

Table 3. SAG mill simulation parameters.

Property Value Units
Coefficient of restitution (¢) 0.6

Coefficient of friction (p) 04

Normal stiffness (kn) 400 kN/m
Shear stiffness (kt) 300 kN/m
Power sampling time interval 0.1 s
Energy scale 5.0 J
Ball size 125 mm

The forces generated in a SAG mill of such geometry are very large and are dependent
on the size, mass and tumbling height of the balls.

55



Minerals 2025, 15, 431

4. Results and Discussion
4.1. Charge Motion Inside the SAG Mill

During the simulation, various kinds of data were captured at preset intervals for
post-simulation review. The data capture had to be optimised to ensure that adequate
information was available without bloating the output files. The load behaviour, particle
trajectories, mill toe and shoulder positions can be derived from snapshots of all positions
captured during simulations and using in-house developed visualisation software, these
aspects are easily analysed. The simulation outputs include mill input and dissipated
power, energy spectra of all interactive events that involve all particles and other optional
information depending on user requirements

The mill and simulation parameters listed in Tables 1 and 3 were kept constant in all
simulations except for the mill speed and ball-to-ore ratio, which was varied as described in
Table 2. Figure 3 shows the snapshots of the cross-sectional view of the simulated SAG mill.
The charge is carried by the lifters along the circumference of the mill in a counterclockwise
direction to a point of dynamic equilibrium (shoulder position) where it loses contact with
the lifter and either slips along the surface of the cascading stream or falls in free flight until
it reaches the bottom of the mill (toe position). For this SAG mill simulation, the shoulder
position corresponded to 320° positions as measured anticlockwise from the 12 o’clock
position, while the toe was at the 120° position.

IL' 320°
]

Shoulder

Figure 3. SAG mill load behaviour (a) stills (b) particle paths.

The end-view snapshots (Figure 3a) show the load behaviour within the mill. Figure 3b
is included to accentuate the dynamic behaviour of the load by showing the actual paths
followed by the balls.

While the still and particle paths snapshots qualitatively show the load behaviour
within the mill, they do not provide information about the type of collisions the particles are
involved in (ball-on-ball, ball-on-shell liner or ball-on-ore) and the energy that is associated
with such collisions. During the simulation, mill power was recorded as well as the
magnitude of each particle contact event, whether a high-energy collision event or a mere
touching of the particles. This information was recorded as the energy spectra.

4.2. Mill Power Draw

For mills operating under similar conditions, power variation can be a useful indicator
of expected mill performance. It is seen in Figure 4 that the higher the steel ratio, the higher
the power draw.
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Figure 4. Average mill power draw.

During the simulation, the mill power draw and power dissipation by the balls are
recorded. The power is based on the summation of the torque of the balls acting against
the mill shell, while dissipated power is based on energy losses by the balls. The dissipated
power can be split into damping loss during elastic deformation (represented as overlap in
the spring and dashpot model) and frictional loss. Damping loss is the power loss due to
both normal and tangential elastic deformation that is modelled by the dashpot in the DEM
model. The frictional power loss is due to the rubbing action as sliding occurs between
the particle and wall surfaces. The summation of damping and frictional loss gives the
total power loss; hence, the load behaviour can be further studied by analysing the split
between damping and frictional loss.

Analysis of the power draw split between damping and frictional loss enables the
evaluation of the load behaviour within the mill. Power draw dominated by damping loss
indicates high-energy trajectories that deliver the much-needed kinetic energy to crush
the coarse rocks. This behaviour is mostly associated with SAG mills. Frictional loss
domination in the power draw split indicates that the charge behaviour is mostly cascading
with low-energy trajectories.

As can be seen in Figure 4, the average power draw is directly proportional to the
volume of the mill charge occupied by the steel balls. This is attributed to the difference in
density between the rocks (ore) and the steel balls, which makes that of the ore insignificant.
In practical mineral processing circuits, the density of steel ranges between 7.75 and
8.00 g/cm3 whilst ore ranges between 2.40 and 2.85 g/cm?; hence, the observed power
draw trend.

Power draw has been a subject of key research interest, and models have been pro-
posed for mills [23-25] and, more specifically, for SAG mills [26-28]. The Austin model [27],
presented in Equation (4), which is reasonably accurate, is used here to compare with the
DEM simulated power at different ball-to-ore ratios, and the comparison is presented in
Figure 5.

; ; 0.1
P = KD*L(1 — A otar) [(1 —ep) <p3;;]hds)]total + 0.6/paiis (Pballs - psoms)]% <1 - W)

c We
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where A and K are empirical fitting factors, D is the mill diameter inside the liners (m),
Jtotar is the mill filling level, as a fraction of total mill volume (e.g., 0.3 for 30%), Jpus is the
ball fill fraction of the total mill volume, L is the mill effective grinding length (m), P is the
power evolved at the mill shell (kW), w, is the weight fraction of rock in water and rock in
the mill, taken as 0.8, €p is the porosity of the rock and ball bed, as a fraction of total bed
volume, piss is the density of the ore component (t/m?) and ¢c is the mill speed, as a
fraction of the mill critical speed (e.g., 0.75 for 75%)

18
17
16
15
14
13

12

Power (MW)

11 —@— Austin Power Model

DEM
10

0.2 0.4 0.6 0.8 1

Steel fraction by volume

Figure 5. Power trend with increased steel content as predicted by DEM ad Austin SAG power model.

The ore particle and slurry density were kept constant throughout all the simulations.
Furthermore, as the fraction of the ore increased in the charge, the observed power draw
trend occurred because the small ore particles preferentially sit against the mill lifters,
whose ability to lift and throw the steel balls is dependent on the extent of contact between
the lifters and the steel balls. As observed by Lameck et al. [29], the position of the toe and
the shoulder angles is critical for load behaviour. Ore particles that build up on the lifter
surface make the ball roll off the lifters more easily, resulting in an overall lower shoulder
position and less cataracting. This results in a lower count of high collision impact as the
fine particles in the mill increase.

4.3. Energy Dissipation

Figure 6 shows the trends of the damping and frictional power loss. The summation
of the two gives the mill power draw, excluding drive motor inefficiencies and other
energy losses such as heat and sound. The mill power draw is dominated by impact loss,
which indicates more cataracting occurring than cascading. The cataracting behaviour is
characterised by a significant fraction of balls being in free flight after departure from the
shoulder. The resulting impacts are high-stress events that break particles at the toe but can
equally damage the balls, especially if the cushioning particles are limited.
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Figure 6. Power draw split between frictional and damping loss as ball fraction increases, excluding
motor inefficiencies and other energy losses.

The trend on the frictional energy loss shows an increase in the frictional power loss
with an increase of ore (rocks) in the mill. As more rocks are added to the charge, they
fracture easily than steel balls, representing a progeny of ore particles varying in size from
the largest ore particle fed into the mill to the smallest particle that exits the mill. The
small ore particles respond to breakage through abrasion and attrition rather than impact.
Hence, the particles fracture and lose weight on account of the rubbing action between ore
particles and steel balls, mill liners or other ore particles. This results in more power loss
due to friction than damping.

In practical mineral processing grinding mills and engineering systems, an increase
in the cataracting fraction of the charge will increase breakage rates of the coarse particles
whilst subjecting the grinding balls to significant stress due to the impact loading. On the
other hand, if the cascading fraction exceeds the cataracting fraction, the result is more
power loss due to friction, finer grinds and increased wear rate of both the grinding balls
and mill liners.

While these studies refer to a specific 11.6 diameter industrial mill running at 9 rpm,
which is equivalent to 72% of critical speed, the impact of mill speed was explored on
the overall mill performance, based on an extreme case of using steel media only. Thus,
the effect of speeds 10% lower and 10% higher than the mill under review were assessed.
In Figure 7, it is seen that the drive power rises with increasing mill speed. It was also
observed that there are fewer power fluctuations for the slower speed of 62% of critical
speed. From these results, it is suggested that from a ball preservation perspective, a
slower speed would be preferred; however, this would also be dependent on the desirable
comminution treatment for the target ore, which is beyond the scope of this work. The
impact spectra in Figure 7 also confirm a severe escalation of high-impact energy events
with increasing mill speed.
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Figure 7. Effect of mill speed on mill drive power.

In Figure 8, the particle position density plots show how the load expands with a
cataracting increase as the mill speed increases. For both 62% and 72% of critical speed, the
charge is falling within the toe position, thus, there is a high probability of cataracting balls
impacting the liner directly; hence, it would not be a recommended option.

Figure 8. Particle position density plot for mills running at three different mill speeds.

4.4. Impact Energy Spectra (IES)

The IES is a record of the collisions that occurred during the mill simulation period
populated into regular energy classes. The size of the energy class is dependent on the
geometry of the mill. It should be noted that small energy classes are more definitive than
larger classes but at the expense of more computational time. Hence, in this work, a 5]
energy class was selected, which resulted in reasonable computational time whilst the
important data, such as the number of collision events and energy involved in collisions,
was retained. The technique analyses the prevailing forces within a mill, and its data,
combined with the physical ore fracture probability data determined by drop weight
tests, can be used to calculate particle breakage within the mill. The use of the IES to
determine ore breakage rate has been well described by other researchers [5,30-32]. The
IES concept can be extended to evaluate the stress induced into the steel balls resulting
from the load behaviour and prevailing forces in the mill. Figure 9 shows the IES of the
various simulations conducted for different ball-to-ore ratios.

60



Minerals 2025, 15, 431

100,000,000
10,000,000
1,000,000
100,000
10,000
1,000

100

10

No. of events (Log Scale)

1
0 50 100 150 200 250 300 350 400

Energy (J)

—Siml Sim2  ==——Sim3 Sim4 ~ =——Sim5
Figure 9. Impact energy spectra of ball-to-ore ratio.

As expected, there are more low-energy than high-energy collision events. The low-
energy collisions are mostly common in the cascading region of the mill, whilst the high-
energy collisions result from the cataracting fraction of the charge. The maximum collision
events occurred in the charge consisting of steel balls only, where the mill shows the highest
shoulder position and the trajectories are not cushioned by the ore. This confirms the
findings in earlier research [33,34], which showed that the steel ball ratio among the fill
level ratio and linear height have a greater influence on the energy distribution in a SAG
mill. As the ball-to-ore ratio shifted from mostly steel balls to mostly ore, the number of
events in low-energy classes increased while high-energy collision events diminished. This
is owing to the difference between the densities of the steel balls and the rocks. Because
of the low density of the ore, they tend to cushion some of the impact energy as the balls
collide at the toe from free flight. In industrial mineral processing units, the ore cushions the
balls from high-energy collisions that can potentially fracture the balls but at the expense
of the breakage rate of the large rocks. Furthermore, the build-up of ore particles on the
lifter surface results in the earlier media departure from the mill shell. This results in
the reduction of both trajectory height and the cataracting fraction of the ore, which thus
translates to a high ball wear rate and the inverse proportionality relationship between the
impact energy and the ore fraction within the charge.

To further assess the effect of ball diameter on energy, the simulation history of a set of
ten (10) 125 mm diameter steel balls was tracked in each of the five simulations described
in Table 2. In each simulation, the maximum energy exposed to each 125 mm diameter
steel ball was evaluated by averaging the maximum energy that each of the tracked 10 balls
was exposed to in that simulation. This was repeated for all the other simulations. Another
simulation was performed using only 100 mm diameter steel balls without any ore particles,
which replaced the volume of 125 mm balls to determine the effect of ball size on the energy
collision spectra. Figure 10 shows the averaged maximum energy that 125 mm diameter
and 100 mm diameter steel balls were exposed to in the various simulations.
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Figure 10. Maximum energy exposed to 125 mm diameter steel balls.

The first simulation shows the highest collision energy events because it was only
125 mm steel balls involved in the collisions without any rocks. As the ball-to-ore ratio
decreases, the energy collision events correspondingly decrease due to the cushioning effect
provided by the ore, as mentioned earlier. This implies that the use of 125 massive mm
balls will have a higher susceptibility to damage, even if cushioning particles are present.
The overall effect is that the large size and mass of 125 mm balls exposes them to severe
collisions that involve high energy; hence, increasing their probability of fracture more
than smaller ball sizes, such as 100 mm balls.

The severity of ball-on-ball and ball-on-wall collisions decreases from ‘Sim1’ to ‘Sim5’.
Thus, the optimisation of the SAG mill in terms of the ball-to-ore ratio should aim to achieve
the required ore breakage rates at the least possible ball load because:

- lower ball load results in more cushioning of the high-energy collisions that have the
potential to fracture the balls;

- areduction in ball load results in a SAG operation that is more power effective;

- reducing the ball load of the charge will significantly reduce the cost of grinding since
grinding media replenishment can account for up to 45% of grinding costs;

- using smaller ball sizes reduces ball damage probability.

Even though the ball-on-ball collisions for the 100 mm balls were aggressive, the
highest collision energy recorded was only 387 J. This value is 42% less than Sim5, which
constitutes 125 mm diameter steel balls and the highest ore fraction. This clearly shows the
significance of ball size on the susceptibility to impact damage. Thus, large balls like the
125 mm diameter steel balls are easily exposed to more severe collisions, even when rock
particles are present.

Figure 11 shows the IES of the set of 10 tracked 125 mm diameter steel balls in each
simulation. As can be seen in the figure, the tracked balls experience relatively higher
energy events with decreased ore fraction. However, occasionally, high-energy events have
been observed in higher ore fraction environments, thus making ball breakage possible,
albeit less frequently. This is in line with what has been observed in industrial SAG mills
with ball filling as low as 3%-5%, where chipped and broken balls were found in the
discharge scats. Most SAG grinding operations currently use ball sizes between 100 and
150 mm. However, in most cases, the use of these ball sizes has not been justified by a
phenomenological analysis of the real effect on the grinding process but rather by trial
and error.
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Figure 11. IES of the tracked 125 mm balls.

As for the mill speed, the impact spectra are presented in Figure 12. This is even more
definitive as it indicates quantitatively the distribution of stressful impact events. The
impact spectra indicate that even the current mill speed is considerably risky if the steel
media content were to rise to 100%.
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Figure 12. Impact energy spectra of the mill speed.

What is presented in Figures 7, 8 and 12 emphasises that mill speed is an important
optimisation criterion for achieving efficient grinding while minimising both ball and
liner damage.

4.5. Predicting Fracture of Steel Balls in SAG Mills

Steel ball fracture is not uncommon in SAG mills. The failure of the steel balls is
attributed to both the quality of the balls and the energy that they are exposed to. The
factors that affect ball mechanical properties include chemical composition, cleanliness
of the steel, as well as the type and effectiveness of the heat treatment procedure applied
during manufacturing. Usually, the steel ball manufacturers have a firm grip on these
factors and ensure that only good-quality balls finally reach the end consumer. However,
the environment in which the balls operate, the type and extent of mechanical loading
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that the balls are exposed to, also have a significant effect on the fracture characteristics of
the balls.

Cataracting behaviour exposes both the ore and the grinding balls to impact loading
that causes rock fracture. However, the high energy provided by the cataracting load
behaviour also exposes the grinding balls to impact loading that stresses the grinding balls
until breakage occurs.

To provide some guidelines on how to quantify the frequency of ball damage and
breakage expected in a mill environment, reference is made to Equation (5), developed in a
study that evaluated the drop weight test [35].

Pb=1—exp {—anb(X)C] (5)

where X is the particle size, n is the number of energy loading events, and a, b and c are
model parameters.

Equation (5) can be expressed in terms of energy rather than particle size since the
corresponding energy associated with these particles is known and only the values of the
parameters change, while the model fit remains the same.

Pb=1- exp{—anb(E)C] (6)

Based on this modified Equation (6), it becomes possible to plot the breakage probabil-
ities as in Figure 13.
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Figure 13. Probability of failure based on energy level the steel media is subjected to.

From Figure 13, it can be seen that the higher the cyclic loading energy, the higher
the probability of reaching the failure point. For example, if a ball is subject repeatedly to
5000 collision events, there is a 40% chance of failure if the energy level is 800 J, 20% at 400 ]
and 10% at 200 J. It can thus be appreciated that managing the energy levels is paramount.

From the DBT analysis [35], it was observed that the frequency of collision events
increases the probability of ball’s eventual failure, but it was clear that pre-existing flaws in
the balls are an even more significant factor. Additionally, since the chance of the existence
of flaws is higher in big balls, it follows that this will have a compounding effect when
large balls are used, as they will have both a high likelihood of flaws as well as get more
subjected to higher energy collision events.

The quantification of the stress induced into the steel balls because of impact loading
requires knowledge of the energy involved in the cataracting trajectories. The DEM impact
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energy spectra (IES) thus have proved to be reliable in providing useful information needed
to predict the stress induced into the grinding balls.

5. Conclusions

Charge dynamics in SAG mills remain a complex topic for study. However, as this
work has demonstrated, the quantification of the stress induced in the steel balls during
the SAG process aids grinding media manufacturers in further developing the steel balls
so that they can improve their performance capabilities within their service environments.
The failure of the steel balls is attributed to both the quality of the balls and the energy
to which they are exposed. The environment in which the balls operate, along with the
type and extent of mechanical loading they endure, also significantly affects the fracture
characteristics of the balls. The analysis of the ball-to-ore ratio and mill speed has shown
that larger balls, such as 125 mm balls, have a greater susceptibility to damage, even in
the presence of cushioning particles. Moreover, their mass and size make them prone
to severe collisions involving high energy, thereby increasing their likelihood of fracture
compared to smaller ball sizes, such as 100 mm balls. Both the mill speed and a higher
ball-to-ore ratio elevate the shoulder position, which, in turn, enhances the cataracting
fraction of the charge. Although this causes the breakage rates of coarse particles to rise,
which is advantageous, the grinding balls endure significant stress due to impact loading.
In contrast, a decrease in the ball-to-ore ratio results in increased power loss due to friction,
low-energy collisions, finer grinds, and a heightened wear rate of both the grinding balls
and mill liners. Therefore, it is essential to strike a balance, and that necessitates further
research to optimise the charge mixture in SAG mills. Likewise, the information discussed
enables SAG mill operators to further understand these machines and the factors that affect
the performance, survivability and fracture prediction of the steel balls in such high-impact
loading environments. It has also been demonstrated that large balls, such as 125 mm, are
prone to fracture even when they comprise a small fraction, and using ball diameters not
greater than 100 mm would be recommended to reduce the probability of ball damage in
SAG mills.
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Abstract: This article presents a novel approach to calibrating the digital twin of a laboratory mill
used for copper ore milling. By integrating computer vision techniques for real-time data extraction
and employing DualSPHysics simulations for various milling scenarios, including balls only, balls
with ore, and balls with slurry, we achieve a high degree of accuracy in matching the digital twin’s
behavior with actual mill operations. The calibration process is detailed for mills with three different
diameters, highlighting the adjustments in simulation parameters necessary to account for the absence
of ore. Understanding the dynamics between the suspension within the mill and the operation of
the grinders is crucial for the future improvement of the grinding process. This knowledge paves
the way for optimizing the process, not only in terms of the quality of the end product but primarily
in terms of energy efficiency. A profound understanding of these interactions will enable engineers
and technologists to design mills and grinding processes in a way that maximizes efficiency while
minimizing energy consumption.

Keywords: digital twin; copper ore milling; computer vision; DualSPHysics; DEM simulations; SPH

1. Introduction

The mineral processing industry, a prominent element of modern industrial economies,
is crucial for extracting valuable minerals from ores [1]. This fundamental sector transforms
raw, naturally occurring materials into useful products, such as metals, which find essential
applications in numerous sectors, including construction, automotive, and electronics [2].
In most mineral processing systems, grinding is the one of the first stages, enabling better
extraction of valuable components [3], increasing process efficiency, and optimizing energy
consumption in subsequent stages of production. In this context, ball mills, integral to
mineral extraction and refinement, are central to the fine grinding of ores [4], and the
efficacy and efficiency of mineral processing are deeply tied to their performance [5,6].

Despite the simple construction of ball mills and their operation, the grinding process
entails a lot of technological challenges. The majority of research efforts and optimization
actions are focused on increasing the efficiency of comminution by achieving the proper
size reduction in grains [7] with the lowest energy expenditure possible [8]. A particular
one is the prediction of mill load behavior, which consists of a mixture of ore particles,
water, and grinding media, especially during wet milling. Wet grinding is exceptionally
popular in ore processing [9] due to its ability to control the viscosity of the slurry [10],
reduce energy consumption and oxidation of certain minerals [11], improve separation [12],
and provide control over particle size [13]. The behavior of the mixture, governed by a
complex interaction between the liquid, gas, and solid phases inside the mill, is hard to
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predict [14]. Furthermore, the slurry level in AG/SAG and ball mills significantly influences
their power consumption [15].

Contributing to this understanding, ref. [16] conducted a study on the discharge of
finer rock, pebbles, ball scraps, and slurry from mills. They demonstrated these elements’
effects on overflow ball mills” performance. They combined the Discrete Element Method
(DEM) and Smoothed Particle Hydrodynamics (SPH) to model the coarser rock compo-
nents, grinding media, and slurry components. Their modeling yielded valuable data for
understanding and optimizing designs for improved performance and wear life. Similarly,
ref. [17] suggested a computational approach that combines the Discrete Element Method
(DEM) for modeling the solid particles and a continuum description (CFD) for fluid dy-
namics in a three-phase model. This approach highlights the usefulness of modeling both
charge and slurry dynamics. Moreover, their model considered the effect of drag force on
slurry movement evoked by particle motion.

In the field, further advancements include studies on the influence of mill speed,
slurry concentration, and slurry filling on the impact forces within the mill and the role
of slurry pool formation on mill power draw. Refs. [18,19] used an instrumented ball to
measure the charge physical quantities in a ball mill, uncovering complex behavior under
different mill speeds and slurry filling levels. In a more recent study, Ref. [20] examined
the impact of slurry mass concentration on the grinding characteristics of magnetite using
ceramic grinding media, leading to significant energy savings and a reduced chance of
over-grinding, especially at high concentrations. Further complementing these insights,
Ref. [21] underlined the need to accurately simulate the ore milling process that accounts
for the unique shapes of ore particles and grinding media. They proposed a polyhedron-
sphere contact model based on the “deepest point method” tested through experiments
and simulation studies. They found that their model could lead to increased power
consumption, enhanced energy utilization efficiency, and substantial collision energy
between the ore and the liner, increasing liner wear.

Moreover, Ref. [22] conducted extensive experimental work to clarify granular flow
behavior inside a rotating drum. However, most of these studies involved spherical or
nearly spherical particles. The impact of non-spherical particles, such as pharmaceutical
tablets suitable as tracer particles, on the velocity profile, residence time, and segrega-
tion patterns showed significant deviations from those predicted for spherical particles.
In particular, non-spherical particles with an aspect ratio greater than two showed con-
siderable differences, including unexpected core segregation patterns and a lower axial
dispersion coefficient.

In other research, Ref. [23] demonstrated the difficulty in modeling multifrequency
signals like mechanical vibration and acoustic signals from a wet ball mill during the
mineral grinding process. They used the empirical mode decomposition (EMD) technique
to decompose these signals into multiscale intrinsic mode functions (IMFs) and developed
a new adaptive multiscale spectral features selection approach. Their approach allowed
the effective modeling of mill load parameters based on shell vibration and acoustic
signals. It provided a practical solution for complex multifrequency signal modeling in
mineral grinding.

The presented research works focus on predicting the behavior of various materials
undergoing grinding using diverse modeling methods. However, over time, these methods
become outdated and require reevaluation to incorporate new components, considering
the continuous development of the field. A particular challenge is the lack of a universal
approach for modeling the behavior of each slurry, necessitating separate calibration
studies based on their composition, with special consideration given to the properties of
the ground ore. In this article, building on these insights [2,17,21,23], we aim to develop a
numerical model simulating mill load behavior with copper ore slurry. The study utilized
laboratory test results obtained from ball mill grinding and subsequently calibrated a
numerical mill load model based on these findings. Our ultimate objective is to set a
starting point for the further enhancement of our understanding of mill load behavior
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in both dry and wet milling. We aim to enable more efficient milling strategies, leading
to improved performance and reduced energy consumption in the mineral processing
industry. The ultimate objective of developing a digital twin is to facilitate numerical
testing that predicts the real object’s behavior under varied operational parameters, thereby
avoiding costly and disruptive changes in an industrial setting. This approach promises
significant advancements in operational efficiency and innovation without the need for
physical modifications.

2. Theoretical Background

This part provides an overview of the theory surrounding the simulation of the
behavior of charge during dry and wet milling with slurry. The necessary elements needed
to simulate this behavior include balls, ore, water and steel parts of the mill. In some
multiphase approaches, the interaction with gas phase (air) could be also taken into account.
A slurry consisting of solid fraction, gas, and water has unique properties that result from
the interactions between these three components.

The solid fraction of the slurry inside the mill consists primarily of particles of ground
ore, whose size decreases with the progress of grinding. Their size has a significant
impact on the slurry’s characteristics, as it affects its viscosity and determines the flow
behavior [24]. These properties are crucial from the perspective of physics simulation.
Additionally, the presence of solid particles can affect the turbidity and transparency of
the slurry, but these characteristics are less relevant for the analyzed issue. In addition to
the fragmented ore particles, the slurry contains grinding media in the form of steel balls,
which complement its composition. Both the balls and ore particles can be modeled as
discrete elements with known density, hardness, and size distribution. These parameters
have the greatest impact on grinding efficiency and power consumption.

The particle size determines the settling velocity, distribution, conditions of friction
between particles, and interactions with other components of the slurry [25]. The density
of the ground ore can influence the particles” ability to stay suspended, the resistance to
motion, and the distribution of particles in space [26]. The shape of particles determines
their velocity distribution and intermolecular interactions, and can affect the dynamics of
sedimentation processes under quiescent conditions [27]. The hardness of solid particles
refers to their resistance to deformation [28]. This parameter can impact particle-particle
interactions and interactions with the mill surface, as well as grinding and comminution
processes. The particle size distribution can influence the uniformity of grinding, sedi-
mentation and mixing processes, as well as interactions with other components of the
slurry [29].

On the other hand, mill elements can be simulated as one solid body, consisting of all
the same properties as discrete elements except for size distribution. The mill lining and
grinding media are usually made of steel. The wear and corrosion of these parts can have a
significant impact on mill performance.

Water is the main component of the slurry in wet grinding, where it serves as a carrier
for solid particles and dissolved gases. Its presence determines the dynamics of particles
in the mill. Water can affect the viscosity of the slurry, although its influence is typically
smaller compared to that of solid particles [30]. The determining factor for slurry viscosity
in this case is its quantity rather than specific physicochemical properties. Additionally,
the solubility of gases and the dynamics of certain chemical processes depend on the
temperature of the water [31], which is positively correlated with the grinding time due to
the release of a significant amount of heat, which is a loss in the grinding process. The main
parameters of water that need to be considered in a numerical model are density and
viscosity, which depend on its temperature. The density of the slurry affects the balance
of forces within it, the behavior of solid particles and gas, and the interactions between
them [32]. Viscosity, on the other hand, refers to the flow resistance of the slurry [33]. This
parameter is important in modeling the flow of a slurry, as it affects the resistance of solid
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particles, the friction between slurry components, and the velocity distribution within
the system.

2.1. Simulation Environment

DualSPHysics [34] is an advanced open-source code designed to exploit the compu-
tational capabilities of modern graphics processing units (GPUs) for simulating real engi-
neering problems using the Smoothed Particle Hydrodynamics (SPH) method. The SPH
method, a meshless technique that has significantly progressed over the last two decades,
facilitates the simulation of a wide range of physical phenomena. These include the violent
hydrodynamics of coastal and offshore structures, galaxy and planetary formation, multi-
phase flows and mixing in process industries, large deformations of solids and structures,
damage and failure modeling, fluid—structure interaction, and applications in computer
graphics and games [35-38]. DualSPHysics stands out for its dual capability to operate
on both central processing units (CPUs) via the OpenMP shared memory approach and on
GPUs, utilizing the CUDA programming framework to achieve computational acceleration.

The development of DualSPHysics is a collaborative effort involving institutions such
as the Universidade de Vigo, University of Manchester, University of Lisbon, Universita
di Parma, Flanders Hydraulics Research, Universitat Politécnica de Catalunya, and New
Jersey Institute of Technology. This collaboration has yielded a tool that significantly
reduces computational time for SPH simulations, making these simulations accessible
on standard desktop PCs. The software, available under the GNU Lesser General Public
License (LGPL), includes pre- and post-processing tools and examples and is hosted on
GitHub for public collaborative development.

DualSPHysics is specifically optimized for GPU acceleration, featuring CUDA kernels
for single GPU use, hierarchical templates, and cell-linked neighbor lists for enhanced
flexibility and processing speed [39,40]. The software package also includes dedicated
tools for generating inputs and facilitating new test case workflows, along with various
post-processing tools for data analysis and visualization.

Since its inception in 2011, DualSPHysics has undergone continuous development,
with version 5.0 introducing significant new features such as coupling with the Discrete
Element Method [34]. In this research, the newest stable version 5.2.0 was used.

2.2. SPH Formulation
2.2.1. Interpolants and Kernel Functions

In the domain (2, the continuous integral formulation of Smoothed Particle Hydrody-
namics (SPH) for a differentiable function f(r), r € R?,is expressed through the convolution
of a kernel function W with f as shown in:

()= [ FOW(r—r,m M

Here, the (-) brackets signify an approximation, r' € ) serves as an intermediary
positional variable, and W(r, 1) represents a positive kernel function characterized by the
following equation:

1
Wi h) = -cwl) @
where h > 0 denotes the smoothing length and g = |r|/h is the normalized distance.
The function w : R — R is defined as a smooth, non-negative function with properties
described by:
1
dr = —, 3
[ @i = ©

This function possesses a compact support as illustrated in: (Figure 1),

w(q) = 0 for |r| > kh,k € RT. 4)
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Figure 1. Configuration and compact support of the kernel function (redrawn from [34]).

Numerous smoothing kernels are discussed in the academic context as outlined by [41].
The smoothing kernel is represented by Equation (2) and conforms to the criteria set forth
in Equations (3) and (4), with the function W : RY — R. The kernel is characterized
by its positive definition over the support domain Vr' € (; W(r —r/, h) > 0, exhibiting a
monotonically decreasing and sufficiently smooth behavior over the interval kk, and

lim W(r, h) = 6(x), 5)
h—0
where § denotes the Dirac delta function as referenced in the works of [42,43]. In the
implementation within DualSPHysics, various kernel functions have been utilized. Notably,
the third-order B-splines kernel (cubic spline) is prevalent [43]:

1-3¢°+3¢° 0<q<1
w(q) =apq 1(2—q)° 1<g<2, (6)
0 otherwise

where a% is 10/7m and 1/ in 2-D and 3-D, respectively.
The fifth-order Wendland function is now popular, characterized by reduced pairing
instability [44]. This C? kernel exhibits a positive kernel Fourier transform [41,45], and reads

wig) =as(1- 1) 2a+1) 0<q<2, )

with af, specified as 10/77 in two-dimensional spaces and 1/ 77 in three-dimensional spaces.
The SPH discrete approximation of the convolution between W and f can be described
as follows:
(f(ra)) = Zf(rb)W(ra—rb,h)ArZ, a=1,...,N, (8)
bepP
where the subscripts a, b represent the interacting neighboring discrete particles within the
set P, which consists of all particles in the domain. This includes particles in the fluid F,
boundary B, and any floating objects K as depicted in Figure 2. The set P is the union of F
and B, where K is a subset of B. The term AV}, denotes the volume V associated with the
b-th particle in P. Going forward, the notation (-) will be omitted for simplicity.
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Figure 2. Illustration of various particle sets a € P, with P encompassing all particles within the
domain (redrawn from [34]).

For a detailed understanding of SPH, readers are directed to the works of [46,47],
along with a comprehensive review found in [48]. Additionally, analogous integral and
discrete formulations can be developed for the gradient operator of a specific function f
as follows:

/f( (r—1/,h)dr, 9)

using the convolution theorern,

af()*W f*aw (10)

The discrete gradient is expressed in the following manner:

]

or, f(xa) = Zfrb -1, 1)V, a=1,...,N. (11)

bepP

2.2.2. Governing Equations

The fundamental equations governing the behavior of a compressible fluid are encap-
sulated by the Navier-Stokes equations. These can be expressed in terms of the continuity
and momentum equations using a Lagrangian framework as follows:

dp _
E - 7pv v, (12)

and
dv
dt
where, in this context, d represents the total or material derivative, v indicates the velocity

vector, p stands for density, P signifies pressure, I' refers to the dissipation terms, and £
denotes accelerations caused by external forces like gravity.

_—;vp+r+£ (13)

2.2.3. SPH Discretization of the Governing Equations
The mass conservation property of SPH,

dm
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where the mass is conserved exactly within a Lagrangian particle, results in a density
change due to the volumetric change of the term at the right-hand side of Equation (12).
In the SPH formalism, the discrete form of the continuity equation at point a with position
r, reads [46],

dp

m
p =Y =y VW + Da, (15)

acP  bep Pb

where W, = W(r; — 1, h) and (-),, = (), — (), The second term on the right-hand
side is indicative of a numerical diffusion term for density [49]. The discrete form of
Equation (13) in a SPH formalism reads

av

dt

= — Zmb<Pa+Pb)VWab+(r>a+f, (16)
acl beP PaPb

where a symmetric SPH operator is employed, ensuring the conservation of momentum [50]
for the pressure term, and the discrete representation of the dissipation terms is elaborated
in the dissipation terms section.

Density Diffusion Terms

Two density diffusion terms (DDT) formulations are incorporated in DualSPHysics,
serving as a high-frequency numerical noise filter that enhances the stability of the scheme
by smoothing the density and, as a result, the pressure. This improvement is crucial due to
the inherent spuriousness in pressure calculations within the weakly compressible SPH
framework, which arises from the collocated arrangement (in velocity and density) and
explicit approach (in time integration). These terms are described by the general form of,

Dy = 6he Y oy - VWi Vi, (17)
beP

where é determines the strength of the diffusion term. The term v, is derived from
the Neumann-Richtmeyer artificial dissipation. This form of artificial dissipation was
introduced by Molteni and Colagrossi [51] as,

Yo = 2(ps — pu); “ab (18)

Recently, Fourtakas et al. [52] modified Equation (18) to include the dynamic compo-
nent of the density as follows,

— (T) (F)\ _Tab
=2(P,’—P , 19

o =2(0 1) oo )
where superscripts (T) and (H) represent the total and hydrostatic components of the
density for a weakly compressible and barotropic fluid, respectively, by locally constructing
the hydrostatic pressure as,

PLSI;) = P08Zap- (20)

Although both terms exhibit inconsistencies near a truncated kernel support [49] (such
as at a free-surface or a wall boundary), resulting in a net outwards vector contribution,
the latter term enhances the behavior of pressure near wall boundaries by acting on the
dynamic pressure.

Dissipation Terms: Artificial Viscosity

An artificial diffusive term, based on the Neumann—Richtmyer artificial viscosity,
can be incorporated into the momentum equation [53] with the objective of diminishing
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oscillations and stabilizing the SPH scheme. This artificial viscosity term is included within
the SPH gradient operator on the right-hand side of Equation (16) and is given by,

Cab \ PVap-tap
— (Y 2L A4 . r
I1,, = ( %m)@w” ab Yoy <0,

0, Vab  Yap Z 0

/ (21)

where (), = W In this context, ¢ represents the numerical speed of sound, and &
is the coefficient of artificial viscosity. The parameter 7 = 0.00142, with {1 € R;ry > 17},
ensures the operator is non-singular. It is demonstrable that I, o v V?2v, where v denotes
the kinematic viscosity [46,54]. The momentum equation, augmented by artificial viscosity,

is formulated as,

dv,

dt

P,+P
=ZM(”+b+mﬁvmwﬁ (22)
acF beP LaPp

Due to its simplicity, the artificial viscosity formulation is commonly used in SPH as a
viscous dissipation term.

Dissipation Terms: Laminar Viscosity

Viscous dissipation of momentum in the laminar flow regime within DualSPHysics is
approximated according to Lo and Shao [55],

41/01',117 : VWab
VQVZV,; = my Vabs (23)
bezp <(pu +op) (g +77) )

where v represents the fluid’s kinematic viscosity. It is noteworthy that the laminar viscous
term diverges near the free-surface as elaborated in [56].

Dissipation Terms: Subparticle Scale Model

The large eddy simulation subparticle scale model (SPS) [57] as outlined by Dalrymple
and Rogers [58], utilizing Favre averaging within a weakly compressible framework, is
incorporated in DualSPHysics. The SPS stress tensor T is described in Einstein notation
across superscripts i, j as per

T = vivi — 57, (24)
modeled by an eddy viscosity closure as,

i N 2 ., .
? = 21/51)5 (Sl] — 351151]) — §C1A 51‘]'|Sl]| ) (25)

Here, vsps = [C2A]?|S"|, where Cs = 0.12 is the Smagorinsky constant, Cy = 0.0066,
A represents the initial particle spacing, and |S¥| = 1 (S7S")1/2, with S being an element
of the SPS strain tensor. This is utilized alongside the variationally consistent strain tensor.

For the pressure gradient (Equation (16)), the discrete form of the term reads [58],

1 i o\
V-, =Y m b | Viwg,. (26)
0 a bezp b ( 0aPb ab

Finally, the momentum dissipation term in DualSPHysics is expressed as

dvgrg - VW, T\
ruzzmb<( VoTap * ¥ ab >vab+2mb<a b ViW,. 27)

bep 0a +pp)(r2, + 117) bep 0app
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2.2.4. Equation of State and Compressibility

In the SPH formulation employed in DualSPHysics, density and pressure are intercon-
nected through an equation of state (EOS), which facilitates the weak compressibility of the
fluid, predicated on the numerical speed of sound [59],

-2

where y denotes the polytropic index (typically 7 for water), pg represents the reference
density, and the numerical speed of sound is determined by ¢; = \/% [60].

A numerical speed of sound c; is selected based on a typical length scale and timescale
of the domain, which permits significantly larger time steps during explicit time integration
than what would be feasible with a physical speed of sound [60]. Given ¢; = 10||V||max
where [|v||max = 1/gho and hy denotes the initial fluid height in the domain, a variation
in density of up to about 1% is typically observed. However, this should be closely
monitored, as there are exceptional scenarios in which the 1% threshold may be surpassed
and compressibility may no longer be considered ‘weak’. In such instances, the speed of
sound should be increased, leading to a consequent reduction in time step and an escalation
in computational time.

2.2.5. Time Integrators and Time Step

In DualSPHysics, two explicit time integration schemes are implemented. For brevity,
the governing equations are written as

=F;, ——=R; — =v, (29)

The time integrators are briefly introduced below.

Verlet Time Integration Scheme

Verlet schemes [61] are widely adopted in molecular dynamics for their efficiency
and the provision of a second-order accurate integration in space. Our approach utilizes a
velocity Verlet variant that eliminates the need for multiple computational steps within a
single iteration interval. Accordingly, the WCSPH variables are determined as follows:

vl = viTl L oA,

1
rg+1 = I'Z —|— Ath + EAtZFZ/,
pit! = pi ! +20tR],

Owing to the integration across a staggered time interval, the equations for density
and velocity become decoupled, potentially causing the integrated values to diverge.
Consequently, an intermediate correction step is necessitated every N steps (with N; ~ 40
being advisable) as per the following formulation:

VIl = v 4 ALF,

1
T = AN+ EAtZFZ,,
Pt = pi + ARG,

where the superscript n € N denotes the time step and t = nAt.

Symplectic Time Integration Scheme

The symplectic position Verlet time integration scheme [62] provides second-order
temporal accuracy. It is particularly well suited for Lagrangian methods, owing to its

76



Minerals 2024, 14, 407

time-reversibility and symmetry when diffusive terms are absent, thus preserving the
geometric properties. In the absence of dissipative forces, the position Verlet scheme is

given by
At
2=+ (30)
VIl = v AFFITL2, (31)
At
= 7v,§’+1. (32)

However, with the inclusion of viscous forces and the evolution of density in Dual-
SPHysics, the velocity at the (1 + 1) step becomes necessary. Consequently, a half-step
velocity Verlet method is employed to calculate the needed velocity for both the accelera-
tion and density evolution at F(r, , 1 )and R(r, . 1 ), respectively. The approach adopted in
DualSPHysics is formulated as

At

A R AT (33)
At

vi P =vi+ (34)

Vi = v+ AR T2, (35)

n+1 + Van

S e (36)

where 1"+ replaces ! in Equation (30) to remove dependency on u't, Subsequently,

the evolution of density adheres to the half time steps prescribed by the symplectic position
Verlet scheme as delineated below [63]:

41 At
a2 =ph4

S R! (37)
1

2 _ €n+§

i = — (38)

a
2+¢,

n+i
n+3 R, ?
wheree, * = T

n+s5

04

At (39)

Variable Time Step

The time integration is constrained by the Courant-Friedrichs-Lewy (CFL) condition,
which is essential in explicit time integration schemes to confine the numerical domain
within the physical domain of dependence [64],

h
Aty = min ,  At. = min (40)
a ddﬂ a cs + max [hvgpta
t s b r2,+12
At = Cepp min(Atg, Atc), (41)
where dsta denotes the magnitude of particle acceleration. The variable time step is

determined as the minimum between At ¥ and At¢, and it is constrained by the Courant
number Ccry, typically ranging from 0.1 to 0.2.
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2.2.6. Boundary Conditions

Several boundary conditions are implemented in DualSPHysics. Solid boundary
conditions are discretized by a set of boundary particles a € B that differ from the fluid
particles F. Due to the Lagrangian nature of SPH, solid boundaries can also be moved
straightforwardly according to user-defined motion.

Dynamic boundary conditions (DBC) are simply represented by fixed particles with
density computed with the continuity equation and pressure obtained from the equation of
state. Boundaries are easy to set up and computations are relatively stable and efficient,
providing a robust option for complex geometries. Validations with dam-break flows and
wave flumes have been published, and real engineering applications have been simulated
successfully [65,66]. However, an unphysical gap between the fluid and these solid bound-
aries appears when fluid approaches to the boundary, decreasing the accuracy of pressures
measured on the boundary. Therefore, a second approach is included now in DualSPHysics,
where the density of solid particles is obtained from ghost positions within the fluid domain
by linear extrapolation, described in [67]. With this second approach, the gap is avoided,
and pressures of the boundary particles in still water converge to hydrostatic.

Dynamic boundary conditions The dynamic boundary condition (DBC) represents
a solid wall using a collection of boundary particles B, where the continuity equation is
applied as described in [68]

dp
dt

m
=pp Y Ly VW, (42)
aeB beF b

while the position of these particles is updated following the equation

av

. — (imposed) (43)

VaeB

where F(imposed) denotes the force exerted on moving boundary particles by the fluid. Such
motion can be dictated by a predefined user function or by accelerations accumulated over
time. The resultant increase in density from Equation (42) leads to an augmented pressure
in the momentum equation for particle a € F, creating a repulsive force between the fluid
and boundary particles. This simplified boundary approach is especially suited for GPU
implementation, allowing for code optimization through the use of vector lists. Further
insights into this method can be found in Crespo et al. [68].

2.2.7. Particle Shifting Algorithm

The anisotropic distribution of particles introduces additional discretisation error through
the zeroth- and higher-order kernel moments (i.e., the discrete version of Equation (3)). This is
especially true in negligible or large dynamics [59] and violent flows where particles may
not maintain an isotropic distribution. In DualSPHysics, the Fickian-based particle shifting
algorithm of Lind et al. [69] is used to maintain a near isotropic particle distribution,

51, | —DsVC,, (44)

acF

where dr, is the shifting distance, VC, is the kernel gradient and D;
Ds = Ashl|vq]||At, (45)

where A; acts as a control parameter and ||v,|| represents the magnitude of velocity for
particle a [70]. A constraint based on the magnitude of particle velocity is applied to
mitigate the risk of excessive displacement and the subsequent loss of data as particles
transition across domain cells. The recommended range for A; is between one and six,
with a preferred value of two as suggested by Skillen et al. [70]. Details for calculating VC,
can be found in [34].
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2.3. DEM and DCDEM

Interactions between solids and fluids, as well as solid—solid interactions, are crucial
issues in various engineering disciplines, including coastal, offshore, maritime, and river
engineering. To address these interactions, DualSPHysics incorporates the Distributed
Contact Discrete Element Method (DCDEM) into its Smoothed Particle Hydrodynamics
(SPH) models for simulating fluid-solid interactions. This method, which calculates forces
between a fluid and solid particle pair using SPH and models solid—solid interactions
through DEM, is based on an explicit integration method and operates within the meshless
framework of DualSPHysics. This innovative approach, initially introduced by Cum-
mins and Cleary, enables the accurate representation of complex solid shapes through a
particle-based method, with the particles subjected to a rigid body constraint. With the
use of specific non-linear contact models, the system is capable of simulating a wide range
of material behaviors using three primary parameters: Poisson ratio, Young’s modulus,
and dynamic friction coefficient [71-73]. Despite its advantages, the model shares com-
mon limitations with general DEM approaches, such as potential stability issues due to
its explicit nature, high computational demands or inaccuracies in simulating extended
frictional contacts, and the risk of artificial effects in low-resolution simulations caused
by the spherical particle shapes. Nevertheless, due to its simplicity and efficiency, it finds
applications in evaluating hydrodynamic impacts on structures, assessing natural hazard
risks, and designing both floating bodies and exposed structures.

2.3.1. Method Formulation

In the framework of Smoothed Particle Hydrodynamics (SPH), the domain of the fluid
is depicted through a constellation of nodal points. These points encapsulate essential phys-
ical parameters such as position, velocity, density, and pressure, approximated based on
their spatial coordinates. Moving in sync with the fluid, adopting a Lagrangian viewpoint,
the properties of these nodes are subject to change over time, influenced by their interaction
with nearby nodes. The designation “Smoothed Particle Hydrodynamics” stems from
the notion that these nodes essentially mirror the mass of a fluid segment, thereby being
termed “particles”, and the smoothing over of their motion, ignoring individual rotational
dynamics. This methodology is underpinned by the principles of integral interpolation
theory [46]. An effective transition from a continuous integral representation to a discrete
set of Lagrangian points is achieved through meticulous discretization:

J

known as the summation approximation, is applied across all particles j, for which the
distance |r;;| = |r; — rj| does not exceed the smoothing length /. Here, V; represents the
volume associated with particle j, A; denotes the variable being estimated at particle i,
and W stands for the kernel, or weight, function. This approach indicates that achieving
first-order consistency—wherein the kernel’s estimation precisely replicates a linear poly-
nomial function—is not guaranteed. The limitation that arises due to the intrinsic errors
linked to the discretized representation

Y ViW (x5, h) =~ 1, (47)

i
can become significant, especially near open boundaries or areas of discontinuity where the
kernel W fails to maintain compact support. To address this, corrections such as Shepard’s
method and Moving Least Squares (MLS) are often applied. Following the approach by

Colagrossi and Landrini [74], spatial derivatives are determined through the gradient of
the kernel. In this study, a Quintic kernel, as proposed by Wendland [44], is utilized:

4
Wy h) =ap(1-1) (29+1), 0<q<2, (48)
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where g = |r;j/h| and ap = 21/167h> for a 3D case.

2.3.2. Discretization of Rigid Body Equations and Contact Forces with DCDEM

In accordance with the original concept proposed by Koshizuka et al. [75], a rigid
entity, denoted as I, is modeled utilizing a group of particles. These particles are arranged
such that their relative positions do not alter, effectively allowing the volume of I to be
represented by this particle ensemble. For ease of reference, this assembly is also labeled
as 1. These particles are subject to a unique set of equations distinct from those applied to
conventional SPH particles. The dynamics of the rigid body are characterized by Newton’s
laws, and the process of discretization is achieved by summing up the individual count

dV[ de
Mi——= =Y m—=, (49)
dt o at
dﬂ[ . de
117 = ka(rk —R) x T (50)

kel

where the rigid body I is characterized by its mass M;j, velocity Vj, inertia tensor Ij,
angular velocity (), and center of mass R. These vectorial properties are recalculated at
each time step. The force per unit mass acting on a particle k within the particle ensemble
that constitutes I is represented by %, where my signifies the mass of the particle k.
This force integrates various effects including body forces such as gravity, fluid resistance,
and the normal or frictional forces experienced during interactions with other solids.

As such, the term mk% can encompass a range of force types: interactions with fluid
particles are governed by the fluid momentum equation, while interactions with solid
particles are determined by additional derived forces. This cumulative approach to force
calculation facilitates a seamless integration of solid and fluid dynamics.

Utilizing Equation (16) directly for the evaluation of local interactions between fluid
and solid phases facilitates the incorporation of a viscous framework, thus providing
a mechanism for viscous drag closure [76]. This model operates under the concept
of Dynamic Boundary Conditions [68], and it adheres to the specifications outlined in
Equations (49) and (50), without the need for any arbitrary, ad hoc adjustments. The dynam-
ics are fully derived from the fundamental, particle-specific solutions of Equations (49) and (50).
However, this formulation’s challenge lies in the propensity to overestimate density [77,78],
a phenomenon linked to an entropy increase at the interface. This leads to an expansion in
the spacing between fluid and solid particles due to the exerted pressure gradient force,
thereby disrupting the accuracy of viscous force calculations at that interface [74]. The ad-
dition of the J-SPH diffusive term within Equation (15) is suggested as a remedy, enabling
an ostensibly precise density estimation at the interface [76].

In the scenario where two particles, either part of a boundary or a rigid body, interact,
they exhibit dynamics governed by the Discrete Element Method (DEM). The resultant
contact force F! on particle i, due to a collision with particle j, is analyzed into F, and
F;, which correspond to the normal and tangential force components, respectively. These
components are further subdivided into a repulsion force F, generated by the material’s
deformation, and a damping force F, aimed at energy dissipation throughout the defor-
mation process. The mechanics of DEM interactions between two particles are visually
demonstrated in Figure 3.
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y —

Figure 3. Scheme of DEM mechanism. Left—normal interaction; right—tangential interaction.
(Redrawn from [71]).

The normal forces are given by a modified, non-linear, Hertzian model [72,79]
F,;j=F,+Fi = kn,ij5?j/zeij - ’Yn,ij5l-1j/45ijeij, (51)

where the stiffness constant for the interacting pair ij is k;, ;;, and the particle overlap 6;; =
max (0, (d; +d;)/2 — |r;j|) approximates material deformation. The unit vector between
the centers of mass of the particles is denoted as e;j, with the rate of normal deformation
given by 4;j = vj; - ¢;j, and the damping constant is 1y, ;. This non-linear formulation helps
mitigate some of the limitations inherent in using constant restitution coefficients and fixed
contact durations for particle pairs, effectively capturing more physically representative
behaviors for a broad spectrum of contacts [80]. The stiffness and damping constants are

given by
4 /
kn,ij = —EE* V R*,‘ ’)/Vl,ij = Cn 6 M*E* V R*, (52)

with C,, of the order of 10~° [81]. The other parameters are given by

1 1—1/% 1—1/% rit;
= ; Rf = —1—; 53
E* Ep + E] rl-—f—r]- (53)
L (54)
m1+m]'

where E is the Young modulus, v is the Poisson ratio, and m is the mass of the body.

For tangential interactions among particles, friction is depicted through a linear dash-
pot model, limited by the Coulomb friction law’s maximum force, which is defined by the
kinetic friction coefficient j1¢. This linear methodology represents a compromise between
the fidelity of the model and its computational feasibility. While more elaborate models
yield better performance for specific situations, such as rolling friction, their effectiveness
is generally limited in broad application scenarios. A sigmoidal function modifies the
Coulomb law to ensure continuity at the origin concerning tangential velocity, smoothing
the transition and enhancing the model’s realism [82]:

Fyij = min(pg 7F, i fanh(g‘;fj)efj - (Fj + FY), (55)

where
[ Ff = kyijolhel — viiidlels. (56)
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The model employs a penalty method to replicate the mechanisms of static and
dynamic friction. Rather than allowing the body to adhere statically at the point of contact,
it is governed by a spring-damper mechanism. With the premise that the time scales for
normal and tangential contacts are identical, ref. [83] established that the tangential stiffness
could be calculated as k; = 2k,,. To adequately reflect the time scale of rigid contacts and
maintain the system within its stability region, an additional component is required to be
incorporated into the dynamic equation as indicated by [81]:

[ [k
At = — ~ . 7
DEM = Min < 50 \/ my; ) (57)

This class of DEM model is refereed to as a ‘soft sphere’ approach since it depends on
the particle overlap to deform the spring-damper system. This formulation provides a force
estimate particle-wise which, coupled with the rigid body idea, allows the generalization of
the geometry by not requiring information on normal directions or other forms of topology,
solving for arbitrarily complex geometries by resolving the local interactions.

3. Materials and Methods

This study endeavors to apply the Discrete Element Method (DEM) for the simulation
of the grinding media and Smoothed Particle Hydrodynamics (SPH) for the simulation
of the slurry. Experiments are performed with the use of copper ore. The experiments
consist of 3 stages: calibration of the behavior of the balls; calibration of the dry milling;
and calibration of the wet milling. Experiments are recorded with the high-speed camera
and then processed with computer vision methods. The simulations are performed with
the open-source DualSPHysics simulation frameworks, which consist of a set of C++ and
CUDA code, enabling fast simulation using GPU.

3.1. Experimental Setup

The experimental test stand consists of the laboratory scale ball mill with exchangeable
drums (Figure 4). In the experiments, 3 different mill drum diameters are used, with ex-
ternal diameters of 300, 400, and 500 mm. The internal diameter of each drum is 8 mm
smaller. The laboratory mill is equipped with a transparent wall, allowing for the real-time
recording of the milling process. This setup is crucial for the subsequent computer vision
analysis. The recordings are made with a speed of 300 fps with a Phantom v2512 camera.

Figure 4. Ball mill with different drum sizes.

3.2. Copper Ore and Its Slurry Properties

The copper ore tested exhibits a density of 2194.93 + 98.51 kg/m?, with the dominant
grain size (dgg) being approximately 1 mm. This section delves into the critical aspect of
viscosity related to the ore and its slurry, presenting it in a manner that aims to be accessible
to a diverse audience while retaining the precision expected in scientific discourse.
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3.3. Viscosity

Absolute Viscosity: This is measured in poiseuille (P1), which is equivalent to kg m s~

or Newton-second per square meter (N s m~2). It represents the internal friction within a
fluid [84].

Kinematic Viscosity: Unlike absolute viscosity, kinematic viscosity does not have
a named SI unit and is expressed in square meters per second (m?s~1!). It is obtained by
dividing the absolute viscosity by the fluid’s density, v = %, where vy, is the kinematic viscosity,
u is the absolute viscosity, and p is the density of the fluid [84]. It is noteworthy that while the
viscosity of gases increases with temperature, the opposite is true for liquids [84].

3.4. Application to Copper Ore Slurry

The slurry used for model calibration presented a density of 1400 kg/ m®. The density
was approximated by mixing ore and water based on their known densities, aiming for a
reproducible method suitable for industrial scaling, with adjustments made to acknowledge
that achieving an exact density is challenging but the target density is closely approximated
through direct mixing in specific proportions. Experiments measured the slurry’s viscosity
across different densities and milling times, utilizing a viscometer AMETEK Brookfield

(Figure 5).

G}mﬂl"!m
AMETEK'

Figure 5. Viscosity measurement of copper ore slurry.

A Random Forest Regressor model was developed to predict the absolute viscosity, v,,
in Pascal-seconds (Pa - s), considering milling time and density as variables. The model,
demonstrating an R-squared value of 0.8402, indicates a good fit to the data and reliable
prediction capabilities.

For a specific test scenario with a slurry density of 1400 kg/m® and a milling time of
15 min, the model predicted an absolute viscosity of approximately 0.01134 Pa - s. This
provided a realistic prediction of resistance to flow within the slurry.

The kinematic viscosity v for the copper ore slurry was then calculated by dividing
the absolute viscosity by the slurry’s density. Given a predicted absolute viscosity of
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0.01134 Pa - s and a slurry density of 1400 kg/m?, the kinematic viscosity of the copper ore
slurry was calculated as:

001134

~ —6,2
= 400 8.10 x 107 °m~ /s

This positive value of kinematic viscosity reflects the material’s resistance to flow and
is indicative of the slurry’s physical behavior under the given conditions.

3.5. Grinding Media

The grinding media utilized in our experimental setup consisted of steel balls with
a makeup diameter of 35 mm. These balls were selected for their uniformity in size
and a precisely measured density of 7800.92 + 55.41 kg/m°. To ensure a comprehensive
understanding of different load behaviors and to enhance the model’s adaptability to
various grinding media size distributions, we employed a range of ball sizes from 15 mm
to 35 mm, with each size differing by 5 mm. The selection of ball sizes was specifically
tailored to the drum size utilized in the experiments: for a 500 mm drum, ball sizes ranged
from 25 to 35 mm; for a 400 mm drum, from 20 to 35 mm; and for a 300 mm drum, from 15
to 35 mm.

The distribution of steel ball sizes was determined based on the Bond equilibrium
state as described by the equation [85,86]:

()

e  yrepresents the percentage of the total equilibrium charge that passes a given size x
(mm);
* B denotes the makeup/recharge size of the balls (mm).

where we have the following;:

3.6. Operational Parameters

The milling operations were conducted with a filling degree of 0.5, wherein 60% of
the filled mill’s volume was occupied by steel balls, translating to 30% of the mill’s total
volume given the dynamic nature of milling and the fact that in practice, only 50% of the
mill’s internal volume is effectively utilized for the balls and the material being milled.
The remainder of the volume was considered void space between the balls for calibration
purposes in the first step. In dry milling configurations, this void space was filled with ore,
while for wet milling, a mixture of water and ore was utilized to achieve the desired slurry
density. The selection of the quantity of balls of specific sizes was determined based on the
equations detailed in the paper [85]. Figure 6 shows an example of the mill filling in the
form of material and grinding media-balls.

Figure 6. Sample ball and ore load.
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The rotational velocity of the mill was set to 30% of the critical speed, a value cal-
culated specifically for each experiment to accurately represent the dynamics of the load
within the mill drum. It is crucial to note that while the speed was maintained at 30%
of the critical speed for all tests, the nominal speed in RPM varied according to the mill
diameter: 24.8, 21.1, and 18.7 RPM for diameters of 300, 400, and 500 mm, respectively. This
approach ensured that the desired material behavior was achieved without the material
being excessively lifted or failing to descend the "slope" created by the grinding media.
Achieving consistent behavior across different mill sizes and speed settings, akin to the
material’s real-world response at 30% of the critical speed, served as an additional layer of
validation. The critical speed marks the threshold at which the centrifugal forces acting on
the balls equal the gravitational forces, ensuring that the grinding media are carried around
in a fixed movement pattern without dropping, a condition essential for efficient grinding.

The critical speed (N;) in revolutions per minute (RPM) was derived from the balance
of gravitational and centrifugal forces, and is given by the formula [87]:

1 /g
NC_E R—rX60

e  gis the acceleration due to gravity (9.81m/s?);
. R is the radius of the mill (in meters);
e ris the radius of the balls (in meters).

where we have the following;:

This formula is derived from setting the centrifugal force equal to the gravitational
force acting on a ball within the mill. This equilibrium point is crucial for determining the
optimal operating speed of the mill to ensure the grinding media are the most effective.
The value was calculated for the average ball diameter in the load for each experiment.

For all experiments, the mill drums were equipped with eight 5 mm lifters evenly
spaced along the interior surface of the drum. This setup was designed to ensure uniform
distribution of the grinding media and the material being milled, optimizing the milling
efficiency and reproducibility of the results.

The grain composition of the ground ore was standardized, and all experiments were
conducted on ore with a grain size below 2 mm, with a d80 grain size of 0.876 mm.

3.7. Computer Vision Analysis

This section details the methodologies applied in analyzing the dynamic angle of
repose and the slurry surface position in milling operations through computer vision.
The analysis encompasses three scenarios: operations with balls only, dry milling, and wet
milling. Each scenario incorporates a blend of image processing techniques and machine
learning models to gain insights into the efficiency of the milling process.

Prior to analysis, all scenarios necessitate image pre-processing, which involves load-
ing video, sampling frames at regular intervals. These frames undergo several processing
steps using the OpenCV Python library, including mill outline detection via the Hough
Circle Transform (Figure 7), centering frames, resizing to match actual dimensions, and ap-
plying a mask to obscure everything outside the mill (Figure 8), focusing only on the drum’s
internal part.
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Figure 7. Detection of the mill outline (example mill 500 mm).

0

100

N
o
o

w
o
o

Y coordinates (mm)

B
o
o

100 200 300 400 500
X coordinates (mm)

Figure 8. Masked, centered and resized image (example mill 500 mm).

For each recording, a set of 100 frames with equal time step between them is used.

3.7.1. Only Balls

This analysis utilizes the Segment Anything Model (SAM) developed by Meta, a pre-
trained Al model specializing in segmenting images and applying masks [88]. The method-
ology unfolds as follows:

1. Ball Detection and Mask Generation: Utilize the SamAutomaticMaskGenerator from
the SAM library to produce masks for the detected balls (Figure 9).
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Figure 9. Masks detected with SAM (example mill 500 mm).

2.  Heatmap Generation and Processing: Generate a heatmap from accumulated bi-
nary masks to pinpoint regions with frequent ball presence. Then, to the heatmap,
thresholding is applied, and finally the image is smoothed with the smoothing kernel
(Figure 10).

Figure 10. Processing of binary images of mill recording with only balls inside (example mill
500 mm); 1—created set of binary images from detected masks, 2—heatmap created from binary
images, 3—heatmap after thresholding, 4—final image after smoothing.

87



Minerals 2024, 14, 407

3. Top Edge Detection and Angle Calculation: Then processed image is used to detect
highest position of the white pixel, and a set of y coordinates for each x coordinate
is extracted from the image. Dynamic angle of repose is obtained through linear
regression, employing the scikit-learn Python library. Linear regression is performed
on the points starting from the 60 mm to the right from the highest detected point, so
the most linear part of the repose surface would be analyzed (Figure 11).
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Figure 11. Detected highest position in the Y direction and line fitted with linear regression to
the points.

4. Visualization and Output: Display the line obtained from the calculated dynamic
angle of repose for debugging and threshold adjustment purposes (Figure 12).
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Figure 12. Visualization of detected line over one of the frames from recording (example mill 500 mm).
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3.7.2. Dry Milling

This approach differs in the initial detection and isolation of the mill load area and the
creation of binary images, reflecting the complexity of processing mixed loads (Figure 13).
The difference in this approach is presented in the way that here, thresholding is directly
used on the preprocessed image to generate binary images for further analysis.

Figure 13. Processing of binary images of mill recording of dry milling (example mill 500 mm);
1—created set of binary images from detected masks, 2—heatmap created from binary images,
3—heatmap after thresholding, 4—final image after smoothing.

3.7.3. Wet Milling

Wet milling operations present unique challenges, making computer vision models
unsuitable for extracting the mill load area. Consequently, an interactive GUI interface was
developed to address these obstacles. The load, barely visible through the slurry-covered
transparent wall, necessitates a procedure combining manual point selection with curve
fitting techniques. In this scenario, the top surface of the liquid is analyzed rather than
measuring the angle of repose.

Because of the obstacles described before, only the recording of the mill with the
biggest drum was suitable for the calibration of the wet milling. The medium and small
size drums did not provided enough valuable data to process them the same way:.

During milling experiments, the observation was made that when ball load is under
the slurry, the whole transparent wall area is equally covered with the slurry and nothing
is visible, but when balls appear over the slurry surface, they start to wipe off parts of the
slurry from the transparent wall. This phenomenon was manually caught to measure the
approximate location of the slurry surface.

1.  Manual Point Selection: Conduct a manual analysis using a custom interface to select
points delineating the wet load’s boundary (Figure 14).
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Figure 14. GUI interface (example mill 500 mm).

2. Data Preparation and Correction: Prepare and correct the selected points for the
analysis coordinate system, emphasizing accuracy verification.

3. Curve Fitting and Analysis: Perform curve fitting to model the load’s boundary,
calculate the fit's parameters, and evaluate the fit’s uncertainty.

4.  Visualization and Interpretation: Display the fitted curve alongside the original data
points and confidence interval bounds.

This methodology distinctively blends manual interaction and statistical modeling
to analyze wet milling dynamics, utilizing tools such as OpenCV, matplotlib, pandas,
and scipy for thorough data management and analysis.

3.8. DualSPHysics Simulation

Simulation in DualSPHysics is set up by defining XML file. Files contain a few
important parts, such as the constants definition, parameter definition, geometry definition,
movement definition, and definition of the material parameters. Constants and parameters
needed to run the simulation are shown below (Table 1 shows the material parameters,
and Table 2 shows the simulation settings).

Parameters were selected by varied trial-and-error testing to achieve the stability of
the simulation for this specific use case and scale. Material properties for each “bound”
(boundary) and “float” (free moving body) were set as steel with a Poisson ratio of 0.29 and
Young modulus of 1-10® Pa. The Young modulus was reduced to achieve more efficient
simulation times. The decrease in the Young modulus was balanced by further calibration.
Due to DEM calculations in the simulation, a fixed time step was used because it was
observed to provide the best stability and fewest errors during calculations.
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Table 1. Material parameters and constants in simulation.

Constant Value Description
Lattice 1 (bound), 2 (fluid) Type of lattice to create initial particles
Gravity z=-9.81 Gravitational acceleration, m/s?
Reference Density (op) 1400.0 Reference density of the fluid, kg/ m3
Density Gradient Rho0 Initial density gradient method
HSWL 0.8 (dry), Auto (wet) Max still water level for sound speed calculation.
v 7 (default) Polytropic constant for water
System Speed Auto Max system speed for calculations
Coef. of Sound 20 (default) Coefficient to multiply system speed
Sound Speed Auto Speed of sound in the simulation
Coef. h 0.15 (dry) 0.8 (wet) Coefficient for smoothing length calculation
CFL Number 0.2 Coefficient to multiply dt

Table 2. Parameters and settings of the simulation process.
Parameter Value Description
SavePosDouble 0 (default) Precision for saving particle position
Boundary DBC Boundary method used
Step Algorithm Verlet Step algorithm for integration
Verlet Steps 40 (default) Steps for Eulerian equations in Verlet
Kernel Wendland Interaction kernel type
Visco Treatment Artificial Viscosity formulation
Viscosity (v) 81-107° Viscosity value m?2/s
Visco Bound Factor 0.1 Multiplier for boundary viscosity
Density Diffusion Term Fourtakas Method for density diffusion
DDT Value 0.1 (default) Value for density diffusion term
Shifting Full Shifting mode for corrections
Shift Coef —2 (default) Coefficient for shifting computation
Shift TFS 2.75 (default) Threshold to detect free surface
Rigid Algorithm DEM Algorithm for rigid body dynamics
DtFixed 1-107%s Fixed time step value, s
DtAllParticles 1 Inclusion of particles for DT calc.
TimeOut 0.01s Time out for data output, s
PartsOutMax 1% Max fluid particles out of domain
RhopOutMin 700 kg/m3 Minimum valid density
RhopOutMax 2000 kg /m?3 Maximum valid density

3.8.1. Geometry Definition

Geometry in the simulation environment has to be defined also in the XML script.
Simplified geometry was used to represent the mill and lifters. The mill was defined as a
cylinder, and lifters as boxes with proper dimensions. The resolution of discrete particles
was defined as 0.005 m. It is the distance between discrete particles, representing all bodies
and liquids in the simulation. To resolve the problem of sphere and liquid packing in the
limited space in the initial state of the simulation, the mill was modeled as a long cylinder

(Figure 15).

Script in Python was developed to generate the particles and liquid in such a way that
they would not overlap anything else and not cause errors when populating the geometry

with discrete particles.

One of the mill walls was defined as a moving part that, during the first 2 s of the
simulation, pushed all of the load into the final volume of the mill, representing the real
volume of the laboratory mill used in experiments. Those first 2 s of the simulation were not
taken into account during any analysis. Each simulation had 12 s (2 s for wall movement
and 10 s of normal mill work).
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Figure 15. Geometry generation with balls and liquid generation.

The geometry is defined through a range of points creating a bounded area and specific
shapes like cylinders and boxes to represent the physical environment and objects within
the simulation. The point reference serves as the origin, while ‘pointmin” and “pointmax’
define the extents of the simulation domain. Objects are created using commands like
‘drawcylinder’ and ‘drawbox’, with various attributes such as radius, size, and orientation
(through rotation angles) to model the simulation environment accurately.

Motion is applied to objects using the ‘<motion>" section, specifying the type of
movement (rotational and rectilinear), its duration, speed, and direction. For instance,
rotational movement is defined with an angular velocity around a specified axis, while
rectilinear motion specifies velocity in the XYZ coordinates. These motions can be applied
to different objects, such as a rotating drum or a vertically moving piston, to simulate
dynamic interactions within the fluid. Appropriate rotational speed was applied for each
case to reflect the real rotational speed from experiments. An example of the movement of
objects inside the mill is shown in Figure 16.

Figure 16. Movement of the mill wall like a piston.

3.8.2. Data Extraction

After each simulation, data about ball positions were extracted (Figure 17 (left)) for
the sampled time steps. Due to the use of the same lifter heights for all diameters, for the
smallest mill diameter, there was a single ball lifter higher than the others on dropped
down; this produced the balls seen in the air. For that reason, the heatmap (Figure 17
(right)) showing the most frequent position of the ball charge was created to decrease the
impact of those lifted balls on the overall measurement of the angle. This phenomenon
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occurred in the recordings and simulation, so the same further analysis flow was used for
comparable results.

Figure 17. Spheres position in the simulation (example mill 300 mm) extracted and saved as binary
image (on the left) heatmap generated from the images (on the right).

Additionally, for wet milling simulations, additional data about water elevation were
extracted. The data were extracted from the plane in the middle of the mill parallel to
the front and back walls. The data represented the highest coordinate vertical for each
horizontal coordinate on the plane. Due to the discretization of the liquid and representing
it with low resolution, there were a lot of outliers. To clean the data and make them more
uniform, and reduce the recording of the splashed liquid into the air or the lack of liquid
height, because of the low resolution and space occupied in the plane by the steel balls,
for each horizontal coordinate (x), the medial position and Q3 were calculated, and only
points between those values were taken into account in further curve fitting. Similar to the
recording quadratic equation curve approach, a 95% confidence interval was calculated.
Figure 18 shows the final load on the mill space after the data extraction process.

3.4e+00

Vel Magnitude

E 97¢03

Figure 18. Load in the final space in the mill in simulation, vel (m/s).
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3.9. Calibration

For both cases without liquid, only balls with a non-iterative approach were chosen.
The behavior of DEM bodies (floats) was modified by changing two parameters: the
coefficient of restitution and the coefficient of kinetic friction. Due to the instability of
the simulation with higher values, the friction coefficient was explored in the range of
0.3-0.7 and the coefficient of restitution in the range of 0.3—-0.55. For each iteration, three
simulations with three different mill diameters were performed, and the obtained angles of
repose were compared to the ones extracted from the image processing. The sum of square
errors (SES) was recorded for each iteration. The ball calibration data from the first six
iterations and coefficients and SSE combinations were used to interpolate values between
the points. Then, the calibration algorithm was such that the following combination of
coefficients tested would be a combination of the coefficients that gave the lowest SSE in
the interpolated space. The algorithm was stopped when the three following combinations
did not provide a better outcome than the previous combination.

The entire sets of data thus measured angles from simulations from ball calibration
were still valuable for calibrating the balls with ore because the ore was not simulated
separately; the contact parameters were planned to adjust for the different load behaviors
represented by the steel balls. All obtained angles were compared to the ones measured from
dry milling recordings to obtain the initial interpolated response surface. The algorithm
was later the same. We explored combinations that lowered SSE until three subsequent
tests did not give the best result.

As mentioned previously, wet milling recordings were taken into account only from
the biggest diameter, so wet milling simulations were also performed only on the 500 mm
diameter. Calibration of the liquid also required adjusting kernel parameters or viscosity.
The behavior of the liquid is satisfying if both curves fit to the liquid surface for the
recording and the simulation fits inside each other’s 95% confidence intervals.

4. Results

The measured dynamic angles of repose for recordings of the ball inside the drum
are 43.25, 42.15, and 40.35 degrees for 300, 400, and 500 mm, respectively. The dynamic
angles recorded during dry milling processes were found to be 54.24 degrees for a 300 mm
measurement, 41.97 degrees for 400 mm, and 47.67 degrees for 500 mm, respectively. Those
values are less accurate due to the more challenging extraction of the area of the load in the
recording and the reflections on the wall, which this method was not resistant to. The curve
fitted to the data from the wet milling recording is presented below, in Figure 19.
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Figure 19. Points of the slurry surface detected with the GUI, fitted curve, and 95% confidence interval.
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Calibration of the ball behavior started with six initial measurements of angles for
each diameter in the simulation (3 x 6 = 18 initial simulations). New local minimums
were discovered until the 10th iteration, after which no new better combination was
found. The final parameters for simulation balls were coefficient of restitution = 0.390 and
coefficient of kinetic friction = 0.496. In total, 13 iterations resulting in 39 simulations were
performed to achieve those results. The results of the ball behavior calibration, as illustrated
in Figure 20, are presented through heatmaps depicting the calibration process of ball
behavior in a milling environment. These maps elucidate the relationship between two
critical parameters: the coefficient of restitution and the coefficient of kinetic friction, across
a color gradient that represents the sum of squared errors (SSE). Specifically, the x-axis
details the coefficient of restitution, which quantifies the elasticity of collisions, and the
y-axis corresponds to the coefficient of kinetic friction, which measures the resistance
to motion. Contour lines represent constant SSE values, with the color gradient from
green to red indicating ascending SSE values, thus reflecting the fidelity of the simulation
parameters to the experimental observations. The optimal parameters are marked and
exhibit the lowest SSE, pointing to the most accurate simulation values determined through
the iterative calibration process.
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Figure 20. Calibration of balls behavior.

For the calibration of the dry milling, all resulting angles were considered to calculate
the initial response surface with the new SSE value. In this case, the 12th iteration from
the previous calibration resulted in the best result and lowest SSE. Three possible local
minima were explored; none gave better results than the previous best combination from
the 12th iteration. Thus, the selected parameters were as follows: coefficient of restitution
0.385 and coefficient of kinetic friction 0.482. Those parameters are less accurate because
the recording’s measurement of the load’s angle of repose is less precise. The dry milling
calibration results are shown in Figure 21, similar to the previous case, as a heatmap.
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Figure 21. Calibration of dry milling.
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The extracted water elevation points for all timesteps, cleaned as described before, are

presented in Figure 22.
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Figure 22. Points of the slurry surface extracted from the simulation, with fitted curve and 95%

confidence interval.

When comparing these data to the data extracted from the recording (Figure 23), we
can see that the fitted curves fit inside each other’s confidence intervals, thus signifying
that by just adjusting the fluid’s density and viscosity to realistic values, we obtained a nice
match in the behavior of the simulated slurry.

96



Minerals 2024, 14, 407

Experimental Points

—— Fitted Curve (EXP)

200 A 95% Confidence Interval (EXP)
Simulation Points

—— Fitted Curve (SIM)

1004 E,'.J'»; . 95% Confidence Interval (SIM)
€
E o0
>
~1001 it 'ms{ “
8 :.34
~200 1

—200 ~100 0 100 200
X [mm]

Figure 23. Comparison of the data from recording and simulation for wet milling calibration.

5. Discussion

This section delves into our study’s sophisticated methods and significant insights,
spotlighting the role of integrating cutting-edge computer vision with DEM-SPH techniques
in enhancing the calibration of digital twins for lab ball mills. We aim to highlight the
breakthroughs and future possibilities that this research opens up.

5.1. Embracing Advanced Computer Vision

Our work takes a giant leap forward by incorporating the latest computer vision
technology, such as Meta’s SAM model, to automate data gathering. This innovation allows
us to precisely track and analyze how the ball mill operates under different conditions by
looking at the dynamic angle of repose and monitoring the slurry surface. These detailed
observations are crucial for fine-tuning the digital twin of the mill. However, we also
encountered some hurdles, especially with the limited visibility in wet milling scenarios,
pointing to a need for refining these techniques or finding new ways to gather data on such
complex systems.

5.2. Advancing DEM-SPH Calibration

In refining the calibration process, we integrated DEM simulations for the grinding
media with SPH models for the slurry flow, showcasing the challenge of capturing milling
actions accurately. The careful adjustments of the restitution and friction coefficients in the
calibration process underscore the importance of these parameters in mimicking the mill’s
real-world behavior. Our efforts in fine-tuning these aspects demonstrate the potential of
this method in improving simulation precision, especially for copper ore milling, despite
the limitations in measuring dry milling conditions and the promising yet challenging
calibration of wet milling.

5.3. The Road Ahead for Digital Twin Calibration

Future work should enhance these calibration techniques to encapsulate the full
complexity of industrial milling operations under various conditions. This might include
new data collection methods and applying advanced technologies like Al to fine-tune model
parameters. Achieving a robust calibration is crucial for harnessing the full predictive
power of this approach.
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5.4. Leveraging Digital Twins for Milling Efficiency

Our research underscores the transformative potential of calibrated digital twins in
milling optimization, particularly for copper ore processing. By accurately simulating
milling dynamics, we can explore how different operational settings affect efficiency and
energy consumption without requiring extensive physical experiments. This opens up
possibilities for designing more energy-efficient milling processes, marking a significant
step forward for the mineral processing industry.

5.5. Exploring New Research Avenues

The findings also point to several promising areas for future research. Enhancing
computer vision for better data accuracy in wet milling, understanding the long-term
benefits of digital twin integration on process efficiency, equipment lifespan, and energy
consumption, and conducting further experimental and simulation studies to explore the
effects of milling parameters are all critical for realizing the full potential of this innovative
approach. This work lays a solid foundation for the ongoing refinement of, and significant
advancements in, process optimization.

6. Conclusions

This study presents a comprehensive methodology for calibrating the digital twin
of a laboratory ball mill, emphasizing the milling of copper ore through the integration
of advanced computer vision techniques and the coupling of DEM (Discrete Element
Method) with SPH (Smoothed Particle Hydrodynamics) simulations. The calibration
process involved meticulously examining the mill’s behavior under various operational
scenarios, including dry and wet milling, facilitated by state-of-the-art image processing
and the robust DualSPHysics framework. The following conclusions can be drawn from
the research conducted:

¢  Enhanced Calibration Precision: Integrating computer vision for data extraction and
applying DEM-SPH simulations for various milling scenarios significantly improved
the accuracy of the digital twin’s behavior compared to actual mill operations. This en-
hanced precision is pivotal for optimizing milling strategies, leading to more efficient
processing and energy utilization.

*  Optimization of Milling Processes: The calibrated digital twin provides a powerful
tool for understanding and optimizing the grinding process. By accurately simulating
the dynamics of the grinding media and slurry, the study paves the way for developing
milling processes that are energy efficient and capable of producing high-quality
milled products. This optimization potential extends beyond copper ore milling to
other materials and milling environments.

*  Future Research and Applications: While the current study focuses on copper ore
milling, the methodology developed has broader applications. Future research can
extend this approach to other milling operations, materials, and industrial processes.
Additionally, the integration of further advancements in computer vision and machine
learning could automate and refine the calibration process, making digital twins even
more accurate and valuable across various sectors.

*  Contribution to Sustainable Practices: By enabling the optimization of milling op-
erations for energy efficiency and material usage, the study contributes to more
sustainable industrial practices. Simulating and predicting the outcomes of various
operational parameters without the need for extensive physical testing conserves
resources reduces the environmental footprint of mineral processing industries.

In conclusion, this study successfully demonstrates the viability and benefits of cali-
brating a digital twin for a laboratory ball mill using the novel integration of computer vision
and DEM-SPH simulations. The insights gained and the methodology developed contribute
significantly to mineral processing and digital twin technology, offering a promising avenue
for future advancements in industrial milling operations and beyond. The calibrated digital
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twin is a testament to the potential of combining traditional engineering with cutting-edge
technology to solve complex challenges in mineral processing and material science.
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Abstract: Graphite, which is a key anode material for LIB, needs to have a high tap
density (d) to reach a high volumetric energy density. Since d; is directly correlated with
particle size, particle size distribution, and particle shape, it can usually be improved by
optimized grinding. So, determining the ideal grinding time by modeling the change
in d; over grinding time can yield substantial benefits like time, energy, and economy.
However, the grinding time-dependent d; modeling of graphite has never been reported
before. Therefore, in this study, the relationship between the measured d; values and
grinding times of graphite particles by a vibrating disc mill (VDM) was investigated.
Then, the empirical time-dependent d; models were established with high R? values. The
experimental and predicted d; values were found to be close to each other. Among all
tested fitting models, the exponential model (d; = ae~?) was found to be the best-fitting
model, having the highest R? and lowest error values. This approach provides guidance in
the powder flow and processing of ground mineral materials, in the preparation processes
of high-density graphite LIB anode material, as well as in graphite grinding in other mills
in the industry, as well as in different electrode materials.

Keywords: tap density; graphite; modeling; degree of sphericity; vibratory disc mill;
LIB anode

1. Introduction

Since the development of energy storage technologies for the transportation industry
is of great importance, considering fluctuating oil costs, concerns about the negative
impact of hydrocarbon emissions on global climate change, and energy security, modern
batteries, which power everything from electric cars to mobile phones, have completely
transformed our lives. In other words, lithium-ion batteries (LIBs), the most widely used
battery chemistry for electric vehicles, personal electronics, and large-scale (grid) storage,
are leading the current global shift towards renewable energy [1]. Therefore, research has
focused on increasing the capacity and energy density of LIBs for use in hybrid electric
vehicles (HEVs), plug-in HEVs, and fully electric vehicles.

However, characterizing and improving batteries for increased longevity and perfor-
mance continues to present challenges. This calls for a more thorough comprehension
of the characteristics of battery materials under progressively harsher operating circum-
stances [2,3]. Run time, safety, cycle life, power, energy density, and cost are the main
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performance characteristics of a battery that are determined by the materials that make up
the cathode, anode, separator, and electrolyte. Particularly, a battery’s volumetric energy
density is an important factor to consider. Every day, researchers are doing extensive work
to increase the energy density and power in LIBs since energy storage capacity is crucial for
the LIB market. Because LIB is thought to be the best option as it offers the highest energy
density of practical rechargeable batteries [4].

In this context, although there are many alternatives to LIB cathode material, graphite
is the most widely used anode active material today and is, therefore, indispensable [3,5].
For example, a Tesla Model S, the most common EV, is known to use around 56 kg of
graphite [1]. In addition, graphite is one of the critical raw materials that developed
countries such as China, the EU, and the USA care about [6]. The growing emphasis on
sustainability and environmental impact is expected to lead to a rise in the use of natural
graphite because of its long cycle life, high energy density, and power density. Particularly,
it has a long lifespan because of its layered crystal structure, which is perfect for the
reversible intercalation of lithium ions and excellent electrical conductivity [1].

High specific capacity and high tap density (d¢) electrode materials are required for
LIBs with high power densities [7]. In this context, d;, which is a significant physical
property of LIB anode material and influences the energy density of a LIB [4], is crucial
insofar as it increases the electrodes’ packing density to store more energy with the same
volume [8]. Therefore, increasing the sphericity and d; of the graphite particles is important
for improving their volumetric energy density [9]. Thus, it can be used to provide a deeper
comprehension of the physical characteristics of powder samples in practical applications
to assess powder quality and product performance. When evaluating a powder’s flow
characteristics, the d; assessment is essential since it provides important information about
how the powder will be handled and processed [10]. In other words, the importance of
high-d; construction for LIB electrode materials has grown in recent years. For instance,
during LIB manufacturing, increasing the d; can maximize the high energy density. Whether
the powder material consists of granules or flakes changes the way the particles are packed
together and influences their values of d;. While tapping, the particles are increasingly
packed more efficiently, reducing the powder volume and ultimately increasing the d; [11].
In fact, it can be increased by precisely optimizing several parameters, such as precursor
preparation, calcination, and grinding [7,12]. The grinding performance of a mill depends
on some parameters: energy consumption, efficiency, grinding size, and particle size
distribution are all significantly impacted by the selection of additional grinding parameters.
As a result, the fracture modes used by various mill types will influence the morphology of
the particles. Thus, grinding with a suitable mill for sufficient time becomes very important
as it accounts for 4% of global energy use [13].

In general, the d; parameter is considered to be largely related to particle size, particle
size distribution, and particle shape [7,8,12,14]. Since it has been reported that improving
the graphite particles’ volumetric energy density requires increasing d; [15], determination
of the optimal and achievable d; of graphite material to produce a high volumetric energy
density of LIB anode material by modeling and investigating the effect of grinding time on
d values can address this issue [7], i.e., if time-dependent d; models are used to estimate the
optimal grinding time, this can help produce graphite particles with a greater d; for anode
usage. Thus, the rate at which the d; value of the particles produced by grinding changes is
useful knowledge for forecasting the grinding time needed, selecting an appropriate mill,
and forecasting how ground graphite would behave in a subsequent operation. In other
words, this approach can be used to calculate the necessary grinding time for the desired d;
value of graphite particles using a more suitable mill for the intended usage, considering
energy and cost savings during milling.
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Although it is expected that d; can be improved by optimization of the production
process, such as grinding [7], no attempts were made to investigate the rate of change in the
d; of ground graphite particles by a mill with various grinding times. Previous research [16]
showed that although the vibrating disc mill (VDM) has limited capacity, it has higher cost
and energy efficiency advantages than the ball mill (BM). Since the energy consumption
in ultra-fine micronized grinding is very high, the VDM has proven to be an economical
device for efficient ultra-fine micronized grinding [17]. Moreover, the VDM grinds faster
than BM, and it was suggested that the VDM can produce good results by time-based shape
models [16]. Therefore, VDM was selected as the grinding process of this study, which
investigates the d; changes in graphite particles as a function of grinding time.

With this study, it will be possible to intentionally adjust the attributes to match the
needs of certain applications by providing fine control over the interaction between the d;
of graphite particles and grinding times. Thus, the best-desired results can be obtained by
optimizing the grinding to select a suitable grinding system and grinding time. In other
words, the aim of this study is to establish empirical time-dependent models between the
average d; of ground graphite particles and grinding time for the prediction of d; values.

2. Materials and Methods
2.1. Sample Preparation

Medium-purity (72% C) graphite ore prepared by crushing and screening to a size
fraction of 0.600-0.850 mm from the Oysu region of Kiitahya, Turkey, was used for this
research. When interpreted according to the X-ray diffraction (XRD) (Figure 1a) pattern and
the X-ray spectroscopy (EDS) spectrum in scanning electron microscopy (SEM) given in
Figure 1b, it is known that graphite is the major mineral and calcite, quartz, hematite, and
clay group minerals are minor minerals in the ore. In this study, a laboratory-type vibratory
disc mill (VDM) (Unal Miihendislik, Turkey) with a diameter of 18.8 cm, a height of 6 cm, a
volume of 500 mL, and rings with diameters of 7.4, 9.4, and 14 cm was used (Figure 1c).
Sample preparation and grinding tests of graphite ore with a VDM have already been
described in our previous study [16]. After the controlled crushing of the lump ore with
a jaw crusher, the feedstock material of one size fraction was prepared for the grinding
test with 600- and 850-micron sieves. The products obtained at the end of grinding at 10,
20, 30, 40, 50, and 60 s were separated into two narrow size fractions (0.150-0.250 mm and
0.053-0.150 mm) with 250-, 150-, and 53-micron sieves to minimize the size effect and were
used in d; measurements after sizing.
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Figure 1. Cont.
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Figure 1. Graphite sample used in this study: (a) XRD pattern, (b) SEM spectrum, (¢) VDM and rings
used in the study.

2.2. dy Measurements

Determination of d; of graphite powder samples ground in a VDM for various grinding
times and prepared in both size fractions was carried out using a d; apparatus (BeDensi
T2, Bettersize Instruments Ltd., Liaoning, China) as shown in Figure 2, which has a 1.0%
repeatability, complying with ISO 3953:2011 standard [18]. Approximately 10 g of graphite
sample was poured into the 25 cm® graduated glass cylinder for each test. The BeDensi T2
device was operated at a frequency of 300 strokes/min and a total of 2000 strokes. After the
tapping process was completed, the final volume was recorded so that the surface of the
sample was flat. Finally, the powder’s d; is calculated by dividing its mass by its volume as
given by Equation (1):

dy=m/V @

where d;, m, and V are defined as tap density (g/cm?), mass of the powder (g), and volume
(cm3) of the tap powder, respectively. Each experiment was repeated three times, and the
dy values were calculated using the arithmetic mean of the values obtained.
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Figure 2. (a) d; apparatus used in the study, (b) measurement of d;.

2.3. Concept of Particle Degree of Sphericity

In this study, Dynamic Image Analysis (DIA) [19-22], which has been proven to be a
technique that provides the fastest and most reliable results on the shape characterization
of ground mineral particles according to previously published studies, was used. Shape
characterization of the same graphite particles ground by a VDM with various grinding
times was previously described [16] using DIA 1.0 (Micromeritics® Instrument Corp.,
Norcross, GA, USA).

According to the bubble—particle attachment test results in our last [23], which in-
vestigated the attachment efficiency of spherical, cylindrical, triangular prismatic, and
cubic particles to air bubbles, according to attachment efficiency, settling speed, collision
efficiency, and induction time, and investigated the role of particle geometry (surface, edges,
and apex) on flotation behavior; since the attachment efficiency was shown to be in the
order of cubic > triangular > cylindrical > spherical, in this study, we found it appropriate
to define the tap density—shape relationship as a shape parameter (degree of sphericity)
that looks more like a lumped cube instead of a rectangular or elongated particle.

As seen in Figure 3, various related particle shape metrics, such as aspect ratio (AR),
can be used to characterize particles. A common method for expressing how much a
particle is stretched is the L/W ratio. As seen in Figure 3a, if the L/W ratio is greater
than 1, it can be said that the particle is elongated, and if the L/W ratio is very small, it
can be said that it is a compact (bulky) or highly spherical particle. Since it was stated
in previous studies that the shape of ground mineral particles is best expressed by the
Bounding Rectangular Aspect Ratio (BRAR) [24] with DIA (see Figure 3b), in this study,
a new shape concept, called “the degree of sphericity” of particles, is used (Figure 3c)
by taking the inverse of BRAR (see Equations (2) and (3)) to investigate the relationship
between the d; and roundness values of graphite particles ground at various times in
the VDM.

BRAR = (BRL/BRW) )

1/BRAR = (BRW/BRL) 3)

where BRL and BRW are bounding rectangle length and bounding rectangle width,
respectively.
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(a) Particle morphology using 2D projections classified as 3 distinct observation levels:

1-form (sphericity) - 3-roughness (surface texture)

BRAR=BRL/BRW 1/BRAR=BRL/BRW

(b) High BRAR; elongated particle (¢) Low BRAR; particle having high degree
of sphericity

(i) BRAR

_______________________ (ii) 1/ BRAR

form

Figure 3. Conceptual diagram of 2D particle morphology redrawn from [25-28]: (a) classified as
3 distinct observation levels; (b) elongated particle; (c) spherical particle.

3. Results
3.1. Effect of Particle Size on dy Values

Since the tapped bulk density of natural graphite powder used as LIB anode material
is generally known to be in the range of 1.0 to 1.2 g/cm?, the measured d; values are
consistent with the literature. When the d; values of these size fractions were compared, it
was observed that the d; values in the finer size fraction were generally higher than the d;
values in the coarser size fraction, as shown in Figure 4, even though two fractions that
were close to one another were prepared to examine the change in d; values of the VDM
products depending on the grinding time in the same size range. This is well aligned with
the previously reported study suggesting that the smaller the average particle size, the
lower the d; [7,10].

Comparison of tap density (d,) values of coarse (0.150—0.250 mm) and
fine (0.053—0.150 mm) sized graphite particles with VDM grinding time

1.350
o

1.300 t

1.250 ®
= 1.200
g 1.150 Y . .
-:- 1.100 ® 0.150—0.250 mm ’
g ® 0.053—0.150 mm .

1.050 |- Log. (0.150—0.250 mm ) .

......... L 4 i 537 I
1000 0g. (0.053—0.150 mm )
1 10 100

Grinding time (s)

Figure 4. Effect of particle size on changes in d; of graphite particles ground in the VDM, depending
on grinding time.
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()

tap density (d)

tap density (d,)

3.2. Empirical Time-Dependent d; Models

The degree to which a model generalizes to the data on which it is based is called
the fitting technique. This allows for the precise prediction of approaching data points
with an ideal fitting technique. Techniques that use linear, exponential, and polynomial
functions to predict or explain the dependent variable based on the independent variable
can capture patterns, relationships, and trends in the data, allowing for more accurate
predictions and a deeper understanding of underlying connections [16]. In this section,
correlations between the measured average d; values of graphite particles by a VDM and
the milling time were established with various fitting models such as linear, logarithmic,
second order polynomial, power, and exponential, and finally compared according to the
highest R? value, as given in Figure 5.

3.2.1. Linear Fitting Model

In the linear fitted model, the established empirical time-dependent d; models for the
correlations between d; and grinding time for vibratory disc-milled graphite particles are
in the form of “d; = —a.t + b” type equations (where a and b are constants), as shown in
Figure 5a,b). In this model, it is seen that the R? value of 0.7424 obtained for the coarser
size fraction (Figure 5a) is smaller than the R? value of 0.9713 obtained for the finer size
fraction (Figure 5b).

3.2.2. Logarithmic Fitting Model

The established empirical time-dependent d; models for the correlations between
dy and grinding time in the logarithmic fitted model take the form of equations of the
“dy = —a.n (1) + b” type, where a and b are constants. As seen in Figure 5¢,d, the R? value
obtained for the coarser particle size fraction (0.8944) was found to be higher than the R?
value obtained for the finer particle size fraction (0.8821). In fact, the d; data measured for
both size fractions were in close agreement with the milling time but not very strong.

time dependent tap density model for 0.150—0.250 mm sized graphite (b) time dependent tap density model for 0.053—0.150 mm sized graphite
particles milled with VDM based on linear model particles milled with VDM based on linear model
1.400 1.400
E VDM 1350 = VDM
1.350 B Li (VDM : +wweeeeo Linear (VDM)
......... inear
1.300 1.300 .
---- ..
1250 y =-0.0046x +1.2963 5 1230 e
1.200 R?=0.7424 = 1.200 W .
1.150 2 1150 y =-0.0033x + 1.3253 [ R
] . 3 1.100 R*=10.9713 "
1.100 . s
1.050 | 1050
1.000 1.000
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time dependent tap density (d,) model for 0.150—0.250 mm sized (G)) time dependent tap density (4;) model for 0.053—0.150 mm sized
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1.200 1200 y=-0.089In(x) + 1.5126 g
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1.100 ® VDM l___. g- 1100 H VDM

1.050
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Figure 5. Cont.
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tap density (d,)

tap density (d,)

tap density (d,)

time dependent tap density (d,) model for 0.150—0.250 mm sized ® time dependent tap density (4,) model for 0.053—0.150 mm sized
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Figure 5. Correlation of d; values of graphite particles ground in a VDM with grinding time according
to various fitting models (for 0.150-0.250 mm and 0.053-0.150 mm size fractions). (a,b) linear;
(c,d) logarithmic; (e,f) polynomial; (g,h) power; (i,j) exponential model.

3.2.3. Polynomial Fitting Model

In the second-order polynomial fitted model, the established empirical time-dependent

dy models for the correlations between d; and grinding times are in the form of “d; = at?
— bt + ¢” type equations (where a, b, and c are constants), as shown in Figure 5e f. In this
model, it is seen that the R? value of 0.8700 obtained for the coarser size fraction (Figure 5e)
is smaller than the R? value of 0.9718 obtained for the finer size fraction (Figure 5f).

3.2.4. Power Fitting Model

In this model, the empirical time-dependent d; models established for the correlations
between d; and grinding time for graphite by a VDM are in the form of equations of the
type “d; = at—b” (where a and b are constants), as shown in Figure 5g,h. When comparing
the R? values of this model, it was found that the coarser size fraction giving a value of
0.9086 R? (Figure 5g) was stronger than the finer size fraction giving a value of 0.8703 R?
(Figure 5h).
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3.2.5. Exponential Fitting Model

In the last fitting model, namely the exponential model, the empirical time-dependent
d; models are in the form of equations of the type “d; = a.e"""” (where a and b are
constants), as shown in Figure 5i,j. The correlation between d; and grinding times in
the finer size fraction (0.9699 R? in Figure 5j) is considerably stronger than in the coarser
fraction (0.7599 R? in Figure 5i).

3.2.6. Discussion

The summary of the established equations along with R? values is given in Table 1.
It was concluded that, while the power model (with a 0.9086 R?) describes the d; data
for the coarser size fractions better than the alternative fitting models (linear, logarithmic,
second-order polynomial, and exponential), the d; data for the finer size fractions were well
represented by the linear, second-order polynomial, and exponential models, considering
the highest R? value. Particularly, very high R? values, such as 0.97, were obtained by the
linear, second-order polynomial, and exponential models for this size fraction. Considering
both coarse and fine-size fractions, the best fit is the second-order polynomial model.

Table 1. Summary of the results of the established empirical time-dependent d4; models.

Size Fractions

. . )
Fitting Models (mm) Equations R
0.150-0.250 dy = —0.0046¢ + 1.2963 0.7424
Linear
0.053-0.150 dy = —0.0033t + 1.3253 0.9713
0.150-0.250 dy = —0.144In(t) + 1.6223 0.8944
Logarithmic
0.053-0.150 dy = —0.089In(t) + 1.5126 0.8821
Second-order 0.150-0.250 dy = 0.0001£2 — 0.0138¢ + 1.4191 0.8700
polynomial dy = —0.000005t2 — 0.002933t +
0.053-0.150 1320119 0.9718
0.150-0.250 dy = 1.7091¢(—0122) 0.9086
Power
0.053-0.150 d; = 1.5517¢(-0074) 0.8703
0.150-0.250 dy = 1.2988¢~0-004t 0.7599
Exponential
0.053-0.150 dy = 1.3298¢~0-003t 0.9699

3.3. Validation of the Fitting Models Established: Predicted Versus Experimental dy Values

To reveal the strength of the relationship shown by the established empirical models
in Figure 5, average d; values were predicted based on the experimental grinding times.
While the relationships between predicted and experimental d; data for both size fractions
of ground graphite particles by a VDM based on various fitting models were given in
Figure 6, the experimental and predicted values of d; depending on various grinding times
with absolute % errors and relative % errors were summarized in Table 2.

It was concluded that, while the second-order power model describes the d; data
for the coarser size fractions better than the alternative fitting model (linear, logarithmic,
second-order polynomial, and exponential), the d; data for the finer size fractions were well
represented by the linear, second-order polynomial, and exponential models, considering
the highest R? value with the lowest error values.

Considering the highest R? values and the lowest error values together, the exponential
fitting model was the best model for modeling d; values according to grinding time.

It should be noted that the derived best-fit relations (e.g., ¢ and time) and fitting
functions depend on the initial graphite feed size or grinding parameters.
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) Experimental versus predicted 4, values for 0.150—0.250 ) Experimental versus predicted d, values for 0.053—0.150
mm sized graphite particles ground by VDM based on mm sized graphite particles ground by VDM based on
exponential model exponential model
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Figure 6. Correlation of predicted versus experimental d; values of graphite particles ground in a
VDM according to various fitting models (for 0.150-0.250 mm and 0.053-0.150 mm size fractions),
(a,b) linear; (c¢,d) logarithmic; (e,f) polynomial; (g h) power; (i,j) exponential model.

Table 2. The error values, calculated for the d; prediction models.

Fitting Model Size anldmg Absolute Error *  Relative Error (%) **
(mm) Time
10s 0.078 5.851
20s —0.070 —6.199
30s —0.037 —3.272
0.150-0.250 40's —0.012 —1.080
50s 0.014 1.324
) 60 s 0.020 1.881
Linear
10s —0.007 —0.577
20s 0.003 0.224
30s 0.016 1.295
0.053-0.150 40's —0.009 —0.739
50s —0.012 —1.057
60 s 0.005 0.465
10s 0.037 2.807
20s —0.057 —5.019
30s —0.011 —0.974
0.150-0.250 40's 0.009 0.846
50s 0.022 2.002
Logarithmic 60s 0.007 i
10s —0.023 -1.773
20's 0.016 1.280
30s 0.033 2.616
0.053-0.150 40's 0.000 0.022
50's —0.016 —1.417
60 s —0.016 —1.380
10s 0.037 2.779
20s —0.049 —4.330
30s 0.026 2.363
0.150-0.250 40's 0.073 6.662
50s 0.102 9.394
Second-order 60s 0.089 8.536
polynomial 10s —0.005 —0.420
20's 0.003 0.212
30s 0.015 1.188
0.053-0.150 40's —0.010 —0.865
50s —0.013 —1.115
60 s 0.006 0.568
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Table 2. Cont.

Fitting Model Size anldmg Absolute Error *  Relative Error (%) **
(mm) Time
10s 0.037 2.822
20s —0.052 —4.575
30s —0.007 —0.628
0.150-0.250 40 0.011 0.972
50s 0.020 1.865
60s 0.003 0.262
Power
10s —0.024 —1.846
20s 0.019 1.502
30s 0.036 2.895
0.053-0.150 40s 0.004 0.299
50s —0.014 —1.176
60s —0.014 —1.195
10s 0.080 6.034
20s —0.065 —5.727
30s —0.030 —2.704
0.150-0.250 40 —0.006 —0.577
50s 0.017 1.595
Exponential 60s 0.018 1.749
10s —0.006 —0.437
20s 0.010 0.774
30s 0.027 2.177
0.053-0.150 40 0.005 0.433
50s 0.004 0.313
60s 0.022 1.927
* Absolute error = (experimental —predicted). ** Relative error = [(experimental —predicted)/(experimental)] x
100.

3.4. Correlation of d; and Particle Shape

It is known that more suitable anode materials for lithium batteries can be obtained by
grinding natural graphite ore in a suitable mill [29]. Thus, in our recent research using the
same graphite samples to investigate the change in particle shape with grinding times [16],
it has been reported that VDM particles (see Figure 7) have more spherical shapes than
ball mill particles for both size fractions, and this is due to the greater abrasion force in
VDM grinding compared to lab-scale ball mill grinding, which has a dominant impact
force. Starting from this point, the relationship between the degree of sphericity and d; of
the particles produced with the same ore only in a VDM was investigated, and correlations
were established between the d; values and the degree of sphericity values of graphite
samples prepared in both size fractions ground by a VDM. It was found that the degree of
sphericity of the particles was negatively correlated with d; (see Figure 8). Although it is
generally known that there is a positive relationship, there are also conflicting results in the
literature [10]. For instance, Li et al. [30] have shown that cylinders (a proxy for elongated
particles) can achieve higher ordered packing densities, supporting the hypothesis that
alignment during tapping enhances density. In addition, Wang et al. [31] showed that
geometrically asymmetric particles composed of poly-superquadric elements have a higher
packing density than symmetric particles composed of superquadric elements. In addition,
Wouterse et al. [32] presented that the packing density reached its maximum when the
particle’s aspect ratio was about 1.25. Similarly, Li et al. [33] reported that ellipsoids of
certain shapes are more densely packed than spheres. Furthermore, using morphology to
estimate bulk density may have low precision due to agglomerated powders, as stated by
Pisecky et al. [34] and Ding et al. [35]. Another reason is thought to be the ability of long
particles to fit into voids or to interlock to reduce void space. Considering that tapping or
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vibration applies mechanical energy to the particle system, causing the particles to move
and rearrange, the increasingly parallel alignment of the particles that tend to rotate and
slide can reduce the gaps between the particles; they can lie closer to each other, and this
aligned arrangement can lead to a more compact structure by minimizing the empty space
and thus a higher d;. Furthermore, this situation is attributed to the impurity behaviors in
graphite. In other words, using a sample as close to pure as possible from the ore exiting
the mine in the experiments was only possible with 72% pure graphite. It is thought that
the size, shape, and roughness values of other gangue minerals found with graphite also
affect its tap density behavior.

Figure 7. 10 s ground graphite particle in a VDM (SEM mag: x500).

(a) Tap density (d,) versus degree of sphericity relationship for
1.000 0.150—0.250 mm sized graphite particles milled with VDM
0.900
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(b) Tap density (d,) versus degree of sphericity relationship for
0.053—0.150 mm sized graphite particles milled with VDM
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Figure 8. Correlation of d; and degree of sphericity (1/BRARsy.), which is based on the BRAR,,, data
of graphite particles by VDM with grinding time [16] (a) 0.150-0.250 mm and (b) 0.053-0.150 mm.
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4. Conclusions

Since the d; of natural graphite particles used as anode material in LIBs can generally
be increased by optimized grinding to maximize the high energy density, the average
dy values of graphite particles ground by a VDM at various grinding times for both size
fractions were correlated with the changes in grinding time based on various fitting models.

The best-established correlations are in the form of “d; = ae~t”

type along with the
exponential fitting model along with the highest R? and the lowest error values.

Considering the high R? values obtained, the average d; values predicted by the
established time-dependent mathematical models are in very good agreement with the
experimental values.

Since the grinding process is both energy-intensive and cost-intensive, the findings
will benefit the graphite industry, which requires appropriate d; control, powder flow and
processing, and packaging of ground natural graphite mineral materials, especially the

production of graphite LIB anode material with high d;.

5. Future Recommendation

As of now, the grinding of graphite particles in LIB applications has not been optimized;
this study will provide a first baseline for the performance that can be expected from
different mills as well as other LIB electrode materials. In addition, future studies along
these lines could examine the factors that make the exponential model the best fit, aiming
to identify the physical characteristics of the material and the process parameters that
the fitting constants are serving as proxies for. Moreover, an additional energy efficiency
analysis is suggested as a future study, as it would significantly increase the practical value
of the research.
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Abbreviations
1/BRAR  Inverse of bounding rectangular aspect ratio; degree of particle sphericity

BRARgy  Average value of bounding rectangular aspect ratio
BRL Bounding rectangle length
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BRW Bounding rectangle width
DIA Dynamic Image Analysis
dy Tap density

EDS X-ray spectroscopy

HEVs Hybrid electric vehicles

LIB Lithium-ion battery
m Mass of the powder (gr)
R? Coefficient of determination

SEM Scanning Electron Microscopy
\% Volume of the powder (g/cm3)
VDM Vibrating Disc Mill

XRD X-Ray Diffraction
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Abstract: The rotational speed of the agitator is one of the important parameters that affect the
grinding efficiency of the vertical stirred mill. Increasing the speed will improve the grinding effect,
but it will increase energy consumption, and determining a reasonable speed setting is a system
issue. The effects of different speeds on energy consumption, product particle size, and grinding
efficiency were analyzed in this study. An experimental vertical stirred mill was used to grind iron
ore, and five different speed parameters from 175 rpm to 350 rpm were set as variables. It was found
that increasing the rotational speed will increase the grinding effect, but it will trigger more energy
consumption. A new evaluation index to comprehensively reflect the grinding efficiency of the mill,
which was defined as the ability of a mill to grind the same product per unit of time and energy
consumption, was proposed. The grinding efficiency was calculated when the particle size of iron ore
powder decreased to —45, —38, and —28 pm at different speeds. It can be seen that the growth rate of
energy consumption is faster than that of the percentage of particle size, which leads to a continuous
decrease in grinding efficiency with the increase in rotational speed. If high processing capacity is
pursued within a certain period of time, high speed can be chosen, but it will result in energy loss.
On the contrary, the low speed can be chosen, if considering grinding economy.

Keywords: vertical stirred mill; rotational speed; grinding efficiency; energy consumption; particle size

1. Introduction

Milling is one of the most energy intensive processes in industry, contributing 2%
of all global energy usage [1]. As the reserves of many nonrenewable mineral resources
around the world are decreasing year by year, and the resource occurrence grade is low, the
particle size is fine, and the composition is complex, a large amount of poor fine impurities
and difficult-to-process ores are problematic to comprehensively utilize due to outdated
grinding equipment, high energy consumption, and low efficiency [2]. A vertical stirred
mill is a type of energy-saving ultrafine milling equipment that mainly works by friction
grinding. Compared to traditional horizontal ball mills, it can reduce production energy
consumption for coarse grinding by up to 30% [3] and has the advantages of low energy
consumption, low noise, and a small footprint. It is widely used in mineral processing [4].

During the operation of the vertical stirred mill, the motor drives the agitator to rotate,
which in turn drives the circular reciprocating motion of the grinding media and slurry
inside the cylinder. Under the continuous squeezing, collision, and shearing of the grinding
spheres, the micro-sized ore particles in the slurry are refined [5-7]. There is a multiphase
material coupling effect between the agitator, slurry, and grinding spheres inside the
cylinder, and the motion law is very complex. Different operating parameters, structural
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parameters, and process parameters will result in different grinding efficiencies [8,9]. The
local grinding media concentration, velocity profiles, grinding media collisions, and stress
energies were compared for varied total grinding media fillings and stirrer speeds by
Fragniére et al. [10]. Rhymer et al. explored the fundamental dynamics of vertical stirred
mills when using multiple sizes of grinding media by employing the discrete element
method (DEM) [11], and the grinding performance was evaluated from five aspects: media
segregation, media velocity, media force, contact energy, and power draw. A HIGmill,
operated on a copper regrind circuit, was sampled under different operating conditions,
i.e., tip speeds, solids contents, and media filling, and the influence on grinding efficiency
was studied by Altun et al. [12]. The influence of different operating parameters on
the temperature of a stirred mill was studied by Guner et al. [13], and a power number
correlation was established to calculate the power under any milling condition, which
determines the heat generation rate. The effects of agitator shape, including tower mill
and pin mill, and the shape of the grinding media on grinding efficiency were studied by
Sinnott et al. [14,15]. Therefore, reasonable parameter settings can improve the grinding
efficiency of a vertical stirred mill.

The rotational speed of the agitator is one of the important parameters affecting the
grinding efficiency. Several researchers found that the increase in speed resulted in an
increase in fineness and specific surface area of the product [16,17]. Oliveira et al. [18]
proposed that the speed had a very significant effect on predicted apparent breakage rates,
increasing approximately in proportion to the mill’s specific power. Such variation was
mainly due to the increase in collision frequency with speed. Increase in speed also resulted
in an increase in fineness of the apparent breakage function. Fadhel et al. [19] emphasized
that increasing the speed of the stirrer would increase the collision force of the grinding
spheres and also increase the number of collisions. The grinding efficiency is the highest
when the collision energy of the grinding spheres reaches just enough to overcome the
particle crushing energy. Mankosa et al. [16,20] proposed that when the rotational speed
reaches 7 m/s, vortices will form in the chamber of gravity-induced mills, which will
reduce the grinding efficiency. Low speed can actually reduce the influence of vortices and
improve grinding efficiency [21]. Rhymer et al. [1] mentioned that higher rotational speeds
can improve grinding efficiency, but this comes at the cost of increased power consumption,
and the two are conflicting. It is necessary to find a reasonable rotational speed to balance
the effectiveness and efficiency of the mill. From this, it can be seen that the rotational
speed has a significant impact on the grinding efficiency. Increasing the speed will improve
the grinding effect, but it will increase energy consumption. There is still controversy over
whether to choose high or low speeds for the mill.

Simulation and experimentation are the main means of studying the operating parame-
ters of a vertical stirred mill [22-24]. The early application of DEM was used to simulate the
motion law and wear behavior of grinding spheres in dry stirred mills [25,26]. Subsequently,
computational fluid dynamics (CFD) was developed to simulate slurry, which belongs to
the fluid phase, and the DEM-CFD method was widely used in wet stirred mills [27,28].
In order to improve the computational efficiency of coupling simulation between slurry
and grinding media, the smoothed particle hydrodynamics (SPH) method was developed
to model the slurry [29]. Then, the DEM-SPH method was widely used in wet vertical
stirred mills [30,31]. Furthermore, the coupled particle finite element method (PFEM)), finite
element method (FEM), and DEM models were used to simulate the mechanical behavior
of a stirred mill [32-34]. Although these simulation methods can reflect grinding behavior
through power, force, energy, wear, etc., they cannot truly provide information on product
particle size and processing capacity. On the contrary, experiments can provide information
such as grinding time and product particle size, which is still the preferred research method
for studying grinding efficiency [35-37].

In this study, a vertical spiral stirred mill was taken as the research object, and the
effects of different speeds on energy consumption and product particle size were experi-
mentally studied. The purpose of this study is to obtain the influence of speed on energy
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consumption and product particle size and to establish an evaluation index to compre-
hensively reflect the grinding efficiency at different speeds, providing a basis for selecting
the speed of the mill. The sections are organized as follows. The experimental setup
and parameters are introduced in Section 2. The grinding results are provided from two
aspects, energy consumption and product size, in Section 3. A new evaluation index of
grinding efficiency is established, and the grinding efficiency at different rotational speeds
is calculated in Section 4. Finally, some important conclusions are presented in Section 5.

2. Experiment Setup
2.1. Experimental Equipment

In this study, the CSM-2.2 vertical stirred mill (CITIC Heavy Industries Co., Ltd.,
Luoyang, China), shown in Figure 1, is selected as the experimental equipment, and the
grinding effect at different speeds could be determined through batch grinding experiments.
The operating power of the motor is 2.2 kW, and it is connected to the spiral agitator through
a coupling. A torque and speed tester is installed on the upper end of the coupling to
obtain the real-time operating speed and torque of the spiral agitator.

Motor "LL

. Y
Torque sensor Py
<) )|
Spiral agitator 1 %// o
Ik
Cylinder body — )
y
. \
Base 3 J///
== |

Figure 1. Experimental prototype and internal structure of the cylinder: (a) experimental prototype;
(b) schematic diagram of the internal structure of the cylinder.

The mill specifications are shown in Table 1. The agitator speed is 173-350 (r/min);
the outer diameter and height of the cylinder are 300 mm and 500 mm, respectively. Its
effective volume is 36 L, and the material is 316 stainless steel. The agitator is manufactured
by Q355B, with a maximum outer diameter of 220 mm and a pitch of 175 mm. The feed
slurry to the chamber is pumped via the top. After being subjected to the combined action
of the agitator and the grinding media inside the cylinder for a period of time, samples can
be taken from the overflow port at the upper end.

Table 1. Mill specifications.

Parameter Value
Installed mill motor power (kW) 2.2
Rotational range of the spiral agitator (r/min) 173-350
Outer diameter of the cylinder (mm) 300
Height of the cylinder (mm) 500
Outer diameter of the spiral agitator (mm) 220
Net volume (m?3) 0.036

2.2. Feed Particle Size

In this study, Donganshan hematite ore is used for grinding experiments. The samples
were collected from Liaoning Province, China. The mineral structure is mainly manifested
as the automorphic crystal structure of hematite, the semi automorphic crystal structure
of magnetite, and the alternating structure between two or more minerals. The chemical
composition was detailed separately in Table 2. TFe refers to total Fe, which includes
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iron elements in various compounds such as iron carbonate, iron oxide, etc. Its content
was measured using the photometric titration method, according to the Chinese National
Standard GB/T 6730.73 [38]. The FeO, other oxides, and elements were measured using the
wet analysis methods according to standard GB/T 6730.71 [39]. The TFe grade in the ore is
33.42%, the FeO content is 4.81%, the SiO, content is 46.92%, and the main vein mineral is
quartz. The density is 3400 kg/m3, and the Brinell hardness coefficient is 15.

Table 2. Chemical composition of the samples (wt%).

Number TFe FeO SiO, MgO Al,O3 CaO P S

Content 33.42 4.81 46.92 0.49 0.86 0.56 0.043 0.026

Before the experiment, 11.2 kg of iron ore powder and 6.72 L of water are mixed to
obtain a slurry with a mass concentration of 62.5% and a density of 1957.4 kg/m3. The
particle size distribution of the feed sample measured by a laser particle size analyzer
(Malvern Panalytical Mastersizer, Malvern, England) is shown in Figure 2.

100
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Particle size/um

Figure 2. Particle size distribution of feed samples.

2.3. Experimental Parameters

Grinding experiments were performed in a wet stirred mill with varying rotational
speeds. The steel spheres with a diameter of 8 mm were added inside the cylinder, with a
total filling amount of 49 kg, accounting for 48.5% of the cylinder volume. Five agitator
speeds were set, as shown in Table 3, including 175, 215, 260, 300, and 350 r/min, corre-
sponding to test numbers A, B, C, D, and E, respectively. After starting the motor, the
torque of the agitator was recorded every 10 min, and samples were obtained from the
overflow port. A laser particle size analyzer was used to measure the content of —45, —38,
and —28 pm in the samples.

Table 3. Agitator speed and test number.

Number A B C D E
Speed (r/min) 175 215 260 300 350

3. Experiment Results
3.1. Energy Consumption

Each experiment lasted for 30 min, and the torques of the agitator were measured.
Figure 3 shows the torque variation pattern of Group A. It can be seen that the torque
fluctuates greatly in the initial stage (t = 0-1 min). After running for 1 min, the torque
fluctuates within a certain range, indicating that the mill is operating in a stable phase. The
time points with significant fluctuations in torque values are excluded, and the average
torque during the stable phase is selected as the torque for that time period, corresponding
to the first 10 min, second 10 min, and third 10 min, respectively. It can be seen that in
the same set of experiments, there is only a small difference in the torque values of the
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three sampled values, indicating that the vertical stirred mill has reached a stable stage
during sampling.
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Figure 3. Experiment torque of Group A during 30 min.

Comparing the average torque of each speed with the three sampled values, the trend
of its variation is shown in Figure 4. It can be seen that as the speed increases, the torque
value of the agitator increases continuously.
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Figure 4. Relationship between the torque and speed of the agitator.

The energy consumption of the mill is not only related to torque, but also to operating
speed. The energy consumption E can be calculated by multiplying power P and time

t. The relationship between power P and torque T is shown in Equation (1) [40], and the
results are shown in Figure 5.

Txn
~ 9550 M

where n represents rotational speed.
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Figure 5. The energy consumption of the mill: (a) the variation law of energy consumption over time;
(b) the variation law of energy consumption over the speed of the agitator.
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It can be seen from Figure 5a that at the same rotational speed, energy consumption
increases linearly with time. Figure 5b shows that energy consumption increases nonlin-
early with speed, and the rate of energy consumption increase is greater with the increase

in speed, which can be obtained from the slope in the graph.

3.2. Particle Size of the Product

The particle size of the product can reflect the actual grinding effect of the mill under
a set of given experimental parameters. During the experiment, samples are taken from the
overflow port every 10 min, and the particle percentage of —45, —38, and —28 um in the
samples is measured using a laser particle size analyzer. The particle size at Pgy is analyzed.

The experimental results are shown in Table 4. Among them, the number A10 repre-
sents the sampling data of Group A at 10 min, and other numbers are used in sequence.
The variation law of product percentage with speed is shown in Figure 6.

Table 4. Percentage of particle size at different times and speeds.

—45 um Particle

—38 um Particle

—28 um Particle

Particle Size of

Number Size Percentage (%) Size Percentage (%)  Size Percentage (%) Pgp (um)
A10 71.51 64.42 52.44 54.52
A20 83.63 76.83 63.53 41.07
A30 92.45 87.52 75.44 31.15
B10 77.32 70.02 57.24 47.83
B20 90.42 84.95 72.50 33.43
B30 96.34 92.90 82.65 26.21
C10 81.26 74.17 60.84 43.58
C20 93.24 88.80 77.63 29.63
C30 99.35 97.45 88.99 22.59
D10 83.32 76.61 63.50 41.33
D20 95.05 91.29 80.78 27.44
D30 99.60 97.96 90.41 21.44
E10 87.63 81.09 67.68 37.09
E20 96.89 93.39 83.32 25.75
E30 99.96 99.52 95.03 19.41
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Figure 6. The variation law of particle size over various times and speeds: (a) —45 um; (b) —38 um
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From Figure 6a—c, it can be seen that at the same rotational speed, as the grinding
time increases, the percentage of the same product particle size in the screened material
continues to increase. For example, in group A with a speed of 175 r/min, the product
percentage of —45 pum after grinding for 10 min is 71.51%. After grinding for 20 min, it
increases to 83.63%, and then it increases to 92.45% at 30 min. The variation law of the
particle size of other products with grinding time at the same speed follows this law.

Further analysis shows that under the same grinding time, as the agitator speed
increases, the percentage of the same product particle size in the screened material also
increases continuously. For example, in Group A, with a speed of 175 r/min, the product
percentage of —38 um in Group A10 is 64.42% after grinding for 10 min, and the speed
increased sequentially; the product percentages of —38 um in groups B10, C10, D10, and
E10 are 70.02%, 74.17%, 76.61%, and 81.09%, respectively.

The size of Pgy is calculated to reflect the particle size of the product with a percent-
age of 80% after grinding for a certain period of time under different parameters. As
shown in Figure 6d, at the same rotational speed, the particle size of Pgy continuously
decreases with the increase in grinding time. For example, in Group A with a speed of
175 r/min, the particle sizes of Pg after grinding for 10, 20, and 30 min are 54.52, 41.07, and
31.15 um, respectively. On the other hand, under the same grinding time, as the agitator
speed increases, the particle size of Pgy continuously decreases. For example, in Groups
A30, B30, C30, D30, and E30, the particle sizes of P80 are 31.15, 26.21, 22.59, 21.44, and
19.41 um, respectively, after 30 min. From the above analysis, it can be seen that at the same
rotational speed, the grinding effect increases with the increase in grinding time. Under the
same grinding time, the grinding effect increases with the increase in rotation speed.

After grinding at different speeds for a certain period of time, the energy consumption
of the particle size to reach the same percentage is measured. The energy consumption
when the percentage of —45, —38, and —28 um reaches 90%, 80%, and 80% is shown in
Table 5. The variation law of energy consumption with speed is shown in Figure 7.

Table 5. Energy consumption when percentage of —45, —38, and —28 pum reaches 90%, 80%,

and 80%.
Number —45 um (90%) —38 um (80%) —28 um (80%)
A 0.1263 0.1020 0.1821
B 0.1331 0.1079 0.1837
C 0.1447 0.1174 0.2041
D 0.1593 0.1341 0.2305
E 0.1742 0.1441 0.2579
0.5
| |[—®——45pm
—0— —38um
04 —A— 28um
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Figure 7. The variation law of energy consumption with rotational speed when the particle size
reaches the same percentage.
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It can be seen that the energy consumption increases with the increase in rotational
speed when the particle size of the same product reaches the same proportion. For example,
when the particle percentage of —45 pum reaches 90%, the energy consumption in Group A
with a speed of 175 r/min is 0.1263 kWh. As the speed increases, the energy consumption
of Groups B, C, D, and E increases sequentially to 0.1331, 0.1447, 0.1593, and 0.1742 kWh,
respectively. From this, it can be seen that increasing the rotational speed will increase the
grinding effect, but it will trigger more energy consumption. This results is consistent with
the results obtained by Rhymer et al. [1], who mentioned that higher rotational speeds will
lead to increased effectiveness, but it also comes at a cost of increased power draw, and a
compromise would need to be made between effectiveness and efficiency. Some similar
conclusions can also be found in References [17,18]. Therefore, the evaluation of grinding
efficiency requires the comprehensive consideration of grinding time, energy consumption,
and product particle size.

4. Comprehensive Evaluation of Grinding Efficiency
4.1. Evaluation Index

A new evaluation index to comprehensively reflect the grinding efficiency of the mill
is proposed in this study. Firstly, for the same sample, the grinding efficiency is influenced
by the combined effects of grinding time, product particle size, and energy consumption.
The grinding efficiency # can be defined as the ability of a mill to grind the same product
per unit of time and energy consumption, which can be calculated by Equation (2). 7 is a
dimensionless evaluation index, and the value is a relative quantity rather than an absolute
quantity. For the same group of grinding experiments, a larger value indicates higher
grinding efficiency. If the value is normalized, the highest grinding efficiency is 1.

Wyt
Not = E:t (2)
Er

where v is the rotational speed, 7, represents the grinding efficiency at a certain speed v
and grinding time f, w; is the product percentage, and E; is the energy consumption. E; is
the average energy consumption.

4.2. Result Analysis

The energy consumption and the particle percentage of —45, —38, and —28 pm have
been shown in Figures 5 and 6. By substituting the above data into the Equation (2), the
grinding efficiency can be calculated, and the results are shown in Tables 6-8.

Table 6. Grinding efficiency of —45 pum at different speeds.

Number A B C D E
10 min 1.44 1.10 0.83 0.68 0.55
20 min 1.67 1.29 0.96 0.78 0.61
30 min 1.85 1.37 1.02 0.81 0.63

Table 7. Grinding efficiency of —38 um at different speeds.

Number A B C D E
10 min 1.30 1.00 0.76 0.62 0.51
20 min 1.54 1.21 0.91 0.74 0.58
30 min 1.75 1.32 1.00 0.80 0.62

Table 8. Grinding efficiency of —28 um at different speeds.

Number A B C D E
10 min 1.06 0.82 0.62 0.52 0.42
20 min 1.27 1.03 0.80 0.66 0.52
30 min 1.51 1.17 091 0.74 0.60
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By plotting the data in the table into Figure 8, the variation of grinding efficiency with
grinding time and speed can be obtained. It can be seen that for the same product particle
size, the grinding efficiency decreases continuously with the increase in rotation speed at
the same time.
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Figure 8. The variation law of grinding efficiency with rotational speed: (a) —45 um; (b) —38 um;
(c) —28 pm.

Taking the —45 pm particle size after 10 min of grinding as an example, the changes
in energy consumption, percentage of particle size, and grinding efficiency with respect to
rotational speed were comprehensively compared. The energy consumption, percentage of
particle size, and grinding efficiency under this setup were normalized to [0,1], as shown in
Table 9. Their variation with rotational speed is shown in Figure 9.

Table 9. The normalized energy consumption, percentage of particle size, and grinding efficiency for

—45 pm.
Number A10 B10 C10 D10 E10
Energy consumption 0.31 0.44 0.61 0.77 1.00
Percentage of particle size 0.82 0.88 0.93 0.95 1.00
Grinding efficiency 1.00 0.76 0.58 0.47 0.38
1.0
0.8
(]
2
§ 0 6 -
Z 0.
8
=04
£
Z 02k —#&— Energy consumption
. —@— Percentage of particle size
—A— Grinding efficiency
040 1 1 1
175 215 260 300 350

Speed/r-min !

Figure 9. The variation law of energy consumption, percentage of particle size, and grinding efficiency
with rotational speed.
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It can be seen that with the increase in time, both energy consumption and percentage
of particle size continue to increase with the increase in speed, and the growth rate of
energy consumption is faster than that of the percentage of particle size. But the grinding
efficiency decreases continuously with the increase in rotational speed. If high processing
capacity is pursued within a certain period of time, high speed can be chosen, but it will
result in energy loss. On the contrary, the low speed can be chosen if considering the
grinding economy.

There is an intersection point between grinding efficiency and energy consumption in
Figure 9, which is the critical speed selection point, and the corresponding agitator speed
is around 260 rpm. If the speed is lower than this, the energy consumption of the mill is
relatively small and the grinding efficiency is high. On the contrary, if the speed is higher
than this, the energy consumption of the mill is relatively high, and the grinding efficiency
is low.

5. Conclusions

The rotational speed of the agitator is one of the important parameters that affect the
grinding efficiency of the vertical stirred mill. The effects of different speeds on energy
consumption, product particle size, and grinding efficiency are analyzed in this study. An
experimental vertical stirred mill with 2.2 kW operating power was used to grind iron ore.
Five different speed parameters (175, 215, 260, 300, 350 rpm) are set. The torque of the
agitator and product particle size are recorded every 10 min. Some important results and
conclusions have been obtained.

Firstly, the energy consumption of the mill at different speeds and times is measured
and calculated. At the same rotational speed, the energy consumption increases linearly
with time, and the energy consumption also increases continuously as the rotational speed
increases during the same time period.

Then, the particle percentages of —45, —38, —28 pm and the particle size at Pgj in
the samples are studied at different speeds and times. It was found that at the same
rotational speed, the percentage of the same product particle size in the screened material
continues to increase as the grinding time increases. It also increases as the agitator speed
increases under the same grinding time. In addition, the particle size of Pgy continuously
decreases with the increase in grinding time at the same rotational speed, or the agitator
speed increases under the same grinding time. After grinding at different speeds for a
certain period of time, the energy consumption for the particle size to reach the same
percentage is measured. It was found that the energy consumption increases with the
increase in rotational speed when the particle size of the same product reaches the same
proportion. From the above analysis, it can be concluded that increasing the rotational
speed will increase the grinding effect, but it will trigger more energy consumption. The
evaluation of grinding efficiency requires comprehensive consideration of grinding time,
energy consumption, and product particle size.

Next, a new evaluation index to comprehensively reflect the grinding efficiency of
the mill is proposed in this study. The grinding efficiency # can be defined as the ability
of a mill to grind the same product per unit of time and energy consumption, which is a
dimensionless evaluation index, and the larger its value, the higher the grinding efficiency.
It was found that for the same product particle size, the grinding efficiency decreases
continuously with the increase in rotation speed at the same time.

Finally, the changes in energy consumption, percentage of particle size, and grinding
efficiency with respect to rotational speed are comprehensively compared. It was found
that with the increase in time, both energy consumption and the percentage of particle size
continue to increase with the increase in speed, and the growth rate of energy consumption
is faster than that of the percentage of particle size, but the grinding efficiency decreases
continuously with the increase in rotational speed. If high processing capacity is pursued
within a certain period of time, high speed can be chosen, but it will result in energy loss.
On the contrary, the low speed can be chosen if considering the grinding economy. In future
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research, different ore materials and feed particle sizes should be considered as evaluation
indicators of grinding efficiency, which will improve the universality of the results.
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Abstract: Determining the Bond grindability test in a ball mill is one of the most commonly
used methods in the mining industry for measuring the hardness of ores. The test is an
essential part of the Bond work index methodology for designing and calculating the
efficiency of mineral grinding circuits. The Bond ball mill grindability test has several
restrictions, including the sample’s initial particle size distribution (PSD). This paper
presents a method for calculating the Bond work index when the Bond ball mill grindability
test is performed on samples with non-standard PSD. The presented equation includes a
correction factor (k) and is applicable only for P1gp = 75 um. The defined method is then
compared with methods proposed by other researchers, and conclusions are drawn as to
which method results in less deviation. The presented model resulted in a mean square
error of 0.66%.

Keywords: grindability; comminution; Bond work index; energy efficiency

1. Introduction

To determine the required grinding power, Fred Bond [1] developed an approach
that equipment manufacturers still use as the state-of-the-art design methodology [2]. The
method’s theoretical basis is Bond’s Third Theory of Comminution, which introduced the
Bond work index (wj). The numerical input of w; describes the energy (kWh/t) required
for reducing ore size from an initial very large size to a specific particle size (e.g., 80% of
the product passes through a 100 um sieve) [3,4].

Notwithstanding its widespread use, the standard Bond test has certain limita-
tions [5,6]. The test requires a specific sample preparation and a precisely defined initial
sample PSD. A sample weighing 10 kg and, usually, the help of a professional technician is
needed to perform one Bond test, which can last more than 8 hours. Based on the standard
Bond test, wj is determined by a simulation of batch dry grinding in a closed cycle in a
Bond ball mill until a circulating mill charge of 250% is obtained [1,7,8]. The w; is calculated
after the mill product’s PSD.

These limitations prompted the proposal of alternative and faster methods and proce-
dures for the Bond test simulation to determine the Bond w; [9,10]. Alternative procedures
presented by [11-16], faster procedures suggested by [17-21], and procedures for the Bond
test simulation introduced by [22-26] were offered to shorten the Bond procedure duration.
The procedures in [27-35] allowed estimating the w; in other laboratory ball mills when the
Bond laboratory mill was unavailable. All these procedures were based on Bond’s grinding

Minerals 2025, 15, 358 https://doi.org/10.3390/min15040358
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theory and comparison with the determination of the work index. The authors [12,36,37]
suggested that decreased closing screen size increased the Bond wj. Josefin and Doll
(2018) [38] introduced an equation that could correct the w; obtained for a sample calcu-
lated with a Pgy value when the grinding operation is performed to a different Pgy using
a calibration sample. Even though these procedures exist, the knowledge of the Bond
standard test is constantly extended by new research [9,25,34,39-45].

Magdalinovic et al. [44] determined the Bond w; on samples of non-standard PSD.
The Bond test was performed on dolomite, copper ore, and quartzite samples of different
size classes (—3.327 + 0; —2.356 + 0; —1.651 + 0; —1.168 + 0; —0.833 + 0) mm. Based on the
obtained results, the rules for changing the parameters G [g/rev], Pgo [um], and Fgy [pum]
in the Bond equation were established. For calculating the Bond work index using this
method, the authors have proposed three equations. The maximum error obtained by
the authors Magdalinovic et al. [44] using this method was less than 5%. Nikoli¢ and
Trumic [42] provided the procedure for determining the Bond w; for finer samples. The
paper presents a method for assessing Bond’s w; on samples showing a non-standard PSD.

The objective of this study was to demonstrate the theoretical and practical contribu-
tion to understanding the comminution process of non-standard particle size samples in a
laboratory Bond ball mill. The research conducted in this study focused on the following:

e  Monitoring the influence of the initial particle size of the sample on the Bond Work
Index values during the execution of the standard Bond test;

e  Defining a model for determining the Bond Work Index for standard particle size
samples based on the known Bond Work Index value for a non-standard particle
size sample;

o Testing the accuracy of the model using results from laboratory experiments and
available data from the reviewed literature.

2. Materials and Methods

The samples used in this study were prepared with crushing in a jaw crusher and then
sieved through a sieve with an opening size of —3.35 mm. Three mono-mineral-like ores
were used in this study: zeolite, dacite, and basalt. The zeolite sample was taken from the
“Jablanica” deposit near Krusevac [46]. The Jablanica zeolitized tuff deposit is located on
the outskirts of the village of Jablanica, in the central part of the exploration area. The dacite

~77

sample was collected from the “Kr§” open-pit mine near Ljubovija, which is a deposit of
technical dacite stone of eruptive origin. The basalt sample was taken from the “Vrelo”
basalt deposit, located in the vicinity of the village of Stava on the southeastern slopes of
the central part of Mount Kopaonik. The samples had different resistance to comminution.
Five 10 kg samples with different initial sizes (—3.35 + 0 mm; —2.36 + 0 mm; —1.70 + 0 mm;
—1.18 + 0 mm; —0.850 + 0 mm) were formed for each type of raw material for a grinding
test based on the standard Bond procedure. The PSDs of zeolite, dacite, and basalt are in
Tables A1-A3 and Figures 1-3. Tables A1-A3 are provided in Appendix A.

A standard Bond laboratory mill, with a grinding chamber 305 x 305 mm and a
rotation speed of 70 rev/min, was used to determine the Bond work index. The mill was
filled with 15.5 to 30.6 mm in diameter balls, and the total weight was 20.125 kg. Dry
grinding was used, simulating a closed grinding cycle until a circulating load of 250% was
established [7]. A 75 um closing screen size (P1p9) was used. The Bond work index was
calculated with Equation (1).

445 kWh

w; = 1.1 [ ] 1)
Pi 023,082, (10 10 t
100 vPso vFso
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wherein
Pypp—closing screen size (um);
G—net mass of undersize product per unit revolution of the mill, in g/rev;
Pgo—the 80% passing product particle size (um);
Fgo—the 80% passing feed particle size (um).
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Figure 1. Zeolite sample PSDs.
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Figure 2. Dacite sample PSDs.
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Figure 3. Basalt sample PSDs.
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3. Results and Discussion

A single grindability test was performed on all samples, with no repetition of mea-
surements. Therefore, the obtained results do not account for any potential experimental
error that may arise from repeated measurements.

The obtained results for the Bond w; for samples of zeolite, dacite, and basalt on
non-standard size classes are shown in Table A4 and Figure 4. Table A4 is also included in
Appendix A. The Bond work index was calculated using Equation (1) on samples with a
standard particle size (F1gp = 3.35 mm) and non-standard particle size (Fjpp < 3.35 mm). A
closing screen size (P1qp) of 75 pm was used for all samples.
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e
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Figure 4. Values of Bond w; with different feed PSD.

Based on the obtained results, it can be concluded that the Bond work index increases
as the initial particle size of the sample decreases. The resistance of the raw material to
comminution increases with decreasing particle size [44], which is one of the possible
reasons for this phenomenon. An additional problem might be that feeds contain an
excessive amount of finished product, which prolongs the attainment of a steady-state
condition [30]. For practical purposes, a sample that contains 15% of the finished fraction
or less is ideal [27]. However, in industrial practice, such a bulk material that has a higher
ratio of fine fraction is not rare [30].

It is not unusual to receive at the laboratories samples to assess their w; with a feed
PSD differing from the standard PSD prescribed by Bond. The question arises as to whether
it is possible to determine the Bond w; if we obtain a sample of non-standard size. The
presented method allows us to estimate the work index for a sample of standard size,
although we do not have a sample of the size required by Bond. If we receive a sample of
non-standard size, and we want to calculate the Bond w; for a sample of standard PSD, the
procedure is as follows:

1.  First, Bond’s standard test is performed on a sample of non-standard PSD;

2. Then, the obtained parameters (w;j,s and Fns) from the Bond test on the non-
standard PSD sample are used to estimate the w; for the standard PSD sample,
using Equation (2).

0.05
o Wins 'Fns
Wi

o= ne @

where
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wins—work index for a sample of non-standard PSD [kWh/t];

w; -—calculated work index for a sample of standard PSD [kWh/t];
Fns—the 80% passing sample of non-standard PSD [pm];
k—coefficient that depends on the ore grindability (Table 1).

Table 1. Value of coefficient k [42].

w; [kWh/t] 10-17 18-20 >21
k 1.47 148 1.49

Equation (2) was tested on samples of varying grindability, including zeolite, dacite,
and basalt. The aim was to test the validity of the equation and check its accuracy and
reliability. The results of testing Equation (2) on the samples of zeolite, dacite, and basalt
are presented in Table 2. A search of the literature presented papers where researchers
determined the Bond work index using samples of non-standard sizes. These results are
added to the examination to confirm the validity and accuracy of the presented method-
ology for data not included in the empirical “training data” used to derive the model. In
the continuation of the paper, the equation was tested on all other available data found in
the literature.

Table 2. Results obtained using Equation (2).

. P10 =75 pm .
Class Size Wi Wi

Sample Fns (pm) Wi ns 3 A (%)
P (mm) (KWh/ k (kWht) (KWht) °
23640 1652 10.010 9.863 ~0.29
. 17040 1090 10.197 9.841 —0.07
Zeolite ~1.18+0 727 10371 147 9.834 9.827 +0.07
~0.850+ 0 544 10.572 9.854 ~020

23640 1729 18.130 17784  +0.09

. 17040 1253 18.333 17.696  +0.58
Dacite ~1.18+0 807 18.827 1.48 17800 17777 4013
—0.850 + 0 609 19.196 17.873  —0.41
23640 1800.1 21.659 21145  —022

17040 1278 21.951 21067  +0.15

Basalt 11840 892 22.352 1.49 21098 51069  +0.14
—0.850 + 0 633 22.874 21195  —0.46

The presented results show the Bond work index value that would be obtained for a
sample with standard particle size (F1pp = 3.35 mm) if a sample with non-standard particle
size (F1gp < 3.35 mm) were present in the initial sample. Based on the results obtained
using Equation (2), an error of less than 1% is obtained. Few researchers have addressed
this issue because the preparation of samples and testing of the Bond test takes a very long
time and usually requires the help of expert technical personnel. Equation (2) was tested
on available data that could be found in the literature, and the results are shown in Table 3.

The results in Table 3 show that the mean square error is 0.66% when Equation (2)
is used to calculate the w; for a standard PSD sample. The application of Equation (2)
in Table 3 was only tested for a 75 pm closing screen size. The presented method for
determining the w; for a sample with standard PSD when the value of the Bond w; for a
sample with non-standard particle size is known can only be applied when the Bond w; is
determined at P1gg = 75 pm. In their study, the authors Magdalinovic et al. [44] presented
a method for determining the Bond (w;, o) for a sample with a standard PSD, where the
value of the Bond wj is known for a sample with a non-standard PSD and which can be
used with a P1gg = 75 um and P1gp = 149 pum. The idea was to compare these two methods,
but only at a closing screen size of 75 pm, because the presented method is applicable
only at a closing screen size of 75 pm, and to determine which model leads to a lower
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deviation. The comparative results obtained with Equation (2) and the model presented by
Magdalinovic et al. in [44] are shown in Table 4, respectively. Table 5 presents the results
obtained when using the model by Magdalinovic et al. in [44] for a closing screen size
of 149 um.

Table 3. Comparative results of w; obtained by Bond test and Equation (2).

P]OO =75 um .
Class Size F Wi Wic
Sample  Ref. ) (M) Wins W KWh) aawh AR A7
(kWh/t)
236+0 1652 10.01 986  —029 0.084
, ~170+0 1090 10.20 984  —007 0.005
Zeolite 9.834
11840 727 10.37 983  +0.07 0.0049
0850 +0 544 10.57 985 020 0.040
2356+0 1662 12.91 147 1272 —016 0.026
, 165140 1090 13.16 1270 0.00  0.000
Dolomite [44] 12.70
“1168+0 727 13.38 1265 +039  0.152
—0833+0 544 13.69 1276  —047 0221
235640 1729 15.70 1551  +1.02  1.040
165140 1253 15.84 1539  +1.79  3.204
Cu ore [44] 15.67
~1.168+0 807 16.19 1539  +179  3.204
—0833+0 609 16.79 1574  —045 0202
23640 1729 18.13 1778  +0.09  0.008
_ 17040 1253 18.33 1770 +058  0.336
Dacite 1.48 17.80
118+ 0 807 18.83 1778  +0.13  0.017
—0850+0 609 19.20 17.87 —041 0.168
23640 18001  21.66 2114  —022  0.048
17040 1278 2195 2107 +015  0.022
Basalt 21.10
118+ 0 892 2235 2107 +014  0.020
—0850+0 633 22.87 2120 046 0212
235640 1790 2317 1.49 261 4009  0.001
, 2165140 1240 2352 2254 1040  0.160
Quartzite [44] 22.63
~1168+0 870 24.14 273  —044 0194
~0833+0 610 24.72 286 —1.02 1.040
Sum 10.4173

A 0.66
Mean square error |/ y=5

The results in Tables 4 and 5 show that when testing the model presented by Magdali-
novic et al. [44], the mean square error is 2.78% for a 75 um closing screen size and 1.80%
for a 149 um closing screen size. Based on the results obtained, it can be concluded that
when determining the w; for a standard PSD sample, knowing the w; for a non-standard
PSD sample on a 75 um closing screen size, Equation (2) poses a lower deviation than the
model presented in [44]. Therefore, when determining the Bond w; for a standard PSD
sample, and knowing the Bond w; for a non-standard particle size sample on a P1gg =75
um closing screen size, it should be recommended the use of Equation (2), while for a
coarser grinding, P19 = 149 pum, the model of Magdalinovic et al. [44] can be used, for it is
currently the only model tested at this closing screen size.
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Table 4. Comparative results of the w; obtained by the Bond test and the method in [44]
(P100 =75 pm).

Class Size

Sample  Ref. (mm) Fus (um) (WS GoWh) aewn A9 A2
—236+0 1652 10.01 9.93 —098 09
. —1.70+0 1090 10.20 10.14 —311  9.67
Zeolite ~1.18+0 727 10.37 9.83 10.12 —2.91 8.47
—0.850 + 0 544 10.57 9.79 +045 020
—2.356 + 0 1662 12.91 12.91 165 272
—1.651+0 1090 13.16 13.04 —268 718
Dolomite  [44] ~1.168 +0 727 13.38 12.70 12.94 ~189 357
~0.833+0 544 13.69 12.85 118 1.39
—2.356 + 0 1729 15.70 15.69 —013 002
—1.651+0 1253 15.84 15.69 —013 002
Cuore [44] ~1.168 +0 807 16.19 15.67 15.72 —032 010
~0.833+0 609 16.79 15.78 —070 049
236 +0 1729 18.13 18.09 163  2.66
‘ —1.70+0 1253 18.33 18.19 219 480
Dacite ~1.18+0 807 18.83 17.80 18.35 —309 955
—0.850 + 0 609 19.20 18.81 567 3215
23640 1800.1 21.66 21.52 200  4.00
—1.70 +0 1278 21.95 21.85 356  12.67
Basalt —~1.18+0 892 22.35 2110 22.05 —451 2034
—0.850 + 0 633 22.87 21.90 —380 1444
~2.356+0 1790 23.17 23.16 234 548
' —1.651+0 1240 23.52 23.39 336  11.29
Quartzite  [44] 1168+ 0 870 24.14 22,63 23.64 446 19.89
—0.833+0 610 2472 23.46 367 1347
Sum 185.53
278

A2
Mean square error \/ 1=53

Table 5. Comparative results of the w; obtained by the Bond test and the method in [44]
(p100 = 149 pm).

sample  Ref. (s oire  Dn e GWhO a8 A7
22356+ 0 1662 9.77 956 4265  7.023
1651+ 0 1090 10.59 991 092 0846
Dolomite  [44] 116840 727 11.44 9.82 994  —122 1488
0833+ 0 544 12.19 983  —0.10 0010
235640 1729 15.86 1543 —072 0518
165140 1253 16.46 1543 —072 0518
Cuore  [44] 116840 807 17.42 1532 1533 —007  0.005
—0.833+0 609 18.93 1511 +137 1877
2356+ 0 1790 18.92 1861 —205 4203
. 165140 1240 19.13 1825 4395  15.603
Quartzite  [44] ~1.168 + 0 870 20.61 19.00 1867  +174  3.028
—0.833+0 610 2330 1937  —195 3.803
Sum 38.922

1.80

A2
Mean square error N=25

4. Conclusions

The determination of the Bond work index is considered the most popular method
used for calculating critical parameters of the grinding process, selecting equipment, and
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controlling the grinding process. The Bond test is regarded as a standard laboratory
procedure for determining the parameter w;. As an initial condition for conducting the
Bond grindability test, the upper particle size limit of the raw material must be 3.35 mm
(F100 =3.35 mm)

The determination of the Bond work index in a ball mill for raw materials with an
initial particle size smaller than the standard size (—3.35 + 0 mm) has not received sufficient
attention. Therefore, this study investigates the effect of raw material particle size, with an
upper size limit smaller than 3.35 mm, on the Bond work index value. The experiments
were conducted as a function of the initial sample size on raw materials with different
mineral compositions and physical-mechanical properties (zeolite, dacite, and basalt).

Based on the experimentally obtained results from tests conducted on samples of
zeolite, dacite, and basalt, as well as the analysis and discussion of the results, the following
conclusions were drawn:

e  The value of the Bond work index increases as the particle size of the raw material
decreases. For samples with an upper size limit significantly smaller than the standard
size, the Bond work index value is higher than the Bond work index value obtained
for the standard-sized sample.

e A model for determining the Bond work index for standard-sized samples has been
presented, provided the Bond work index for a non-standard-sized sample is known.

e The model is applicable only for a closing screen size (P1og) of 75 um.

e  The presented model was then tested on all available data found in the literature to
verify the accuracy and validity of the model.

From the information presented, it can be concluded that the Bond work index for a
standard particle size sample can be determined if the value of the Bond work index for a
non-standard particle size sample is known. Applying Equation (2) to the tested samples
to obtain wi resulted in a mean square error of —0.66%, which is within the limits of repro-
ducibility of the standard Bond test. The results obtained with Equation (2) were compared
with the results of Magdalinovic et al. (2012) [44], leading to the following conclusions:

e  When determining the Bond work index for a standard particle size sample, if the
Bond work index value for a non-standard particle size sample on a 75 um closing
screen size is known, Equation (2) should be used, as it provides more reliable results.

e  When determining the Bond work index for a standard particle size sample, if the
Bond work index value for a non-standard particle size sample on a closing screen
size of 149 pm is known, the model of Magdalinovic et al. [44] should be used, as it is
currently the only model tested on a closing screen size of 149 pm.

The low mean square error confirms the accuracy and validity of the presented method
for determining the Bond work index on a standard particle size sample when the Bond
work index value is known for a non-standard particle size sample. The presented method
represents a practical contribution that will significantly help practitioners when planning
a new plant or optimizing an existing one.
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Appendix A
Table Al. Zeolite sample PSDs.
Particle Size Class Size in mm (%)
(mm) —3.35+0 —236+0 —-1.70+ 0 —1.18+0 —0.850 + 0
—3.35+2.36 21.95
—2.36 +1.70 15.55 18.74
—1.70 + 1.18 13.35 16.72 20.64
—1.18 + 0.850 8.10 9.99 12.74 16.42
—0.850 + 0.600 6.90 8.86 10.69 13.64 15.51
—0.600 + 0.425 495 6.51 7.80 9.99 12.02
—0.425 + 0.300 4.14 5.33 6.46 8.28 9.68
—0.300 + 0.212 3.37 4.26 5.02 6.66 7.82
—0.212 + 0.150 3.26 4.04 5.00 6.39 7.75
—0.150 + 0.106 3.01 3.87 4.56 6.07 8.23
—0.106 + 0.075 3.62 4.23 5.27 6.25 7.20
—0.075 + 0.00 11.80 17.45 21.82 26.30 31.79
Y 100.00 100.00 100.00 100.00 100.00

Table A2. Dacite sample PSDs.

Particle Size Class Size in mm (%)

(mm) —335+0 —2.36+0 —1.70 + 0 —1.18+0 —0.850 + 0

—3.35 +2.36 27.77

—2.36 +1.70 15.60 21.08

-1.70 + 1.18 12.59 18.24 23.42

—1.18 + 0.850 7.99 11.28 14.83 17.54
—0.850 + 0.600 7.52 10.18 12.98 16.40 20.91
—0.600 + 0.425 6.10 8.28 10.36 13.47 16.02
—0.425 + 0.300 5.45 7.39 8.76 11.94 14.62
—0.300 +0.212 4.05 5.46 6.73 9.21 10.95
—0.212 +0.150 3.39 457 5.55 7.76 9.25
—0.150 + 0.106 2.08 3.00 3.78 5.46 5.93
—0.106 + 0.075 1.77 2.39 292 3.68 5.02
—0.075 + 0.00 5.69 8.13 10.67 14.54 17.30

Y 100.00 100.00 100.00 100.00 100.00

Table A3. Basalt sample PSDs.

Particle Size Class Size in mm (%)

(mm) —335+0 —2.36+0 —1.70 + 0 —1.18+0 —0.850 + 0

—3.35+2.36 29.92

—2.36+1.70 17.28 23.84

—1.70 + 1.18 14.10 19.64 24.71

—1.18 + 0.850 8.24 11.63 15.34 23.05
—0.850 + 0.600 7.38 10.22 13.14 18.60 23.14
—0.600 + 0.425 5.18 7.39 10.20 13.29 16.76
—0.425 + 0.300 433 6.19 8.32 10.45 13.55
—0.300 + 0.212 2.96 436 6.00 7.00 9.71
—0.212 +0.150 244 3.76 484 6.00 8.04
—0.150 + 0.106 1.72 2.59 3.10 423 5.64
—0.106 + 0.075 1.47 2.28 3.14 3.79 4.98
—0.075 + 0.00 498 8.10 11.21 13.59 18.18

Y 100.00 100.00 100.00 100.00 100.00
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Table A4. Parameters Fgy and value of w; for samples of zeolite, dacite and basalt used on non-
standard size classes.

Sample Class Size (mm) Fgo (m) P10 =75 pm w; (KWh/t)
—335+0 2440 9.834
—236+0 1652 10.010
Zeolite —1.70+0 1090 10.197
—1.18+0 727 10.371
—0.850+0 544 10.572
—3.35+0 2646 17.800
—236+0 1729 18.130
Dacite —-1.70+0 1253 18.333
—1.18+0 807 18.827
—0.850 + 0 609 19.196
—3.35+0 2609.1 21.098
—236+0 1800.1 21.659
Basalt —1.70+0 1278 21.951
—1.18+0 892 22.352
—0.850+0 633 22.874
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Abstract: The Geopyora breakage test uses two counter-rotating wheels to nip and crush rock
specimens with a tightly controlled gap between rollers. This paper presents the detailed measures
conducted to evaluate the accuracy and precision of energy measurements across various ore types
using the Geopyora. Force measurement was assessed just for its precision. The outputs were
compared directly to the drop weight test (DWT) measures of fragmentation at the same energy and
fitted A and b parameters. Test reproducibility was evaluated using a Round-Robin methodology,
testing several samples in multiple laboratories. The results confirmed that the new test has sufficient
accuracy to match DWT results and excellent precision to assure reproducibility.

Keywords: comminution; ore breakage characterization; variability

1. Introduction

The Geopyora breakage test device, which is pictured in Figure 1, was developed to
fulfil a need in the industry for improved precision in the characterisation of an orebody.
The method developed addresses this by enabling rapid measurements while measuring
the input energy and force needed to fracture every particle [1]. The outcome is a single
test that delivers multiple breakage parameters, bypassing the need for a suite of expensive
tests. The target application is in orebody modelling for process performance prediction.

Gap
adjustment

Figure 1. Geopyorad test equipment (original).

The concept behind the Geopyoréa breakage test is to use counter-rotating wheels to
nip and crush a rock with a tightly controlled reduction ratio from the feed to a defined
gap between rollers, as illustrated in Figure 2. However, before delving into its mechanics
and performance, the context of measurement precision compared to current standard test
methods should be addressed.
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Figure 2. Double Wheel (Geopyori) breakage test schematic of operation.

The drop weight test is an industry accepted standard test method used to characterise
the degree of breakage as a function of energy input of a sample of ore using a drop weight
apparatus. It is widely used in the mining industry to evaluate the ore’s breakage charac-
teristics and to optimize grinding circuit design. The test involves breaking a sample of ore
of a specific size using predetermined energy levels and measuring the size distribution of
the resulting fragments [2]. The test results, including the specific energy consumption, Ecs
(kWh/t) and the t;o parameter (percentage passing 1/10th of their original particle size), are
then used to calculate the ore’s breakage parameters A and b values from Equation (1) [3]

tio = A x (1 — e P¥Es) )

The standard test method requires about 50 kg of rock, so is only suited to bulk samples
or requires the compositing of long lengths of precious drill core. Due to these sample
constraints and the cost of the test, only a few samples are tested for an entire orebody
in the design phase and only occasionally are samples tested during production. To help
overcome these limitations, the standard testing method was modified by Morrell [4] to
enable the use of a reduced mass of a sample and thus the application of the DWT to drill
core samples. The resultant SMC (Steve Morrell comminution) method has enabled the
DWT outcomes to be applied to a far greater extent across drill cores and extended into
orebody characterisation. Morrell [4] also introduced new energy-size reduction equations
based on the outputs of the SMC test, demonstrating its validity across several comminution
processes. It does, however, remain somewhat costly and uses 20 kg of core (representing
about 15 m of split core). The Geopyora test aimed to further reduce the uptake barrier
to testing more of the drill core within an orebody, thus providing greater resolution to
modelling and predicting the mill performance and mine production over the life of a mine.

The purpose of this paper is to assess the accuracy and precision of the Geopyora
breakage test (GPT) energy and force measurements in order to provide the levels of
confidence required by the industry for uptake of this ore characterisation technique. The
accuracy was indirectly assessed by comparing the fragmentation (t;g parameter) obtained
when testing duplicate samples at the same energy level using the well-established drop
weight test (DWT). In addition, the precision (i.e., reproducibility) of the test was evaluated
using a Round-Robin methodology [5], similarly to that reported by Mosher [6] and
Weier [7] in comparative testing undertaken by over 30 metallurgical laboratories located
around the world to determine the precision of the Bond test [8].
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1.1. Equipment Description

The testing method is described in some detail in Bueno et al. [1], so only an overview
of the pertinent operating principles is provided here. The principle of the method is illus-
trated in Figure 2, with the idealised force response during a breakage event and the change
in angular velocity of the wheel during a breakage event. The counter-rotating wheels
allow the automated feeding of rocks one at a time through the spinning wheels, with no
requirements for stopping, resetting, and sweeping away broken fragments between each
rock breakage.

The mechanical set-up enables measurement of the applied force during each breakage
event with a loadcell providing a high sampling frequency of 5000 Hz to provide a force-
to-fracture value, as illustrated in Figure 3. The force applied to break a rock with a given
degree of compression is a function of the rock compressive strength. The force plot can
thus be related to standard rock strength measures, an aspect not explored in this paper.
Once the force measured by the load cell, due to rock fracture between the wheels, surpasses
a predetermined threshold (Ft), the recording of force will commence for a specific duration
(t1-to). The highest force peak within this timeframe (Fp) will be registered.

5000
4000

3000

Force (N)
]
(=]
(=]
o

1000

0

-1000

Time (s)

Figure 3. Example of a force plot during rock fracture.

The traditional ore characterisation of the drop weight test (DWT) [2,4] controls the
energy input through the kinetic energy of a falling weight. Regardless of what is absorbed
during the fracture event, this is given as the input energy to the breakage event. From
this the specific comminution energy (Ecs in J/g or kWh/t) is calculated. In contrast, for
the Geopyor4, the crushing is conducted at a stiff (fixed) gap and the energy is measured
through the loss of momentum of the spinning wheels [1]. Thus, the breakage energy
used for characterisation is not a controlled input, but rather a measure of the response of
the system to the breakage characteristics of the rock—determined by the applied stress
and properties intrinsic to the rock material (mineral composition, texture, grain structure,
internal flaws, microcracks, etc.). By varying the degree of reduction, i.e., the ratio of the
crushing gap to the particle diameter, a range of breakage energies can be achieved to map
the response of the rock. It should be noted that the use of fixed energy points on the typical
Ecs vs. tg plot, which are then translated to the breakage function parameters of A and b,
is only a matter of standard testing procedure.

The Geopyora distinguishes itself from traditional drop weight tests by its ability to
measure the breakage force and energy on a per-particle basis within a given sample. This
unique feature enables the generation of distinct distributions of breakage energy and force
for each sample, as depicted in Figures 4 and 5. The detailed nature of these distributions
facilitates the application of statistical analyses, including the Student’s t-test and ANOVA,
providing a robust framework for comparing outcomes across varying samples.
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Probability Plot of Ecs (kWh/t)
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Figure 4. Geopyora Ecs probability distribution.
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Figure 5. Geopyora force probability distribution.

The energy consumed in each breakage event is measured via the momentum loss
of the crushing wheels. Triggered by the release of a rock from the feed system, the
power is disconnected from the direct-drive system and the breakage wheels are allowed
to be idle. The resultant momentum loss arising from the rock breakage provides the
measure of energy applied to compressing and breaking the rock particle. The losses due to
mechanical back electromotive force and friction are carefully calibrated for every machine
and accounted for in the energy calculation [1].

The mechanical operation of the Geopyori is described in more detail in [1]. In such a
design it is necessary to measure the absorbed energy per rock breakage with sufficient
precision, while ensuring non-slip grip and compression of the rocks to the point of fracture.

1.2. Assessing Accuracy

In wishing to assess the accuracy of a new testing device, there are two major aspects
to be verified:
Precision: measurements are reproducible and replicable between different test devices.
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Accuracy: the measurement yields a value within a required uncertainty when as-
sessed against an absolute value, such as in the SI standards.

However, there is no ‘truth’ of the breakage energy or rock strength in terms of the
energy needed to produce crushed product. This has been explored by a number of
researchers trying to define the efficiency of comminution devices. Fuerstenau [9] assessed
the absolute efficiency of breakage energy to be below 1%, while Tromas [10] concluded the
maximum possible efficiency is in the range of 2.5% to 7.5%. All devices have an inherent
inefficiency. One of the best benchmarks for measuring breakage as a function of the energy
input is the instrumented loadcell method, in which the energy absorbed by the rock is
measured, as opposed to the applied energy. The impact loadcell studies of Tavers and
King [11] and of Bourgeois and Banini [12] provide a measure of the absorbed versus
applied energy, with measures varying depending on the specific applied energy and the
rock competence—whereby softer rocks absorb less energy than stiffer rocks. Tavares [13]
measured the absorbed energy as varying between 67% and 99% of the applied impact
energy. The objective function for determining the accuracy of a new test thus tends to
be taken relative to existing tests. The objective at this stage of introducing the new test
is to replicate the measures of the DWT, so as to enable these well-accepted measures
to be propagated across the orebody in far greater detail than can be achieved using
DWT equipment.

Accuracy: statistically match the measurements derived from full DWTs.

A complication of comparing to another test is that the base test has an inherent
degree of precision. Thus, the precision of the DWT should be included in an assessment of
accuracy. The work of Tavares and King [11] illustrates the natural variability of precision
measures conducted on the impact load cell (UFLC) apparatus, which is in essence an
instrumented DWT. JK Tech has conducted a study of reproducibility between repeat tests
conducted on the JK DWT [7]. The study revealed that when the same rock sample was
tested at various laboratories worldwide, the results from the Bond test differed by +14.2%,
while for the SMC test, the difference was 4-9.2%. This uncertainty must be incorporated
into any test of accuracy.

2. Materials and Methods

The overall approach taken in this work to assess precision and accuracy is through
comparative data and repeat tests using carefully sampled ore samples.

2.1. Accuracy Assessment Experiments

Samples from seven different ore deposits with different mineralogy, as is shown
in Table 1, were used in this research. Bulk samples were crushed and sieved to obtain
particles of 22 x 19 mm. From each sample population, eight samples of 20 particles
were selected. To ensure consistency between duplicate samples, the particle selection
methodology of the SMC Test® [4] was applied, which limits the particle mass to within
the mean +30%.

Table 1. Samples used in this test work.

Sample Ore Type
DOL Calcium carbonate
KEV Copper

KIT Gold
KYL Copper-zinc
PYH Copper-zinc
TRF Nickel-cobalt
YAR Phosphate

To assess the accuracy of energy measurement in the Geopyor4 test, various tests were
conducted. In total, 56 sets of 20 particles were tested, with each ore type having four
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sets tested using the Geopyorad and four sets subjected to a custom drop weight test at
the University of Sao Paulo (USP). This resulted in eight sets for each ore type, enabling a
detailed analysis of the results.

The Geopyora tests were conducted with two repeats (1 and 2) performed at a wider
gap setting of 50% of the particle size, and two other repeats (3 and 4) carried out at a closer
gap setting of 25%. The gap ratio is defined as the proportion between the geometrical
means of the tested particles, which was 20.6 mm in this case, and the gap aperture
between the wheels. The gap ratios of 50% and 25% represent low and high specific energy
levels, respectively.

The standard drop weight test uses fixed, predetermined energy values, whereas the
Geopyora test measures the actual specific breakage energy of each particle, which is a
response of the tested material rather than a test input. As a result, custom drop weight
tests were conducted by adjusting the energy input to match the mean specific energies as
measured by the Geopyora test, ensuring that the results were directly comparable to those
obtained from the Geopyora test.

The products of both the Geopyora and drop weight tests were sieved to determine
the tjg parameter, which was compared. The hypothesis is that the Geopyord energy
measurements can be quantified by comparing the t; at equivalent Ecs values to the DWT.
This methodology had been previously attempted by Chaves Matus [14], but he had to use
Equation (1) to interpolate t;y values at the standard Ecs values used in the JK DWT.

2.2. Precision Assessment (Round-Robin)

Round-robin tests, also known as interlaboratory tests or proficiency tests, are a type
of testing where a set of samples are distributed to multiple laboratories or testing facilities
to determine their performance and compare results. The samples used in the tests are
typically prepared in such a way as to represent a range of materials and/or properties
that may be encountered in real-world applications [5].

Each laboratory conducts the same test on the samples and reports their results. The
results are then compiled and analysed to determine the degree of variability between the
different labs and the accuracy and precision of the testing methods. The data obtained
from the round-robin tests can be used to identify sources of error and variability in testing
methods and to improve the quality and consistency of the testing process.

Round-robin tests were conducted with a few duplicate samples from the bulk ore
samples that had previously been used in the accuracy assessment—except for the PHY
ore. The repeat tests were conducted using four different Geopyoré devices/laboratories
(anonymised as A, B, C and D) under the same operating conditions (i.e., particle size,
gap aperture and wheel speed) for each ore type, which are summarized in Table 2. The
precision of both energy and force measurements were assessed using analysis of variance
(ANOVA) tests.

Table 2. Comparative test samples, devices and operating conditions.

Particle Speed Number of Repeat Tests per Sample/Device
Sample . Gap (mm)
Size (mm) (rpm) A B C D Total

DOL —22.4+19 10.3 80 2 2 2 2 8
KEV —22.4+19 10.3 80 2 2 2 2 8
KIT —16 +13.2 7.3 80 2 2 1 - 5
KYL -16+13.2 7.3 80 2 2 1 - 5
TRF -16+13.2 7.3 80 2 2 1 - 5
YAR —19 + 16 8.7 80 2 2 1 - 5

Total number of tests per device 12 12 8 4 36
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3. Results and Discussion
3.1. Accuracy Assessment

Before sending the duplicate samples for the comparative custom drop weight tests,
the precision of the specific energy and force measurements made using the Geopyord
were statistically confirmed using the Student’s t-test on the repeat tests. The mean Ecs and
force values with a confidence interval of 95% for both low energy (T1 and T2) and high
energy (T3 and T4) repeat tests are plotted as repeat pairs in Figure 6. The error bars show
95% confidence limits, allowing a visual assessment of the repeat data for each test overlap
between repeats—which is obeyed for all repeat tests for both Ecs and force. It can be seen
that the tests with a smaller gap (3 and 4) absorb far higher energy, shown in the graphs
on the right, than the ones with a wider gap (1 and 2), typically around twice the specific
energy. The peak fracture force, shown in the lower plots, does increase with the higher
compression of tests 3 and 4, but by a lesser degree than the energy.
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Figure 6. Mean Ecs and force with 95% confidence intervals for low energy tests, T1 (a) and T2 (b) in
the first row and high energy tests, T3 (c) and T4 (d) in the second row, respectively.

The t-test values are presented in Table 3. If the p-values are less than 0.05, we could
reject the null hypothesis that there is a difference between the means and conclude that a
significant difference does exist. However, since all the p-values were larger than 0.05, we
cannot conclude that a significant difference exists with 95% confidence between pairs of
repeat tests.
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Table 3. t-test p-values.

t-Test p-values

Sample T1 and T2 T3 and T4

Force Ecs Force
DOL 0.327 0.474 0.926 0.857
KEV 0.118 0.456 0.160 0.742
KIT 0.749 0.598 0.162 0.380
KYL 0.510 0.453 0.636 0.705
PYH 0.933 0.876 0.409 0.292
TRE 0.099 0.668 0.270 0.132
YAR 0.706 0.952 0.541 0.235

The tyg fragmentation parameter from the products of the Geopyord and drop weight
tests conducted at the same energy levels are presented in Table 4. No significant difference
was observed and the t;y values were within +15% of each other, as show in Figure 7.
This indicates that the Geopyo0ra test energy measurements were accurate and reliable in
estimating the breakage characteristics of the tested rock material. Therefore, the hypothesis
that the Geopyord energy measurements are accurate if we obtain the same fragmentation
that is obtained when we break the same rock material in a drop weight test using the same

energy input can be confirmed.

Table 4. Mean specific energy, Ecs (kWh/t), and t;o values for Geopyora (GPT) and drop weight

tests (DWT).
Test 1 Test 2 Test 3 Test 4
Sample tio (%) t10 (%) t10 (%) t1o (%)
Ecs Ecs Ecs Ecs
GPT DWT % diff GPT DWT % diff GPT DWT % diff GPT DWT % diff
DOL 0.51 11.1 12.2 9% 0.62 144 16.2 11% 1.09 28.9 30.2 4% 0.98 26.3 26.7 1%
KEV 0.60 139 13.2 —5% 0.71 16.0 15.8 —1% 091 324 31.6 —3% 1.22 27.6 30.0 8%
KIT 0.50 11.5 10.2 —13% 0.49 9.8 9.6 —2% 1.06 23.0 24.3 5% 1.35 294 31.1 5%
KYL 0.41 142 134 —6% 0.47 15.6 17.6 11% 1.06 38.1 39.5 4% 0.98 36.8 36.8 0%
PYH 0.12 26.7 27.0 1% 0.13 26.7 29.3 9% 0.35 54.2 52.8 —3% 0.4 53.3 52.2 —2%
TRF 0.55 114 9.8 —16% 0.67 12.3 14.3 14% 1.25 279 25.8 —8% 1.29 27.5 28.1 2%
YAR 0.42 19.9 19.5 —2% 0.40 19.9 21.0 5% 0.89 429 415 —3% 0.81 38.6 37.2 —4%
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Figure 7. Parity chart of t;y parameter measured in the Geopytra vs. DWT.
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The relationships between Ecs and tg, which are plotted in Figure 8, were also as-
sessed to identify potential differences in the fitting of breakage parameters A and b from
Equation (1). Since the Geopyora and the drop weight tests were conducted at the same
energies and the measured fragmentation (tjg) was practically the same, no significant
difference was found in the resulting A and b parameters obtained using the Geopyora
and drop weight data.
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Figure 8. t;y and Ecs plots for all seven samples.

As presented in Table 5, the results were within —2.7 to 6.1% from one another. While
this is a confirmation that the Geopyora test can be a reliable alternative to the DWT in
estimating the breakage characteristics of rock material, a more extensive validation is
presented in Bueno et al. [15].

Table 5. Comparison of the fitted Axb parameters using the Geopyora and DWT test data.

Fitted A and b Difference
Sample
Geopyora DWT Value %
DOL 39.8 42.4 2.6 6.1%
KEV 41.6 42.2 0.6 1.4%
KIT 34.2 35.6 14 3.9%
KYL 61.7 63.8 2.1 3.3%
PYH 323 326 3 0.9%
TRF 33.3 32.8 —0.5 —1.5%
YAR 75 73 —2 —2.7%

3.2. Precision Test Results

The Geopyord test measures the specific comminution energy, Ecs (kWh/t), and
applied force, F (kN), for each single particle in a sample, resulting in distributions of
Ecs and F values. The data obtained for the repeat tests conducted with six different ore
samples across four devices are presented as box plots in Figures 9 and 10. The range of
Ecs or force in any given test represents the natural variability of the ore, within a carefully
constructed subsample of near identical rocks, and the difference in rock dimensions within
a screened size range. It should be noted that such information is not available for the DWT
results as no input data are measured.

A one-way ANOVA test was conducted to compare the mean Ecs and F values of each
test to determine whether they were significantly different or not. The calculated p-values
presented in Table 6 are greater than 0.05, confirming the precision of the tests as there are
no significant differences with 95% confidence.
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Figure 10. Repeat force measurements.

Table 6. ANOVA calculated p-values.

ANOVA p-Values

Sample

Ecs (kWh/t) F(N)
DOL 0.354 0.065
KEV 0.821 0.843
KIT 0.516 0.149
KYL 0.136 0.275
TRF 0.258 0.552
YAR 0.393 0.369

Since there are no significant differences among the tests, the overall precision of the
Ecs and orce measurements was determined on the basis of the 95% confidence interval of
the mean calculated using all the available data for each ore type. The summary results
presented in Table 7 show an average precision of 6.8% for specific energy measurements
and 6.3% for force measurements across all different devices and ore types.
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Table 7. Mean, standard error of the mean, standard deviation and 95% confidence intervals for Ecs
and force measurements.

Ecs (KWh/t) 95% CI F (kN)

95% CI

Mean SE SD (+/-) % Mean SE SD (+/—

) Y%

DOL
KEV
KIT
KYL
TRF
YAR

199 0.46 0.01 0.17 0.02 5.1% 10.1 0.3 3.7 0.51

5.1%

137 0.69 0.02 0.27 0.05 6.5% 14.5 0.5 54 0.90 6.2%
146 0.59 0.03 0.33 0.05 9.1% 6.8 0.3 3.4 0.55 8.1%
198 0.50 0.01 0.20 0.03 5.6% 9.2 0.2 3.5 0.49 5.3%
143 0.50 0.02 0.25 0.04 8.3% 6.8 0.2 2.8 0.46 6.8%

140 0.38 0.01 0.15 0.02 6.3% 5.0 0.2 1.9 0.31

6.2%

Mean 6.8% Mean 6.3%
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4. Conclusions

In conclusion, this study evaluated the accuracy and precision of the Geopyora break-
age test for assessing the specific energy required for rock fragmentation. The results
showed that the Geopyora test provides accurate energy measurements, as confirmed by
the close agreement with the results obtained from the custom drop weight tests. The
precision of the Geopyora test was also demonstrated through round-robin tests, which
showed good agreement of the breakage energy and force measurements conducted with
several ores and four different devices. The repeatability achieved by the Geopyora test
outweigh that achieved with the commercial drop weight test and the Bond test. Therefore,
the Geopyoéra test is a reliable and efficient method for accurately measuring the specific
breakage energy of rock breakage, with the potential to improve the efficiency and sus-
tainability of mining operations. Further research is needed to investigate the accuracy
of its force measurements against other methods, such as the UFLC [11]. More extensive
round-robin tests with other rock types and across more laboratories will also be conducted
in the near future.
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Abstract: Grinding is an important process of ore beneficiation that consumes a significant amount
of energy. Pretreating ore before grinding has been proposed to improve ore grindability, reduce
comminution energy, and enhance downstream operations. This paper investigates hybrid ther-
mal mechanical pretreatment to improve iron ore grinding behavior. Thermal pretreatment was
performed using conventional and microwave approaches, while mechanical pretreatment was
conducted with a pressure device using a piston die. Results indicate that conventional (heating
rate: 10 °C; maximum temperature: 400 °C), microwave (2.45 GHz, 1.7 kW, 60 s), and mechanical
(14.86 MPa, zero delay time) pretreatments improved the studied iron ore grindability by 4.6, 19.8,
and 15.4%, respectively. Meanwhile, conventional-mechanical and microwave-mechanical pretreat-
ments enhanced the studied iron ore grindability by 19.2% and 22.6%, respectively. These results
suggest that stand-alone mechanical pretreatment or microwave pretreatment may be more beneficial
in improving the grinding behavior of the studied fine-grain iron ore sample. The results of the
mechanical pretreatment obtained in this study may be used in a simulation of the HPGR system for
grinding operations of similar iron ore

Keywords: microwave heating; thermal treatment; comminution energy; ore grinding; work index

1. Introduction

Huge energy consumption for ore grinding [1] and tailing management [2,3] are major
challenges in mineral processing. Reducing energy consumption and sustainable tailing
management are among the current challenges in the mining industry. Efficient comminu-
tion operation improves mineral liberation, leading to improved mineral recovery and
low tailing production, making comminution a critical operation in mineral processing [4].
Therefore, efforts to improve comminution operations are receiving significant attention.
With ore grades declining globally, demand for metals and industrial minerals increasing,
and the transition to industrial 4.0, the energy requirement for comminution processes
is increasing, causing greater concern than ever before. Among the mining operations,
grinding consumes up to 70% of the total energy consumption [5,6]. Studies have been
performed to reduce grinding energy by focusing on factors to improve grinding perfor-
mance. Among the factors affecting grinding performance are grinding media, machine
type, operating conditions, and ore characteristics [7-9]. Attempts have been made to im-
prove ore grinding operations by optimizing the ore-to-media ratio, mill-length-to-diameter
ratio, mill speed, media size distribution, and varying grinding balls such as mild steel,
stainless steel, and nano-ceramic [5]. Furthermore, efforts have been expended on ore
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comminution machine design, resulting in the production of the high-pressure grinding
roll (HPGR), which can minimize energy loss as noise and heat—leading to improved
ore grinding and reduction in comminution energy [10]. However, HPGR produces a
coarser particle size distribution due to the edge effect [11]. Since the grindability of ore is
a material’s characteristic, researchers proposed that ores may be pretreated to improve
their physical properties, which may enhance grinding behavior and lead to significant
energy savings [5]. Different ore pretreatment methods have been explicitly presented
in the literature [5]. Thermal pretreatment is among the focused techniques that may be
performed by conventional (via furnace) or microwave (MW). Both heating approaches
have been employed for several minerals with varying degrees of heating responses and
induced cracks on the tested ore/mineral samples [5]. The type of cracks developed by the
material samples and the extent of cracks determine the effect of absorbed heat energy on
the material’s grinding behavior [5]. Ratan et al. [12] discussed that conventional heating of
hematite ore to 400 °C followed by water quenching may reduce grinding energy by 45%.
Omran et al. [13] investigated the effect of conventional heating on the grinding behavior of
phosphorus-oolitic iron ore and results indicated that particles passing a sieve size of 0.125
mm increased from 46.6 to 50.8% after heating to 600 °C for 1 h. Based on the available
literature, little is known about the grinding behavior of conventionally heated iron ore,
but the approach has been widely studied to convert hematite to magnetite [14]. Most
researchers have focused on the grinding behavior of conventionally heated quartzite and
calcite [15].

For microwave heating, studies are increasingly focusing on reducing grinding energy
requirements in the mining industry through microwave pretreatment of ores. Walkiewicz
etal. [6] found that cracks developed on iron ore samples after being subjected to microwave
heating, resulting in an improvement in work index up to 23.7%, for hematite obtained
from Republic mine, Michigan, USA. Micro-fractures were observed on microwave-treated
hematite selected from Orissa, India, that resulted in an improvement in the specific rate of
breakage up to 50% [16]. Song et al. [17] reported that intergranular cracks developed on
hematite ore after microwave irradiation, which improved hematite liberation from quartz
and apatite by up to 30%. Singh et al. [18] pretreated iron ore (containing hematite and
jasper) at 900 W for 5 min. Grindability test results indicated that microwave pretreatment
decreased dgy by 20.83% compared to untreated ore samples [18]. Abdur Rasyid et al. [19]
studied the power-saving capability of microwave pretreatment during the crushing op-
eration of kimberlite rock using a single-roll crusher. It was found that specific crushing
energy of up to 18% can be saved using microwave pretreatment. Hao et al. [20] studied
the microwave-damage mechanism of magnetite ore. Their results showed that increasing
microwave power led to deceased ore mechanical properties due to intergranular and
intragranular cracks developed after microwave irradiation, leading to improved crushing
degree. Omran et al. [13] compared the effect of conventional and microwave pretreat-
ments and found that intergranular fractures developed between hematite and its gangue
(fluoroapatite and chamosite) after microwave treatment, while a small proportion of
micro-cracks were noticed on the ore’s surface after conventional heating. Grindability tests
showed that the weight percentage passing sieve size 0.125 mm increased by 13.16% after
microwave pretreatment compared to a 4.2% increase for conventional pretreatment [13].
Recently, results of possible energy reduction due to microwave pretreatment of different
ores/minerals have been presented in the literature [5]. Findings indicated that despite
intensive research on microwave applications for improved ore grinding for better energy
utilization in the mining industry, there is little research on iron ore (Table 1).

The piston-die test is usually employed to study particle-bed breakage for understand-
ing interparticle breakage, estimating the energy required for comminution by compressive
load, and predicting the breakage behavior of HPGR [21,22]. A comparison of the particle
liberation using particle-bed breakage (by piston-die compression), hammer mill, and ball
mill has been discussed in the literature [23]. Particle-bed breakage generally enhanced
the particle liberation for clinker [24], calcite [25], and quartz [22]. Meanwhile, low-grade
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porphyry copper ore at a size fraction below 150 um exhibited similar particle liberation
in hammer mill and piston-die compression [23]. The selected iron ore samples in this
study consist of interwoven fine-grain hematite, magnetite, and diopside; these usually
require fine grinding, consume a high amount of comminution energy, and cause metallur-
gical challenges [26]. Pretreating this type of iron ore may improve its grinding behavior.
This paper investigates hybrid thermal-mechanical pretreatments to enhance the selected
iron ore grinding behavior. Thermal pretreatment was studied using conventional and
microwave approaches, while mechanical pretreatment was conducted using a piston-die
test. The grinding behavior of the investigated pretreatment approaches was evaluated
using a laboratory standard Bond ball mill.

Table 1. Microwave pretreatment of iron ore samples for improved ore grindability (MW frequency:
2450 MHz), temp. = temperature.

. . . Improvement
Sample . Size Fraction Sample MW Power MW Time  Average MW . . o1
Location Mineral Phases (mm) Mass (g) kW) (min) Temp, (°C) in Grlg)/d)ablhty Reference
Republic .
mine, Hematite, ~335 350 3.0 35 840 237 [6]
Michigan q
Empire mine, - Magnetite, ~3.35 350 30 35 840 214 [6]
Michigan quartz
Orissa, India ~_, 1ematite, ~19.05+12.7 500 09 2.0 148 50 [16]
alumina, silica
Hubei Hematite,
province, quartz, chlorite, - 50 1.2 5.0 - - [17]
China apatite
Hematite,
Aswan uartz
region, q quartz, - 100 09 1.0 546 - [13]
Eovot uoroapatite,
&YP chamosite
J Odal'n Cd)flamha’ Hematite, jasper ~335 50 09 5.0 510 208 [18]

2. Materials and Methods
2.1. Sample Collection and Preparation

The iron ore sample was collected from the Wadi Sawawin area, Tabuk Province,
Saudi Arabia. This sample was considered in this study due to the increasing demand
for iron ore around the world and the high level of energy consumption during grinding
operations. Also, iron ore is known for its high dielectric and electric properties, which are
crucial for investigating rock’s response to thermal treatment via microwave or furnace,
making it suitable for this study. The as-received samples (20-25 cm) were preliminary
crushed by a hand-held hammer and further primary and secondary crushing operations
were conducted using a laboratory jaw crusher (BB300 Mangan Retsch, Retsch-Allee Haan,
Germany) and a laboratory roll crusher (Sew-Eurodrive GmbH & Co. KG, Bruchsal, Ger-
many), respectively. These operations continued until a 100% passing sieve size of 3.35 mm,
required for the standard Bond ball mill grindability (BBMG) test, was achieved (Figure 1).
A quartzite sample collected from the Al Masane Al Kobra (AMAK, Nejran, Saudi Arabia)
mining company [15] was used in this study for the optimization of mechanical pretreat-
ment. The conning and quartering method (Figure 2) and a mechanical riffle-splitter (KHD
Humboldt Wedag AG, Colonia-Allee 3, Cologne, Germany) were employed to obtain rep-
resentative sub-samples. The same sampling procedure was used for the studied quartzite
and iron ore samples. In this approach, the crushed sample was thoroughly mixed and
shaped into a cone and then quarterly subdivided till sub-samples of approximately 5 kg
each were obtained. One of the sub-samples was subdivided using a mechanical riffle-
splitter until a mass equivalent to 700 cm? (required as the first feed for the BBMG test)
was obtained. The average mass of five repeated experiments for the quartzite sample was
1282.5 g with a standard deviation of 0.2160 [15]. This indicates that the employed sampling

157



Minerals 2024, 14, 1027

procedure produced representative samples. Specifically, to obtain a sample of 1282.5 g
for a BBMG test, a 5 kg sub-sample was thoroughly mixed for homogeneity and divided
into four—each with approximately 1250 g, using a mechanical riffle-splitter. One 1250 g
sub-sample was split into four with approximately 312.5 g each. One of these sub-samples
was also divided into four. One of the obtained sub-samples was then divided into two to
get approximately 39 g sub-samples each. A 39 g sub-sample was thoroughly mixed with
a 1250 g sub-sample in a pan and formed a cone. The pan was then placed on a digital
chemical balance where a spatula was used to reduce the mass by 6.5 g from four-quarter
sides of the cone. To perform the particle size analysis of the sub-samples, eight sieves with
size range 3150 um-75 um were selected [15]. The representative sub-samples obtained
using a laboratory mechanical riffle-splitter were dry-screened by a laboratory electric
sieve shaker (AS 200, Retsch, Retsch-Allee Haan, Germany) by placing the sample on the
top sieve (3150 um) [15]. The cumulative percentage of weight passings was calculated
and recorded based on the weight passing each sieve. Particle size was plotted against
the cumulative %weight passing to determine the 80% passing size (Fgp) required for the
grindability tests [15]. The repeated BBMG tests performed by employing the above sub-
sampling procedure using a quartzite sample showed variation within £0.4% [15], which
falls within the acceptable industrial standard of 43.4% [16]. Therefore, the sub-sampling
procedure outlined above was applied to the studied iron ore sample. However, the feed
mass obtained for the BBMG test of the investigated iron ore was 1710.5 g—indicating a
packing density of 2.4436 g/cm?3. To get this mass, a stepwise mechanical riffle-splitter
operation produced 1718.5 g, which was thoroughly mixed and shaped like a cone in a
sample pan. This mass was then reduced to the required mass (1710.5 g) for the BBMG test,
using the same approach as quartzite.

! ROM sample

— ¢ Jaw crusher

Roll crusher

Prepared sample Z335 mm
» s
~ 4 —3.35 mm 4
Circulating load of 250% after N runs
Coning and
quartering 1 .
Screen oversize
—
Bond ball mill
» o * Dimension: 30.5 x 30.5¢cm
» Feed
) s * 285 Balls charge: 20.125kg
Sub- 1 * Volume: 700 cm * Revolution: 70 rpm
ub-sample + Particle size: —3.35 mm
Mechanical riffle splitter

A;an

(Py: closing size aperture)

Screen undersize

Figure 1. Sample preparation and Bond ball mill grindability (BBMG) test procedure (rpm—
revolution per min, ROM—run-of-mine).
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Figure 2. Coning and quartering technique (=== by relying on radial symmetry, a conical heap is

divided into four, by cross; ==#: the sample is divided into four, along the cross; =—=: opposite
quarters (1 and 4) are combined to form a sub-sample, ===>: opposite quarters (2 and 3) are combined
to form a sub-sample).

2.2. Sample Characterizations

To perform chemical, mineralogy and morphology analyses of the studied samples,
the laboratory mechanical riffle-splitter was used to appropriately obtain representative
sub-samples from the prepared sample (Figure 1). Using a ball mill, the sample was
ground to below 75 pm sieve size. The miniature sampling technique, using a spatula
usually employed for powder material, was used to obtain sub-samples for chemical,
mineralogy, and morphology analysis [15]. Mineralogy analysis was performed using the X-
ray Diffraction method (Regaku, Ultima 1V X-ray diffractometer, Tokyo, Japan) as described
in the literature [15]. Chemical analysis was also performed using a Fourier-transform
infrared (FTIR) spectroscope (Nicolet iS50 FTIR, Thermo Fisher Scientific, Waltham, MA,
USA) between 4000-400 cm ! in transmittance mode. Morphology analysis was conducted
using a Field Emission Scanning Electron Microscope (FESEM, JSM-7600F, JEOL Ltd.,
Musashino, Akishima, Tokyo, Japan) [15,27]. The description of FESEM for powder sample
(without coating) characterization was adopted as presented in the literature [15,28,29]. The
electric and dielectric properties of the studied samples were characterized to understand
the selected sample’s response to temperature. To do so, a cuboid-shaped iron ore sample
was prepared with dimensions of 12, 10, and 2.5 mm. Sandpaper was used to smoothen
the surfaces of the prepared sample, and the surfaces were then painted using a conductive
platinum paste (Nanoshel LLC, Willmington, DE, USA) to form electrodes [30]. The
iron ore cuboid was oven-dried at 150°C for 2 h. The electrical resistance, capacitance,
and tangent loss of the prepared iron ore cuboids were measured and recorded from
300 K to 1100 K using an impedance analyzer (LCR bridge; 0.05% accuracy, 4 Hz-8 MHz,
IM3536, Hioki, Nagano, Japan) [30]. A constant voltage mode was employed during this
measurement, and temperatures were recorded between 5 kHz-8 MHz. The recorded data
(resistance, capacitance, and tangent loss) were transferred to a personal computer via
an RS-232C serial port that was connected to the impedance analyzer [30]. The electrical
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conductivity (¢, Q~'m~1), dielectric constant (¢’), and dielectric loss (¢”) were calculated
using Equations (1), (2), and (3), respectively.

7= A xR )
Cd
I =7
¢ = A 2)
¢ = ¢ tans 3)

where R (QQ) is the experimentally measured electrical resistance of the studied sample,
A is the cross-sectional area of the sample (m?), t; is the thickness of the sample (m), C
is the experimentally measured electrical capacitance of the sample, tané represents the
measured tangent loss, and ¢ is the free space permittivity.

2.3. Bond Ball Mill Grindability Test

In the mineral industry, the BBMG test is usually employed to estimate the comminu-
tion energy, scale up the comminution operation, and compare the material response to
ball milling [15]. The test was proposed by Bond in 1961 [31], and ever since, it has been
regarded as the industrial standard for estimating the energy requirement for ore milling
using the material’s index known as the Bond work index (W;). The grindability test of
the studied sample was performed using a laboratory standard Bond ball mill (395-51,
BICO Braun International, Burbank, CA, USA) [32]. The sample preparation and BBMG
test procedure is presented in Figure 1. A 5 kg representative sample was obtained using a
coning and quartering method, and the particle size analysis was performed, as described
in Section 2.2. The interstitial volume equals 700 cm® within 285 steel balls of different
sizes, as described by BICO Braun International, was determined to establish the required
feed for the BBMG test [32]. The obtained feed mass (1710.5 g), equivalent to 700 cm?, was
used to determine the particle pack density of the investigated sample. The 285 steel balls
(20,125 g) and 1710.5 g samples were fed into the Bond mill, and the cover was lined with
rubber material before closing the feed opening to avoid losing particles during milling.
The mill was run at 70 rpm for 100 revolutions, after which the product was discharged
into a pan. The steel balls were properly cleaned using a brush and re-fed into the mill for
further milling operation. The product was batch dry-screened using a laboratory electric
sieve shaker (AS 200, Retsch, Retsch-Allee Haan, Germany) by putting the product on a
sieve size 106 um (test sieve size—closing sieve aperture). The undersized product was
used to calculate the next number of revolutions that can produce a 250% recirculating
load [15]. The representative sample, equivalent to the mass of the undersized product,
was added to the recirculating load for the next milling operation. The number of grams
per revolution (Gp,) was calculated and recorded. This procedure was repeated until Gy,
becomes constant or changes trend direction. The Bond Equation (4) was employed to
calculate the Bond work index of the studied sample.

445
= —n 4)
P, GO.SZ( 10 _ 10 )
VP VEso

where W; represents Bond work index (kWh/t), P; is the closing sieve aperture (mm), G
represents the ideal grindability (g/rev), Py is the 80% passing size (um) of product, and
Fgp is the 80% passing size (um) of feed.

Comparative Method of Grindability Test

Berry and Bruce proposed a comparative method to determine the work index of test
samples due to the large sample and time required for the standard Bond grindability test
approach [33]. The method was based on the condition that the reference and test samples
consume the same energy (E) when ground under the same grinding conditions (sample
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mass, grinding time, mill, and grinding media). Based on Bond’s energy Equation (5), a
comparative work index Equation (6) was proposed [33]. When testing ore samples at the
same operating conditions, the equation provides a ratio between reference and test ore
grinding characteristics. Different researchers have used this approach to calculate the
work index of an ore using another ore of known work index [34-36].

1 1
E=10W;( — — ®)
1 ( VYso v Xgo )
10 10
Wi = Wi g4 ©
VP VE

where Wj,—reference work index (obtained using the standard method), Wi;—test work
index, F,—80% passing size (um) of reference feed, F;—80% passing size (um) of test feed,
P,—80% passing size (um) of the reference product, and P,—80% passing size (um) of
test product.

Since the W; of the as-received sample has been estimated, a comparative method was
used to establish the Bond work index (as a measure of grindability) of the microwave-
pretreated iron ore samples. To do so, a bulk-treated sample (1710.5 g) was fed into the
laboratory standard Bond Ball mill using the same set of steel balls (20,125 g) as that used to
perform the grindability test of as-received samples. The sample was ground for 425 runs
(based on the average number of runs for the BBMG test of the as-received sample). The
product particle size analysis was then performed to obtain P;. Also, grindability tests were
conducted for the separate batch-microwave-treated samples (125 g each to make a total of
1750 g, of which 1710.5 g was sampled for the grindability tests) at 30, 60, and 90 s residence
times. The sub-sample of 125 g can be obtained by dividing a 500 g sample into four pieces
(see Section 2.5). Since 1710.5 g is required for the BBMG test, 14 sub-samples of 125 g were
merged (1750 g). The studied sample cannot be microwaved for longer than 90 s due to the
observed increased work index due to fusion of iron ore particles (see Sections 2.5 and 3.4).

2.4. Thermal Pretreatment via Furnace

Thermal pretreatment of the studied samples (Figure 3a) were performed using an
industrial furnace with a maximum heating temperature of 1800 °C (Nabertherm VHT
8/22-GR, Lilienthal, Germany; Figure 3b). The studied sample was batch-treated by putting
1710.5 g of the sample in a clay pot placed at the center of the furnace’s heating chamber.
Heating was performed from room temperature to 150 °C at a heating rate of 10 °C/min.
After reaching the target temperature, the sample was heat-shocked for 1 h before cooling
to room temperature within the heating chamber. This procedure was repeated at target
temperatures of 200, 300, and 400 °C using separate representative samples.

2.5. Thermal Pretreatment via Microwave

Microwave pretreatment of minerals/ores is one of the innovative methods researchers
have focused on to improve grinding operation and reduce comminution energy. In this
work, a multimode microwave oven (Figure 3c) with cavity dimensions of 381 x 330 x 216 mm
(Amana RC17S2, 2.45 GHz frequency, Benton Harbor, MI, USA) was employed for the
microwave pretreatment of the prepared representative iron ore samples. The sample to
be microwave-treated was prepared by step-wisely dividing a 5 kg sub-sample using a
riffle-splitter, which produced approximately 507.5 g. The obtained sub-sample was then
reduced to 500 g, as discussed in Section 2.1. The effect of irradiation time on the final
temperature reached by the sample was studied using 500 g specimens, each from 30 s
up to 180 s at 30 s intervals. At 90 s irradiation time and above, localized burning of iron
ore particles was observed, leading to the fusion of particles. For each test, the final bulk
temperature was immediately measured after reaching the target heating time using an
infrared thermometer with a temperature range of 0-550 °C and reading accuracy of 3 °C
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(Habotest HT650B, Liheng Village, QingXi Town, Dongguan, China). The experiment
was repeated three times using separate representative samples (obtained using the same
approach as discussed above), and the average final bulk temperature was calculated
and recorded. This procedure was repeated using 125 g samples (obtained by dividing
500 g sample into 4 sub-samples using a riffle-splitter) but with a maximum microwave
residence time of 90 s, in response to having noticed particles fusing from this temperature
upward. The effect of sample quantity on microwave treatment of the studied sample
was studied using 125, 250, 500, 1000 (obtained by adding two 500 g sub-samples), and
1500 g (obtained by adding three 500 g sub-samples) specimens at 30 s radiation treatment
time. In each case, the average final bulk temperature of three repeated tests was calculated
and recorded. To study the effect of microwave pretreatment on the grindability of the
selected samples, a representative sample (1710.5 g, sample required for ball milling; see
Section 2.1) was bulk treated at 30 s microwave residence time. Also, separate representative
samples were batch-treated at 30 s (125 g each to make a total of 1750 g, of which 1710.5 g
was sampled for the grindability test). The grindability of the bulk-microwave-treated
sample was compared with that of the batch-microwave-treated one. Based on the results
obtained, the batch-microwave treatment approach was repeated at 60 and 90 s microwave
residence time.

@ [ - |

— Side view (d)

e ; Atmosphere
Input panel+—+ . g valve
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supply
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Transport
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Figure 3. (a) Prepared iron ore sample (—3.35 mm), (b) industrial furnace (Nabertherm VHT 8/22-
GR, Lilienthal, Germany), (c) microwave treatment, (d) mechanical pretreatment using piston die
machine.

2.6. Mechanical Pretreatment

Mechanical pretreatment, as used in this study, is the application of load on crushed
rock samples placed inside a pressure pot using a piston-die machine to create cracks in the
samples (Figure 3d), which may improve the sample grindability. The compression device
used in this study has a force capacity of up to 200 kN (Herzog, TP 20P, 16600 Sprague Road,
Suite 400, Cleveland, OH 44130, USA). A pressure pot (cylindrical shape iron container:
diameter—53.4 mm, height—90.0 mm) and a support die (diameter—53.3 mm, thickness—
9.3 mm) were fabricated and used in this study. The sample mass (441.3 g) filled up to
80.7 mm of the pressure pot was calculated based on its packing density (2.4436 g/cm?)

162



Minerals 2024, 14, 1027

and the volume of the container (180.6 cm?). The effect of applied pressure on the sample
displacement was investigated to establish the maximum pressure at which the sample’s
displacement becomes constant. The support die was placed on the sample, occupying
9.3 mm of the upper space of the pressure pot. The load cell’s base was lower and centered
on the support die such that the applied load could be uniformly distributed on the sample
by slowly jacking the hydraulic pump through its handle (at approximately 10 kN /min).
Different confined bed compression tests were performed using applied forces of 10, 20,
30, and 40 kN. In each case, the sample displacement was measured and recorded. The
procedure was repeated using separate prepared samples of quartzite. Also, the effect
of applied force (at different delay times) on the sample’s grindability was studied using
separate quartzite samples (due to a shortage of iron ore samples). The packing density
of the studied quartzite is 1.8321 g/ cm? [15] and the volume of the container is 180.6 cm?,
hence, the sub-sample mass for the compaction test is 330.88 g. The stage compaction
test (using 330.88 g sample each) was performed at 10 kN until approximately 5 kg of
sample was reached—the sample required for the standard BBMG test. This sample
was then properly mixed for homogeneity purposes. A BBMG test was performed as
described earlier. The procedure was repeated for 20 and 30 kN using separately prepared
sub-samples. The effect of load delay time was also investigated at 10, 20, and 30 min
using various applied forces (10, 20, and 30 kN). The Bond Ball mill grindability test was
performed in each case. Based on piston-die test optimization performed for the quartzite
sample, 30 kN, zero-time delay condition was employed for the studied iron ore sample.
The sub-sample (441.3 g) was batch-treated (four times) to obtain a total mass of 1765.2 g
(of which 1710.5 g was sampled for the grindability test as discussed earlier; see Section 2.1

and Figure 4).
Mechanical pretreatment —
(B0 KN, 4413 g) Total mass after . 15250 8
h 3 treatments
4™ treatment
Riffle-splitter - 220.7 g
2206 g
1103 ¢ = 17105 g
1103 g
»55.2¢g
»>»04g .
—— Miniature sampling
(spatula)

Figure 4. Sub-sampling procedure for hybrid thermal-mechanical-treated iron ore sub-samples.

2.7. Hybrid-Thermal Mechanical Pretreatment

To study the effect of hybrid thermal-mechanical pretreatment on the grindability
of the studied samples, only thermal conditions (furnace or microwave) that have the
most improved grindability on the studied samples were investigated. Previous studies
showed that particles become smaller after a piston die test, which will reduce the impact
of microwave radiation on materials” grindability since larger particles respond better to
microwave treatment than smaller ones [5]. Therefore, we performed a piston die test of
microwave-treated samples and investigated the effect of this process on the grindability of
the studied samples. To achieve this, 125 g sub-samples were prepared (Section 2.5) and
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batch microwave pretreatment was performed (f—2.45 GHz, microwave power—1.7 kW,
radiation treatment time—60 s). The process was repeated 15 times to obtain the required
sample (1710.5 g) for the BBMG test (Section 2.5). To obtain the sample mass for a piston die
test (444.3 g, 30 kN, zero-time delay), the steps in Figure 5 were followed. A riffle-splitter
was used to subdivide a 444.3 g thermal-mechanical pretreated sample into appropriate
sub-samples and mixed with three times 444.3 g sub-samples. The 1710.5 g sample for the
BBBMG test was obtained and the grindability test was performed (Section Comparative
Method of Grindability Test). After these processes, the Bond work index of the sample
was estimated using the comparative method. Also, the furnace-pretreated sample (heating
rate:10 °C; maximum temperature: 400 °C) was mechanically treated (using a piston die
device at 30 kN, zero-time delay), and the grindability test was performed using the same
grinding condition as the microwave-treated one.

Microwave pretreatment > 375 ¢
(60s, 125 g) Total mass after g
h 3 treatments
4% treatment
Riffle-splitter >62.5g L 4453 g
62.5 g subdivided 8 times
Miniature sampling
»>78¢g reduction (spatula) of1 g
7 sub-samples of ——=
R d le = 444.3
approximately 7.8 g each g g

Figure 5. Sub-sampling steps for thermal-mechanical pretreatment of the studied iron ore.

3. Results and Discussions
3.1. FTIR and XRD Analyses

Figure 6 presents the FTIR spectra of the studied iron ore sample. The weak trans-
mittance peak at 563 cm! is associated with F-O vibration related to hematite [37,38] and
magnetite [38]. The FTIR transmittance peak at 785 cm™ is associated with Si-O stretching
of silicate minerals [37], while the peak around 873 cm™! is associated with the CrO472
vibrations—both peaks may be related to diopside mineral [38]. Meanwhile, the peak
at around 1430 cm™ is within the carbonate mineral bands, suggesting the vibration of
calcium with oxygen [39], which may be linked to diopside. These results suggest that the
studied sample contains hematite, magnetite, and diopside. It can be noted that the trans-
mittance peaks of the studied samples remain nearly the same after microwave treatment
(Figure 6).

The results of the XRD analysis of the studied sample are presented in Figure 7.
Findings indicate that the studied sample contains three minerals: magnetite (Fe3Oy, card
number: 01-076-7161, 3.7% =+ 2% by weight), hematite syn (Fe,O3, card number: 01-076-
4579, 37.3% £+ 4% by weight), and diopside ((Mgo.g45 F80‘048 A10.083 Tio.002 Cr0,023) (Ca().gzg
Na0.102 Mg0_045 Fe0.024 Mno_(]()l) ((810.981 Alo.mg)z 06)/ card number: 01-075-9998, 59% £ 7%
by weight). This result is in good agreement with the FTIR analysis. It can be inferred that
the selected sample is an iron ore with diopside as the gangue mineral. Diopside may be
found with interstitial magnetite and may have different colors, including white, grey, light
blue, purple, light to dark green, and maybe multicolor [27]. Other mineral constituents
may change the color of the diopside, as in the case of this studied sample (Figure 3a). The
effect of microwave irradiation on this type of ore has not been presented in the literature.
The crystallographic directions of the mineral phases remain the same after microwave
treatment, indicating that microwave irradiation has no significant change in mineral
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phases of the studied sample. This result agrees with that of the FTIR. The crystallite size
and lattice strain of the mineral phases in the investigated untreated sample are presented in
Figure 7. Since the crystallite sizes of hematite and diopside have close values, such minerals
may be difficult to liberate, resulting in high grinding energy requirements, production
of fine particles, and challenges in downstream operations. Previous studies suggested
that interlocking of magnetite with diopside may cause metallurgical challenges [27]. In
addition, the presence of a small amount of magnetite with fine grain disseminated in
the sample’s matrix may require more energy to liberate it. Nevertheless, the use of
microwave pretreatment for the studied samples improved the grinding process, leading to
a reduction in the work index (Section 3.4). This improvement may be attributed to changes
in crystallite sizes of the mineral phases and crack propagation on the particles’ matrix after
microwave pretreatment (see Section 3.2). The XRD analysis showed that the crystallite
size of the studied iron ore significantly changed after microwave treatment—the crystallite
sizes of hematite and magnetite decreased from 430(6) A to 26(4) A and 265(3) A to 33.82(6)
A, respectively. Meanwhile, that of diopside increased from 438(9) A to 501.7(9) A. Further
studies are still necessary to determine the effect of microwave irradiation on the mineral
liberation of this type of sample and its effect on downstream operations, including the
effect on magnetic susceptibility and iron recovery.
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Figure 6. Results of the untreated (UT) and microwave-treated iron ore samples.

3.2. SEM Analysis

The studied sample exhibits a coarse, rough surface texture with various crystallite
sizes (Figure 8a—c), which agrees with that of XRD analysis (Figure 7). Minor intergranular
and intragranular cracks can be observed on the larger particles after 60 s microwave
treatment residence time (Figure 8d,f). After further microwave treatment for up to 90 s,
more cracks developed on the particles, as shown in the SEM micrographs (Figure 9a—c).
Meanwhile, a fusion of smaller iron particles can be noticed after microwave treatment
(Figure 9d—f). This fusion of smaller particles produced bigger ones that take more energy
to grind because of strength reinforcement. A similar fusion of particles during microwave
treatment had been reported for porphyry copper ore, which increased the Bond work
index by 7% [40]. The XRD analysis results indicate changes in minerals’ crystallite sizes
after microwave treatment. Also, the FTIR transmittance spectra of the studied samples
do not change after microwave treatment. However, it may be inferred that the observed
fused particles are related to changes in the crystallite sizes of the investigated samples
after microwave treatment (see Section 3.1). The results obtained in this study suggest
that developed cracks on the larger particles (Figure 9a—) led to an improved Bond work
index of the microwave-treated sample by 6.9%. However, due to the presence of fused
particles (Figure 9d—f), the work index at 90 s microwave treatment is higher than that at
60 s microwave treatment (Section 3.4).
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Figure 7. XRD analysis before and after microwave treatment at 1 min microwave irradiation time
(UT—untreated sample, MTD—microwave-treated sample for 1 min).

Figure 8. SEM images (15,000%, 5 kV) of the untreated and microwave-treated (2.45 GHz, 1.7 kW,
60 s) samples: (a—c): untreated, (d-f): microwave-treated.
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Figure 9. (a—d) SEM micrographs of the studied microwave-treated (2.45 GHz, 1.7 kW, 90 s) sample;
(e,f) images of fused iron ore particles.

3.3. Electrical Conductivity and Dielectric Properties

The electrical and dielectric properties of iron ore, consisting of magnetite, hematite,
and diopside, were analyzed over a temperature range from 300 K to 1100 K. This study ex-
amines how temperature affects electrical conductivity and dielectric properties. Figure 10a
shows the variation of electrical conductivity (o) with inverse temperature (1000/T) for
different frequencies. The o increases with temperature for all frequencies, indicating
typical semiconducting behavior. At lower frequencies (5 kHz and 10 kHz), a steep decline
in o is observed, suggesting higher thermal activation energy for conduction. As frequency
increases, the decrease in 0 becomes less steep, indicating reduced thermal activation of
charge carriers. At 8 MHz, o remains relatively stable, reflecting the limited mobility of
charge carriers due to the inability to follow the rapidly alternating electric field. Figure 10b
shows the dielectric constant (¢) as a function of temperature for various frequencies. The
¢’ increases significantly with temperature for all frequencies. At 5 kHz and 10 kHz, ¢’
exhibits a steep increase above 600 K, indicative of enhanced polarization mechanisms
like dipolar alignment and interfacial polarization. Higher frequencies (1 MHz and above)
show a more gradual increase in ¢/, suggesting less effective dipolar alignment with the
rapidly alternating electric field. The substantial increase in ¢’ at 5 kHz, reaching around
6 x 10° at approximately 1100 K, underscores strong polarization and dielectric relaxation
processes at lower frequencies and elevated temperatures. Figure 10c shows that dielectric
loss (&) increases with temperature for all frequencies. At lower frequencies (5 kHz and
10 kHz), ¢” rises significantly above 600 K, indicating effective thermal activation of charge
carriers and higher energy dissipation. At higher frequencies (above 100 kHz), the increase
in ¢” is more gradual. The peak ¢” at 5 kHz reaches about 6 x 107 around 1100 K, high-
lighting strong ¢ due to conductive and polarization effects from magnetite and hematite.
Increased temperature enhances charge carrier mobility, leading to higher ¢” through the
alignment and reorientation of dipolar entities in the rock matrix. Figure 10d shows distinct
peaks in the loss tangent (tan 6) at various temperatures for different frequencies. At 5 kHz,
a prominent peak appears around 850 K, with tan § values close to 10°. As frequency
increases, these peaks shift to lower temperatures (e.g., 830 K at 10 kHz, 800 K at 20 kHz),
indicating a unique relaxation mechanism. This shift suggests that the specific properties
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of the minerals influence the dielectric relaxation in these rocks. The pronounced peak
at 5 kHz around 850 K likely results from dipolar alignment or interfacial polarization.
As frequency increases, the relaxation process requires lower thermal energy, causing the
temperature shift. The temperature impacts iron ore’s electrical and dielectric properties,
particularly after 550 K, by enhancing charge carrier activation and dipolar realignment,
especially in magnetite and hematite. However, at temperatures lower than 550 K, it seems
the electrical and dielectric properties are independent of temperature.
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Figure 10. Electrical and dielectric properties of (a) electrical conductivity (o) as a function 1000/T,
where T is the absolute sample temperature, (b) dielectric constant (¢’) (c), dielectric loss (¢), and
(d) dielectric loss tangent (tand).

3.4. Effect of Pretreatment Methods on Work Index

The Bond work index of the investigated sample (sieve test size = 106 pm, average pack
density = 2.4436 g/cm3, Pgp = 91.60 pm, Fgo = 2742; G(g/rev) = 1.0234 m) is 17.5 KWh/ton.
Microwave irradiation of material usually increases the material’s temperature. Using
500 g representative samples (see Section 2.5), results indicated that average temperatures
increased as the microwave residence time (1.7 kW, 2.45 GHz) increased (Figure 11b).
Findings also indicated that the higher the sample mass, the lower the average final
temperature reached after microwave treatment (Figure 11a). Based on the findings from
Figure 11a,b, a lower sample mass of 125 g was considered for investigating the effect of
microwave treatment on the selected iron ore sample (see Section 2.5). Results indicate
that the average final temperatures of the investigated samples (125 g, 1.7 kW, 2.45 GHz)
at 30, 60, and 90 s microwave irradiation times are 157.5, 258.7, and 302.3 °C, respectively
(Figure 11c). As can be noted in Figure 12, the particle size distribution of the studied
samples changes at different microwave residence times after grinding using the same
milling condition. Figure 12 shows that the Pgy improved after microwave treatment at
30, 60, and 90 s, leading to improved work indexes by 9.1%, 19.8%, and 6.9%, respectively
(Figure 12). Firing and fusion of iron ore particles were noted during microwave treatment
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at 90 s and beyond. This may be attributed to localized heating and intense, sudden
temperature increase of iron ore particles. At 90 s microwave treatment time, the work
index of the microwave-treated sample is higher than at 60 s microwave treatment due
to greater amount of energy required to liberate fused particles, suggesting that further
microwave treatment of the studied sample may continue to increase the work index of the
studied sample. Therefore, microwave treatment of the investigated sample beyond 60 s is
not desirable. As per the effect of conventional thermal pretreatment on the grindability of
the investigated sample, the W; of the studied sample slightly decreases with increasing
temperature, with approximately 4.6% improvement in W; after 400 °C (Figure 11d). This
indicates that conventional thermal pretreatment has no significant effect on the grindability
of the studied sample under the investigated temperature range. These results agree with
the electric and dielectric properties of the investigated sample since the electrical and
dielectric properties are independent of temperature at lower temperatures (Section 3.3).
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Figure 11. (a) Effect of sample mass on microwave treatment of the studied samples, (b) Effect of
microwave treatment times on iron ore sample’s (500 g) response to microwave treatment, (c) Work
index of the studied iron ore sample (microwave treatment conditions; 2.45 GHz, 1.7 kW, 125 g batch
treatment) and average temperatures after microwave treatment, (d) Effect of furnace pretreatment
on work index of the investigated samples.

To better understand the appropriate sample mass for the mechanical pretreatment
test, quartzite and iron ore representative samples were used for sample displacement tests
after subjecting them to different applied pressures using a piston die machine. Results
show that the higher the applied pressure, the higher the sample displacement (Figure 13a).
At 14.86 and 19.81 MPa, the sample displacements nearly have very close values; there-
fore, 14.86 MPa was regarded as the optimum applied pressure. Due to limited iron
ore samples, quartzite samples were used for the optimization of mechanical pretreat-
ment (Figure 13b). Results indicate that the higher the applied pressure, the better the
improvement in the W; of the investigated samples (Figure 13b). Also, the higher the
delay time, the better the improvement in the grinding behavior of the studied samples
(Figure 13c). The reduction in W; at 14.86 MPa with zero-time delay is almost the same
as that achieved at 4.95 MPa with 30 min delay time (Figure 13b). For this reason, higher
applied pressure without delay time was considered for the studied iron ore samples, as
delaying ore grinding may affect the downstream process. Findings show that the W; of
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the studied iron ore sample after mechanical pretreatment at 14.86 MPa (zero-time delay) is
14.81 kWh/ton, equivalent to approximately 15.4% improvement in the Bond work index.
This result suggests that the studied iron ore sample showed a good response to mechani-
cal pretreatment. The combined microwave-mechanical pretreatment (1 min microwave
irradiation time, 14.86 MPa, zero-time delay) decreased the W; of the investigated sample
from 17.50 kWh/ton to 13.54 kWh/ton equivalent to 22.6% improvement in its grindability.
For the combined conventional thermal-mechanical pretreatment, findings indicate that at
400 °C and 14.86 MPa (zero-time delay), the grindability of the studied sample decreased
from 17.50 to 14.14 kWh/ton, equivalent to 19.2% improvement in its Bond work index.
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Figure 12. Particle size distribution of untreated (UT—0 s microwave) and microwave-treated iron
ore samples after grinding operations.
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mechanical pretreatment.
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4. Conclusions

This paper investigates hybrid thermal and mechanical pretreatments to improve the
grinding behavior of fine-grain iron ore (hematite and magnetite interlock with diopside
gangue). The mineralogy analysis of the representative sample using the XRD method
indicated that the studied sample contain 37.3, 3.7, and 59.0% by weight of hematite,
magnetite, and diopside, respectively. The electrical property of the investigated samples
showed temperature independence at lower temperatures up to around 550 K, after which
the electrical conductivity of the sample increased as the temperature increased. This result
agrees with the findings of the grindability tests of pretreated samples using conventional
heating since no significant improvement in grindability was achieved below 550 K. At
673 K, only a 4.6% improvement in grindability was achieved. The thermal pretreatment
via microwave improved the grindability of the investigated sample up to 19.8% at 60 s
microwave irradiation time. Mechanical pretreatment of the sample using a piston die
machine at 14.86 MPa (zero-time delay) enhanced the sample’s grindability by 15.4%.
The hybrid thermal pretreatment was investigated in two ways: conventional-mechanical
(400 °C and 14.86 MPa at zero-time delay) and microwave-mechanical (60 s and 14.86 MPa
at zero-time delay). Findings indicated that the former improved the grindability of the
sample by 19.2% while the latter enhanced the grindability of the sample by 22.6%. These
results suggest that stand-alone mechanical pretreatment or microwave pretreatment may
be more beneficial in improving the grinding behavior of the studied fine-grain iron ore
sample. The results of the mechanical pretreatment obtained in this study may be used
in a simulation of the HPGR system for grinding operations of similar iron ore. Future
study should focus on economic feasibility of the proposed pretreatment techniques for
industrial applications. Among the factors to be considered are input energy of microwave
and energy required for mechanical pretreatment.
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