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Preface

Recent and unique works in the field of applying geophysical methods to hydrogeology are

compiled in this book. When examining the integration of different electrical, electromagnetic,

and seismic geophysical techniques alongside the combination of geophysical techniques and

direct method data (which include geotechnical soundings logs, geochemical tracers, and physical

parameters) to minimise interpretation ambiguity and validate the geophysical models, readers will

find the contributions both inspiring and interesting.

In order to implement numerical tools for the modelling of the dynamics of groundwater

quantity (flow) and quality (salinity and pollution) and obtain tools for the sustainable management

of groundwater, it is necessary to characterize hydraulic properties, some transient groundwater

features, and aquifer geometry and vadose zones. The findings and methods presented in these

original contributions aim to be of interest for some of the issues associated with achieving a holistic

strategy. The editors hope that scholars and practitioners will find these contributions interesting and

that they will additionally aid in identifying areas for future research.

Alex Sendros, Marı́a del Carmen Cabrera Santana, and Albert Casas Ponsati

Guest Editors
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Editorial

Application of Geophysical Methods for Hydrogeology
Alex Sendrós 1,2,*, María del Carmen Cabrera 3 and Albert Casas-Ponsatí 1,2

1 Department of Mineralogy, Petrology and Applied Geology, Universitat de Barcelona, 08028 Barcelona, Spain;
albert.casas@ub.edu

2 Water Research Institute, Universitat de Barcelona, 08001 Barcelona, Spain
3 Instituto Universitario de Estudios Ambientales y Recursos Naturales (i-UNAT), Universidad de Las Palmas

de Gran Canaria, 35017 Las Palmas de Gran Canaria, Spain; mcarmen.cabrera@ulpgc.es
* Correspondence: alex.sendros@ub.edu

1. Introduction
Groundwater is considered essential in the world’s current water supply. Subsurface

water also supports ecosystems and is more resilient than surface watercourses to the
negative effects of climate change and human activity. In many places, aquifers are the only
source of water. However, there has been an increase in the intensive use of groundwater
and a growing number of reports of degradation [1–3].

The characterization of the subsurface and its hydraulic properties is essential for an
appropriate groundwater and surface water management [4], but they are often difficult to
evaluate from traditional borehole drilling, water well and piezometer pumping tests, or
soil sampling techniques [5,6]. Traditional soil sampling methods and the use of devices to
obtain hydraulic properties in the field, such as permeameters or humidity sensors, typically
only provide localized data from the upper layers, and borehole drilling is a destructive
and expensive technique which requires accessible areas to place heavy machinery and
only delivers spotted information [7]. The integration of geophysical data into direct
hydrogeological measurements is a challenging issue that could be used to characterize,
monitor, and investigate hydrological parameters and processes in the vadose zone and
aquifers at different resolutions and over many spatial scales in a minimally invasive
manner [8,9].

For the purpose of characterizing groundwater, electrical, electromagnetic, and seismic
geophysical techniques are frequently employed [10]. While the latter is primarily used to
deduce aquifer geometry and certain steady aquifer hydraulic parameters, the first two
are usually used to infer aquifer geometry and certain transient groundwater features
like the piezometric level, freshwater–saltwater interface, characterization of groundwater
flow, and pore water conductivity [8,11]. The interpretations become clearer when several
methodologies are combined and used on conductive structures and pore-filling fluids
(both natural and man-made) that are subjected to the temporal dynamics of dissolved
ions and water content. Integration can also include utilizing direct data (such as physical
parameters, geochemical tracers, and lithological logs) to enhance and/or validate the
geophysical models. There are several scientific software systems available with user-
friendly interfaces, robust data inversion techniques, and tools for dealing with uncertainty
analysis [12].

In this broad hydro-geophysical framework, this Special Issue aimed to attract spe-
cialized researchers using geophysical prospecting techniques for groundwater research
and for gathering the advances and challenges associated with the use of geophysical
methods. The special focus of this Special Issue is on case studies demonstrating the

Water 2025, 17, 98 https://doi.org/10.3390/w17010098
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potential to improve our understanding of hydrogeological parameters in vadose and non-
vadose zones used to modelize groundwater flow, study the transport of substances, and,
therefore, improve our aquifer knowledge and manage many important processes such
as contamination and saltwater intrusion. The accepted papers included (i) geophysical
prospecting surveys as a part of the holistic strategy for aquifer conceptualization and
modeling, (ii) integrated large and detailed scale near-surface geophysical prospecting
techniques and time-lapse approaches to reduce the ambiguity of hydrogeological inter-
pretations, (iii) experimental field and numerical operational designs, and (iv) case studies
surveying saturated and unsaturated media for methodological and conceptual purposes.
Other papers contributed to understanding the state of the art of geophysical techniques
through specific study cases covering (i) hydrogeological environments such as polluted
sites and urbanized areas in different countries; (ii) aquifer typologies in coastal and inland
areas such as Paleogene and Neogene sedimentary rocks and Quaternary detrital sedi-
ments; and (iii) climate settings including humid, sub-humid, and semiarid to arid. The
used techniques were (i) electrical, such as electrical resistivity tomography (ERT), verti-
cal electrical sounding (VES), resistivity well logs, self-potential (SP) measurements, and
induced polarization tomography (IPT); (ii) electromagnetic, such as ground-penetrating
radar (GPR), the time-domain electromagnetic method (TDEM), and Global Navigation
Satellite Systems reflectometry (GNSS-R); and (iii) seismic, such as Seismic Refraction
Tomography (SRT), multichannel analysis of surface waves (MASW) and microtremor
recordings elaborated with the horizontal-to-vertical seismic ratio (HVSR) technique.

2. Contributions
Twelve manuscripts have been accepted for publication since the March 2023 an-

nouncement of the call for papers. The manuscripts have been accepted for publication
following a rigorous review process. To achieve a better insight into the Special Issue, we
present brief highlights of the published papers below.

The authors of the paper “Hydrogeophysical Investigation in Parts of the Eastern
Dahomey Basin, Southwestern Nigeria: Implications for Sustainable Groundwater Re-
sources Development and Management” conducted geoelectrical resistivity measurements
(VES and ERT) in five locations within the eastern portion of the Dahomey Basin (Nigeria).
The geophysical results were integrated with the borehole logs to generate the spatial
distribution of the subsurface lithologies and to estimate the hydraulic parameters (poros-
ity, hydraulic conductivity, and transmissivity) of two highly productive local aquifers.
However, it is crucial to consider the presence of sub-vertical faults in the study site, as
these faults can significantly affect water wells’ productivity and ultimately influence the
overall water availability in the area.

The authors of the paper “Geophysical Constraints to Reconstructing the Geometry of
a Shallow Groundwater Body in Caronia (Sicily)” analyzed and reinterpreted geoelectrical
data, allowing for the construction of a preliminary 3D resistivity model. This initial
modeling was subsequently integrated with a geophysical data campaign to define the
depth of the bottom of the shallow Caronia Groundwater Body and the thickness of alluvial
deposits. Finally, a preliminary mathematical model flow was generated to reconstruct the
dynamics of underground water. The results show that the integration of multidisciplinary
data represents an indispensable tool for the characterization of complex physical systems.

The authors of the paper “Coupled Geophysical and Hydrogeochemical Character-
ization of a Coastal Aquifer as Tool for a More Efficient Management (Torredembarra,
Spain)” integrated hydrogeological, hydrogeochemical, and electrical resistivity subsoil
data to establish a hydrogeological model of the coastal aquifer of this area. The obtained
results could be used as a support tool for the assessment of the most favorable areas

2
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for groundwater withdrawal, as well as enabling the control and protection of the most
susceptible areas affected by saltwater intrusion.

The authors of the paper “Identification of Breaches in a Regional Confining Unit
Using Electrical Resistivity Methods in Southwestern Tennessee, USA” applied electrical
resistivity and borehole data to delineate lithostratigraphic boundaries and image the
geometry of confining-unit breaches in Eocene coastal-plain deposits to evaluate inter-
aquifer exchange pathways. The results underscore the efficacy of the ERT method in
identifying sand-rich paleochannel discontinuities in a low-resistivity regional confining
unit, which may be a common origin of breaches in coastal-plain confining units.

The authors of the paper “An Integrated Approach for Saturation Modeling Using
Hydraulic Flow Units: Examples from the Upper Messinian Reservoir” characterized
and predicted the change in reservoir water saturation (SW) with time, while reservoir
production life is based on the change in reservoir capillary pressure. The study introduced
an integrated approach, including the evaluation of core measurements, well-log analysis
covering cored and non-cored intervals, neural analysis techniques, and permeability pre-
diction in non-cored intervals. The empirical formula was predicted for direct calculation
of dynamic SW profiles and predicted within the reservoir above the fluid contact and free
water level based on the change in reservoir pressure.

The authors of the paper “Geometry, Extent, and Chemistry of Fermentative Hot
Spots in Municipal Waste Souk Sebt Landfill, Ouled Nemma, Beni Mellal, Morocco” aimed
to detect and characterize fermentative hotspots in municipal waste dumps as well as
the leachates that form within them using SP measurements. Despite the small size of
the hotspots generating the leachates, the accumulation of leachates in ponds and the
low soil permeability limits the percolation rate, resulting in moderate but permanent
groundwater pollution.

The authors of the paper “A Real-Time Prediction Approach to Deep Soil Moisture
Combining GNSS-R Data and a Water Movement Model in Unsaturated Soil” proposed
a real-time prediction approach to deep soil moisture combining GNSS-R data and a
water movement model in unsaturated soil. The approach was validated in a study
area in Goodwell, Texas County, Oklahoma, USA, and validates the feasibility of the
proposed procedure, which has the potential to play a crucial role in agricultural production,
geological disaster management, engineering construction, and heritage site preservation.

The authors of the paper “Environmental Monitoring of Pig Slurry Ponds Using
Geochemical and Geoelectrical Techniques” evaluated the relationship between electrical
values and geochemical parameters and the risk of lateral contamination of pig slurry
stored in a pond using ERT and geochemical analysis. The infrastructures dedicated to
managing pig farm by-products are necessary to prevent environmental pollution and eu-
trophication of groundwater, and this non-invasive method provides detailed information
on the distribution and characteristics of the fluids.

The authors of the paper “Coastal Groundwater Bodies Modelling Using Geophysical
Surveys: The Reconstruction of the Geometry of Alluvial Plains in the North-Eastern
Sicily (Italy)” reconstructed the pattern and extent of two groundwater bodies, located in
populated and industrialized coastal sectors of north-eastern Sicily, through the integrated
analysis and interpretation of several geoelectrical (VES, ERT, and IPT), seismic (active and
passive seismic), and geological data. The procedure followed allowed them to recognize
the areal extension and thickness of the various lithotypes and define the depth and the
morphology of the base of the groundwater bodies and the thickness of the filling deposits.

The authors of the paper “Assessing and Improving the Robustness of Bayesian
Evidential Learning in One Dimension for Inverting Time-Domain Electromagnetic Data:
Introducing a New Threshold Procedure” applied Bayesian evidential learning in one
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dimension for stochastic TDEM inversion with a threshold approach on field data collected
in the Luy River catchment (Vietnam) to delineate saltwater intrusions. Their results
show that the proper selection of time and space discretization is essential for limiting the
computational cost while maintaining the accuracy of the posterior estimation. Moreover,
the selection of the prior distribution has a direct impact on fitting the observed data and is
crucial for realistic uncertainty quantification.

The authors of the paper “Characterization of a Contaminated Site Using Hydro-
Geophysical Methods: From Large-Scale ERT Surface Investigations to Detailed ERT and
GPR Cross-Hole Monitoring” presented the results of an advanced geophysical charac-
terization of a contaminated site, where a correct understanding of the dynamics in the
unsaturated zone is fundamental to evaluate the effective management of the remediation
strategies. Large-scale surface ERT was used to perform a preliminary assessment of the
structure in a thick unsaturated zone and to detect the presence of a thin layer of clay
supporting an overlying thin perched aquifer. Therefore, a deep trench was dug upstream
of the site and a forced infiltration experiment was carried out and monitored using ERT
and GPR measurements in a cross-hole time-lapse configuration. The results emphasize
the contribution of hydro-geophysical methods to the general understanding of subsurface
water dynamics.

The authors of the paper “Dynamics of Saltwater Intrusion in a Heterogeneous Coastal
Environment: Experimental, DC Resistivity, and Numerical Modeling Approaches” con-
ducted experimental, numerical, and geophysical field campaigns to assess the saltwater
intrusion phenomena in coastal aquifers. Direct Current (DC) resistivity sounding data
were collected using a laboratory physical model to determine the depth of the freshwater–
saltwater interface, a finite element analysis was employed to generate numerical models
based on experimental feedback and for validation purposes, and ERT data were acquired
from the seacoast and an aquaculture area. The alignment of the experimental, numerical,
and geophysical data suggests that this integrated approach could be valuable for studying
saltwater intrusion and can be applied to different geological settings, including tidal flats
and alluvial plains.

3. Future Prospects
The Guest Editors envision that practitioners and scholars will find the published

papers in this Special Issue interesting and useful in identifying areas for further research in
the use of geophysical techniques applied to groundwater. Applications such as obtaining
reliable three-dimensional and time-lapse hydro-geophysical models, working with uncer-
tainty reductions at greater depths, improving the uncertainty quantification, obtaining
more robust correlation among hydro-geophysical and hydrochemical parameters, tran-
sitioning from homogeneous to heterogeneous subsurface models, and dealing with the
integration of geophysical information with routine environmental matrices monitoring
as defined by community regulations can benefit from the papers included in this issue.
Additionally, we hope that readers will find this Special Issue’s contents to be both educa-
tional and motivating as they investigate geophysical techniques for hydrogeology. The
methods and conclusions offered in this compilation of publications add to the growing
interest in the application of geophysical methods in groundwater studies.

Author Contributions: Conceptualization, A.S., A.C.-P. and M.d.C.C.; methodology, A.C.-P.; for-
mal analysis, M.d.C.C. and A.S.; writing—original draft preparation, A.S.; writing—review and
editing, A.S., A.C.-P. and M.d.C.C. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.
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Abstract: Saltwater intrusion (SWI) is a critical concern affecting coastal groundwater sources due
to natural and anthropogenic activities. The health of coastal aquifers is deteriorated by excessive
SWI, mainly caused by the disturbance of the freshwater–saltwater equilibrium due to the escalating
population, climate change, and the rising demand for freshwater resources for human activities.
Therefore, gaining insight into the dynamics of SWI is crucial, particularly concerning the various
factors that influence the intrusion mechanism. The present study focuses on the experimental simu-
lation of saltwater in freshwater aquifers, considering boundary conditions and density-dependent
effects. Two geological scenarios within coastal environments were investigated: First, a uniform,
homogeneous case consisting of only sand, and second, a heterogeneous case in which layers of
sand, clay, and sand mixed with pebbles are used. During the experiment, DC resistivity sounding
data, as part of a widely recognized geophysical method, were collected and subsequently inverted
to determine the depth of the freshwater–saltwater interface (FSWI). A finite element analysis was
employed to generate numerical models based on experimental feedback. Further, for validation
purposes, electrical resistivity tomography (ERT) data were collected from two distinct locations:
near the seacoast and an aquaculture area. The ERT results show the presence of salinity intrusion
in the study area, attributed mainly to groundwater overpumping and fish farming practices. The
experimental findings indicate that the advancement of saltwater is affected by the geological proper-
ties of the media they traverse. The porosity (ϕ) and permeability (k) of the geological layer play a
crucial role during the passage of saltwater flux into freshwater aquifers. The FSWI deviated along
the clay boundary and hindered the easy passage of saltwater into surrounding layers. The alignment
of experimental, numerical, and geophysical data suggests that this integrated approach could be
valuable for studying SWI and can be applied in different geological settings, including tidal flats
and alluvial plains.

Keywords: coastal aquifers; DC resistivity; numerical modeling; saltwater intrusion; sustainable
water management (SWM)

1. Introduction

In recent years, an exponential increase in population has created enormous pressure
on coastal groundwater resources. According to the high end forecast scenario, the global
population residing in low-elevation coastal zones (LECZs) could increase by more than
50% between the base year of 2000 and 2030 [1]. The exponential growth of coastal
populations imposes a significant strain on groundwater resources. Coupled with this,
the elevated living standards prevalent in these hotspot areas exacerbate groundwater
depletion. The extensive extraction of groundwater intensifies the threat of saltwater
intrusion, particularly in coastal regions, emerging as a critical environmental concern.
Researchers worldwide have reported salinity problems in their respective areas [2–7].
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Anthropogenic and catastrophic events can also affect the dynamics of coastal aquifers;
therefore, research must focus on analyzing and understanding the behavior of saltwater
intrusion along coastal margins. Numerous efforts have been made to understand the
mechanism of saltwater intrusion, with Henry’s problem emerging as the benchmark
for density-dependent SWI models [8]. Various experimental data sets were used to
validate the analytical solution for groundwater flow, thereby establishing correlations
with the freshwater–saltwater mixing conditions. Many simulation models have been
created to address various aspects, including the impact of water levels, tidal effects,
seawater intrusion concentrations, the freshwater–saltwater interface’s migration rate, and
the three-dimensional variable-density advection–dispersion model. Several laboratory
experiments have been conducted to replicate the behavior of seawater mixing under
controlled conditions [9–12]. Most of these studies concentrate solely on the progression of
the saltwater wedge as a result of salinity contour distribution through a homogeneous
geology. Thus, it is advantageous to trace the flow path of saltwater in various geological
settings, utilizing geophysical methods that have been proven to be the most effective
tools. Among these techniques, DC resistivity is particularly efficient in delineating saline
boundaries in coastal aquifer environments [13–17]. Since the migration of saline water
depends upon the geological characteristics of the host region, resistivity methods can
help characterize various geological layers, such as clay, sand, silt, and shale. These
layers exhibit different responses in terms of porosity and permeability based on their
composition. Therefore, it is crucial to map the depth and thickness of different subsurface
layers accurately. Resistivity methods have been previously used to characterize the
subsurface geology for mapping saline zones [18–20].

The primary focus of laboratory simulations is to replicate the conditions under which
salt diffusion arises due to the concentration disparity between fresh and saline water.
However, flow velocity is also crucial for the advancement of the saline contours [21].
Several attributes have been incorporated into these experiments to address the dynamics
of the freshwater–saltwater interaction, including an uncertainty analysis in fractured
aquifers [22], saltwater up-coning [23], the pumping effect [24,25], the impact of beach face
slope variation on SWI [26], subsurface dams to protect aquifers from SWI [27], the effect of
an inclined boundary on SWI [28], and the impact of cutoff walls [29]. These experiments
typically focus on a homogeneous geological environment, often represented by a sand-
filled sandbox. However, the Earth consists of anisotropic behavior corresponding to
various geological layers. Until simulation conditions closely resemble actual ground
conditions, it becomes challenging to comprehend the interaction of salinity intrusion in
complex geological environments. Therefore, accounting for the heterogeneity factor when
conducting these laboratory experiments is crucial. There is always potential for research
into the migration of the freshwater–saltwater interface during SWI experiments. This
interface migrates when its natural state is disturbed by any external factor, and the extent
of its intrusion depends on the rate at which saltwater flux intrudes. External factors such as
groundwater overpumping result in deeper saltwater penetration into freshwater aquifers.
Additionally, the migration of the interface depends on the geological heterogeneity of the
media. The primary focus of the present study is to understand this migration behavior of
the FSWI, particularly concerning the geological heterogeneity of the media.

The current study explores the boundary between freshwater and saltwater through
a laboratory experiment using DC resistivity and numerical simulations. Initially, we
conducted a sandbox experiment that involved two distinct scenarios: one characterized
by a homogeneous setup with sand as the background material and the other featuring a
heterogeneous environment incorporating sand, clay, and pebbles. Once a stable state was
reached at the interface between freshwater and saltwater, DC resistivity measurements
are obtained along the center of the profile (in a vertical cross-section). A forward model
was generated to assess the sensitivity of the array utilized for resistivity data collection,
followed by the creation of a one-dimensional inversion of the sounding model, which
provides information about the depth of the interface. High-resolution imagery was
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captured throughout the experiment, and numerical solutions for both scenarios were
obtained using the initial Henry parameters. Our main goal was to investigate the behavior
of advancing saltwater wedges in various geological settings using a numerical model and
the direct current resistivity method, focusing on the influence of clay layers in coastal
environments. The present study emphasizes the effect of geological heterogeneity on
the mechanisms of saltwater intrusion. In earlier research, uniform background materials
like sand or artificial silica beads have typically been used to study intrusion behavior.
For example, a homogeneous sandbox has been utilized in a study on subsurface dams
to control SWI [30]. Few researchers have considered heterogeneity in their experiments
by using artificial beads of different sizes [31,32]. However, the most significant aspect
of this experimental study is the use of actual heterogeneous layers of sand, clay, and
pebbles rather than artificial silica beads, making the study more realistic and applicable
in terms of geological nature. Additionally, the study incorporates real-time geophysical
data acquisition using DC resistivity to determine the depth of the freshwater–saltwater
interface, providing a better understanding of subsurface contaminant flow. Considering
the above parameters, this study suggests a more realistic observation and behavior of
saltwater intrusion when it encounters different layers.

The present study holds significant utility as it offers valuable insights into the behav-
ior of geological layers to SWI. The experimental findings were validated by an electrical
resistivity tomography (ERT) investigation in the coastal area of West Bengal, India. The
ERT study observed that anthropogenic activities, such as groundwater extraction for
paddy crop cultivation and aquaculture practices, significantly impact groundwater quality.
Consequently, it is essential to implement effective management strategies and policies,
such as sustainable pond practices for aquaculture and crop rotation, to reduce dependency
on water-intensive paddy crops, ensuring the sustainable use of groundwater in these
regions.

Our study employs an integrated method that combines experimental data, numerical
modelling, and geophysical approaches. This comprehensive approach provides valuable
insights that can directly inform policymaking and the development of sustainable practices
for managing coastal water. This research establishes a scientific foundation for developing
targeted groundwater extraction regulations, implementing efficient land-use planning and
designing physical barriers to protect freshwater supplies by demonstrating how various
geological conditions influence saltwater intrusion dynamics.

2. Materials and Methods
2.1. Experimental Setup

The study conducted an experimental examination of saltwater intrusion, considering
a conceptual model of a coastal scenario. This model accounts for the potential contribution
of numerous human activities to the incursion of salinity in coastal aquifers (Figure 1). The
experiment was carried out in a flow tank made up of acrylic glass with dimensions of 50
cm (length) × 30 cm (height) × 5 cm (width). The cross-section represents various coastal
environments (Figure 2). The flow tank was divided into three chambers; the left chamber
represents the freshwater reservoir, the middle chamber is filled with porous background
material (as per two different scenarios), and the right chamber is the saltwater reservoir.
Both freshwater and saltwater chambers are kept at a constant head for a continuous flow
supply maintained by the outflow valves. Porous media are separated in these chambers
using a US #18 fine mesh screen at a distance of 5.5 cm. Instead of artificial silica beads as a
porous material, we used natural sand grains with a diameter ranging from 0.6 mm to 1.2
mm. We kept a head difference (∆h = 1 cm) between freshwater and saltwater reservoirs.
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Figure 1. The conceptual model illustrating the saltwater intrusion scenario in the coastal area of 
West Bengal, India. Aquaculture activities lead to saltwater infiltration, where saltwater is collected 
through connected canals to the ocean. The saltwater intrusion is exacerbated by groundwater over-
pumping from boreholes (BHs) for paddy crop cultivation. This overextraction accelerates the rate 
of salinity incursion, resulting in increased contamination of groundwater quality with excessive 
salinity. 

 
Figure 2. Schematic diagram of the experimental setup consisting of different lithologies, such as 
Model A (homogeneous) and Model B (heterogeneous). 

The saltwater was prepared in a 50-litre barrel using commercial salt. To maintain 
the level of salinity (close to that of seawater), we dissolved 35 g of salt in 1 L of tap water. 
Saltwater was dyed with a carmine color in a 1 g/L solution concentration to distinguish 
it from freshwater. Instead of ordinary dye for mixing with saltwater, we used carmine 
color, as it is not readily absorbed by aquifer medium, and carmine can migrate at the 

Figure 1. The conceptual model illustrating the saltwater intrusion scenario in the coastal area of
West Bengal, India. Aquaculture activities lead to saltwater infiltration, where saltwater is collected
through connected canals to the ocean. The saltwater intrusion is exacerbated by groundwater
overpumping from boreholes (BHs) for paddy crop cultivation. This overextraction accelerates the
rate of salinity incursion, resulting in increased contamination of groundwater quality with excessive
salinity [33].
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Figure 2. Schematic diagram of the experimental setup consisting of different lithologies, such as
Model A (homogeneous) and Model B (heterogeneous).

The saltwater was prepared in a 50-litre barrel using commercial salt. To maintain
the level of salinity (close to that of seawater), we dissolved 35 g of salt in 1 L of tap
water. Saltwater was dyed with a carmine color in a 1 g/L solution concentration to
distinguish it from freshwater. Instead of ordinary dye for mixing with saltwater, we used
carmine color, as it does not show any adsorption effect on aquifer medium, and carmine
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can migrate at the same rate as cl- ions [34]. The saltwater density was maintained at
1.025 kg/L and measured with a WKM hydrometer. The grid marking was performed
at the base of the flow tank to monitor the saltwater flow. Two models were adopted for
experimentation to simulate natural subsurface conditions. Model A is homogenous, in
which sand (fine-to-medium grain) was used as a porous filled material, and Model B is
heterogeneous, in which different layers of sand, clay, and sand are mixed with pebbles
at various depths. Sand grains were delicately compressed to avoid air-filled voids and
ensure the homogeneity of the media. For experimental purposes, natural sand was used
instead of glass beads or silicon balls to improve the accuracy of replicating the geology of
the real-field aquifer. A Terrascience instrument acquired the DC resistivity measurement
using an external 90 V battery supply. Thin stainless-steel electrodes were used as two
current electrodes (C1, C2) and two potential electrodes (P1, P2) in a dipole–dipole array. A
high-resolution DSLR camera was used throughout the experiment to monitor the saltwater
movement.

2.2. Experimental Procedures

The experimental procedure resembles that of prior research, although most previous
studies only focused on homogeneous cases. This study conducted experiments for two
scenarios to achieve optimal responses under controlled conditions. The middle chamber
of the flow tank was filled with porous material (sand) (homogeneous case) and clay,
sand, and pebbles (heterogeneous case) in multiple horizontal layers, as shown in Figure 3.
Before the actual saltwater experiment started, the system was set to allow freshwater flow
from left to right (to the saltwater chamber) under gradient conditions (∆h = 1 cm). Excess
freshwater was allowed through the valves fixed at different heights.
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Figure 3. (a) Model A: Image of the experimental setup consisting of sand as homogeneous back-
ground material; (b) Model B: Image of the experimental setup consisting of heterogenous layers of
sand, clay, and pebbles. On the upper side of the box, four stainless steel electrodes were used as the
current pair (C1, C2) and the potential pair (P1, P2) for measuring the DC resistivity.

After achieving a steady equilibrium of freshwater flow from left to right, the intrusion
experiment was initiated by opening the valve from constant saltwater head tank B. It was
observed that saltwater rapidly flushed out the freshwater from the right chamber and
began to invade the porous medium. Due to concentration differences, saltwater slowly
migrated towards the freshwater chamber. As it was a density-dependent progression, the
complete experiment was recorded, and high-resolution time-lapse images were captured
to delineate freshwater and saltwater. During the investigation, considerable mixing of
freshwater–saltwater flow was observed until the system achieved a steady-state condition.
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After reaching a stable state, there were no further observational changes in the location of
the saltwater wedge.

2.3. Numerical Modeling

In the realm of mathematical formulations regarding the dynamics of coastal salinity,
the Henry problem stands out as a widely recognized and accepted tool by numerous
researchers [8]. This problem aims to streamline the experimental behavior by focusing
on a vertical SWI near coastal aquifers. In this context, a balance is maintained between
the inland flow of freshwater and the intrusion of seawater from the coast, until it is dis-
turbed by an external factor. The aquifer is presumed to exhibit homogeneity and isotropy.
The SWI is influenced by various factors, including anisotropy [35], heterogeneity [36,37],
hydraulic conductivity [38], dispersivity [39], and the impact of the inland boundary con-
ditions on SWI [40]. The Henry problem (HP)’s formulation is based on the concept of
density-dependent flow, which involves the integration of variable-density flow equa-
tions, an advection–dispersion equation, and mixture density as a function of saltwater
concentration. The flow system is governed by Darcy’s law in the following manner:

v = −K

(
∇H +

ρmix − ρ f

ρ f
gz

)
(1)

where v is Darcy’s velocity (m/s), K is the hydraulic conductivity tensor (m/s), H is the
hydraulic head (m), ρmix is the mixed fluid density (kg/m3) which depends on concentra-
tion c, ρ f is the freshwater density (kg/m3), and gz is the unit vector corresponding to the
direction of gravity.

ρmix = ρ f

(
1 + α

c
cs

)
(2)

where cs is the concentration of seawater and α =
(

ρs − ρ f

)
/ρ f

The medium’s pressure gradient, fluid viscosity, and porosity structure influence the
Darcy velocity field. The simulation modules provide the facility to solve Darcy's law,
where diluted species are governed by diffusion and convection processes. The species
are assumed to be diluted in such a way that density and viscosity are consistent in the
mixture. The mass balance equation used for such a system is as follows:

V.∇c = ∇.(DF∇c) (3)

where V is the flow velocity (m/s) obtained using Darcy’s law, c is the species concentration
(mol/m3), and DF is the diffusion-dispersion tensor (m2/s).

The initial model parameters used in the present study for generating the SWI flow
model are given in Table 1 and Equations (1)–(3) were implemented for numerical sim-
ulation are inspired by simple aquifer conditions [41]. The “subsurface flow” module
environment of COMSOL version 4.4 was used, with boundary conditions set to no flow
for both upper and lower boundary faces. The numerical solutions for SWI problems have
previously been compared with semianalytical solutions and are well documented [42].
For a better approximation of the solution, the system was discretized and prepared to
solve the problem using a finer mesh, as depicted in Figure 4. Finite element analysis
(FEA) in COMSOL involves the use of the finite element method (FEM) to solve such fluid
flow problems. FEM and appropriate mesh selection can effectively be used in simulations
and analyses with high accuracy and computational efficiency. The numerical modeling
approach offers a more comprehensive understanding of subsurface density-dependent
flow conditions, particularly in addressing challenges such as salinity intrusion in coastal
regions [43–53].

12



Water 2024, 16, 1950

Table 1. Summary of initial simulation model parameters used for this study.

Input Parameters Value

Porosity, ϕ 0.35
Freshwater density

(
kg/m3) ρ f 1000

Saltwater density
(
kg/m3), ρs 1025

Saltwater concentration (mol/m3), c 1
Inflow velocity (m/s), VIn f low 3.3 × 10−5

Pressure (Pa), P 0
Permeability (m2), k 1.02 × 10−9

Fluid diffusion coefficient (m2/s), D 1.886 × 10−6

Dynamic viscosity (kg/m.s), µ 0.001
Gravity (m/s2), g 9.8
Model Dimension
Length, x (m) 0.39
Height, y (m) 0.27

Note: For each input parameter, symbols are included.
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2.4. DC Resistivity Sounding

The resistivity data were collected once the freshwater–saltwater interface reached a
steady state. The direct current (DC) resistivity method was used to determine the depth of
the freshwater–saltwater interface. This method works on principle so that two current
electrodes (C1, C2) are used to inject current (I) into the subsurface, and two potential
electrodes (P1, P2) measure the potential difference (∆V) generated due to the interaction
of current lines with different geological layers. The ratio of potential difference and
current provides the resistance value (R), which is multiplied by the geometric factor (G) to
calculate the apparent resistivity (ρa) value.
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The equation used to calculate apparent resistivity (ρa) is as follows:

ρa= G
(

∆V
I

)
(4)

where the geometrical factor (G) is the linear arrangement of electrodes for the dipole–
dipole array; G = πn (n + 1) (n + 2) a, where n is the dipole separation factor that varies
from n = 1, 2, 3. . .; and a is electrode spacing.

Under the DC resistivity method, the Schlumberger array is conventionally used for
vertical electrical sounding (VES) purposes to achieve a greater depth of investigation.
However, it is less sensitive in identifying inclined subsurface bodies. Therefore, we have
used a dipole–dipole array to investigate the saltwater wedge in this experiment (Figure 5).
This array has greater sensitivity to detect the lateral resistivity variation and can detect
vertical/inclined subsurface features with greater accuracy. The inclined features are
progressive salinity contours associated with the freshwater–saltwater interface. The data
were collected by readings in both forward and reverse modes to enhance the accuracy
of resistivity measurements. After obtaining the average of these readings, the measured
data were obtained. The current signal strength was also improved during the experiment
by connecting the DC power supply batteries in series. This adjustment was necessary
because the current was significantly attenuated due to the highly conductive nature of the
host medium (water-saturated). A forward model response was initially generated using
Res2dmod ver. 3.03 (Geotomosoft Solutions, Malaysia). For the dipole–dipole array, data
points were measured along the center of the profile (vertical cross-section). The observed
resistivity data were processed, and smooth models were obtained using Occam’s inversion
method [54,55].
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Figure 5. An illustrative arrangement of the dipole–dipole array used for the SWI experiment, where
a is the distance between the electrodes and n = 1,2,3. . .. is the dipole separation factor. The freshwater
flux concentration is kept at 0, while the saltwater flux boundary concentration is 1.

Some researchers have combined VES with other methods, such as time-domain
electromagnetic (TDEM) techniques, to enhance our understanding of salinity intrusion in
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coastal aquifers [56,57]. In the present study, the multielectrode ERT field data collected for
validation purposes using ABEM Terrameter with a Wenner array (Location 1) and Wenner–
Schlumberger array (Location 2). After data acquisition, processing and interpretation
were conducted utilizing Res2Dinv ver. 3.71 (Geotomo Software, Malaysia). The field
data were inverted using a smoothness-constrained least-squares method. The choice of
a suitable inversion scheme is crucial in obtaining high-resolution inverted subsurface
images [58,59]. The forward model successfully detected a lateral change in resistivity
distribution, enabling it to identify the inclined interface between freshwater and saltwater.
The forward response generated is shown as apparent resistivity pseudosection (X vs.
Ps.Z), which can later be used in an inversion engine to obtain an actual subsurface model
(Figure 6).
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Figure 6. A forward model response was generated for the FSWI using the dipole–dipole array. The
resistivity of salt water is 0.66 ohm-m, while the resistivity of freshwater sand is 35 ohm-m.

3. Results and Discussion
3.1. Qualitative Observations

The saltwater intrusion dynamic was examined for both Model A and B; the compara-
tive movement of the saltwater wedge is shown in Figure 7. This approach was designed
to enhance our understanding of the flow pattern and solute transport associated with the
system. It was generated using a head difference of ∆h = 1 cm between the left (freshwater)
and right (saltwater) sides. When the experiment began, the time window was initiated and
continuously recorded as the saltwater wedge (SW) advanced throughout the experiment.
For Model A, the SW flow was smooth, and after 5 min, the initial height (y) of the SW was
measured at 0.05 m, while its lateral extent (x) was found to be 0.4 m, as shown in Figure 7a.
The FSWI SS-1 crossed the centre of the experimental box after 30 min, with a height of
0.23 m and a lateral extent of 0.14 m, as shown in Figure 7b. Model B began with a smooth
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progression of the SW, although minor shape alterations were attributed to the sand and
pebble layer at the bottom of the container, as shown in Figure 7c. When the SW reached
a height of 0.13 m and encountered a clay layer, the interface was disturbed, and the SW
rate became slow compared to that of Model A. SS-2 developed after 40 min, showing a
deviation from the expected smooth pattern.
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Figure 7. (a) Picture shows the advancement of the saltwater wedge (SW) for homogeneous Model A;
(b) Picture shows the freshwater–saltwater interface (FSWI) SS-1 for homogeneous Model A after 30
min; (c) Picture shows the advancement of the SW for inhomogeneous Model B; (d) Picture shows
the FSWI SS-2 for inhomogeneous Model B after 40 min. The disturbed FSWI, resulting from the
presence of a tightly bound clay layer, is indicated by a dashed white circle. The depth of the FSWI is
20 cm for Model A and 22 cm for Model B.

The deviation was likely triggered by a tightly packed clay layer with a low porosity
exhibiting a nearly impermeable behaviour. A small interface developed on the upper-right
side of the box, as shown in Figure 7d, possibly due to the slightly porous clay layer that
allowed its development. The comparative height and lateral positions of the SW were
observed for both models, and a subsequent analysis revealed distinct placements once
a stable interface was established. At a lateral distance (x) of 0.4 m, the SW for Model A
reached a height of 0.17 m, while for Model B it was just 0.10 m. This was probably due to
the existence of a clay layer that hindered the development of the contact. According to
our observations, the clay layer behaves like a natural barrier, which does not allow the
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saline water easy passage into the freshwater zone, depending on the degree of saturation
within the layer.

After reaching a steady condition, the SW was observed to have different heights for
Models A and B, with δ representing the relative difference in their height. The develop-
ment of saline contours with respect to length (m) and their respective heights (m) was
predominantly influenced by subsurface heterogeneity, notably the presence of a clay layer
(Figure 8). The advancement of the SW depends on the medium’s geological composition,
specifically whether it moves smoothly or encounters any obstacles. The key factors include
the porosity (ϕ) and permeability (k) of the geological layer. A tightly packed layer with
less pore space will not be easily penetrated by the saline water, whereas a loosely packed
layer with more pore space will allow the saline water to penetrate it more easily.
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Figure 8. The plot represents the SW (height vs. length) for Models A and B when it reaches the
steady state, and the δ is the relative difference in SW height.

The experimental behaviour exhibited a two-dimensional salinity incursion pattern
across various geological conditions. A stable equilibrium was achieved between the
freshwater and saltwater under steady-state conditions despite variations in the shape of the
interface. However, it is important to understand that the occurrence of three-dimensional
heterogeneity in coastal aquifers may not behave in the same way as two-dimensional
heterogeneity. An effort was undertaken to investigate the response of various geological
layers to SWI.

3.2. Numerical Model Based on Experimental Feedback

In this section, the experimental results obtained were compared to the numerical
model to establish the relationship between the two. The numerical model was created for
the homogeneous and heterogeneous scenarios using the initial model parameters (Table 1)
shown in Figure 9. For Model A, the flow of the SW was smooth as it advanced in the
homogenous media (Figure 9a). The 17% contour line reached its lateral position (x) at 0.14
m after 30 min (Figure 9c). For Model B, the 17% contour line crossed the lateral position
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(x) of 0.10 m after 40 min but with a deviated shape (Figure 9d). For Model B, a numerical
layer (L1) was created to have the similar properties of a geological clay layer, being both
porous and impermeable (Figure 9b). To justify these properties, we assigned the upper
and lower boundaries of the L1 layer as impermeable while keeping the left and right sides
as open boundaries and allowing freshwater and saltwater flux to enter the layer from the
left and right sides, respectively.
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Figure 9. (a) The surface concentration (mol/m3) plotted for homogeneous Model A showing the
variation in salinity during the experiment; (b) The surface concentration (mol/m3) plotted for
homogeneous Model B showing the variation in salinity during the experiment. Layer L1 represents
a numerically created layer that behaves like a porous yet impermeable stratum, bounded by upper
and lower layers, denoted as B1 and B2, respectively. A dotted black circle with an arrow indicates
the path through which saltwater flux enters this porous formation. The deviation of FSWI can also
be observed above and below this layer. (c) Progressive isochlor contour lines (red color) of 83%, 50%,
and 17% for Model A; (d) Progressive isochlor contour lines (red color) of 83%, 50%, and 17% for
Model B.

However, as shown in Figure 3b, the clay layer used during the experiment is tightly
packed (sandwiched between an upper sand and a lower sand mixed with pebbles),
reducing its porosity. The surrounding compactness affects a layer’s porosity (ϕ). Here,
the clay layer behaves as an impermeable layer with a lower porosity. Meanwhile, there
is a constraint with the numerical layer (L1) as its behaviour slightly differs from that of
the experimental clay layer. This discrepancy arises from the boundary conditions (BCs)
chosen for layer L1—impermeable on the upper and lower boundaries and open on the
left and right sides. In contrast, an actual geological clay layer is porous and impermeable
on all surface boundaries, making it difficult to assign the same boundary conditions
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in a numerical model. If we were to assign such boundary conditions to the numerical
layer (L1), we would not be able to solve the 2D freshwater–saline water flow problem.
Therefore, while a numerical layer cannot fully replicate the actual behaviour of a clay
layer, an attempt can be made to observe the behaviour of the FSWI across impermeable
boundaries.

The isochlor contour lines were plotted for both models with concentrations of 83%,
50%, and 17% (Figure 9c,d). These contour lines represent the decreasing concentration
levels, expressed as a percentage, of the saline water flux (initially at concentration c = 1) as
it permeates the medium against the freshwater flux.

The computational model exhibits a strong correlation with the experimental images
in the case of Model A, where the FSWI crossed the centre of the experimental box after 30
min at a lateral extent (x) of around 0.14 m. In both the experimental and the model images,
the SWs had relatively comparable heights at the centre of the vertical cross-section. For
Model B, both the experimental and model images validate the deviation of the interface
between freshwater and saltwater when it comes into contact with the clay layer (referred
to as layer L1 in the model). However, there was a notable disparity in the height and the
lateral extent of the SW between the experimental and model images, particularly evident
at the centre of the profile. This significant variation in the SW can be attributed to an
impermeable clay layer in the middle of the box. The behaviour of this layer differs between
the experimental setup and the numerical model boundaries. For Model B, the numerical
image depicts a greater SW height at the centre of the experimental box compared to that
of the experimental image. The alignment between the experimental and numerical model
results is illustrated in Figure 10. For Model A, E1, E2, and E3 denote experimental images
taken at various x (m) positions, corresponding to numerical models N1, N2, and N3,
respectively. Similarly, for Model B, E4, E5, and E6 represent experimental images captured
at different x (m) positions, corresponding to numerical models N4, N5, and N6. These
observations lead to two significant findings. First, it was observed that when advancing
salt contours encounter impermeable layers like clay, the interface deviates from its initial
trajectory. Additionally, the porous characteristics of the layer (such as clay) were observed
to influence the height of the saltwater wedge. Specifically, when the layer is densely
packed, the height of the saltwater wedge decreases at the same lateral distance. In contrast,
a clay layer with a high level of porosity can lead to a greater height of the saltwater wedge,
allowing for a smooth build-up of the interface.

3.3. Vertical Electrical Sounding (VES)

The DC resistivity data were obtained using the VES method once a steady-state
equilibrium was achieved in both Model A and Model B. Data were collected along the
center of the profile using a dipole–dipole array, with each reading noted in both the direct
and reverse modes of the current (I) direction. The average value was plotted for each
particular data point for better accuracy. Each observed data point for both Models A and B
in Figure 11a,c represents the apparent resistivity value corresponding to the N-spacing (m)
along the center of the experimental box. Figure 11b,d depict the one dimensional inverted
response obtained from those data points, illustrating the variation in apparent resistivity
values along the center of the profile with corresponding depth for experimental Models A
and B.
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Figure 10. The comparative figures for the advancement of saltwater concentration with respect
to different x (m) positions. For Model A, the experimental images are represented by E1, E2,
and E3, corresponding to numerical model images N1, N2, and N3 respectively. For Model B, the
experimental images are represented by E4, E5, and E6, while the numerical model images are
represented by N4, N5, and N6.

For Models A and B, the inverted response is plotted using a smooth-layer model
rather than a layered model. The noise-free data were acquired for model A due to having a
consistent sand layer throughout its volume. In contrast, model B exhibited various layers,
such as sand, clay, and sand mixed with pebbles, which can lead to an abrupt change in
apparent resistivity values and thus may lead to noisy data points. If a layered model had
been used, we would have encountered a high fitting error for the noisy points and would
not have accurately represented the actual variation in resistivity values with respect to
depth. Therefore, smooth layers were used for both models to obtain a better fit for such
noisy points. Also, for a better comparison between models A and B, we maintained both
models as smooth-layer models.

Model A shows a consistent and gradual change in the resistivity data due to the
homogeneous geological medium (sand) within the box. The resistivity value obtained
for freshwater-saturated sand was approximately 54 ohm-m at a depth of 3 cm below the
measurement surface of the box. The depth of each layer was measured from the point at
which the resistivity data were initially measured using the potential electrodes. It was
observed that beyond the 17 cm mark, the resistivity begins to decrease upon encountering
the FSWI. Beyond this depth, the measured resistivity was 0.72 ohm-m due to the saline
sand, which indicates that the saline sand exhibited a higher level of conductivity (less
resistivity) than that of the freshwater-saturated sand. For Model B, initially, the data points
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exhibited smooth characteristics. However, sparse data points were observed at a certain
depth, indicating noisy data excluded from the one-dimensional inversion process. The first
layer consisted of freshwater-saturated sand, with a measured resistivity of 26.40 ohm-m at
a depth of 4 cm. In the second layer, the resistivity decreased to 6.90 ohm-m, corresponding
to a clay layer situated at an 8 cm depth. A significant decrease in the resistivity data was
observed at a depth of 20 cm, indicating the presence of the FSWI. Below this depth, the
measured resistivity was 1.77 ohm-m, which was attributed to the presence of saline sand
mixed with pebbles.
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Figure 11. (a) Sounding data points acquired using the dipole–dipole array for Model A; (b) 1D
inverted response obtained for homogeneous Model A; (c) Sounding data points acquired using the
dipole–dipole array for Model B; (d) 1D inverted response obtained for heterogeneous Model B. The
depth of the FSWI is approximately 17 cm in Model A and around 20 cm in Model B.

The observed resistivity data vary depending on the medium. In the case of Model A,
the saline sand exhibited a resistivity value of 0.72 ohm-m. In contrast, for Model B, the
resistivity was measured as 1.77 ohm-m, which is slightly higher due to the surrounding
effect of the sand mixed with pebbles. The sounding results demonstrate a strong correla-
tion with the experimental data. In the case of Model A, the interface depth at the center
of the profile was approximately 20 cm according to the experimental image and 17 cm
according to the depth derived from the one-dimensional inversion model. For Model B,
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the interface depth was approximately 22 cm according to the experimental image and
20 cm based on the one-dimensional inverted model. Slight discrepancies were noted
with depth in the interface observations, as VES is an indirect geophysical measurement,
and model error can arise from factors like data noise, signal attenuation, and errors in
one-dimensional inversion, such as equivalence and suppression errors. However, our
findings still fall within an acceptable range, and we successfully identified the FSWI
utilizing the dipole–dipole array.

3.4. Validation with ERT Field Data for Location 1: Near Sea Coast

The ERT field data were used to validate the experimental findings. The correlation
between the experimental and numerical results was evaluated by analysing the ERT
subsurface image. The two-dimensional profile was acquired along the coast of the Man-
darmani area of West Bengal in India, as illustrated in Figure 12a. This region is a tourist
hotspot well known for its salt industries, aquaculture practices, and agricultural lands.
Over the past few years, there has been a significant increase in water demand in this
region.
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Figure 12. (a) Image showing the location of the ERT profile acquired near the coast of the Bay of
Bengal, India; (b) The 2D inverted response of the ERT data shows the presence of a saline clay layer.
RMSE stands for root mean square error.

Additionally, the overpumping of groundwater has been identified as a concern.
Salinity intrusion presents a considerable challenge for the region, arising from natural
phenomena and human interventions. The study area is characterized by alluvial deposits
comprising sand, silt, and clay. Furthermore, an analysis of the borehole and lithology
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data in the area reveals that surface sediment deposits predominantly comprise medium-
to-coarse sand interspersed with clay and small patches of dune sand [20]. The region is
abundant in borewells utilized for agricultural practices, primarily for cultivating paddy
crops and household water needs.

The ERT data were collected over a 160 m profile using a Wenner array, with elec-
trodes positioned at 2 m intervals. This choice was made deliberately to maintain a fine
electrode spacing to achieve high-resolution images. The inversion routine is based on the
smoothness-constrained least-squares method with the L2 norm [60]. The two-dimensional
inverted image reveals a prominent high-conductive zone with resistivity values ranging
from 0.8 to 1.8 ohm-m, indicating the presence of a saline clay layer marked as a zone of
SWI at a depth of 6 to 16 m below ground level. The sand layer at a depth of 20 to 26 m
below ground level has a resistivity value of 6 to 7 ohm-m, as shown in Figure 12b. The
area has resistivity values for a sandy freshwater formation that vary from 20 to 60 ohm-m.
However, in ERT location 1, the shallow layers are completely saline (with resistivity values
less than 1.8 ohm-m) for 6 to 16 m depths below ground level.

Saltwater intrusion naturally occurs near coastal areas. However, during the field sur-
vey, local people reported a high level of groundwater salinity in this coastal region. They
have drilled borewells deeper than 20 m to access freshwater, as the shallow groundwater
is completely saline. This issue arises from the extensive use of hand pumps and borewells
in the confined coastal area. Overpumping lowers the water table, allowing saltwater from
the sea to exert pressure and infiltrate deeper into freshwater aquifers. The ERT results
confirm SWI in the coastal region, primarily caused by the disruption of the natural balance
between saline and freshwater interfaces due to overpumping by residents.

Interestingly, it was observed that saltwater is trapped in unconfined shallow clay
layers, preventing the further deterioration of groundwater in deeper sand layers. This
study suggests that these clay layers can act as natural barriers, trapping saline water due
to their porous but impermeable nature. However, the clay layer can only hold saline water
up to a certain threshold. Excessive overpumping will increase salinity intrusion, causing
the clay layer to fail to retain saline water and potentially impacting the surrounding layers.
Similarly, the experimental results show that the tightly packed clay layer prevented the
saltwater wedge from easily passing through, resulting in a deviated interface shape due
to its impervious nature.

3.5. Validation with ERT Field Data for Location 2: Aquaculture Area

The ERT data were acquired in the aquacultural ponds with an area of 2.25 km2 near
the Mandarmani-Contai region of West Bengal in India, where they are artificially formed
with seawater collected through a network of interconnected canals (Figure 13a). The
area is committed to aquaculture practices focused on a unique breed of fish that thrives
exclusively in saltwater environments. The geological area resembles fluvial deposits
with clay, silt, and sand layers. The fish farming practices in this region serve as a crucial
economic aspect of the local community’s livelihood. Nonetheless, the extensive nature of
such production methods also exerts a detrimental impact on environmental health.

The ERT data were collected over a 800 m profile using a Wenner–Schlumberger array
with 10 m electrode spacing. The data were inverted using the smoothness-constrained
least-squares method with the L2 norm. The two-dimensional inverted section reveals the
presence of a saline zone (with levels of resistivity ranging from 0.9 to 2 ohm-m) extending
to a depth of 40 m below ground level (Figure 13b), which correspond to silty clay layers.
The deeper zone is indicated by a sand layer with resistivity values of more than 12 ohm-m.
The resistivity values for the sandy freshwater formation in the area range from 20 to
60 ohm-m. It can be observed from the ERT result that deeper layers (more than 50 m
below ground level) are not affected by saltwater intrusion as resistivity values are greater
than 12 ohm-m. However, considering shallow layers, the likely cause of the heightened
salinity in this area is attributed to aquacultural practices, particularly fish farming. In
such practices, seawater is transported to artificial ponds through connected canals from
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coastal regions. A considerable portion of this saltwater infiltrates the subsurface. The
two-dimensional section illustrates that saline water permeates silty clay layers. However,
no further penetration of salt water into deeper sand layers was observed, likely due to the
silty clay layer acting as an impermeable layer.
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Figure 13. (a) The ERT profile of length of 800 m acquired along the aquaculture area of Mandarmani-
Contai region, India, where seawater is collected through interconnected canals. The image also
depicts many ponds filled with saline water specifically allocated for fish farming; (b) The inverted
2D response of the ERT data indicates a saline zone with silty clay layers and sand within the area.
RMSE stands for root mean square error.

Researchers worldwide have reported that SWI has contributed to the shrinkage
of lakes [61], degrading water quality and threatening freshwater coastal resources [62].
The present study can be useful as its originality lies in integrating experimental data
with numerical modeling and geophysical techniques, offering a comprehensive analysis
of SWI dynamics in homogeneous and heterogeneous models. This approach enhances
our understanding SWI mechanisms, informing coastal groundwater management by
predicting the impacts of groundwater extraction and aquaculture on SWI. The findings can
be applied to other coastal regions with similar geological characteristics to the study area
in West Bengal, India, such as the Nile Delta [63], the Gulf of Mexico [64], and the Mekong
Delta [65], which face similar challenges of saltwater intrusion due to intensive groundwater
extraction and agricultural practices. By adopting this integrated methodology, tailored
groundwater extraction policies and land-use planning can be developed, improving the
sustainability of coastal groundwater resources. This approach can inspire future research
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and the development of sustainable groundwater management practices in coastal areas
globally.

3.6. Limitations of This Experimental Study and Future Directions

The present study introduces new insights by incorporating heterogeneous back-
ground materials in the laboratory simulation of SWI. In this study, the alignment of
experimental and numerical model results was quite good, though some uncertainties
remain due to the following factors: (1) The numerical models could better align with the
experimental findings if the same type of filler material, such as clay, had been used in the
numerical simulation. It can provide better results as, in our case, the layer (L1) with con-
strained boundary conditions was not able to fully justify the actual behavior of a clay layer;
(2) Instead of using VES for the experimental study, which provides a one-dimensional
inverted model, a two-dimensional ERT method could be adopted. This method offers a
better resolution and accuracy in predicting the depth of the FSWI. Some researchers have
used a multielectrode ERT setup for laboratory experiments [58], yielding promising results
as they can observe the high-resolution two-dimensional resistivity distribution rather than
the one-dimensional resistivity change. These one-dimensional inverted models can be
affected by acquisition errors, cultural noise, and inversion errors, leading to false interpre-
tations and inaccurate estimates of the actual depth of layers. This discrepancy is evident in
our study, in which the FSWI depth is slightly mismatched between the experimental and
one-dimensional results. These issues may need to be addressed to reduce uncertainties
associated with such experimental studies.

4. The Significance of Research Outcomes in Informing Policies for Coastal Water
Management and Sustainable Aquaculture Practices

The current research findings are crucial for shaping policies related to coastal water
management and promoting sustainable practices in aquaculture ponds and lakes. In the
study area of West Bengal, India, groundwater overpumping and aquaculture ponds have
emerged as significant concerns due to elevated salinity levels in the region. By providing
scientific evidence and insights into the environmental dynamics of coastal areas, research
helps policymakers make informed decisions. Understanding factors such as saltwater
intrusion, pollution levels, ecosystem health, and the impact of human activities allows
for the development of effective management strategies. Moreover, research contributes
to identifying best practices for sustainable aquaculture management, including aquacul-
ture techniques, specifically fish farming, that minimize environmental degradation and
maximize productivity. By integrating research outcomes into policy formulation, govern-
ments and organizations can work towards safeguarding coastal waters and preserving
the ecological balance of ponds and lakes for future generations. The flowchart below
illustrates the connection between sustainable water management (SWM) and sustainable
aquaculture practices, which is crucial for the overall sustainability of the environment
(Figure 14).

This study highlights the negative effects of artificial ponds and lakes used for aquacul-
ture, especially in causing groundwater salinization. Effective governance of aquaculture
practices is crucial in implementing measures that balance economic benefits with envi-
ronmental preservation, ultimately contributing to sustainable water management efforts.
This study employs an experimental approach to investigate salinity intrusion in diverse
coastal environments. The ERT results validate the impact of SWI due to various anthro-
pogenic activities. Additionally, such studies can aid in developing decision-making tools
for policymakers to maintain coastal aquifer sustainability [66].
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Figure 14. The flow chart illustrates sustainable aquaculture practices within the framework of
sustainable water management (SWM).

The present study is also relevant to hydrogeology and environmental engineering,
particularly for coastal groundwater management and mitigating saltwater intrusion. The
integrated approach combines experimental data, numerical modeling, and geophysical
techniques and offers valuable insights that can directly inform policymaking and sus-
tainable coastal water management practices. By demonstrating how different geological
conditions influence saltwater intrusion dynamics, this research provides a scientific basis
for developing targeted groundwater extraction policies, implementing effective land-use
planning, and designing physical barriers to protect freshwater resources. Emphasizing
these potential applications can help policymakers and practitioners adopt more effective
strategies for managing coastal groundwater resources and mitigating the adverse impacts
of saltwater intrusion.

However, while the present study provides a better understanding of SWI behavior in
a heterogeneous coastal environment, some mitigation measures still need to be physically
implemented for the better prevention of SWI. Researchers have focused and aligned their
experimental studies on physical barriers to minimize SWI [27,29]. Some physical and
hydraulic management approaches can be used to mitigate SWI, such as abstraction barriers,
cutoff walls, recharge wells, and tidal regulators. When exploring suitable locations for
recharge wells, ERT combined with TDEM surveys can provide a better picture of the
subsurface. Therefore, more geophysical studies are needed to complement laboratory
experiments.
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5. Conclusions

The present study employs an integrated approach, combining experimental, geophys-
ical, and numerical modeling methodologies to gain insight into the dynamics of salinity
intrusion in coastal aquifers. The experimental setup outlined in this study simulates
various geological coastal scenarios by incorporating saltwater boundary conditions. A
good agreement was found between the experimental results and models obtained from
the numerical simulation and the DC resistivity method. The two critical findings indicate
that the progression of the saline contours depends on the geological composition through
which they propagate. First, homogeneous formations, such as sand, facilitate the unhin-
dered infiltration of saline water into freshwater aquifers. Second, heterogeneous media
featuring layers of sand, silt, and clay, especially impervious clay layers, act as natural
barriers, impeding the advancement of saline water by trapping it within their structure.

This study offers valuable information to help us understand saltwater wedges’ inter-
action and solute transport mechanisms under diverse geological conditions. In addition,
this study serves as a valuable benchmark for validating density-coupled flow and transport
models, particularly those that incorporate flux-type boundary conditions using different
background materials. The ERT data also confirm SWI in coastal areas resulting from
anthropogenic activities, such as groundwater overpumping (location 1) and aquacultural
activities, leading to saline water infiltration into subsurface aquifers (location 2). This
study also examines the behavior of clay layers, which intriguingly can function as natural
barriers to salinity intrusion issues. However, it cannot be viewed as a complete solution to
saltwater intrusion, as clay layers have saturation thresholds. Beyond these thresholds, they
allow saline water infiltration into the surrounding layers. External physical barriers are
necessary to prevent saline water intrusion into freshwater aquifers. Furthermore, to ensure
groundwater sustainability, a continuous subsurface investigation is needed for monitoring
the health of coastal aquifers. A comprehensive approach that can be adopted involves
integrating a three-dimensional time-lapse ERT survey with a geochemical analysis.

The experimental findings hold validity for geological environments characterized by
clay, silt, and sand layers and are applicable to coastal and river depositional settings, such
as the coastline margin area of India, where the biggest challenge is saltwater intrusion.
The present experimental model incorporating a heterogeneous geology can serve as input
for future investigations. It can be enhanced by introducing physical barriers, pumping
wells, recharge wells, and inclined slopes, facilitating multiple attributes for detailed
experimental studies of SWI. The findings can be applied to other coastal regions with
similar geological characteristics, such as delta regions worldwide, which face similar
challenges of saltwater intrusion due to intensive groundwater extraction and agricultural
practices; further remedial measures can be planned accordingly.
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Abstract: This work presents the results of an advanced geophysical characterization of a contami-
nated site, where a correct understanding of the dynamics in the unsaturated zone is fundamental
to evaluate the effective management of the remediation strategies. Large-scale surface electrical
resistivity tomography (ERT) was used to perform a preliminary assessment of the structure in a
thick unsaturated zone and to detect the presence of a thin layer of clay supporting an overlying
thin perched aquifer. Discontinuities in this clay layer have an enormous impact on the infiltration
processes of both water and solutes, including contaminants. In the case here presented, the technical
strategy is to interrupt the continuity of the clay layer upstream of the investigated site in order to
prevent most of the subsurface water flow from reaching the contaminated area. Therefore, a deep
trench was dug upstream of the site and, in order to evaluate the effectiveness of this approach in
facilitating water infiltration into the underlying aquifer, a forced infiltration experiment was carried
out and monitored using ERT and ground-penetrating radar (GPR) measurements in a cross-hole
time-lapse configuration. The results of the forced infiltration experiment are presented here, with a
particular emphasis on the contribution of hydro-geophysical methods to the general understanding
of the subsurface water dynamics at this complex site.

Keywords: hydrogeophysics; contaminated site; infiltration experiment; time-lapse geophysics;
ERT; GPR

1. Introduction

In the characterization of contaminated sites, direct drilling methods and geochemical
analysis of groundwater may not be completely representative of the entire investigated
area, leaving some uncertainties in the management of remediation and secure strategies [1].
Therefore, utilizing near-surface geophysical techniques is a relatively fast and economical
approach to retrieve further information about the structure of the subsurface and the
hydrological dynamics [2], particularly in terms of the extensive spatial coverage and
refined sampling that geophysics can provide. Among the different geophysical methods,
electrical resistivity tomography (ERT) and ground-penetrating radar (GPR) are widely
used for the characterization of contaminated sites [3,4], since electrical and dielectric
properties are closely related to the lithology, soil texture and particularly to the water
content, water quality and the presence of non-aqueous-phase contaminant liquids [5,6].

In this work, we present the main results of an extensive geophysical survey cam-
paign conducted at a contaminated site in the Friuli High Plain, north-eastern Italy. The
presence of contaminants in groundwater was detected around a former industrial site.
The geological conditions of the site can be described as a relatively simple stratigraphic
sequence composed of an upper unsaturated gravel layer, housing also a perched aquifer,
discontinuously interrupted by a thin layer of clay (a paleo-soil) at a 6–7 m depth. Below
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the clay layer, another thick unsaturated gravelly zone reaches a depth of about 100 m,
where the water table of the regional main aquifer is located. Thus, the development
and consistency of the clay layer are critical from a hydraulic point of view in order to
prevent deeper infiltration of pollution from the surface [7]. In the investigated area, to
prevent the subsurface flow from reaching the contaminated site, it was planned to force
the water infiltration into the deeper underlying thick unsaturated zone and the deep
aquifer by interrupting the continuity of the clay layer with a draining trench upstream of
the industrial site.

Firstly, to define the most suitable position for the trench, large-scale surface ERT
surveys were performed to map the extension and continuity of the clay layer around
and within the industrial site. Once the optimal position was defined, ERT cross-borehole
investigations were performed before and after the realization of a pilot stretch of the
draining trench to evaluate the effects of excavation. Finally, to verify the effectiveness
of the trench in draining the shallow subsurface water flow into the deeper aquifer, two
forced infiltration experiments were carried out and monitored using both ERT and GPR
cross-borehole measurements in time-lapse configuration [8–10].

Preliminary synthetic models, based on a priori geological information, were tested in
order to optimize the data acquisition strategies. In particular, we tested different ERT sur-
vey strategies (with different electrode array lengths, spacings and configurations) against
different possible geological models, varying the thickness and depth of the conductive
clay layer.

The goal of this work is to demonstrate the effectiveness of the use of geophysical
investigations in the overall strategy of characterization and remediation of contaminated
sites. In order to fully benefit from its information content, geophysics must be carefully
planned, both for characterization and monitoring (time-lapse) modes, often with the
support of synthetic experiments in the planning stage.

2. Site Description
2.1. Geological Framework

The investigation site is located in a High Plain of north-eastern Italy. This is the east-
ernmost portion of the foreland area of the alpine chain, and the plain is a consequence of
the progressive accumulation of fluvio-glacial sediments. During the last glacial maximum
(LGM), the glacial and periglacial conditions in the mountain basins promoted a consid-
erable production of sediments, and the development of the glaciers down to the valley
outlets guaranteed efficient transport, feeding large fluvio-glacial systems. In this Eastern
High Plain, this high sedimentation rate promoted the development of large river systems
(e.g., the Isonzo, Torre, Tagliamento, Cellina, and Meduna rivers), and consequently the
formation of extensive alluvial megafans, i.e., a fan-shaped depositional system with an
extension that can exceed thousands of km2, characterized by an apical portion consisting
of gravelly deposits, and a distal portion essentially composed of fine sediments [11]. In
the High Plain, the subsoil is mainly composed of alluvial deposits of braided systems
that continuously migrated due to periodical avulsions. Therefore, in the evolution of
the megafans, coarse sedimentation phases alternated with destructive and steady-state
moments, even prolonged, which ensured the formation of soils that may have been sub-
sequently buried (paleosoils) [12]. Finally, during the Holocene, glacier retreat led to a
decrease in the sedimentation rate, the confinement of rivers within incised channels, and
the transition of large areas of megafans into bypass surfaces without deposition. In these
areas, the gravels have been weathered, generating soils with clay layers [13].

2.2. Experimental Area

At the contaminated site, the subsoil is composed of the Vivaro Unit, i.e., gravels
with a sub-horizontal coarse stratification, sometimes with a slightly silty–sandy matrix, in
which buried paleo-soils are interspersed [14]. This stratigraphic structure is confirmed by
the boreholes realized for ERT and GPR investigations. As shown in Figure 1a, a 20 m deep
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perforation highlights the presence of a thick layer of gravel, which is cut by a thin level
of clay at about a 7 m depth. Four such boreholes have been drilled and equipped with
24 electrodes each from a depth of 1.6 m to the bottom of the boreholes (0.8 m spacing).
Figure 1b presents the geometry of the boreholes (red circles) and the pilot-scale draining
trench. The latter has a length of approximately 17 m, a depth of 13 m (as shown in
Figure 1c) and is about 1 m wide. After excavation it was completely filled with permeable
coarse gravel. This stretch of trench was intended as a pilot test to confirm the effectiveness
of the proposed intervention; the full trench was planned to have a length exceeding 100 m.
This pilot trench was realized in correspondence with an ERT surface transect collected
prior to the excavation. Four ERT-equipped boreholes were drilled on both sides of the
trench, allowing for meaningful cross-hole acquisitions. Note that the boreholes also allow
for cross-hole GPR acquisitions given the relatively small borehole distance (8 m).
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capable of conveying water into the deeper unsaturated zone, as expected. The first infil-
tration experiment (indicated by the blue square “A” in Figure 1b) was realized on the side 
of the trench, with the injection point located between borehole 1 and borehole 2. The 
second infiltration experiment (blue square “B” in Figure 1b,c) was realized by placing the 
water injection point right above the trench, between borehole 2 and borehole 4. In both 
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Figure 1. (a) Schematization of borehole 1 and the stratigraphy found during the drilling: 24 electrodes
placed from the bottom of the borehole (20 m depth) to a 1.6 m depth; (b) planned geometry of the
area with four boreholes (red dots), the draining trench (parallel to the ERT surface line), and the
position of the water injections (blue square A–B); (c) vertical section of the area between borehole 2
and borehole 4, and the draining trench in between. Note that the thickness of the clay layer is in the
0.5 m range and less (considering all four drilled boreholes).

Two infiltration experiments were conducted in the pilot zone, with the purpose
of assessing to what extent the dug trench, interrupting the continuity of the clay layer,
was capable of conveying water into the deeper unsaturated zone, as expected. The first
infiltration experiment (indicated by the blue square “A” in Figure 1b) was realized on the
side of the trench, with the injection point located between borehole 1 and borehole 2. The
second infiltration experiment (blue square “B” in Figure 1b,c) was realized by placing the
water injection point right above the trench, between borehole 2 and borehole 4. In both
cases, a square meter at the surface was isolated using wooden walls and a constant water
flow rate into the box was ensured by a water tanker for a total injected volume of nearly
17 cubic meters.
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3. Methods
3.1. Electrical Resistivity Tomography (ERT)

ERT surveys are performed with multi-electrode instruments to retrieve the electrical
resistivity distribution of the subsurface. The measurements were carried out with an array
of several dozens of electrodes, either placed at the ground surface (the most common
arrangement) or in dedicated boreholes, and are galvanically coupled with the soil. The
measurement consists of injecting an electrical current with two electrodes and recording
the voltage difference that arise at other pairs of electrodes [5]. Based on the target of
the survey, different types of acquisition schemes can be adopted; Wenner-alpha and
Wenner–Schlumberger schemes (injection dipole outside the potentiometric one) guarantee
a higher vertical resolution, while a dipole–dipole scheme (injection dipole is adjacent
to the potentiometric one) allows for a higher lateral sensitivity (for details see [15]).
The penetration depth of a measured point is linked to the length of the quadrupole;
consequently, the maximum depth of investigation is defined by the total length of the
electrode array. For the same reason, in cross-hole configuration, the distance between
neighbouring boreholes cannot be too large, generally no larger than the depth of the
boreholes themselves. On the other hand, the resolution of the investigation is linked to the
spacing between the electrodes, and it is higher close to the electrodes [15]. Therefore, the
resolution of ERT surface measurements decreases in depth. Consequently, when a high
resolution at depth is required, cross-hole ERT with borehole electrodes can be adopted.
Nevertheless, since the number of the electrodes controlled by a multi-electrode device is
limited, usually ranging between 48 and 120 channels, it is necessary to find a compromise
between the spacing and the length of the array, considering the requested resolution of
the survey (e.g., the spacing should not be larger than the thickness of the layers) and its
penetration (about ¼ of the total length of the array) [5].

The quality of ERT datasets can be evaluated by a combination of two approaches:
(i) stacking errors, where each quadrupole is measured several times and a standard
deviation is calculated for each one and (ii) reciprocal errors, where for each quadrupole,
the measurement is performed by exchanging the injection dipole and the potentiometric
dipole, and the difference between direct and reciprocal measurements is calculated for
each quadrupole [16]. Finally, since the measurements are influenced by the contribution
of different materials that compose the subsurface, the acquired ERT datasets need to be
inverted to identify the most suitable subsurface resistivity model that reproduces the
measurements [17].

3.1.1. ERT Forward Modelling

Starting from a known subsoil structure with a defined resistivity distribution, and an
array of electrodes at the surface, we can discretize the investigated domain with a mesh
and numerically calculate, by applying Poisson’s equation (for details, see [15]), the voltages
that arise at the electrodes of the array if we inject the electrical current i with a dipole A-B.
Therefore, we can find the potential difference ∆V for any pair of potentiometric dipoles
M-N of the array and obtain a synthetic dataset of apparent resistivities ρa by applying
Equation (1), which applies to surface electrode configurations only. This process is called
the “forward problem” or “forward modelling”.

ρ a =
∆V

i
2π(
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− 1
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− 1
AN

+
1

BN
)−1 =
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i
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Here, K is the geometric factor of the measured quadrupole. In borehole measurements,
the electric current is flowing in all directions. Consequently, K needs to be recalculated, as
shown in Equation (2) (where z is the depth of the electrodes):
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Once a synthetic dataset is computed, an inversion framework can be applied to the
calculated apparent resistivities to obtain an inverted synthetic resistivity model.

In the presented work, the Python-based software ResIPy (v3.4.2) [16] was used to
perform the forward modelling process and define the optimal acquisition parameters for
the preliminary ERT surface measurements. Based on geological information, we created
different subsurface models, as shown in Figure 2. In each model, an upper (relatively) high
resistive layer of 300 Ωm represents a weathered gravel with a slightly silty–sandy matrix,
which is cut by a low resistive layer (i.e., clay) of 10 Ωm at a 5 m depth in Figure 2a,b and
at a 10 m depth in Figure 2c,d. In the models of Figure 2a,c, the low resistive layer has a
thickness of 0.50 m, while in the models of Figure 2b,d, the thickness is 2 m. In all models,
the bottom layer of 450 Ωm represents the deeper, unsaturated silty gravel layer.
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Figure 2. The subsurface models used for ERT surface forward modelling. In each model, an upper
high resistive layer of 300 Ωm is cut by a low resistive layer of 10 Ωm at 5 m of depth in (a,b), at 10 m
of depth in (c,d). In the models of (a,c), the low resistive layer has a thickness of 0.50 m, while in the
models of (b,d) the thickness is 2 m.

Firstly, forward modelling was performed considering a surface ERT investigation
with different electrode spacings: a dipole–dipole acquisition scheme and testing different
values of skip (i.e., the number of electrodes skipped to create a dipole).

Afterwards, the same subsurface structure was used to perform a cross-borehole ERT
survey. As shown in Figure 3, we considered a low-resistive layer with both a thickness
of 0.50 m (Figure 3a–c) and 2 m (Figure 3d–f) at a depth of 5 m. We tested boreholes with
different electrode spacings (0.5 m in Figure 3a,b,d,e, and 1 m in Figure 3c,f), a skip 4 AB-MN
configuration (injection dipole electrodes in the same borehole, and potentiometric dipole
electrodes in the other borehole), and different borehole separations (5 m in Figure 3a,d,
and 8 m Figure 3b,c,e,f).

3.1.2. ERT Inverse Modelling

Inverse modelling is used to calculate the most reliable resistivity model that can
reproduce the measured apparent resistivities within data error bounds. This is an iterative
process where forward models are calculated repeatedly in order to minimize the misfit
between the predicted and observed data [17]. However, different resistivity models can
lead to practically the same response—within data error levels—and a unique solution
can be found by formulating the inversion process as a regularized optimization problem,
applying Occam’s approach [18], which searches for the smoothest model that can fit the
measured data within their error level (for details, see [15]).
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Figure 3. The subsurface models used to perform the ERT cross-borehole forward modelling process.
In each model, an upper high resistive layer of 300 Ωm is cut by a low resistive layer of 10 Ωm at
5 m of depth in (a,b), at 10 m of depth in (c,d). In the models of (a–c), the low resistive layer has a
thickness of 0.50 m, while in the models of (d–f) the thickness is 2 m.

Defining an optimal error degree for the inversion process is a key factor to avoid
unrealistic artifacts in the final inverted resistivity model [5]. The expected data error can
be estimated by using the stacking error, but usually this approach overestimates the data
quality and a better assessment of the error can be achieved by considering reciprocal
measurements [19]. Once a reciprocal error threshold value is defined, all the quadrupoles
with higher values are filtered out and not considered during the inversion process. High-
quality ERT datasets have reciprocal errors of lower than 5%, while low-quality datasets
have values as high as 20%, typically when the galvanic contact between electrodes and
the ground surface is poor [20].

In this work, inverse modelling of the acquired datasets was performed using the
Python-based software ResIPy [16] and, for each dataset, we defined a boundary thresh-
old for the reciprocal error that allowed for a reliable quality of the measured apparent
resistivities but at the same time a homogeneous distribution of measured points in the
pseudo-section [21,22]. For the surface ERT measurements, an expected data error of
10% was defined, while for the ERT cross-borehole datasets, we selected a more comfort-
able 5% error level. All inverted models presented here have a final RMS (Root Mean
Square—evaluation of the normalized misfit between calculated and measured data) close
to 1.
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3.1.3. ERT Time-Lapse Survey

ERT surveys can also be used to monitor time-dependent subsurface processes through
changes in resistivity over time. This kind of investigation is particularly useful to monitor
natural processes in the subsoil (e.g., moisture variation during the year [23,24] or as a
consequence of forced irrigation experiments, with several hundreds or thousands of litres
of water injected into the subsurface [10,25]). In order to enhance the changes from one
time frame to the next, ratio or difference inversion approaches are usually applied [5]. For
each quadrupole in the dataset, the parameter to be inverted is the ratio or the difference
between the resistance (R = ∆V/I) measured in the considered time step and the initial
resistance measured before the water injection.

Time-lapse inversion is a powerful approach to highlight small variations in resis-
tivity that would otherwise be overwhelmed by error differences in subsequent absolute
resistivity images [26]. For each time step, the results are consequently given in terms of
resistivity variation with respect to the initial model obtained before the water injection.
Therefore, after the inversion process, only the initial reference model will be plotted in
terms of absolute resistivities, while the following time step results will be plotted in terms
of variations in resistivity with respect to such an initial model.

In the presented work, two forced infiltration experiments were carried out and
monitored with ERT cross-borehole time-lapse measurements, as well as repeated GPR
measurements—as described below. In each survey, a representative value of reciprocal
error was defined for the acquired ERT datasets, and only the common quadrupoles in all
filtered datasets were used to perform the time-lapse ratio inversion.

3.1.4. ERT Data Acquisition

All ERT surveys (surface, cross-borehole, and time-lapse) were carried out using a
Syscal Pro resistivimeter (Iris Instruments, Orléans, France), using a stacking range between
3 and 6 (5% standard deviation threshold), and with direct reciprocal measurements.

As previously discussed, several ERT surface investigation lines were collected around
and within the contaminated area to evaluate the depth and continuity of the clay layer.
In this work, we only focused on the survey line acquired upstream of the industrial site,
in correspondence with the area chosen for the realization of the draining trench and
the boreholes. Based on the results of the previous forward modelling tests, surface ERT
measurements were performed using an array of 120 electrodes spaced at 0.80 m and a
dipole–dipole skip 8 acquisition scheme.

To evaluate the effectiveness of the trench, ERT cross-borehole measurements were
collected before and after the pilot trench excavation and backfilling with coarse permeable
material. The datasets were acquired using 48 electrodes, with 24 in each borehole (see
Figure 1), using an AB-MN skip 4 acquisition scheme. To better evaluate the resistivity
variation linked to the excavation, a ratio inversion process was also applied to the data
acquired before and after excavation in correspondence with the section between boreholes
1 and 3 (see Figure 1).

Two forced infiltration experiments were also performed using ERT cross-borehole
time-lapse measurements (also using four electrodes in the surface between the boreholes)
using an AB-MN skip 4 acquisition scheme. As shown in Figure 1b, the first experiment was
performed between borehole 1 and borehole 2, while the second experiment was performed
between borehole 2 and 4 (one week after the first experiment). In each experiment, a
time-zero dataset was acquired in natural dry conditions; afterwards, about 16,600 litres
of salt water were injected into the subsurface over 9 h, and twelve ERT measurements
were acquired during the following 28 h (as shown in Table 1 for the first infiltration
experiment—the same acquisition scheme was used for the second infiltration experiment).
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Table 1. Time steps of the first forced infiltration experiment (between borehole 1 and 2—see
blue square A in Figure 1b) monitored using ERT and GPR time-lapse measurements. The second
infiltration experiment was realized with the same acquisition parameters and time steps (one week
after the first experiment).

Time ERT Time Step Water Released

11.00 t0 -
12:00 - Start
12:35 t1 1000 L
13:08 t2 2000 L
13:45 t3 3000 L
14:20 t4 4000 L
14:55 t5 5000 L
15:30 t6 6000 L
16:00 t7 7000 L
21:30 - 16,600 L (End)

07:50 (+1 day) t8 -
10:00 (+1 day) t9 -
12:00 (+1 day) t10 -
14:00 (+1 day) t11 -
16:00 (+1 day) t12 -

3.2. Ground-Penetrating Radar (GPR)

Spatiotemporal variations in water content in shallow soil layers can be efficiently
estimated using techniques that measure the electrical permittivity ε or the relative electrical
permittivity (also called the dielectric constant), εr, of porous media [27–30]. εr is strongly
affected by the presence of water in soil pores, as the corresponding dielectric constant
of water is so high that it overcomes any other solid or fluid component in the porous
medium. GPR is particularly suitable to measure εr, as the propagation of electromagnetic
waves, to a first approximation, can be directly related to the value of the bulk εr of the
material: √

εr =
c
v

(3)

where c is the electromagnetic wave speed in the vacuum (0.3 m/ns) and v is the measured
velocity of propagation of the radar waves. In order to measure GPR velocities, the
transmitter probe must be separated from the receiver one (using a bi-static GPR), and
the time of arrival of the GPR waves must be defined at a known distance between the
two. This can be achieved on the surface or in the borehole. In the infiltration test zone
of the study site, thanks to the drilled boreholes, which all have a plastic casing that does
not impede the propagation of electromagnetic waves outside the boreholes, we could
exploit the same boreholes and equip then with ERT electrodes to acquire cross-hole GPR
data. For this purpose, we used a Pulse-Ekko 100 MHz antenna system. Both the ZOP
(zero offset profile, e.g., [31]) and MOG (multi-offset gather, e.g., [32,33]) were tested. In
this case, VRP (vertical radar profiling [34]) had an unfavourable geometry and was not
tested. In the ZOP configuration, the receiver and transmitter antennas go down at the
same time along the boreholes, thus keeping the distance between the two probes, i.e.,
the distance between the two boreholes, fixed. In the MOG configuration, the transmitter
antenna is moved in different positions independently from the receiver antenna, collecting
a much more detailed survey between the boreholes and allowing for a 2D tomographic
reconstruction. Cross-hole GPR data were collected for 2 days before, during and after the
second infiltration test using boreholes 2 and 4 for a total of 14 different datasets.

4. Results
4.1. ERT Forward Modelling Results

Figure 4 shows the inverted synthetic models derived from the forward modelling
process applied to the subsurface structure of Figure 2a using surface ERT configurations.
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The low-resistive layer of clay is in this case very thin (0.5 m) and is smeared into a much
thicker, less-conductive layer in the results of Figure 4a, obtained by simulating an array of
96 electrodes with a 0.5 m electrode spacing and a dipole–dipole skip 0 acquisition scheme.
This is completely consistent with the very well-known equivalence problem in classical
geoelectrical acquisitions. In fact, albeit with different final results configurations, the same
phenomenon manifests itself in all other configurations in Figure 4 and is the result of the
thin, very conductive layer being able to short circuit the current coming from the surface
through itself, effectively shielding any other structure lying below this layer [35]. Note that
this phenomenon is linked to the continuity of the clay layer—should the layer have any
sizeable discontinuity, the discontinuity would become visible and part of the underlying
structure would also be revealed.

Water 2024, 16, x FOR PEER REVIEW 9 of 20 
 

 

different positions independently from the receiver antenna, collecting a much more de-
tailed survey between the boreholes and allowing for a 2D tomographic reconstruction. 
Cross-hole GPR data were collected for 2 days before, during and after the second infil-
tration test using boreholes 2 and 4 for a total of 14 different datasets. 

4. Results 
4.1. ERT Forward Modelling Results 

Figure 4 shows the inverted synthetic models derived from the forward modelling 
process applied to the subsurface structure of Figure 2a using surface ERT configurations. 
The low-resistive layer of clay is in this case very thin (0.5 m) and is smeared into a much 
thicker, less-conductive layer in the results of Figure 4a, obtained by simulating an array 
of 96 electrodes with a 0.5 m electrode spacing and a dipole–dipole skip 0 acquisition 
scheme. This is completely consistent with the very well-known equivalence problem in 
classical geoelectrical acquisitions. In fact, albeit with different final results configurations, 
the same phenomenon manifests itself in all other configurations in Figure 4 and is the 
result of the thin, very conductive layer being able to short circuit the current coming from 
the surface through itself, effectively shielding any other structure lying below this layer 
[35]. Note that this phenomenon is linked to the continuity of the clay layer—should the 
layer have any sizeable discontinuity, the discontinuity would become visible and part of 
the underlying structure would also be revealed. 

 
Figure 4. Inverted synthetic models obtained considering the subsurface model in Figure 2a. (a,b) 
show, respectively, the inverted synthetic models found with 96 electrodes, a 0.5 m spacing, and 
dipole–dipole skip 0 (a) and skip 6 (b) configurations; (c,d) show, respectively, the inverted synthetic 
models found with 96 electrodes, a 1 m spacing, and dipole–dipole skip 0 (c) and skip 6 (d) config-
urations. 

Figure 5 presents the inverted synthetic models obtained from the forward modelling 
process applied to the subsurface structure of Figure 2b, with a 2 m-thick clay layer at a 5 
m depth. The results are very similar to the ones in Figure 4, as the short-circuiting effect 
of the clay layer is the same, if not more pronounced.  

Figure 4. Inverted synthetic models obtained considering the subsurface model in Figure 2a.
(a,b) show, respectively, the inverted synthetic models found with 96 electrodes, a 0.5 m spac-
ing, and dipole–dipole skip 0 (a) and skip 6 (b) configurations; (c,d) show, respectively, the inverted
synthetic models found with 96 electrodes, a 1 m spacing, and dipole–dipole skip 0 (c) and skip
6 (d) configurations.

Figure 5 presents the inverted synthetic models obtained from the forward modelling
process applied to the subsurface structure of Figure 2b, with a 2 m-thick clay layer at a
5 m depth. The results are very similar to the ones in Figure 4, as the short-circuiting effect
of the clay layer is the same, if not more pronounced.

Considering the clay layer at a 10 m depth (Figure 2c,d), and testing the same electrode
array and acquisition schemes, Figure 6 shows again the limitation of surface ERT acquisi-
tions in the face of a continuous conductive layer: its thickness cannot be ascertained and
the structures below this layer remain unknown. Yet, this phenomenon is strictly linked
to the continuity of this electrically conductive, hydraulically impeding layer. Thus, even
though the overall deep structure of the subsoil cannot be imaged entirely, the continuity
of the layer can be proven using surface ERT.

Figure 7 shows the inverted synthetic models considering an ERT cross-borehole
configuration. Figure 7a–c present, respectively, the results obtained considering the
subsurface structures and the electrode geometries in Figure 3a–c. In Figure 7a, with
boreholes placed 5 m apart and an electrode spacing of 0.5 m, the inverted synthetic model
correctly defines the subsurface structure, i.e., the depth, thickness and resistivity value of
the clay layer. Given the geometry of the current injection, the short-circuiting phenomenon
observed in surface acquisitions does not take place. Increasing the distance between the
boreholes to 8 m, as shown in Figure 7b, leads to some uncertainties; i.e., the clay layer
seems to have a larger thickness in the central area of the model, and a low resistivity area
(~65 Ωm) is found close to the surface. These are effects of the loss in resolution away from
the electrode areas, with the corresponding prevalence of the smoothing effect of Occam’s
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inversion. As shown in Figure 7c, modifying the electrode spacing to 1 m (considering
a borehole separation of 8 m) allows for a reduction in these artifacts; i.e., the clay layer
thickness is more homogeneously retrieved in the central area of the model. Considering a
2 m-thick clay layer, the configuration with a 5 m borehole separation and a 0.5 m electrode
spacing, as shown in Figure 7d, correctly reproduces the subsurface structure in Figure 3d.
Increasing the borehole separation to 8 m (considering a 0.5 m electrode spacing), as shown
in Figure 7e, does not produce artifacts, and allows for the correct definition of the model
of Figure 3e. A reliable inverted synthetic model is also found by increasing the electrode
spacing to 1 m, as shown in Figure 7d.
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Figure 5. Inverted synthetic models obtained considering the subsurface model in Figure 2b.
(a,b) show, respectively, the inverted synthetic models found with 96 electrodes, a 0.5 m spac-
ing, and dipole–dipole skip 0 (a) and skip 6 (b) configurations; (c,d) show, respectively, the inverted
synthetic models found with 96 electrodes, a 1 m spacing, and dipole–dipole skip 0 (c) and skip
6 (d) configurations.
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Figure 6. (a) shows the inverted synthetic model of Figure 2c found with 48 electrodes and a 2 m
spacing; (b) shows the inverted synthetic model of Figure 2c found with 96 electrodes and a 1 m
spacing; (c) shows the inverted synthetic model of Figure 2d found with 48 electrodes and a 2 m
spacing; (d) shows the inverted synthetic model of Figure 2d found with 96 electrodes and a 1 m
spacing. All the models were calculated using a dipole–dipole skip 6 acquisition scheme.
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Figure 7. (a) shows the inverted synthetic model of Figure 3a; (b) shows the inverted synthetic model
of Figure 3b; (c) shows the inverted synthetic model of Figure 3c; (d) shows the inverted synthetic
model of Figure 3d; (e) shows the inverted synthetic model of Figure 3e; (f) shows the inverted
synthetic model of Figure 3f.

4.2. ERT Field Data Inversion

Figure 8 shows the inverted resistivity model obtained from the ERT surface mea-
surements performed upstream of the contaminated area and in correspondence with the
line where the trench was subsequently excavated. In the shallow portion of the image, a
high-resistivity layer (ρ > 2000 Ωm) corresponds to an unsaturated gravel layer. At about
a 7 m depth, a sharp resistivity variation is found (ρ < 200 Ωm), corresponding to the
contact with the clay layer. In the right part (x > 50 m), this boundary is deeper, and the
high-resistivity layer reaches a depth of about 10 m. Finally, the clay layer seems to extend
to the bottom of the section along the entire measured transect. However, as discussed
above for synthetic modelling, this is only an indication of the continuity of the clay layer,
and is not to any extent an evaluation of its thickness. In fact, 200 Ωm is a value far too high
for the resistivity of clay: this testifies to the emergence of an example of the equivalence
problem. In fact, the clay layer is much thinner and much more conductive.
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Figure 8. Inverted resistivity model of the surface ERT survey line collected upstream of the contami-
nated area. Based on this result, the draining trench (brownish rectangle) and the boreholes (red dots
and white polygons) were realized approximately in the middle of the transect.

Figure 9 presents the inverted resistivity models obtained with the measurements
performed using the ERT cross-borehole configuration before the trench excavation. The
measurements were collected across boreholes 1–2 (Figure 9a), boreholes 1–3 (Figure 9b),
and boreholes 2–4 (Figure 9c). All models show practically the same subsurface structure:
an upper high-resistivity layer ( ρ ≈ 1000 Ωm), i.e., a gravel layer, a low-resistivity layer
( ρ < 10 Ωm), i.e., a clay layer at a 6–7 m depth with a thickness of about 0.50 m, and a
deeper high-resistivity layer of gravel.
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Figure 9. Inverted resistivity models of the cross-borehole (red dots) ERT surveys: (a) model between
borehole 1 and 2; (b) model between borehole 1 and 3; (c) model between borehole 2 and 4.

Figure 10a shows the result of the time-lapse ratio inversion applied to the ERT
cross-borehole measurements in the boreholes 1–3 section, acquired before and after the
excavation of the trench. On the other hand, Figure 10b presents the result of the time-
lapse ratio inversion applied to the same ERT cross-borehole datasets (boreholes 1–3), both
collected after the realization of the trench (one month apart).
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From the results shown in Figure 10a, the effect of the excavation is clear, with an
increase in the resistivity of the central area of the section down to a 9–10 m depth, cor-
responding to the depth of the trench, interrupting the continuity of the clay layer. The
material used to fill the trench (permeable coarse gravel) most likely has a very similar elec-
trical resistivity to the lowermost gravel layer; for this reason, no great resistivity variations
are detected below 9 m. This result is confirmed by the model in Figure 10b, which does
not show high apparent variations in resistivity in the post-excavation inverted models.

4.3. ERT Time-Lapse Inversions during Water Infiltration Experiments

Figure 11 shows the results of the time-lapse cross-hole ERT monitoring of the first
infiltration experiment monitored with ERT time-lapse cross-borehole measurements (along
the profile of boreholes 1–2).

It is clear that, during the entire experiment, resistivity variations do not affect the
at 6–7 m-deep clay layer (white dashed line in the panels of Figure 11, derived from the
evidence from Figure 9a), and it is therefore not directly crossed by the water flow along
this profile. This is consistent with the fact that along the borehole 1–2 profile, the clay layer
is not cut by the trench. The shallow part of the subsurface above the clay layer is clearly
affected by the water infiltration (Figure 11a–e). Afterward, in Figure 11f, evidence suggests
that the water flow propagates deeper, possibly as an effect of water getting into the nearby,
off-section trench and finding its way to the deeper gravels. These negative resistivity
variations increase until water is injected (Figure 11g), but once the irrigation is stopped, a
progressive decrease in this effect is observed in the subsequent time steps (Figure 11h–k),
and the overall infiltration effect slowly fades away until the last measurement (Figure 11l).

Figure 12 shows the result of the second infiltration experiment monitored via ERT
time-lapse cross-borehole measurements using the cross-hole configuration of boreholes 2–4.
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Figure 11. Cross-hole time-lapse ERT results corresponding to infiltration experiment 1. The injection
point (blue square A) is located between boreholes 1 and 2; the same used for the ERT cross-hole
acquisition. The white dashed line represents the clay layer detected in the inverted resistivity
model of Figure 9a—note that along this profile, the clay layer is NOT interrupted by the trench (see
Figure 2b). (a–l) represent, respectively, the results of the time-lapse ratio inversion applied at time
steps t1–t12 presented in Table 1 using dataset t0 as the reference data.
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Figure 12. Cross-hole time-lapse ERT results corresponding to infiltration experiment 2. The injection
point (blue square B) is located between boreholes 2 and 4; the same used for ERT acquisition. The
white dashed line represents the clay layer detected in the inverted resistivity model of Figure 9c,
which is cut in the middle with a discontinuity of 1 m representing the draining trench. (a–l) represent
the results of the ERT time-lapse ratio inversion applied at time steps t1–t12 presented in Table 1
using dataset t0 as the reference data.
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In this case, the clay layer at 6–7 m depth is discontinuous as an effect of trench
digging along the monitoring section (boreholes 2–4) and the water infiltration point is
right on the vertical of the trench in the middle of the section itself. Once the water
injection begins, clear negative resistivity variations propagate vertically (Figure 12a–e)
and cross the discontinuity of the clay layer (Figure 12f–h), albeit losing intensity possibly
because of lateral spread, as detected in the companion results of the first infiltration
experiment (Figure 11). Note that the colour scale in Figure 12 highlights considerable
negative variations in resistivity, and the changes in resistivity across the trench (e.g., in
Figure 12h) are substantial, reaching a depth of about 16 m, where infiltration seems to
stop. As in the first infiltration experiment, once infiltration ceases from the surface, a
progressive decrease in the negative resistivity variation signal takes place (Figure 12i,j),
and is practically null in the latest measurements (Figure 12k,l).

4.4. GPR Monitoring during Water Infiltration Experiments

We also conducted cross-hole GPR monitoring during the second infiltration test. In
order to efficiently follow the infiltration process, we planned to use the same step of the
time-lapse ERT. Thus, we collected both ZOP surveys and more detailed MOG data. In the
following, we will only present the more effective MOG results. These were acquired with
a vertical spacing between the antenna positions equal to 0.5 m for the entire length of both
boreholes 2 and 4.

The results are shown in Figure 13, where both the initial and final (AM and PM
in Figure 13) instants are shown. The data were inverted using the PRONTO inversion
code [36]. Travel-time data (Figure 13a,d) were thus inverted into GPR velocity distributions
(Figure 13b,e), and these in turn into estimations of moisture content (Figure 13c,f) using
the relationship presented by Topp et al. (1980) [37]. While subtle differences in moisture
content are visible in the 2D images, more readable results are obtained by averaging the
results along horizontal lines, thus producing 1D vertical profiles (Figure 13g). It is clear
that there is a substantial overall increase in moisture content across the profile—with a
strong peak corresponding to the wet clay layer—extending to a maximum depth of 16 m,
consistent with the time-lapse ERT evidence (Figure 12).
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5. Discussion

The obtained results demonstrate that advanced geophysical applications can be
fundamental tools to improve the characterization of a contaminated site, both in terms
of its structure and fluid dynamics. In particular, ERT and GPR cross-borehole surveys
in time-lapse configuration can be efficiently integrated to monitor and understand local
infiltration dynamics.

In this specific context, the existence of a highly conductive layer of clay at a 5 m depth
poses a severe challenge to surface ERT investigations. Forward modelling shows that
short transects and low dipole skips do not allow us to define the correct structure of the
subsoil (Figures 4a–c and 5a–c). Increasing the length of the electrode array and the dipole
skip leads to slightly better inverted models, but the thickness of the clay layer is still much
larger than expected (Figures 4d and 5d). Inverted synthetic models with clay layers with
thicknesses of 0.5 m (Figure 4d) and 2 m (Figure 5d) are quite similar and it is difficult to
discriminate between them. This problem is further emphasized by increasing the depth
of the clay layer to 10 m (Figure 6), which would require longer transects to be correctly
detected. The inversion results of the field datasets confirm the limits of the surface ERT
surveys to define a subsoil structure with a clay level between high-resistive gravel layers,
as expected from the well-known equivalence problem. Although, in reality, the dataset
was acquired with an electrode array of 96 m and with a dipole–dipole skip 8 configuration,
in the inverted resistivity model obtained upstream of the contaminated site (Figure 8), it is
possible to correctly define the depth of the clay layer (6–7 m) but not its thickness, which
is clearly amplified till the bottom. This is probably due to a short-circuiting problem in
the subsoil, as the electric current tends to flow in the less resistive layer of clay instead of
propagating into the underlying resistive gravel layer.

On the contrary, forward modelling using cross-borehole configurations demonstrates
that this method can define the real subsurface structure, i.e., the depth, thicknesses and
resistivity values of each layer. However, the geometry of the boreholes (distance and
depth), and the spacing of the electrodes must be adequately designed. The distance
between boreholes should not be larger than half the length of the electrode array in the
borehole [15]. Larger separations lead to a significant decrease in sensitivity at the centre
of the model and the probable development of unrealistic artefacts, e.g., Figure 7b,c. The
spacing of electrodes also affects the quality of the inverted models; i.e., with a spacing
lower than the thickness of the layers, it is possible to precisely define their depth, thickness,
and resistivity values (e.g., Figure 7a,d). The results of forward modelling are confirmed
by the results obtained with the field datasets, and the corresponding inverted models
(Figure 9) show the same subsurface structure found in borehole cores.

The results obtained from the cross-borehole ERT measurements, performed to verify
the effect of draining trench excavation, demonstrate the reliability of the ratio inversion
approach. The excavation, filled with coarse and permeable granular sediment, is clearly
apparent in the inverted ERT results in Figure 10a (obtained by comparing pre-trench and
post-trench ERT datasets), with an increase in resistivity developing from the surface down
to a 8–9 m depth, thus interrupting the continuity of the clay layer.

Finally, the infiltration experiments with cross-borehole ERT measurements in time-
lapse configuration verify the effectiveness of the draining trench. Even when injecting
the water in a lateral position with respect to the trench, such as in the first experiment
(Figure 11), the water is drained below the clay layer and 18 h after the end of the injection
(t12), the subsoil has practically returned to the initial natural conditions (t0). In the second
infiltration experiment (Figure 12), carried out right above the trench, after the beginning
of the experiment, the water infiltrated more quickly depth-wise compared to the first
experiment (compare the negative resistivity variations in Figures 11a–e and 12a–e), and
the flow crosses the discontinuity of the clay layer, as shown in Figure 12f–h. Once the
water injection is completed, the conditions return more quickly to the initial natural
conditions (t0) compared to the first experiment (compare the negative resistivity variations
in Figures 11i–l and 12i–l), as expected considering that the injection position was exactly
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above the trench. Therefore, the results of these two experiments confirm that the trench is
correctly draining the sub-surface water flow into the deeper gravel layer, thus preventing
it from reaching the critical contaminated area.

The GPR data, and particularly the high-resolution MOG data (Figure 13), fully
confirm the evidence from ERT, in particular the fast infiltration of the injected water above
the trench and its resting on top of a further discontinuity at about a depth of 16 m.

6. Conclusions

The obtained results demonstrate that geophysical investigations are a valuable tool
for the characterization of contaminated sites and for the management of remediation
and secure strategies. In relatively short times and with limited costs, it is possible to
obtain additional and more extensive information compared to direct investigations, e.g.,
variations in depths and thicknesses and discontinuities in the layers in the subsoil.

The use of preliminary information from the investigation site to perform a forward
modelling process is an excellent strategy to properly define the acquisition parameters of
ERT field measurements, i.e., the array length, electrode spacing, acquisition scheme, and
borehole separation.

In environments with very conductive layers interspersed between more resistive
layers, it is necessary to pay particular attention to the interpretation of results derived
from surface ERT measurements, particularly in the evaluation of the thicknesses and
depths of the layers. As apparent from the obtained results in this case study, both from
synthetic datasets and field datasets, it is not possible to correctly define the real thickness
of the clay layer, which seems to extend deeper in the inverted models. However, this
is an important indication of the continuity of such a layer that has key implications for
the water subsurface circulation at the site. However, to define the correct structure of
the subsurface, it is necessary to perform ERT survey in cross-hole configuration, using
appropriate borehole and electrode geometries, i.e., borehole length and separation and
electrode spacing, and acquisition schemes.

The ratio inversion applied to ERT time-lapse surveys is a reliable approach for
verifying natural or induced variations in the subsoil, which would be difficult to identify
by comparing the resistivity models obtained by individual inversions. At the investigated
site, the resistivity variation results (Figures 10–12) allow for an easy evaluation of the effect
of the excavation of the trench and its effectiveness in draining the sub-surface water flow
in the deeper gravel layer.

Cross-hole GPR is also a powerful technique, and in this case fully corroborates the
ERT results, pointing more directly towards a quantitative estimation of moisture content
and its space–time changes.
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Abstract: Understanding the subsurface is of prime importance for many geological and hydroge-
ological applications. Geophysical methods offer an economical alternative for investigating the
subsurface compared to costly borehole investigations. However, geophysical results are commonly
obtained through deterministic inversion of data whose solution is non-unique. Alternatively, stochas-
tic inversions investigate the full uncertainty range of the obtained models, yet are computationally
more expensive. In this research, we investigate the robustness of the recently introduced Bayesian
evidential learning in one dimension (BEL1D) for the stochastic inversion of time-domain electromag-
netic data (TDEM). First, we analyse the impact of the accuracy of the numerical forward solver on
the posterior distribution, and derive a compromise between accuracy and computational time. We
also introduce a threshold-rejection method based on the data misfit after the first iteration, circum-
venting the need for further BEL1D iterations. Moreover, we analyse the impact of the prior-model
space on the results. We apply the new BEL1D with a threshold approach on field data collected
in the Luy River catchment (Vietnam) to delineate saltwater intrusions. Our results show that the
proper selection of time and space discretization is essential for limiting the computational cost while
maintaining the accuracy of the posterior estimation. The selection of the prior distribution has a
direct impact on fitting the observed data and is crucial for a realistic uncertainty quantification.
The application of BEL1D for stochastic TDEM inversion is an efficient approach, as it allows us to
estimate the uncertainty at a limited cost.

Keywords: uncertainty; saltwater intrusion; TDEM; BEL1D; SimPEG

1. Introduction

Geophysical methods offer an economical alternative for investigating the subsurface
compared to the use of direct methods. Most geophysical methods rely on a forward
model to link the underlying physical properties (e.g., density, seismic velocity, or electrical
conductivity) to the measured data and by solving an inverse problem. Deterministic
inversions typically use a regularization approach to stabilize the inversion and resolve the
non-unicity of the solution, yielding a single solution. However, uncertainty quantification
is generally limited to linear noise propagation [1–4]. In contrast, stochastic inversion
methods based on a Bayesian framework compute an ensemble of models fitting the data,
based on the exploration of the prior model space [5]. Bayesian inversion is rooted in the
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fundamental principle that a posterior distribution can be derived from the product of the
likelihood function and the prior distribution. Various strategies have been developed
in this regard, as evidenced by the literature across several disciplines, including, but
not limited to, hydrology and hydrogeology [6–9] or geophysics [10,11]. Although the
increase in computer performance has advanced the use of stochastic approaches, long
computational time remains an important issue for their broader adoption [12–15]. Indeed,
most stochastic approaches rely on Markov chain Monte Carlo (McMC) methods for
sampling the posterior model space [5], which require a large number of iterations and
forward model computations.

Alternatives have been developed to estimate the posterior distribution at a lim-
ited cost such as Kalman ensemble generators [16,17] or Bayesian Evidential learning
(BEL) [18,19]. BEL is a simulation-based prediction approach that has been initially pro-
posed to by-pass the difficult calibration of subsurface reservoir models and to directly
forecast targets from the data [20,21], with recent applications in geothermal energy [22–24],
reservoir modelling [25–28], experimental design [29] and geotechnics [30]. It has also been
quickly adopted by geophysicists to integrate geophysical data into model or properties
prediction [24,31,32]. BEL has also been recently proposed as an efficient alternative for
the 1D inversion of geophysical data (BEL1D) [18,19]. BEL1D circumvents the inversion
process by using a machine learning approach derived from Monte Carlo sampling of the
prior distribution. It has been proven efficient for the estimation of the posterior distribu-
tion of water content and relaxation time from nuclear magnetic resonance data [18], and
the derivation of seismic velocity models from the analysis of the dispersion curve [19].
The main advantage of BEL1D is to rely on a smaller number of forward model runs than
McMC approaches to derive the posterior distribution, leading to a reduced computational
effort. Earlier work has shown that BEL1D converges towards the solution obtained from
an McMC procedure but it slightly overestimates the uncertainty, especially in the case of
large prior uncertainty [18]. The use of iterative prior resampling followed by a filtering of
models based on their likelihood has been recently proposed to avoid uncertainty overesti-
mation [19]. Although this increases the computational cost of BEL1D, it remains about
one order of magnitude faster than McMC [19]. In this contribution, we propose to apply a
threshold on the data misfit after the first BEL1D first iteration to circumvent the need for
multiple iterations when prior uncertainty is large.

So far, BEL1D has only been applied to a limited number of geophysical methods. In
this contribution, we apply the algorithm to the inversion of time-domain electromagnetic
(TDEM) data. We combine BEL1D with the TDEM forward modelling capabilities of the
open-source Python package SimPEG (version 0.14.1) [33,34] for the stochastic inversion of
TDEM data. Electromagnetic surveys have proven to be efficient for delineating groundwa-
ter reservoir structure and water quality (e.g., [35–37]). In the last decades, the popularity
of TDEM has largely increased with the adoption of airborne TDEM surveys for mineral
but also hydrogeological applications (e.g., [38–40]). More recently, towed transient electro-
magnetic (tTEM) systems [41] and waterborne TDEM systems [42,43] were designed for
continuous measurements of TDEM data, thus allowing to the coverage of large areas in
relatively short times.

To date, the inversion of such extensive surveys relies on deterministic quasi-2D
or -3D inversion [44], i.e., using a 1D forward model with lateral constraints. In the
process of resolving inverse problems, which entails fitting observational data, the forward
model representing the underlying physical processes is pivotal. However, this model is
susceptible to errors inherent in the modelling process. The employment of an accurate
numerical forward model imposes substantial computational demands, consequently
constraining the feasible quantity of forward simulations [45].

In light of these computational constraints, it is a prevalent practice to resort to rapid
approximation strategies for the forward solver [46,47], to work with a coarser discretiza-
tion [48,49] or to deploy surrogate models to replace the expensive simulations [50–52].
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Modelling errors may introduce significant biases in the posterior statistical analyses
and may result in overly confident parameter estimations if these errors are not accounted
for [52,53]. Hansen et al. [53] studied the effect of using approximate forward models on
the inversion of GPR cross-hole travel time data and demonstrated that the modelling error
could be more than one order of magnitude larger than the measurement error, leading
to unwanted artifacts in the realizations from the posterior probability. For EM methods,
studies have demonstrated the negative effect of using fast approximations of the forward
model on the accuracy of the inversion [54–56]. In particular, for TDEM methods, using
accurate models is computationally too expensive to be attractive for stochastic inversion
of large data sets, as are those obtained from surveys with airborne or tTEM methods.
Therefore, in this study we investigate a possible approach that balances accuracy in the
modelling and reduced computational costs.

Stochastic approaches for the inversion of TDEM are therefore still uncommon
(e.g., [13,15,56,57], yet these are computationally demanding for large data sets. Typi-
cally, the whole inversion needs to be re-run for every sounding, independently. Hence,
developing a fast alternative is highly relevant for to-date hydro-geophysical investigations.

In this paper, we focus on the robustness of BEL1D to retrieve the posterior distribu-
tions of electrical subsurface model parameters from the inversion of TDEM data. The
novelties of our contribution lie in the following:

1. Demonstrating that BEL1D is an efficient approach for the stochastic inversion of
TDEM data.

2. Exploring the impact of the accuracy of the forward solver to estimate the posterior
distribution, and finding a compromise between accuracy and computational cost.

3. Proposing and validating a new thresholding approach to circumvent the need for
iterations when the prior uncertainty is large.

4. Applying the new approach to field TDEM data collected in the Luy River catchment
in the Binh Thuan province (Vietnam) for saltwater intrusion characterization. This
data set was selected because electrical resistivity tomography (ERT) data are available
for comparison, but lack sensitivity at greater depth. The case study is also used to
illustrate the impact of the selection of the prior on the posterior estimation.

The computational undertakings in this study are performed using the pyBEL1D
package (version 1.1.0) [58] which serves as the computational backbone for our analyses.
This integration of theoretical insights and practical applications is intended to advance the
understanding and uncertainty quantification of TDEM surveys.

2. Materials and Methods
2.1. BEL1D

In contrast to deterministic approaches, BEL1D does not rely on the stabilization of
the ill-posed inverse problem through regularization. Instead, BEL1D learns a statistical
relationship between the target (the set of parameters of interest, in this case a subsurface
layered model of the electrical conductivity) and the predictor (the geophysical data). This
statistical relationship is derived from a combination of models and data (typically a few
thousand) drawn from the prior distribution which reflects the prior geological knowledge.
For each sampled model, the forward model is then run to generate the corresponding data
set [18]. Next, a statistical relationship is learned in a lower dimensional space and used to
calculate the posterior distribution corresponding to any data set consistent with the prior,
without the need to run any new forward model. We refer to [18,19] for details about the
algorithm. Here, we only provide a short overview. BEL1D consists of seven steps:

Step 1: Prior sampling and forward modelling
As in any stochastic inversion, the first step is to assign the range of prior uncertainty

based on earlier field knowledge. For TDEM 1D inversion, we need to define the number
of layers, their thickness and electrical conductivity. A set of n prior models is sampled.
For each sampled model, the corresponding TDEM data are simulated using the forward
model. In this step, it is important to state the size of the transmitting and receiving loop
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and the waveform and magnetic momentum of the primary field, as well as the acquisition
time and sampling of the decay-curve.

More specifically, this first step entails defining the prior model using a finite set of
NL layers, with the final layer simulating the half-space. Except for this layer, which is
defined by its conductivity only, the other layers are defined by their conductivity and
thickness. Thus, the total number of model parameters or unknowns is q = 2 × NL − 1.
For each of those q parameters, a prior distribution is described, which must reflect the
prior understanding of the survey site. Such information can be based on either previous
experiments or more general geological and geophysical considerations. Random models
are sampled within the prior range, and the forward model is run for each one to calculate
the corresponding noise-free data set d (Figure 1, boxes 1 and 2):

d = f(m) (1)

where m is the set of q model parameters and f is the forward model solving the physics
(see Section 2.2).
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Figure 1. The schematic diagram of BEL1D applied to TDEM data (modified from [18]).

Step 2: Reducing the dimensionality of data.
Lowering the dimensionality of the data is required to determine a statistical con-

nection between the target and the predictor. Dimension reduction also helps to limit
the impact of noise on the inversion [31]. Principal component analysis (PCA) identifies
linear combinations of variables that explain most of the variability by using the eigen-
value decomposition [59]. Higher dimensions typically exhibit less variability and can
be disregarded. Noise is propagated using Monte Carlo simulation [18,31] to estimate
the uncertainties of the PCA scores caused by data noise (Figure 1 box 3). Similarly, the
dimensions of model parameters q can be reduced if necessary.

Step 3: Statistical relationship between target (model parameters) and predictor (the
reduced dataset)
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Canonical correlation analysis (CCA) is used to determine a direct correlation between
the target and predictor [18]. CCA essentially calculates the linear combinations of (reduced)
predictor variables and target variables that maximize their correlation, producing a set
of orthogonal bivariate relationships [59]. The correlation typically decreases with the
dimensions, the first dimension being the most correlated (Figure 1 box 4).

Note that CCA is not the only approach for deriving a statistical relationship. Due to
the expected non-linearity in the statistical relationship between seismic data and reservoir
properties, [32] have used summary statistics extracted from unsupervised- and supervised-
learning approaches including discrete wavelet transform and a deep neural network
combined with approximated Bayesian computation to derive a relationship. Similarly, [60]
used a probabilistic Bayesian neural network to derive the relationship.

Step 4: Generation of the posterior distributions in CCA space
In the CCA reduced space, kernel density estimation (KDE) with a Gaussian kernel [61]

is used to map the joint distribution fH(mc, dc), where the suffix c refers to the canonical
space and m and d stand for model and data. We employ a multi-Gaussian kernel with
bandwidths selected in accordance with the point density [18]. The resulting distributions
are not restricted to any specific distribution with a predetermined shape. As a result,
a simple and useful statistical description of the bivariate distribution can be generated
(Figure 1 box 4).

Using KDE, results are partly dependent on the choice of the kernel, especially the
bandwidth, which can result in posterior samples falling out of the prior space [18]. The py-
BEL1D code allows for the filtering of erroneous posterior samples resulting from KDE [58].
This limitation partly explains why BEL1D tends to overestimate the posterior distribu-
tion [18,19], as the derived joint distribution is an approximation in a lower dimensional
space, not relying on the calculation of a likelihood function, such as in McMC, which
would ensure convergence to the actual posterior distribution. However, [19] has empir-
ically shown that the approach was efficient and yielded similar results to McMC. An
alternative to KDE is to use transport maps [24].

Step 5: Sampling of the constituted distributions
The KDE maps are then used to extract from the joint distribution the posterior

distribution fH(mc|dobs,c) for any observed data set projected into the canonical space dobs,c.
Using the inverse transform sampling method [62], we can now easily generate a set of
samples from the posterior distributions in the reduced sample (Figure 1 box 5).

Step 6: Back transformation into the original space
The set of the posterior samples in CCA space are back-transformed into the original

model space. The only restriction is that more dimensions must be kept in the predictor
than the target in order to support this back transformation. The forward model is then run
for all sampled models to compute the root-mean-squared error (RMSE) between observed
and simulated data.

Step 7: Refining the posterior distribution by IPR or a threshold
In case of large prior uncertainty, [19] recommend applying iterative prior resampling

(BEL1D-IPR). The idea is to enhance the statistical relationship by sampling more models
in the vicinity of the solution. In short, models of the posterior distribution are added to
the prior distributions, and steps 2 to 6 are repeated. This iterative procedure is followed
by a filtering of the posterior models based on their likelihood, using a Metropolis sampler.
This allows for the sampling of the posterior distribution more accurately, but at a larger
computational cost. BEL1D-IPR is used as the reference solution in this study as it has been
benchmarked against McMC [19].

We propose to reduce the computational effort of BEL1D-IPR by applying a filtering
procedure after the first iteration. The threshold criterion is defined based on the expected
relative RMSE (rRMSE) estimated from the data noise. The rRMSE is calculated in log
space to account for the large range of variations in the amplitude of the measured TDEM
signal, so that a systematic relative error expressed in % corresponds to a predictable value
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of the rRMSE calculated in log space. For each time window, we assume the systematic
error can be expressed as a percentage of the expected signal di

ei = a di

where a is the expected relative error. The measured data could then be expressed as

di,m = (1 + a)di

Expressing the error on a log scale, we have

ei,log = log di,m − log di = log
di,m

di
= log(1 + a)

which is independent from the absolute value of the data. It is then possible to predict the
rRMSE value if a systematic relative error a was contaminating the data set. This value is
0.18, 0.135, and 0.05 for a systematic error on the data of 20, 15 and 5%, respectively.

Since the actual error on field data is not systematic but has a random component, and
since the estimation of the level of error from stacking might underestimate the error level,
the choice of the threshold is somehow subjective. In the field case, for example, a stacking
error of about 5% was estimated, which we found to underestimate the actual noise level
so that we chose a threshold corresponding to 3 times that value (15%, or a threshold of
0.135 on the rRMSE).

With such an approach deviating from the Bayesian framework, the posterior solution
is only an approximation of the true posterior distribution. The main advantage is to
eliminate the need to run new forward models and to ensure that the same prior distribution
can be used for several similar data sets, making the prediction of the posterior very fast in
surveys with multiple soundings. We refer to this new approach as BEL1D-T.

2.2. SimPEG: Forward Solver

We use the open-source python package SimPEG to obtain the TDEM response for
a given set of model parameters and the acquisition set-up [33,34]. The main advantage
of SimPEG is that it provides an open source and modular framework for simulating and
inverting many types of geophysical data. We opted for a numerical implementation instead
of the more classical semi-analytical solution such as the one provided in empymod [63]
to assess the impact of a modelling error in the forward model on the estimation of the
posterior. This step is crucial to assess how an error in the forward model propagates into
the posterior distribution. Indeed, for the field data inversion, we initially experienced
some inconsistencies between the prior and the data, and we wanted to rule out the forward
solver being responsible for it. We nevertheless limit ourselves to a strictly 1D context,
yet the approach could be extended to assess the error introduced by multi-dimensional
effects (through a 2D or 3D model), and is therefore flexible. However, the use of a 3D
model increases the computational cost, and it is beyond the scope of this study to compare
numerical and semi-analytical forward solvers [55].

The SimPEG implementation uses a staggered-grid discretization [64] for the finite
volume approach [34], which calls for the definition of the physical properties, fields,
fluxes, and sources on a mesh [65–67]. The details of the implementation can be found
in [33,34]. For the 1D problem, SimPEG makes use of a cylindrical mesh. The accuracy and
computational cost of the forward solver depend on the time and space discretization.

2.2.1. Temporal Discretization

For the temporal discretization, it is a good practice to start with short time steps
at the early times when the electromagnetic fields change rapidly [65]. At later stages,
the time steps can be increased as the variations in the EM fields are more gradual and
the signal-to-noise ratio (S/N) decreases. Shorter time steps increase the accuracy of the
forward model but also the calculation time. Hence, it is important to find an adequate
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trade-off between accuracy and computational cost. In this paper, we tested three sets
of temporal discretization with increased minimum and average size for the time steps
(Table 1 and Figure 2).

Table 1. Description of the different temporal discretization. F (fine), I (intermediate) and C (coarse)
are the corresponding acronyms.

Temporal
Discretization

Total Number of
Time Steps

Maximum Size of
Time Steps (s)

Weighted Average
Length of Time Steps (s)

Fine
(F) 1710 10−5 0.581 × 10−6

Intermediate
(I) 510 10−5 1.95 × 10−6

Coarser
(C) 185 10−4 5.38 × 10−6
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Figure 2. Visual representation of the time discretization. The Y-axis shows the time discretization
and the X-axis shows the logarithmic scale of the time-step size.

2.2.2. Spatial Discretization

Spatial discretization also has a direct impact on the accuracy of the forward solver [65].
When creating the mesh, as shown in Figure 3, the discretization in the vertical direction
is controlled by the cell size in the z-direction, whereas the horizontal discretization is
controlled by the cell size in the x-direction. A finer discretization results in a more accurate
solution but is also more computationally demanding. Note that a coarse discretization
might also prevent an accurate representation of the layer boundaries as defined in the prior.
If the layer boundary does not correspond to the edge of the mesh, a linear interpolation is
used. In this paper, we selected five values for the vertical discretization to test the impact
of the spatial discretization on the estimated posterior (Table 2).
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Figure 3. Example of the cylindrical mesh used for the forward model with a vertical discretization
of 0.5 m and a horizontal discretization of 1.5 m. The cells with positive z represent the air, and are
modelled with a very high resistivity and logarithmically increasing cell size.

Table 2. Cell size in z-direction for the different spatial discretization. The letters in brackets, VF (very
fine), F (fine), M (medium), C (coarse) and VC (very coarse) are used as acronyms in the remainder of
this paper.

Spatial Discretization Thickness of Grid Cells (in m)

Very Fine (VF) 0.25

Fine (F) 0.5

Medium (M) 1

Coarse (C) 1.5

Very Coarse (VC) 2

2.3. Synthetic Benchmark

We analysed the impact of both temporal and spatial discretization on the accuracy
of the posterior distribution for all fifteen combinations of the temporal and spatial dis-
cretization (see Tables 1 and 2), using synthetic data. A single combination is referred to
by its acronyms, starting with the time discretization. The combination F-C, for example,
corresponds to the fine time discretization combined with the coarse spatial discretization.

The synthetic data set is created with the finest discretization using the benchmark
model parameters in brackets (see Table 3) defined by a five-layer model, with the last
layer having an infinite thickness. The posterior distribution obtained with that same
discretization and BEL1D-IPR is used as a reference. The prior is also the same for all
tests and consists of uniform distributions for the nine model parameters (Table 3). The
acquisition settings mimic the field set-up; see the following subsection.
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Table 3. Prior range of values for all parameters of the model. Benchmark model parameters for the
synthetic model are shown in brackets.

Layers Thickness (m) Resistivities (ohmm)

Layer 1 0.5–6.5 (5) 10–55 (20)

Layer 2 5–15 (10) 1–15 (4.5)

Layer 3 0.5–10 (5) 20–100 (50)

Layer 4 35–50 (42) 50–115 (75)

Layer 5 ∞ (∞) 5–20 (10)

3. Field Site

Understanding the interactions between salt and freshwater dynamics is crucial for
managing coastal aquifers, yet it is difficult due to the required subsurface information,
with high spatial and temporal resolution not always accessible from borehole data. The
study area for the field tests is located in the Luy River catchment in the Binh Thuan
province (Vietnam, Figure 4), which has been facing saltwater intrusions problems for
many years [68–70].
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1307) used in this paper [68,69].
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The data were collected using the TEM-FAST 48 equipment (Applied Electromagnetic
Research, Utrecht, The Netherlands), with a 25 m square loop with a single turn acting as
both transmitter and receiver. The injected current was set to 3.3 A with a dead-time of
5 µs. The data were collected using 42 semi-logarithmic time windows ranging from 4 µs
to 4 ms. The signal was stacked allowing for noise estimation. A 50 Hz filter was applied
to remove noise from the electricity network. For the inversion, the early time and late
time were manually removed (see Sections 4.3 and 4.4). The recorded signals at an early
time steps, i.e., below 10−5 µs, were impacted by the current switch-off phenomena, while
above 1 ms the signal-to-noise ratio was too low. We therefore filtered the TDEM data to a
time range from 8 µs to 500 µs. In the forward model, we implemented the current shut-off
ramp from the TEM-FAST48 system following the approach proposed by [71].

4. Results

We subdivide the results into four subsections. In the first subsection, we analyse the
impact of the accuracy of the forward solver on the accuracy of the posterior in BEL1D-IPR.
In the second section, we test the impact of a threshold on the rRMSE applied after the first
BEL1D iteration (BEL1D-T). The third subsection is dedicated to the selection of the prior.
Finally, the last section corresponds to the application of BEL1D-T to the field data.

4.1. Impact of Discretization

In this section, we tested in total 15 combinations of temporal and spatial discretization
to study their behaviour on both the computation time and the accuracy of the posterior
distribution computed with BEL1D-IPR (four iterations). The reference used the finest
time and spatial discretization (F-VF). Since the computational costs of BEL1D are directly
related to the number of prior samples and the computational cost of running one forward
model [19], computing the solution for the F-VF combination is more than 150 times more
expensive that running it with the C-VC combination (Table 4). An initial set of 1000 models
is used in the prior. All calculations and simulation were carried out on a desktop computer
with the following specifications: Processor intel ® CORE TM i7-9700 CPU @ 3.00 GHz,
RAM 16.0 GB.

Table 4. Time (in seconds) to compute one forward model in SimPEG for the 15 combinations of
time and space discretization. The red colour corresponds to posterior distributions whose mean
is biased, whereas the blue colour represents an under- or overestimation of the uncertainty for the
two shallowest layers.

Spatial Discretization

Time VF F M C VC

F 389.02 73.88 33.4 25.92 17.7

I 114.79 22.38 6.3 3.55 2.73

C 44.98 11.48 3.90 2.46 2.02

We first analyse the impact of the forward solver in BEL1D-IPR. A very similar be-
haviour is noted for all combinations using the VF spatial discretization, in combination
with the three temporal discretization for all parameters (Figure 5). The parameters (thick-
ness and resistivity) of the two first layers are recovered with relatively low uncertainty,
while the uncertainty remains quite large for deeper layers, showing the intrinsic uncer-
tainty of the methods related to the non-unicity of the solution. The results look globally
similar, but a detailed analysis of the posterior distribution focusing on the resolved param-
eters (two first layers, see Figure 6) shows a slight bias of the mean value in C-VF and I-VF
for the thickness of the second layer. This bias is small (less than 0.5 m) and could be the
result of the sampling. A slightly larger uncertainty range can also be observed for the I
and C time discretization.
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Figure 6. Box plot of thickness and resistivity for the two first layers for BEL-IPR (four iterations).
The red line shows the benchmark value and the F-VF(4) is the reference solution.

Globally, a systematic bias is observed for the largest spatial discretization (VC and C)
for the thickness of layers 1 and 2 (Figure 6), which can likely be attributed to the difficulty
in properly representing thin layers with a coarse discretization. A bias in the thickness
of layer 2 is also noted for all coarse-time discretization, and to a lesser extent for the
intermediate-time discretization, although this is limited when combined with F and VF
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spatial discretization. There is no significant bias visible in the estimation of the resistivity
of layer 1, while most combinations have a small but not significant bias for layer 2, and the
uncertainty range tends to be overestimated or underestimated for most combinations with
large spatial discretization. Eventually, combinations with a VF or F spatial discretization
combined with all time discretization, as well as the F-M combination, provide relatively
similar results to the reference F-VF.

The time and spatial discretization for simulating the forward response of TDEM
have therefore a strong impact, not only on the accuracy of the model response, but also
on the estimation of the parameters of the shallow layers after inversion. In particular,
the coarser spatial discretization biases the estimation of the thicknesses of the shallow
layer. The same is also observed for the combination of a coarse- or intermediate-time
discretization with a medium spatial discretization. As shallow layers correspond to the
early times, this bias is likely related to an inaccurate simulation of the early TDEM response
by the forward solver due to the chosen discretization. Although it comes with a high
computation cost, we recommend keeping a relatively fine time and space discretization to
guarantee the accuracy of the inversion. The cheapest option in terms of computational
time with a minimum impact on the posterior distribution corresponds in this case to the
C-F combination.

4.2. Impact of the Threshold

Because of the additional costs associated with the iterations, we compare the pos-
terior distributions obtained with BEL1D-IPR to our new BEL1D-T approach, applying a
threshold after the first iteration. The selected threshold based on the rRMSE calculated on
the logarithm of the data are 0.18, 0.135, 0.05, corresponding, respectively, to a systematic
error on the data of 20%, 15% and 5%. Various values of the threshold are tested for the
reference solution (F-VF discretization) (Figure 7) and the analysis of the discretization is
repeated (Figure 8). The threshold is applied after the first iteration to avoid additional
computational time. The corresponding posterior distribution retains only the models
that fit the data to an acceptable level. Note that the corresponding posterior distribution
has a lower number of models than the IPR on BEL1D, as the latter enriches the posterior
with iterations.

For solutions without a threshold, the colour scale is based on the quantiles of the
RMSE in the posterior distribution. The threshold thus removes the models with the largest
RMSE (yellow-green). Without the threshold (Figure 7A,B,G), some models not fitting the
data are present in the posterior. The threshold approach after one iteration succeeds in
obtaining a posterior closer to the reference solution (Figure 7D–F,J–L). The benchmark
model, which is the true model, lies in the middle of the posterior.

The impact of the selected threshold value on the posterior distribution is illustrated
in Figure 7D–F,J–L. Since the threshold is based on the rRMSE, decreasing its value is
equivalent to rejecting the models with the largest data misfit from the posterior, while
only models fitting the data with minimal variations are kept in the posterior. This rejection
efficiently removes poor models from the posterior. If a low value is selected, only the very
few best-fitting models are kept, and these are very similar to the reference model, hence
reducing the posterior uncertainty range in the selected models (overfitting), while a high
value of the threshold might retain models that do not fit the data within the noise level.
The choice of the threshold should therefore be carefully made based on the noise level,
and its sensitivity should be assessed.
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Figure 7. Posterior-model space visualization: yellow dots represent the prior distribution, blue dots
show the posterior distribution, and the red line corresponds to the benchmark model. The panels
represent the following: (A) the posterior-model space distribution after four iterations without
a threshold (BEL1D-IPR); (B) the posterior-model space distribution after one iteration without
threshold. Comparison between BEL1D-IPR (C) and three threshold values for BEL1D-T (0.18, 0.135
and 0.05 (D–F)). The x and y axes are equivalent to resistivity (ohm.m) and depth (m). Posterior-model
distribution for BEL1D-IPR (G,I) and after one iteration without a threshold (H) (the color scale is
based on the value of the RMSE) and BEL1D-T with threshold values (0.18, 0.135 and 0.05, J–L).
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Figure 8. Box plot of thickness and resistivity for the two first layers after one iteration. Red line
shows the benchmark F-VF (1). (1) represents the first iteration.

Since the choice of the threshold impacts the rejection rate, the number of samples
to generate cannot be estimated a priori. An initial estimate can, however be derived
from a limited set of posterior samples. For the selected threshold value of 0.135, only
166 models are retained after filtering, corresponding to a rejection rate of 83.4%. If more
models are required in the posterior, it is necessary to generate new models, which is
not computationally expensive in BEL1D. The only additional effort is to compute the
resulting rRMSE. The total computational effort is therefore proportional to the efficiency
of the forward solver (Table 4). For instance, generating 500 models in the posterior would
require generating 3000 samples based on the same rejection rate, and therefore would
take three- times longer. BEL1D-T is therefore equivalent to a smart sampler that quickly
generates models only in the vicinity of the posterior distribution and can contribute to
a first fast assessment of the posterior. If the generation of many models is required, we
rather recommend using BEL1D-IPR.

In this case, the threshold value of 0.135 seems acceptable and close to the BEL1D-
IPR posterior distribution after four iterations. A higher threshold seems to retain too
many samples, resulting in an overestimation of the posterior. The threshold value of
0.05 corresponds to a very large rejection rate and would require generating more models
to assess the posterior properly. In the remaining part of the paper, the threshold 0.135 is
used. The visualization of model space encompassing all combinations of temporal and
spatial discretization for the first two layers’ thicknesses is illustrated in Figure S1 of the
Supplementary Materials. Correspondingly, the depth-resistivity models are depicted in
Figure S2 for the combinations of F-F, C-F, F-M, C-M, F-VC, and C-VC.

Figure 8 shows the boxplot results for BEL1D-T with the threshold 0.135 for various
combinations of the discretization, and can be compared to the corresponding solution
with BEL1D-IPR (Figure 6). Differences are less pronounced than with BEL1D-IPR. The
F-VF and F-F and F-M discretization have similar posterior distributions as the reference
for the thickness of the first two layers, while the uncertainty range for the resistivity is
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slightly underestimated. Figure 6 shows that the F-VF and F-F and F-M discretizations lead
to results without bias for any parameters.

As with BEL1D-IPR, the very-coarse and coarse discretization are systematically
biased. Most other combinations show a slight bias for the thickness of layer two, and—to
a certain extent—also for layer one. Nonetheless, the difference with the reference for
many combinations is less pronounced than for BEL1D-IPR. For example, the I-M and C-M
combinations give relatively good approximations of the posterior. As in BEL1D-IPR the
prior distribution is complemented with models sampled at the first iteration, without
relying on their RMSE, an initial bias resulting from an error in the forward solver might
be amplified in later iterations, leading to larger discrepancy between the response of the
final model and the data. With BEL1D-T, the application of the threshold after iteration one
prevents the solution deviating too much from the truth.

4.3. Impact of the Prior

In this section, we present some results obtained from the application of BEL1D to
the TEM-fast dataset collected at sounding 2611, near project 22 (Figure 4). The measured
signal can be seen in Figure 9, together with the standard deviation of the stacking error. A
deterministic inversion of the data was carried out with SimPEG to have a first estimate
of the electrical resistivity distribution (Figure 9). It shows a conductive zone at a shallow
depth, likely corresponding to the saline part of the unconsolidated aquifer, while more
resistive ground is found below 15 m, likely corresponding to the transition to the resistive
bedrock. Below, a gradual decrease in resistivity can be observed.

In field cases, defining the prior distribution can be complicated, as the resistivity is not
known in advance. We compare three possible prior combinations (obviously inconsistent
prior range—case A, slightly inconsistent prior range—case B, acceptable prior range—case
C) to better understand the impact of the choice of the prior. We apply BEL1D-T to bypass
the additional computational time required in BEL1D-IPR, and use the F-F discretization.

The prior model consists of layers: the first five layers are characterized by their
thickness and electrical resistivity, while the last layer has an infinite thickness. The prior
distributions are shown in Figure 9 and Table 5. In case A, the prior is narrow, and was
chosen to represent the main trend observed in the deterministic inversion. However,
the first layers (upper 10 m) have a small resistivity range not in accordance with the
deterministic inversion (red line in Figure 9). Similarly, the fourth layer underestimates the
range of resistivity values expected from the deterministic inversion (60–70 Ohm.m). The
prior for case B displays larger uncertainty: the first layer is forced to have larger resistivity
values, and a strong transition is forced for the half-space. Finally, the last prior case C is
very wide and allows a large overlap between successive layers, as well as a very large
range of resistivity values.

Table 5. Prior distributions for the different cases: (a) obviously inconsistent prior range, (b) slightly
inconsistent prior range and (c) acceptable prior range.

Case A Case B Case C

Thickness
(m)

Resistivity
(ohmm)

Thickness
(m)

Resistivity
(ohmm)

Thickness
(m)

Resistivity
(ohmm)

Layer 1 0–10 2–5 0–10 10–25 0–10 10–55

Layer 2 5.0–10 0.5–6 5–10 0.5–5 5.0–10 0.5–15

Layer 3 0.5–10 20–100 0.5–10 20–50 0.5–10 20–100

Layer 4 35–50 60–70 35–50 50–100 35–50 50–600

Layer 5 45–60 5–10 45–60 0.2–0.5 45–60 0.2–10

layer 6 0–0 10–15 0–0 10–40 0–0 5–100
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Figure 9. Prior distributions for the three cases of sounding 2611. Case A: obvious inconsistent prior
range; case B: slightly inconsistent prior range; case C: acceptable prior range. (a–c) Prior range with
deterministic inversion (red); (d–f) measured signal, noise and forward solution for the prior mean;
(g–i) forward response of each prior model.
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The forward responses of the mean prior model of each three cases are displayed
in Figure 9d–f. We can see that the response of the prior is the following: (1) it largely
deviates from the measured signal for case A, (2) it deviates at later times for case B, and
(3) it has the lowest deviation in case C. We also display the range of the forward response
for 4000 prior models (Figure 9g–i). Due to the poor selection of the prior, a large difference
between the measured data and the prior data space can be seen for case A (Figure 9g). The
prior is clearly not consistent with the data, as the latter lies outside of the prior range in
the data space in the early time steps. On the other hand, for case B (Figure 9h), the prior
data range now encompasses the observed data, although it is rather at the edge of the
prior distribution. For case C (Figure 9i), the prior range in the data space encompasses the
measured data which lie close to the response of the prior mean model (Figure 9).

However, visual inspection is not sufficient to verify the consistency of the prior.
Indeed, it is necessary to ensure that specific behaviours of the measured data can be
reproduced by the prior model. This can be carried out more efficiently in the reduced PCA
and CCA space [72]. Indeed, as BEL1D relies on learning, it cannot be used for extrapolation,
and should not be used if the data fall outside the range of the prior. To further support the
argument, the PCA and (part of) the CCA spaces are shown in Figures 1 and 10, respectively.
In Figure 10, the red crosses show the projection of the field data on every individual PCA
dimension. It confirms that the prior for case A is inconsistent, with dimensions 2 and 3
lying outside, whereas the first PCA score lies at the edge of the prior distribution. For
higher dimensions, the observed data lie within the range of the prior data space, but those
dimensions represent only a limited part of the total variance. This is an indication that the
prior is not able to reproduce the data and is therefore inconsistent. For cases B and C, no
inconsistency is detected in the PCA space.
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A similar exercise is then performed in the CCA space where the projection of the 

field data is marked by a red line. In Figure 11a the observed data (red line) are lying 

outside the zone covered by the sampled prior models for most dimensions (grey zone). 

In such a case, BEL1D returns an error message and does not provide any estimation of 

Figure 10. PCA space, (a) obvious inconsistent prior, (b) slightly inconsistent prior and (c) acceptable
prior. The black dot represents the prior models and the red cross represents the observed data.

A similar exercise is then performed in the CCA space where the projection of the field
data is marked by a red line. In Figure 11a the observed data (red line) are lying outside the
zone covered by the sampled prior models for most dimensions (grey zone). In such a case,
BEL1D returns an error message and does not provide any estimation of the posterior. For
the sake of illustration, we deactivated this preventive action and, nevertheless, performed
the inversion. The posterior models in Figure 12 (case A) show low uncertainty for layers 1,
2, 4, 5, and 6, because of the limited range provided in the prior. The posterior data space
shows that the posterior models do not fit the data, as a result of the inability of BEL to
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extrapolate in this case. Note that the threshold was not applied in this case, as it would
have left no sample in the posterior, since none of them fit the observed data.
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Figure 11. CCA space for the three first dimensions, (a) obviously inconsistent prior, (b) slightly
inconsistent prior and (c) acceptable prior. The red line represents the observed data. The y-axis
corresponds to the reduced models and the x-axis corresponds to the reduced data.

For case B, although it is apparently consistent in the PCA space, a similar occurrence
of inconsistency appears in the CCA space (Figure 11b) for dimension three and some
higher dimensions. Although apparently consistent with each individual dimension, the
observed data do not correspond to combinations of dimensions contained in the prior, in
which case they constitute an outlier for the proposed prior identified in the CCA space.
However, in this case, the posterior models that are generated fit the data and have a
relatively low RMSE (Figure 12c,d). The posterior-model visualization shows a limited
uncertainty reduction for layers one to three and almost no uncertainty reduction for layers
four, five and six (Figure 12c,d), likely pointing to a lack of sensitivity of the survey to these
deeper layers. This indicates that BEL1D-T can overcome some inconsistency between
the prior definition and the observed data, likely because the affected dimensions are
only responsible for a small part of the total variance, to a level relatively similar to the
noise level.
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Figure 12. Response of both posterior data and model space for the three prior selections: (a,b) obvi-
ously inconsistent prior range (without application of the threshold, (c,d) slightly inconsistent prior
range, (e,f) acceptable prior range.

In case C, no inconsistency is detected in the prior data space, the PCA and CCA
space (Figures 10c and 11c). The posterior models do fit the data within the expected noise
level and the deterministic inversion lies within the posterior (Figure 12e,f). The posterior
uncertainty is large, especially for deeper layers (four, five and six). Therefore, in this case,
BEL1D-T seems to correctly identify the posterior distribution of the model parameters.
As the late times were filtered out, the data set is more sensitive to the shallow layers, and
insensitive to the deeper layers. Increasing the prior range for those layers would also
induce an increase in uncertainty in the posterior model.

4.4. Field Soundings

We selected two TDEM soundings, which are co-located with ERT profiles (red and
yellow dots on Figure 4). The comparison with independent data can be used to evaluate
the posterior solution from BEL1D-T. For the TDEM soundings (see Figure 13c,d), we
compare the deterministic inversion, the BEL1D-T posterior distribution and a conductivity
profile extracted from the ERT profile at the location of the sounding.
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Figure 13. (a) ERT profile 22 near to the Luy River; (b) ERT profile 23 near the dunes. Posterior
model visualization for TDEM soundings on profile 22 (c) and 23 (d). ERT inversion in blue and
deterministic inversion of TDEM data in red.

The resistivity image and TDEM results of profile 22 show the same trend (Figure 13a,c).
At a shallow depth between 5 and 15 m, less-resistive layers are observed, which indicates
the presence of saltwater in the unconsolidated sediment (20 to 25 m thickness). At a greater
depth, we have an increase in resistivity corresponding to the transition to the bedrock. The
deterministic solution tends to show a decrease in resistivity at greater depths, which may
be an artifact due to the loss of resolution. BEL1D-T is successful in providing a realistic
uncertainty quantification, not resolved with the deterministic inversion. It can be observed
that, except for the shallow layer, the reduction in uncertainty compared to the prior is
relatively limited and concerns mostly the thickness and not the resistivity, illustrating
the insensitivity of the survey set-up for depths below 60 m, where the solution is mostly
driven by the definition of the prior distribution. The selection of an rRMSE threshold,
however, ensures that all those models are consistent with the recorded data.

The results for profile 23 are different (Figure 13b,d). This site is at the foot of sand
dunes, close to the sea, with an elevation level between 11 and 50 m. The shallow layer
is relatively resistive, but the two methods do not agree on the value of the resistivity,
with the TDEM resulting in higher values. BEL1D-T tends to predict a larger uncertainty
towards low values of the resistivity for the shallow layers compared to the deterministic
inversion. Below 50 m, the resistivity drops to 1–10 Ohm.m for both methods, which seems
to show the presence of saltwater in the bedrock. The uncertainty range estimated by
BEL1D-T seems to invalidate the presence of rapidly varying resistivity between 50 and
75 m, predicted by the deterministic TDEM inversion, which is quite coherent with the lack
of sensitivity at this depth.

4.5. Summary and Discussion

Deterministic inversions are affected by the non-uniqueness of the solution preventing
the quantification of uncertainty. Our approach using BEL1D-T allows us to retrieve not
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only the changes in resistivity with depth, but also to quantify the reliability of the model.
We summarize the main outcomes of the sections above as the following:

(1) When using a numerical forward model, the temporal and spatial discretization
have a significant effect on the retrieved posterior distribution. A semi-analytical
approach is recommended when possible. Otherwise, a sufficiently fine temporal and
spatial discretization must be retained and BEL1D-T constitutes an efficient and fast
alternative for computing the posterior distribution.

(2) BEL1D-T is an efficient and accurate approach for predicting uncertainty with limited
computational effort. It was shown to be equivalent to BEL1D-IPR but requires fewer
forward models to be computed.

(3) As with any Bayesian approach, BEL1D-related methods are sensitive to the choice
of the prior model. The consistency between the prior and the observed data is in-
tegrated, and the threshold approach allows for quickly identifying the inconsistent
posterior model. We recommend running a deterministic inversion to define the
prior model while keeping a wide range for each parameter, allowing for sufficient
variability. Our findings illuminate the substantial uncertainty enveloping the deter-
ministic inversion, highlighting the risk of disregarding such uncertainty, particularly
in zones of low sensitivity at greater depths. We implement a threshold criterion to
ensure all the models within the posterior distribution fit the observed data within a
realistic error. Nonetheless, there exists a risk of underestimating uncertainty when
the prior distribution is overly restrictive, as detailed in our prior analysis. Relying
too much on the deterministic inversion is therefore dangerous, as it might not recover
some variations occurring in the field because of the chosen inversion approach. To
accommodate a broader prior, it may be imperative to resort to BEL1D-IPR or to
increase the sample size significantly, ensuring a comprehensive exploration of the
model space and a more accurate reflection of the inherent uncertainties.

(4) For the field case, the results are consistent with ERT and deterministic inversion. Our
analysis reveals that the uncertainty reduction at depths greater than 60 m is almost
non-existent. It is recommended to avoid interpreting the model parameters at that
depth, as the solution is likely highly dependent on the prior.

5. Conclusions

In this paper, we introduce a new approach combining BEL1D with a threshold after
the first iteration (BEL1D-T) as a fast and efficient stochastic inversion method for TDEM
data. Although BEL1D-T only requires a limited number of forward runs, the computa-
tional time remains relatively important as we used the numerical solver of SimPEG to
calculate the forward response. The proper selection of time-steps and space discretization
is essential to limit the computation cost while keeping an accurate posterior distribution.
Our numerical studies reveal that there is a compromise between the spatial and temporal
discretization in the forward solver that minimizes the ricks of numerical errors in the
posteriors generated, yet also reducing the computational cost. A fine temporal discretiza-
tion seems to be important, as described in Table 1, yet a very fine spatial discretization
does not seem mandatory. As this analysis is likely specific to every acquisition set-up and
prior distribution, we suggest carefully evaluating the modelling error introduced by the
forward model before starting the BEL1D-T inversion. The use of faster semi-analytical
forward models is recommended when available. However, 2D and 3D effects when the
1D forward solver are used are expected to have a similar impact on the forward-model
error. as observed in our work.

The application of a threshold on the rRMSE after one iteration is an efficient approach
to limiting the computational costs. We select the threshold based on the estimated relative
error in the data set, translated into an absolute value of the rRMSE calculated on a log scale.
Selecting a too-selective threshold can result in overfitting and thus an underestimation of
the uncertainty. We showed that selecting a threshold based on the expected noise level
leads to a solution similar to the one obtained with the reference BEL1D-IPR. The proposed
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approach allows for partly mitigating the adverse effects of an inaccurate forward model,
and therefore can be used to obtain a first fast assessment of the posterior distribution.

Moreover, it should be noted that, as with any stochastic methods, BEL1D is sen-
sitive to the definition of the prior. We have experienced some prior distributions that
might appear visually consistent in the data space resulting in inconsistencies in the low-
dimensional spaces. It is thus crucial to verify the consistency of the prior also in the lower
dimensional space. This feature is included by default in the pyBEL1D code [58], but it
might be interesting to deactivate this feature in order to investigate the reasons and their
impacts on the posterior. Beside the definition of the prior itself, the inconsistency can be
attributed to the noisy nature of the field data [19].

In the case of large uncertainty, an iterative prior resampling approach is advised,
as proposed by [19], but it comes at a larger computational cost. Therefore, we propose
reducing the prior uncertainty by using the deterministic inversion as a guide, and limiting
ourselves to the first iteration, while filtering the models based on their RMSE. However,
care should be taken to avoid restricting the prior too much, as this might yield an underes-
timation of the uncertainty. In such cases, BEL1D-T acts more as a stochastic optimization
algorithm, providing only a fast approximation of the posterior distribution, but still allow-
ing for the rough estimation of the uncertainty of the solution, without requiring heavy
computational power such as HPC facilities.

We validated the approach using TDEM soundings acquired in a saltwater intrusion
context in Vietnam. The posterior distribution was consistent with both the deterministic
inversion and the ERT profiles. The range of uncertainty was larger where TDEM and ERT
deterministic inversions do not agree, which illustrates the intrinsic uncertainty of these
type of data and the need for uncertainty quantification.
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and a 0.135 threshold value.
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Abstract: The integration of various geophysical methodologies is considered a fundamental tool for
accurately reconstructing the extent and shape of a groundwater body and for estimating the physical
parameters that characterize it. This is often essential for the management of water resources in areas
affected by geological and environmental hazards. This work aims to reconstruct the pattern and
extent of two groundwater bodies, located in the coastal sectors of the North-Eastern Sicily, through
the integrated analysis and interpretation of several geoelectrical, seismic and geological data. These
are the Sant’Agata-Capo D’Orlando (SCGWB) and the Barcelona-Milazzo (BMGWB) Groundwater
Bodies, located at the two ends of the northern sector of the Peloritani geological complex. These two
studied coastal plains represent densely populated and industrialized areas, in which the quantity
and quality of the groundwater bodies are under constant threat. At first, the resistivity models of
the two groundwater bodies were realized through the inversion of a dataset of Vertical Electrical
Soundings (VES), constrained by stratigraphic well logs data and other geophysical data. The 3D
resistivity models obtained by spatially interpolating 1D inverse VES models have allowed for an
initial recognition of the distribution of groundwater, as well as a rough geological framework of the
subsoil. Subsequently, these models were implemented by integrating results from active and passive
seismic data to determine the seismic P and S wave velocities of the main lithotypes. Simultaneous
acquisition and interpretation of seismic and electrical tomographies along identical profiles allowed
to determine the specific values of seismic velocity, electrical resistivity and chargeability of the
alluvial sediments, and to use these values to constrain the HVSR inversion. All this allowed us to
recognize the areal extension and thickness of the various lithotypes in the two investigated areas
and, finally, to define the depth and the morphology of the base of the groundwater bodies and the
thickness of the filling deposits.

Keywords: Vertical Electrical Soundings; active and passive seismics; well log; groundwater body;
coastal alluvial plain; 3D resistivity model

1. Introduction

The integration of geological and geophysical data for the reconstruction of subsurface
models is a widespread practice nowadays. In numerous research fields, direct investiga-
tions, such as trenches and boreholes, are associated with data obtained by geophysical
acquisitions to expand the available dataset and improve the subsurface characterization.
Furthermore, the net of the actual cost of geophysical instrumentation, the relationship
between the amount of data acquired and the economic evaluation of a geophysical survey
make geophysical methodologies quite economical when compared to direct investigations.
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This approach had been often used in many studies regarding stratigraphic [1–3] and struc-
tural geology [4–7], the analysis of depositional sequences [8–10], archaeological [11–13]
and civil engineering research [14–16]. In these studies, acquired geophysical data con-
strained by the information derived from direct investigation provide a fundamental tool
for the integration and definition of subsurface models. Even hydrogeology research ex-
ploits this workflow for numerous purposes: the description of groundwater depth and
thickness [17–19], definition of the physical–chemical characteristics of an aquifer [20–22],
assessment of marine ingression in coastal areas [23–25] and evaluation of water quality
and degree of pollution [26–28].

In recent years, several studies based on integrated approaches of geological and
geophysical datasets have focused on coastal areas that host floodplains [29–31]. These
flat areas are often critically important for different reasons. They are usually densely
populated and, considering their proximity to the sea, host strategic harbors; seaside
tourism causes a clear increase in the population during the warm months. Moreover, the
gentle morphology favors the development of numerous road and railway communication
routes and, consequently, of industrialized areas adjacent to the main towns.

Unfortunately, coastal alluvial plains are often subjected to various risks, both nat-
ural, such as floods and paroxysmal events linked to wave motion, and those linked to
the development of anthropic activities. Furthermore, the human impact on these areas
causes excessive exploitation and contamination of aquifers. All this can lead to serious
damage to infrastructure, negatively affecting industrial, tourism, fishing, and agricultural
activities. Knowledge of the subsoil is, therefore, fundamental to effectively addressing all
these problems.

This work presents the 2D modelling of two coastal alluvial plains, present in North-
Eastern Sicily, hosting groundwater bodies: the Barcellona–Milazzo (BMGWB) and the S.
Agata–Capo D’Orlando plain (SCGWB). The characterization of the alluvial geometries
present in these two sectors have been defined by combining the boreholes data and several
data collected by geophysical acquisition campaigns carried out at different times. Firstly,
Vertical Electrical Soundings (VES) and Seismic Refraction (SR) profiles were realized in
the 1970s by a project sponsored by a public entity named “Cassa per il Mezzogiorno”
(CASMEZ), created by the Italian government to finance industrial initiatives aimed at the
economic development of Southern Italy [32]. Subsequently, in 2019, these data were partly
reinterpreted and integrated by other both active and passive seismic methods as part
of a project conducted by the INGV (National Institute of Geophysics and Volcanology—
Palermo Section) and DAR (Regional Water and Waste Department) [33]. Through the
integration of all the data, the thickness of the alluvial deposit and the depth of the bottom
were defined.

The subsoil models produced are a basic tool for evaluating the water resources of
the area and the possibilities of exploiting them. Moreover, these study results should be
a useful tool to define the geological hazards of the two sectors analyzed and to identify
any areas that may be subject to environmental pollution. In conclusion, for all these
reasons, the models created can also be considered fundamental to follow for basic studies
in defining the city’s master plans.

2. Geology and Hydrogeology
2.1. Geomorphological and Geological Setting

The Sant’Agata–Capo D’Orlando and Barcellona–Milazzo plains are in the Tyrrhenian
coastal sector of the Peloritani Mountains (North-Eastern Sicily). In particular, the two areas
studied are spread over an area of about 40.70 km2 for the Sant’Agata–Capo D’Orlando
plain and of about 1319 km2 for the Barcellona–Milazzo one.

Several towns and villages lie in these two coastal plains, among which Sant’Agata
di Militello, Capo D’Orlando, Barcellona Pozzo di Gotto and Milazzo are the main munic-
ipalities. Strategical infrastructures like harbors, highways, and railway lines, as well as
industrial plants and several farms, are present in these sectors. Noteworthy is the site
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of national interest (SIN) represented by the petroleum refinery and chemical industries
located east of Milazzo, at the mouth of the Corriolo Stream.

From a geo-structural point of view, the North-Eastern Sicily lies in a crucial sector of
the central Mediterranean region in correspondence of the African and European plates
boundary, characterizing the Sicilian foreland–foredeep–chain system (Figure 1c) [34–36].
The Peloritani Mountains’ geological complex (hereafter, Peloritani Complex; PC) consti-
tutes the innermost and structurally highest sector of the Sicilian Fold and Thrust Belt
(SFTB) [36–38], (Figure 1b). In particular, the PC represents the southern termination of
the Calabrian–Peloritan Arc (CPA), as well as the linking element between the Southern
Appennines and the Sicilian Maghrebian Chain [39]. The PC is formed by different south-
verging tectonic units (nappes), mainly composed by high-to-low-grade metamorphites,
deriving from the deformation of an ancient Hercynian basement (Kabilo-Calabride Units)
and related carbonate–clastic Meso-Cenozoic sedimentary covers [35,40–44]. The piling
up of the tectonic units belonging to the PC and its incorporation into the SFTB began
in the upper Oligocene and continued up to the Upper Miocene [45]. During the Plio-
Pleistocene, extensional and transcurrent tectonic regimes affected the PC, producing an
articulate dip-slip and strike-slip faults pattern, with NW-SE/W-E and NE-SW/N-S orien-
tation [35,46–50]. Lastly, one of the most important tectonic structures of North-Eastern
Sicily is represented by the fault zone known as “Taormina line”, constituting the outer
front of the PC [35,51]. Furthermore, through this latter tectonic structure, the PC overlaps
on the Apennine–Maghrebidi Units (Figure 1c); more precisely, on those deriving from the
deformation of the Sicilide complex, widely outcropping in the Nebrodi Mountains [40–44].
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elements of the foreland–foredeep–chain system, is shown (modified from [52]). The location of
the study areas of SCGWB (red dashed line) and BMGWB (blue dashed line) is highlighted in this
latter map. The geological sketch maps (a,b) were drawn with the QuantumGIS 3.16 software,
provided by Open Source Geospatial Foundation (OSGeo), adopting a DEM image as a topographic
base. Polygons and lines present in these two maps are referred to the outcropping geological units
and tectonic structures, based on geological chart [53] and explanatory notes [40]. The description
of the geological units and tectonic structures of the two geological sketch maps is shown in the
bottom-right panel.

The tectono-stratigraphic sequence outcropping in the investigated sectors is com-
posed, from the bottom to the top, by the Numidian Flysch, Sicilide and Kabilo–Calabride
Units, unconformably covered by syn- and post-orogenic sedimentary sequences [40,44].

In particular, the Numidian Flysch and Sicilide (Figure 1a) complexes are composed
of the following:

• the Upper Oligocene–Lower Miocene clays and quartzarenites of the Mt. Maragone
and Mt. Salici Units;

• the clays and quartzarenites of the Monte Soro and the marly clays unit, Lower
Cretaceous in age.

Tectonically superimposed to the Numidian Flysch and Sicilide Units, the Kabilo–
Calabride Units and related Meso-Cenozoic sedimentary covers (Figure 1b) are present [40,44].
This latter sequence is composed of the following, from the bottom to the top:

• Capo Sant’Andrea, Longi-Taormina and San Marco d’Alunzio Units, comprising
epimetamorphites deriving from an ancient Hercynian basement and Meso-Cenozoic
carbonate covers;

• low- to high-grade metamorphic rocks belonging to the Mandanici and Aspromonte
Units, derived from the deformation of the innermost sectors of the Kabilo–Calabride
domain (Paleozoic);

• the Upper Oligocene–Lower Miocene syntectonic terrigenous deposit of the Capo
d’Orlando Flysch;

• the Upper Cretaceous clays and quartzarenites of the Antisicilide Unit, overthrusting
the Capo d’Orlando Flysch;

• the Lower-Middle Miocene Floresta calcarenites and the Mt. Pitò marls, uncon-
formably lying on the deposits of the Antisicilide Unit;

• the Middle-Upper Miocene post-orogenic deposits belonging to the San Pier Niceto
Fm. and to the evaporitic series upward.

The tectono-stratigraphic units described are unconformably covered by the Plio-
Quaternary marine, fluvio-deltaic and alluvial sequences. These marine deposits, mainly
outcropping toward the Tyrrhenian and Ionian coastal sectors, are composed of the Trubi
unit (Lower Pliocene), the Upper Pliocene marls and sands, and the Rometta Fm. deposits
(Upper Pliocene–Lower Pleistocene), passing laterally and upward to the conglomerates,
sands and marly clays of Lower–Middle Pleistocene age. This sedimentary sequence ends
with late Quaternary fluvio-deltaic (“Conglomerati di Allume” and “Ghiaie e sabbie di
Messina”), marine and alluvial terrace, and alluvial and coastal plain deposits.

The Sant’Agata-Capo d’Orlando and Barcellona-Milazzo plains arise in two wide
coastal sectors with peculiar NE-SW orientation. Several rivers and streams, arising further
south in the central mountain areas of the PC, are characterized by articulated hydro-
graphic patterns with predominant NW-SE and N-S direction of the river courses [41–43].
Furthermore, the orientation and development of the drainage direction of these streams
appears orthogonal to the strike of the belts from which they arise [54]. Their northward
flowing into the Sant’Agata-Capo d’Orlando and Barcellona-Milazzo coastal plains guaran-
tees a considerable contribution in terms of freshwater recharge and sediments supply to
these sectors.
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Therefore, both the rivers and stream drainage patterns and the geometry and ori-
entation of the two coastal plains appear directly controlled by the tectonic setting of
these sectors of the PC. Normal and transtensional faults with predominant NW-SE and
NE-SW trends characterize the geometry of the Sant’Agata-Capo d’Orlando and Barcellona-
Milazzo coastal plains and the thickness of the sedimentary infill. The coastal plains infill is
composed by the Middle-Late Pleistocene to Holocene fluvio-deltaic, marine and alluvial
terrace deposits, recent alluvial and coastal deposits, reaching the thickness of even more
than 100 m, as in the case of the central portion of the Barcellona-Milazzo plain [41,55–57].

2.2. Hydrogeological Setting

The lithology and stratigraphic setting of the sedimentary infill directly influence
the groundwater circulation and its storage in the SCGWB and BMGWB. The Potential
Infiltration Coefficient (CIP [19,58,59]) can be considered as the parameter through which
the permeability of rocks and sedimentary deposits is quantified. As regards the Ground-
water Bodies characterising the Sant’Agata-Capo d’Orlando and Barcellona-Milazzo coastal
plains and related rivers and all tributaries, the CIP reaches the highest values (0.8–0.9%)
estimated in the PC [33]. In these coastal sectors the groundwater bodies are composed
by different Middle-Late Quaternary geological units mainly consisting of alternations of
gravels, sands and clayey-silts, which are characterized by high permeability for primary
porosity [60,61]. Therefore, due to the high porosity and thickness, generally increasing in
correspondence of the river and stream mouths, and to the shoreline, SCGWB and BMGWB
host significant unconfined aquifers [55,62,63]. The freshwater input on the SCGWB and
BMGWB occurs with direct charging or, locally, through exchanges with the adjacent
groundwater bodies and aquifers.

In particular, the SCGWB consists of the “Ghiaie e sabbie di Messina”, marine and
alluvial terrace deposits, alluvial and coastal plain [40,42,43], characterized by high-to-
very high permeability for porosity. The SCGWB lower boundary is characterized by
the presence of the flyschoid deposits of the Numidian Flysch and Monte Soro Flysch
Units in the westernmost portion, the epimetamorphites and limestones of the San Marco
d’Alunzio and Longi-Taormina Units in the central sector, and the Aspromonte Unit and
Capo d’Orlando Flysch deposits in the north-easternmost portion. All these lithologies are
characterized by medium-low-to-low fracture permeability [61].

The BMGWB is formed by the “Ghiaie e sabbie di Messina”, marine and alluvial
terrace deposits, alluvial and coastal plain [40,41,56,57], characterized by high-to-very high
permeability for porosity. The BMGWB is superimposed on the Upper Pliocene–Pleistocene
marly sandy sequences, the post- and syn-orogenic deposits in the western and central
portion and the metamorphites of the Aspromonte Unit in the north-easternmost part of it.
All the described units are characterized by medium-low-to-low permeability for porosity
and fracturing [61].

3. Materials and Methods
3.1. Previous Geognostic and Geophysical Investigation

Litho-stratigraphic logs of several boreholes, lying in the two study areas, have been
collected and analyzed to obtain information about the main sedimentological and strati-
graphic features of the deposits. In total, 151 boreholes, lying in the two investigated
sectors, were collected. In particular, as shown in Figure 2, 11 of these boreholes were
located in the area of the SCGWB and 140 in the BMGWB one.
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and the SRT realized in this portion of the stream valley. 

Figure 2. Charts illustrating the location of the boreholes and geophysical surveys analyzed for the
study areas. DEM images were used as a topographic base. On the map at the top (a), the data
available for the SCGWB are shown, while on the map at the bottom (b), the dataset for the BMGWB
is described. As regards the (b) map, in the bottom-right satellite image, the location of the array
(yellow line) carried out in the Termini Stream is shown. This array is referred to as the ERT and the
SRT realized in this portion of the stream valley.
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Most of the analyzed boreholes were drilled using the non-coring drilling method,
mainly for groundwater research, while the remaining were drilled using the continu-
ous coring method. The data obtained through the analysis of the boreholes have been
reinterpreted and validated, homogenizing the lithologies described with those related
to the litho-stratigraphic units present in the geological cartography [53] and the related
explanatory notes [40] used for this work. The litho-stratigraphic information provided by
these surveys has been used to constrain the inversion of the available geophysical data.

Both the previous SR and VES surveys, as shown in Figure 2, were carried out in the
seventies in the two coastal plains for water research activities foreseen by a CASMEZ
project [32]. In total, 90 VES and 12 SR profiles were selected within SCGWB, while BMGWB
hosted 376 VES and 69 SR. The latter were carried out perpendicular to the axes of rivers
present within the two alluvial plains.

3.2. New Processing and Interpretation of Vertical Electrical Soundings

Vertical Electrical Soundings (VES) are a geophysical methodology that usually pro-
vides a one-dimensional electrical resistivity model [64]. VES have often been used with
good results for studying the physical properties of aquifers and their geometric char-
acterization [65,66]. Despite all this, these surveys can also be useful to describe three-
dimensional resistivity models. Indeed, within a studied area, several 1D resistivity data
close to each other can be used to constrain the values of each VES. This approach, suitable
when the studied area is characterized by a not-too-high resistivity gradient, is useful when
large sectors need to be investigated, considering that electrical resistivity tomography
appears impractical and expensive.

All vertical electrical soundings considered were performed using the Schlumberger
array, with AB current dipole lengths increasing exponentially, so as to obtain roughly
equally spaced values in a graph with logarithmic axes. Generally, 10 measurements were
performed per logarithmic decade, with maximum AB/2 lengths ranging from 300 m for
the shortest soundings up to 500 m for the longest ones, allowing maximum depths of
investigation of about 250 m. Among all the VES carried out in the two groundwater
bodies, we chose only those whose apparent resistivity vs. AB/2 curves presented a trend
compatible with a one-dimensional layered modeling so as to be able to obtain from them
1D layered inverse models with a misfit not exceeding 5%.

For each VES, starting from analog data, the plot of the measured apparent resistivity
ρa as a function of the half-distance AB/2 between the current electrodes has been digi-
talized and saved in ASCII files also containing topographic information and the array
type.

The digitalized VES were inverted by ZondIP1D (v. 5.2), provided by Zond Software
Ltd., Republic of Cyprus (EU) using the least squares method to constrain the inverse
models with boreholes data where available. Considering that the studied areas present a
fairly regular stratigraphy, a 1.5D inversion algorithm was used, according to which the
deepest layer of the resistivity section is considered almost horizontal, while the more
superficial layers may be affected by lateral variations in resistivity, albeit slight [67].
Therefore, given these assumptions, inverse models from contiguous VES are mutually
constrained (Figure 3a). Consequently, the data were inverted by considering some VES
alignments within the study areas, based on the mutual distance between VES points
and the alleged geometric features of the geological bodies present in the substrate. The
mutually constrained inverse models were laterally interpolated in order to construct
two-dimensional electrical resistivity sections along the chosen alignments (Figure 3b).
These vertical sections proved useful for providing an initial geological characterization
of the two water bodies and as starting data for the subsequent creation of 3D electrical
resistivity models.
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3.3. New Geophysical Surveys

A new geophysical acquisition campaign was realized during the DAR project to
better describe the geometrical features of SCGWB and BMGWB. For these reasons, both
passive and active seismic surveys were performed with the aim of describing the volumes
of deposits that could host groundwater.

In detail, 13 recordings of microtremor were acquired for the SCGWB and 50 for the
BMGWB, as shown in Figure 2. The environmental noise records were acquired by a 3D
velocimeter along the two plains and analyzed according to the HVSR (Horizontal-to-
Vertical Spectral Ratio) methodology [68,69].

The inversion of an HVSR curve is subject to significant equivalence limitations and,
thus, must be constrained by other geophysical data, mainly for shallower layers, to be
considered reliable [70,71]. To this end, it was beneficial to consider the obtained 3D
electrical resistivity models and the results of refraction seismic profiles. However, for a
more detailed characterization of the vp and vs. values of lithotypes and the correlation
with other observed geophysical parameters, a joint survey Seismic Refraction Tomography
(SRT), Electrical Resistivity Tomography (ERT), and Induced Polarization Tomography
(IPT) were carried out in coincident position [13]. Furthermore, a Transient Electromagnetic
(TEM) survey was performed nearby. Finally, a Multichannel Analysis of Surveys Waves
(MASW) survey [72] was performed in SCGWB, close to the Acquedolci Town. These
surveys were situated in areas where geological knowledge allowed for their joint and
detailed interpretation. The geophysical models derived from such surveys, along with
other available geophysical models, were used to better constrain HVSR curve inversions,
thereby obtaining layered models of seismic velocities. The latter, together with electrical
resistivity models and seismic refraction sections, were crucial for determining the thickness
of the affected alluvial sediments and the aquifer base.

The ERT, IPT and SRT surveys were carried out in coincident position within the
Termini Stream (see Array Termini in Figure 2b). The SRT technique uses a series of aligned
and equidistant geophones and a high number of shot records in order to obtain detailed
sections of the trend of P-wave velocity in the subsurface [73]. Analogously, ERT and
IPT methodologies allow us to obtain detailed 2D sections of electrical resistivity and
chargeability using several aligned and equally spaced electrodes, and are often utilized
in hydrogeological applications [74–76]. The aim of performing seismic and electrical
tomographies along the same alignment in a noticeably area is to characterize the main
lithologies in detail from a geophysical point of view, through the joint interpretation of the
tomographic sections.

TEM is based on the study of a transient electromagnetic field artificially induced
underground in order to reconstruct the trend of electrical conductivity in the investigated
volumes. In addition to the mapping of aquifers, this methodology had been used for
several applications and studies, such as the characterization of the thickness of volcanic

82



Water 2024, 16, 1048

covers [77], the identification of hydrocarbon reservoirs [78] and the identification of
geothermal areas [79].

The MASW survey was performed close to the Acquedolci Town. A multichannel
seismograph was used to acquire the data, using 48 vertical geophones (central frequency
of 16 Hz) for the SRT and 24 vertical geophones (4.5 Hz frequency) for MASW.

4. Results and Discussion
4.1. Litho-Stratigraphic Interpretation of the Boreholes

The analysis of all the boreholes data for the SCGWB has allowed us to distinguish
different kinds of geological substrates, characterized by different lithofacies and units,
covered by the recent alluvial deposits. In the western part of the SCGWB, the alluvial
deposits cover predominantly clayey–marly layers belonging to the Monte Maragone (OMi)
and Monte Soro Flysch (Car) or the limestones and marly limestones of the San Marco (US)
and Longi-Taormina Units (UTs). In the eastern part of the SCGWB, however, the geological
substrate consists of the metamorphic lithofacies of the San Marco (m3), Longi-Taormina
(m2) and Aspromonte Units (UA). Finally, in the North-Eastern sector of the SCGWB, under
the coastal plain and alluvial deposits, the arkoses (OMar) and clays (OMa) of the Capo
D’Orlando Flysch unit are present.

As regards the boreholes falling in the BMGWB, below the coastal plain and alluvial
deposits, gray-blue clays (Qa), the calcarenites of the Rometta Fm. (PQ) and the clays (Maa),
arenites (Mar) and conglomerates (Mac) belonging to the San Pier Niceto Fm. are present.

4.2. Results from SR Profiles and New Geophysical Surveys

As regards the SR profiles carried out during the CASMEZ project [32], although the
original dataset is no longer available, several interpretative models have been evaluated.
According to these models, the P-wave velocities in the SCGWB show values of about
2200–3000 m/s for the substrate; beneath the alluvial materials and altered portions of the
substrate, the velocities are characterized by values of about 500 and 1300 m/s. The seismic
velocity model concerning BMGWB describes a lower substrate and alluvial covers above
characterized by 2200–3000 and 1000–1300 m/s, respectively.

The results of the joint-acquired SRT, ERT and IPT (Array Termini) carried out within
the BMGWB are shown in Figures 4 and 5. SRT (Figure 4) shows a constant increase in
velocities from the top to the bottom of the tomography. Values that characterize the upper
15–18 m vary from 400 to 1000 m/s. Velocities increasing from 1000 m/s to 3000 m/s are
described from 20 to 40 m of depth. The deepest part of the section shows the highest
P-wave velocity values by a maximum of 4500 m/s found at 60 m depth. Considering
the data from the geologic map and from the boreholes located near the SRT, the lower
velocities were attributed to recent alluvial sediments; the increase in the velocities of the
intermediate layers could be related to the saturated part of these deposits. The highest
values have been attributed to the metamorphic rocks of the Aspromonte Unit (UA) that
constitute the substrate of this portion of the stream course, also outcropping at the banks.

Results of ERT and IPT are shown in Figure 5. The highest values of resistivity and
chargeability have been identified mainly in the lower sections of the profile and are
associated with the metamorphic basement. Low values in chargeability are, instead,
present in the subsurface. These values, associated with medium-low resistivity values,
should indicate the presence of alluvial deposits. These superficial deposits present lower
values of resistivity where they are affected by the fluid presence.

The 1D resistivity model obtained by inverting the TEM survey provided a vertical
model of resistivity values comparable with those derived from ERT near-realized. The
TEM model shows resistivity values ranging from about 100 Ωm to 500 Ωm, according to
the layers described in ERT as water-saturated.
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Figure 4. Results of seismic refraction tomography carried out inside the Barcelona–Milazzo Plain,
within Termini Stream.

The simultaneous acquisition and interpretation of SRT, ERT and IPT allowed for
characterizing the alluvial deposits for their typical values of P-wave velocity, electrical
resistivity and chargeability. These values were used for lithotype recognition and the
identification of their thickness in both 3D resistivity models and HVSR inverse models.

The MASW realized close to Acquedolci Town, within the SCGWB, provides a seismic–
stratigraphic model (Figure 6) composed of a 250 m/s upper superficial cover followed
by a 6 m thick layer characterized by a shear waves velocity of 480 m/s. Based on the
outcropping rock and information taken from lithologic logs, these values are correlated to
the alluvial deposits overlying the “Ghiaie e sabbie di Messina” (Qg) unit.

All the HVSR curves have been inverted, providing inverse shear wave velocity
models constrained by all the geophysical and geological data discussed above [80]. Some
example results are shown in Figures 7 and 8.

The HVSR inverse models regarding the SCGWB (Figure 7) are generally subdi-
vided into layers varying from two to four. The shallower layers, characterized by an
average value of 350 m/s and thickness varying from 5 to 30 m, should represent the
alluvial and coastal deposits that predominantly outcrop along the plain. Several previous
studies [19,81,82] attributed these velocities to sediments from coarse- to fine-size that
usually fill the alluvial plains. The layers, with an average value of 600 m/s, correspond to
the intermediate portions of the Vs-profiles. These show a maximum thickness of about
60 m and are associated with “Ghiaie e sabbie di Messina” (Qg). The deeper sections of
the models represent high velocities, ranging from 800 to 1100 m/s. These values should
describe the presence of different units that do not outcrop in the plain. In the west area of
the SCGWB, the flyschoid deposits of Mt. Salici Unit (OM) and the limestones of San Marco
d’Aluzio Unit (US) should cause these velocities. High values are, instead, attributed to
the Frazzanò Flysch unit (UTf) and to the epimetamorphic rocks of the Longi-Taormina
Unit (m2) for the easter sector. Finally, in the subsoil present between the Inganno and
Rosmarino Streams, the overlapping of layers of the Marly clays (Cc) and the Flsych of
Monte Soro Unit (Cm and Car) could be responsible for these elevated velocities computed.

84



Water 2024, 16, 1048

Water 2024, 16, x FOR PEER REVIEW 11 of 23 
 

 

sent in the subsurface. These values, associated with medium-low resistivity values, 
should indicate the presence of alluvial deposits. These superficial deposits present lower 
values of resistivity where they are affected by the fluid presence.  

The 1D resistivity model obtained by inverting the TEM survey provided a vertical 
model of resistivity values comparable with those derived from ERT near-realized. The 
TEM model shows resistivity values ranging from about 100 Ωm to 500 Ωm, according to 
the layers described in ERT as water-saturated.  

The simultaneous acquisition and interpretation of SRT, ERT and IPT allowed for 
characterizing the alluvial deposits for their typical values of P-wave velocity, electrical 
resistivity and chargeability. These values were used for lithotype recognition and the 
identification of their thickness in both 3D resistivity models and HVSR inverse models. 

The MASW realized close to Acquedolci Town, within the SCGWB, provides a 
seismic–stratigraphic model (Figure 6) composed of a 250 m/s upper superficial cover 
followed by a 6 m thick layer characterized by a shear waves velocity of 480 m/s. Based on 
the outcropping rock and information taken from lithologic logs, these values are corre-
lated to the alluvial deposits overlying the “Ghiaie e sabbie di Messina” (Qg) unit. 

 
Figure 5. 2D models of resistivity (above) and chargeability (below) derived from the ERT and IPT 
carried out in the Plain of Barcelona–Milazzo, within Termini Stream (Array Termini). 

Figure 5. 2D models of resistivity (above) and chargeability (below) derived from the ERT and IPT
carried out in the Plain of Barcelona–Milazzo, within Termini Stream (Array Termini).

Water 2024, 16, x FOR PEER REVIEW 12 of 23 
 

 

 
Figure 6. Inverse model resulting from the MASW survey performed in the S. Agata–Capo 
D’Orlando plain. 

All the HVSR curves have been inverted, providing inverse shear wave velocity 
models constrained by all the geophysical and geological data discussed above [80]. 
Some example results are shown in Figures 7 and 8. 

The HVSR inverse models regarding the SCGWB (Figure 7) are generally subdi-
vided into layers varying from two to four. The shallower layers, characterized by an 
average value of 350 m/s and thickness varying from 5 to 30 m, should represent the al-
luvial and coastal deposits that predominantly outcrop along the plain. Several previous 
studies [19,81,82] attributed these velocities to sediments from coarse- to fine-size that 
usually fill the alluvial plains. The layers, with an average value of 600 m/s, correspond to 
the intermediate portions of the Vs-profiles. These show a maximum thickness of about 
60 m and are associated with “Ghiaie e sabbie di Messina” (Qg). The deeper sections of 
the models represent high velocities, ranging from 800 to 1100 m/s. These values should 
describe the presence of different units that do not outcrop in the plain. In the west area 
of the SCGWB, the flyschoid deposits of Mt. Salici Unit (OM) and the limestones of San 
Marco d’Aluzio Unit (US) should cause these velocities. High values are, instead, 
attributed to the Frazzanò Flysch unit (UTf) and to the epimetamorphic rocks of the 
Longi-Taormina Unit (m2) for the easter sector. Finally, in the subsoil present between 
the Inganno and Rosmarino Streams, the overlapping of layers of the Marly clays (Cc) 
and the Flsych of Monte Soro Unit (Cm and Car) could be responsible for these elevated 
velocities computed. 

Figure 6. Inverse model resulting from the MASW survey performed in the S. Agata–Capo
D’Orlando plain.

85



Water 2024, 16, 1048

Water 2024, 16, x FOR PEER REVIEW 13 of 23 
 

 

 
Figure 7. Examples of inverse models related to the HVSR carried out within the Sant’Agata–Capo 
D’Orlando Plain. 

The HVSR surveys realized in the BMGWB, shown in Figure 8, provide similar re-
sults about the near surface layers; inside also this waterbody, the superficial alluvial 
cover shows average Vs values of 300 m/s. Analyzing several single models, the increase 
of Vs within these first layers is noted, reaching values of 450 m/s, where alluvial deposits 
present the maximum thickness. This occurs, for example, south of the Milazzo Cape 
where 80 m of the alluvial deposits are described. Going deeper in the models, a Vs value 
from 500 to 700 m/s is often present; these values could both be referred to the following 
formation: “Ghiaie e sabbie di Messina” (Qg), Grey-blue clays (Qa), Rometta (PQ), Trubi 
(Pi), San Pier Niceto (Maa; Mar; Mac) and Capo d’Orlando Flysch (OMar; OMc). The 
highest values are found, also for BMGWB, at the base of the HVSR models. The Antis-
icilide Unit (AS) clays and the metamorphic rocks of the Peloritani Mountains, such as 
those from the Aspromonte units (UA), have been linked to velocities that exceed 800 
m/s. 

 
Figure 8. Examples of inverse models related to the HVSR carried out in the BMGWB. 

4.3. Tridimensional Models of the Electrical Resistivity 
Three-dimensional models related to the variation of electrical resistivity were real-

ized for SCGWB and BMGWB. These models were produced through the Voxler soft-

Figure 7. Examples of inverse models related to the HVSR carried out within the Sant’Agata–Capo
D’Orlando Plain.

Water 2024, 16, x FOR PEER REVIEW 13 of 23 
 

 

 
Figure 7. Examples of inverse models related to the HVSR carried out within the Sant’Agata–Capo 
D’Orlando Plain. 

The HVSR surveys realized in the BMGWB, shown in Figure 8, provide similar re-
sults about the near surface layers; inside also this waterbody, the superficial alluvial 
cover shows average Vs values of 300 m/s. Analyzing several single models, the increase 
of Vs within these first layers is noted, reaching values of 450 m/s, where alluvial deposits 
present the maximum thickness. This occurs, for example, south of the Milazzo Cape 
where 80 m of the alluvial deposits are described. Going deeper in the models, a Vs value 
from 500 to 700 m/s is often present; these values could both be referred to the following 
formation: “Ghiaie e sabbie di Messina” (Qg), Grey-blue clays (Qa), Rometta (PQ), Trubi 
(Pi), San Pier Niceto (Maa; Mar; Mac) and Capo d’Orlando Flysch (OMar; OMc). The 
highest values are found, also for BMGWB, at the base of the HVSR models. The Antis-
icilide Unit (AS) clays and the metamorphic rocks of the Peloritani Mountains, such as 
those from the Aspromonte units (UA), have been linked to velocities that exceed 800 
m/s. 

 
Figure 8. Examples of inverse models related to the HVSR carried out in the BMGWB. 

4.3. Tridimensional Models of the Electrical Resistivity 
Three-dimensional models related to the variation of electrical resistivity were real-

ized for SCGWB and BMGWB. These models were produced through the Voxler soft-

Figure 8. Examples of inverse models related to the HVSR carried out in the BMGWB.

The HVSR surveys realized in the BMGWB, shown in Figure 8, provide similar results
about the near surface layers; inside also this waterbody, the superficial alluvial cover
shows average Vs values of 300 m/s. Analyzing several single models, the increase of
Vs within these first layers is noted, reaching values of 450 m/s, where alluvial deposits
present the maximum thickness. This occurs, for example, south of the Milazzo Cape where
80 m of the alluvial deposits are described. Going deeper in the models, a Vs value from 500
to 700 m/s is often present; these values could both be referred to the following formation:
“Ghiaie e sabbie di Messina” (Qg), Grey-blue clays (Qa), Rometta (PQ), Trubi (Pi), San Pier
Niceto (Maa; Mar; Mac) and Capo d’Orlando Flysch (OMar; OMc). The highest values are
found, also for BMGWB, at the base of the HVSR models. The Antisicilide Unit (AS) clays
and the metamorphic rocks of the Peloritani Mountains, such as those from the Aspromonte
units (UA), have been linked to velocities that exceed 800 m/s.

4.3. Tridimensional Models of the Electrical Resistivity

Three-dimensional models related to the variation of electrical resistivity were realized
for SCGWB and BMGWB. These models were produced through the Voxler software
v.4, provided by Golden Software (Golden Software, LLC, Golden, CO, USA), LLC, that
allowed to laterally interpolate the inverse models of electrical resistivity, obtained from
the new reanalyzes of the VES. The lower boundary of the models is given by the depth
of investigation of VES while the lateral confinement is provided by the perimeters of the
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two groundwater bodies examined. The logarithm of electrical resistivity was chosen to be
represented due to the high parameter contrasts found in the two areas.

The model realized for SCGWB, represented in Figure 9, shows areas characterized by
different resistivity patterns. In the eastern side of the plain, higher values (200–500 Ω m)
have been observed. Within the Furiano water stream, these values should be attributed to
the presence of Monte Soro Flysch (Car) and Mt. Maragone Unit (OMia) at shallow depth,
below the deposits of SCGWB. The alluvial deposits are, indeed, thin in this area and cover
the aforementioned units, mainly composed of the alternations of quartzarenites and clays.
Eastwards, in the mouth sector of the Rosmarino River, the resistivity values are high,
probably due to the amount of fresh water flowing within alluvial deposits. Furthermore,
in this sector of the Rosmarino River, these deposits reach the highest thickness. Lastly,
around the Zappula River, the high values of resistivity can be linked to the presence
of phyllades and metamorphosed arenites, rich in quartz. These deposits belong to the
Longi-Taormina Unit (m2) and are covered by thin alluvial bodies.
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of the Sant’Agata–Capo D’Orlando Plain (SCGWB).

Medium resistivity values, comprising between 35 and 70 Ω m, are present in several
areas of the SCGWB floodplain. In the area between the Furiano and Inganno streams, the
abovementioned resistivity values are related to sands, silt and sandy matrix conglomerates,
largely outcropping in this sector and also found in the borelogs. These latter sediments are
ascribed to the “Ghiaie e sabbie di Messina” (Qg) unit and to the marine terrace deposits
(tm). Moreover, the presence of gravels, pebbles and sands in a clayey matrix, identifying
recent alluvial (ar), coastal, and stream deposits (a), may be the cause of the not elevated
resistivity recognized along the coastline.

Low resistivity values (5–20 Ω m) are observable in the eastern sector of the SCGWB
3D model. The sea water intrusion could be considered one of the causes that produce
this decrease in resistivity. Alluvial (ar) and coastal sediments (a) are partly composed of
coarser deposits such as polygenic blocks, gravel, and coarse sands. An increase in grain
size is often present in the lower portions of these deposits. Due to the sedimentological
features, these deposits can be affected by strong sea water intrusion and the formation of
a salt wedge below the plain. Moreover, not outcropping conductive rocks, such as those
of the Marly clays (Cc) unit and the fractured limestones of the San Marco d’Alunzio Unit
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(US), should be responsible for the decrease in the resistivity values, as observed in the
deeper part of the model.

The 3D resistivity model of the BMGWB, shown in Figure 10, describes different
resistivity trends. Resistivity values from 80 Ω m to 1000 Ω m are represented in different
sectors of the BMGWB; most of the river arms, the central sector of the plain and the area of
the Cape Milazzo promontory are characterized by these high values. The highest values,
represented in white in Figure 10, are generally located in some sectors of the river arms
in which the presence of fresh water causes an increase in resistivity, such as along the
Termini and Niceto Streams. Resistivity values of about 80 Ω m are widely present in all
river courses, both along the plain and in the areas located to the south, closer to the reliefs.
In several areas around the mouths of the watercourses, these values are probably linked
to the presence of thick alluvial deposits, such as in the coastal sectors of the Termini, Mela,
Corriolo and Niceto Streams. Lastly, in the Cape Milazzo promontory, the outcropping
metamorphic rocks of the Aspromonte Unit (UA; UAg) induce these medium-high values
of resistivity.
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Other areas of the BMGWB are affected by mean resistivity values of about 10–30 Ωm;
these resistivities characterize the westernmost sector of the coastal plain, along some
stream courses and in some areas between them. These values could be linked to portions
of the BMGWB hosting alluvial sediments with less thickness. The lowest values described
by the model are visible in the deepest parts of the plain, at depths between 40 and 120 m.
As an example, the area between the towns of Barcelona P.G. and Milazzo, where the plain
presents its greatest extension in N-S direction, is characterized by values less than 10 Ω m.
This feature should be attributed to the presence of clays in the subsurface, as described by
other studies performed in this area [57]. Moreover, for the lower values that appear quite
shallow and close to the coast, marine ingression phenomena should not be excluded.

By analyzing the two resistivity models, we can notice the different contributions
made by the floods and deposits that make up the water body. In the coastal plain areas, the
resistivity model is, in fact, more influenced by the deposits of the SCGWB and BMGWB. In
these areas, these deposits reach higher volumes. Within the mountain sector, represented
in the models by the several arms of the rivers, the variation of resistivity is more linked
to the characteristics of the rocks of the substrate, considering the thin thickness of the
alluvial cover.

4.4. Estimate of the Bottom of the SCGWB and BMGWB

The thickness of the deposits that constituted SCGWB and BMGWB has been com-
puted by a two-step workflow. Firstly, the deposits’ thickness and depth were estimated at
several points of the groundwater bodies, considering the results of HVSR inverse models.
These were compared with 3D electrical resistivity models and other available geophysical
data; additionally, this information was integrated, compiled and interpreted using data
from several available boreholes in order to identify the main lithotypes and their thick-
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nesses, as appropriate. Subsequently, all punctual thickness and depth data were spatially
interpolated using a kriging algorithm available in the Surfer software v.16, provided by
Golden Software, LCC (Golden Software, LLC, Golden, CO, USA). In this way, maps of
both the bottom of the two water bodies and the thicknesses of the deposits were created
(Figures 11 and 12).
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Significant deposit volume variation in the different sectors of SCGWB and BMGWB
can be noticed by analyzing the two thickness maps.

With regard to SCGWB (Figure 11a), the largest thicknesses are found in the coastal
sector. A maximum depth of about 70 m b.s.l. is noted at the mouth of the Rosmarino river.
Other large thicknesses are defined at the mouth of the Furiano Stream. About 30–40 m
of floods are, instead, described on the left of the Inganno Stream, in a position slightly
decentralized from the current estuary. In the eastern part of the SCGWB, the thicknesses
are not large, as seen on the sides of the Zappula Stream. Along the mountain river paths
of the SCGWB streams, the floods have been described with thicknesses that generally do
not exceed 4–8 m. The same values are present in the plain areas close to the hilly and
mountainous areas.

The area described within the BMGWB, shown in Figure 12a, shows the highest flood
thicknesses in the northern parts of the plain. In particular, proceeding from West to East,
a thickness of the surface coulters of more than 100 m and maximum values of about
120–130 m were obtained for these areas: near the mouth of the Termini Stream, in a coastal
area close to the Mela Stream, inside the sector situated in the south of Milazzo Cape, in
the area of the mouth of the Niceto stream. Moreover, 70–80 m of deposits were found
within the central section of the plain, between Barcelona P.G. and Milazzo towns and
in some small areas along the mountain river rods. This occurs, for example, along the
Termini stream and along other river courses situated in the east sector of the coastal plain.
Thicknesses of 30–50 m are widely present in the coastal areas of the plain, as well as in
some small parts of the mountain arms of the rivers. These higher sectors of the BMGWB
are mainly characterized by minimum thicknesses, which do not exceed 10 m.

5. Conclusions

The integrated analysis of geological and geophysical data allowed us to reconstruct
the thickness of the alluvial deposits present in the two water bodies of the North-Eastern
sector of Sicily, exploiting all the stratigraphic and geophysical data available for the two
coastal floodplains. In particular, VES data were re-interpreted using a laterally constrained
joint inversion algorithm and a 3D interpolation of the inverse models to provide 3D
models of the electrical resistivity for the studied areas. Further active and passive seismic
surveys, distributed in the study areas, allowed us to characterize the water bodies also
with regard to the seismic P- and S-wave velocity of the different lithotypes and alluvial
sediments.

The joint performing and interpretation of seismic and electrical tomographies along
the same alignment helped to identify, in detail, the seismic velocity, electrical resistivity
and chargeability values for the most common lithotypes.

Using all stratigraphic data collected and the geophysical models achieved, maps
of the bottom and of the thickness of the deposits filling SCGWB and BMGWB were
reconstructed.

These maps are tools that can be used to quantify the water flow rates possibly present
in the subsoil. With an appropriate monitoring network, the hydrogeological flow model
for these coastal plains could be indeed defined. The latter is a useful elaboration to indicate
the opportunity for aquifer exploitation and to individuate the possible causes that could
deplete the wealth of the aquifer by forced emulation or pollution.

Furthermore, the geophysical models obtained can be used for stratigraphic studies
since the geometric characteristics of deposits can be better defined. Moreover, the variation
of the thickness of the alluvial sediments can be correlated with the recent tectonic activity
and the rates of uplift experienced by the northern coast of Sicily.

Finally, using such detailed subsurface models is of great interest for studies address-
ing the characterization of the geological hazards of the two areas that were often affected,
in the past, by floods and earthquakes. Furthermore, the models and maps obtained
can be a valid aid for identifying and analyzing areas subject to flooding or liquefaction
phenomena, and can constitute the starting models for local seismic response studies.
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The illustrated research approach, conducted on the North-Eastern coast of Sicily, can
be used in similar hydrogeological contexts with a shallow groundwater body, mainly con-
stituted by alluvial deposits. The study shows that the integration of the results of multiple
geophysical surveys, supported by the constraint of boreholes, is a useful instrument to
define more detailed and accurate subsoil models. Therefore, the different geophysical
techniques adopted allow us to reduce the uncertainties related to the results and models
derived from the use of geophysical individual surveys.
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Abstract: The efficient management of slurry, which is a by-product rich in nutrients derived from
feces, urine, cleaning water, and animal waste that stands out for its high concentration of nutrients
such as nitrogen, phosphorus, and potassium, is of vital importance, highlighting the importance of
slurry management in storage ponds, which. The Murcia–Spain region has an important number
of pig farms. Hence, infrastructures dedicated to managing by-products are necessary to prevent
environmental pollution and eutrophication of groundwater. The aim of a recent study was to
evaluate the relationship between electrical values and geochemical parameters of pig slurry stored
in a pond using ERT and geochemical analysis. In addition, the study was designed to monitor
the pond to determine the geochemical characteristics of the slurry and to assess the risk of lateral
contamination. The study results indicate a noticeable decrease in electrical resistivity values at 0.4
and 1.6 m depth in surveys 1 and 2. The reduction ranges from 50 to 100 percent. This paper presents
a new method for monitoring slurry ponds using electrical resistivity tomography. This non-invasive
method provides detailed information on the distribution and characteristics of the fluids, as well as
a clear picture of the electrical resistivity of the subsurface.

Keywords: electrical resistivity tomography (ERT); waste characterization; time-lapse;
hydrogeophysical studies; groundwater

1. Introduction

Pig slurry is a nutrient-rich byproduct composed of pig feces, urine, cleaning water,
feed remnants, and other animal waste [1]. This by-product material has crucial nutrients,
including nitrogen, phosphorus, potassium, and various inorganic compounds (ammonia
(NH3), carbon dioxide (CO2)) and organic compounds (methane (CH4), oil acids, pheno-
lic compounds, proteins and peptides, organic phosphorus, humic and fulvic acids, and
volatile organic compounds (VOCs)) [2]. The elevated concentration of these nutrients (N,
P, K) underscores the highest importance of effective management of pig slurry, serving as
a critical measure to mitigate environmental pollution concerns, notably the risk of ground-
water quality deterioration due to eutrophication [3]. In the 2022 Global Pig Production
ranking, Spain ranked third place due to a remarkable number of 88,437 pig farms located
in the country [4]. Notably, the region of Murcia emerged as a prominent contributor,
housing a notable 7% of the total pig farms, with a comprehensive count of 1444 farms and
an approximate production of 72,000 m3 of slurry per year. The substantial presence of pig
farms in this region underlines the essential need for dedicated infrastructure to efficiently
manage and store the by-products generated by these porcine operations.
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Presently, different legislation has been established to construct slurry storage ponds,
such as the Water Resources (Control of Pollution. Silage, Slurry and Fuel Oil, England,
Regulations 2010) [5], which aims to minimize water pollution risks. According to these
regulations, slurry stores must be constructed at a minimum distance of 10 m from wa-
tercourses. They must also be adequately waterproofed and have sufficient capacity to
accommodate four months of slurry production. An additional United States Department
of Agriculture (USDA) regulation requires that the construction of slurry ponds be located
in soils that meet permeability standards to prevent groundwater contamination, according
to the Natural Resources Conservation Service—Conservation Practice Standard Code
313 (NRCS-CPS) [6]. To accomplish this, it is necessary to perform a thorough analysis of
the pond sealing or lining through various geotechnical tests, including compacted soil
treatment (Code 520), geomembrane or geosynthetic clay liner (Code 521), or concrete
(Code 522). In Spain, RD 306/2020 [7] regulations require that storage facilities be closed
and waterproofed by their natural structure or artificial conditioning. Similarly, the Council
Directive of 12 December 1991 (91/676/EEC) [8] states that storage containers for pig slurry
must have a capacity more significant than the amount of waste produced on the farm
during its most extended period. The calculation of this capacity depends on the location of
the farm and whether it is in an area vulnerable to nitrate pollution caused by nitrates used
in agriculture. However, in the past, waste storage consisted of depositing by-products
in open pits excavated in the ground, using in situ material as a sealing method. The
environmental risks associated with possible slurry seepage from storage ponds are closely
related to nitrate (NO3

−) leaching, which can contaminate surface and groundwater in case
of infiltration [9,10]. Non-destructive techniques are required to make measurements to
ensure the stability and security of the slurry pond. These techniques should also provide
a representation of the distribution of pig slurry in the storage pond and its infiltration
into the surrounding soil, which can be obtained through the use of electrical resistivity
tomography (ERT).

The electrical resistivity tomography (ERT) method is a geophysical technique with
many applications, including marine [11], geotechnical, environmental [12], and composi-
tion of the soil, including building foundation prospecting, archaeological prospecting [13],
landfill delineation [14], contamination [15], and chemical tracer studies [16,17]. This tech-
nique is based on measuring the electrical resistivity of soil [18], which is dependent on
the geometry, pore size, and total porosity of the soil [19]. Therefore, ERT provides fast,
low-cost, and accurate results in the subsurface [20]. Several studies have highlighted
the effectiveness of ERT in identifying and determining the extent of leachate contam-
ination in urban waste [21,22]. For instance, Akiang et al. [23] applied ERT to identify
the infiltration zones of leachate and map out the surface areas contaminated by leachate
in an urban waste site. Similarly, Morita et al. (2022) [24] demonstrated the successful
use of ERT in identifying covered and uncovered zones and boundary zones within an
exposed landfill. Moreover, Zaini et al. (2022) [25] established that ERT is one of the most
effective methods for evaluating the existence and extent of leachate in urban landfills.
Additionally, Udosen et al. (2022) [26] conducted geoelectrical modeling using ERT to
determine the extent of leachate contamination at a landfill site in southeastern Nigeria. A
few studies have explored the impact of slurry on soil and groundwater. Capa-Camacho
et al. [27,28] used geophysical and geochemical techniques to identify areas affected by
slurry and found that the most significant accumulation of contaminants occurs at two
meters depth. Martínez-Pagán et al. [29,30] demonstrated the effectiveness of electrical
resistivity tomography (ERT) in assessing the impact of slurry ponds on the subsoil. These
studies show the potential of ERT to delimit the subsoil areas affected by slurry ponds and
to characterize the physicochemical properties of these areas. Conversely, monitoring the
development of the possible infiltration plume in slurry ponds has not been carried out.

With ERT, one of the ways to corroborate the results can be by geochemical tech-
niques, which are crucial to studying the composition of fluids, soils, and rocks in various
environmental contexts [31]. However, conventional geochemical methods to analyze

97



Water 2024, 16, 1016

the possibility of slurry seepage into a storage pond intended for containment require
the collection of samples at specific locations in the pond. These methods, while valu-
able, do not provide a global understanding of the subsurface conditions throughout
the pond. In contrast, tomographic techniques, such as the ERT method, offer a unique
advantage by allowing continuous and noninvasive global subsurface monitoring of the
subsoil. ERT generates a subsurface image consisting of spatially distributed apparent
electrical resistivity values, facilitating a more holistic and dynamic assessment of the entire
storage pond [32,33]. This approach is advantageous when investigating potential slurry
infiltration, as the tomographic technique can effectively identify preferential pathways
and areas vulnerable to slurry infiltration without the limitations of discrete sampling
points [27,29,34].

Using the ERT method to monitor a slurry pond is a novel approach. This non-invasive
technique provides detailed information on the distribution and characteristics of the fluids
in the pond. It offers a clear image of the electrical resistivity of the subsurface materials,
which helps to identify the composition and concentration of fluids present in the pond.
This is crucial for understanding slurry dynamics and making informed decisions around
waste management. Furthermore, ERT allows for the detection of changes in the electrical
resistivity of the soil. This information can be used to identify the presence and movement
of liquids, which is essential in predicting and preventing environmental issues related
to slurry management. Implementing ERT is essential in promoting sustainability and
minimizing negative impacts on the surrounding environment [35].

The main objective of this work was to evaluate the relationship between the elec-
trical values and geochemical parameters of pig slurry stored in a pond using ERT and
geochemical analysis. ERT was used as a proxy to understand the different conditions
of the pig slurry inside the slurry pond. Additionally, the analysis aimed to monitor the
pond to determine the geochemical characteristics of the pig slurry and assess the risk of
contamination through lateral and vertical seepage.

2. Materials and Methods
2.1. Study Area

Fuente Álamo is a municipality (Region of Murcia, SE Spain) (Figure 1a) with 244 pig
farms annually producing around 12,000 cubic meters of slurry. Moreover, Fuente Álamo
is located near the Mar Menor coastal lagoon, where nitrates from agriculture and cattle
raising can cause contamination [36,37]. This zone has an average annual temperature of
17.3 ◦C and receives a yearly rainfall of 321 mm [38]. The geological composition of the
Fuente Álamo municipality can be found on sheet 955 of the National Geological Map
(MAGNA) 1:50,000 [39]. The northern part is characterized by gravel, conglomerates, sands,
and silts, while the southern region is composed of undifferentiated Quaternary. Regarding
hydrogeological characteristics, Fuente Álamo is located in the “Campo de Cartagena”
region, a complex and huge hydrogeological unit comprising several aquifers. These
aquifers are characterized by Neogene Quaternary materials, primarily consisting of loamy
soils with dendritic and calcareous intercalations from the Miocene to the Quaternary,
resulting in various aquifer levels [40]. Remarkably, the “Quaternary” aquifer is prominent
within the study area, composed of 20–150 m of gravels, sands, silts, clays, and caliches
deposited on tertiary marls, which act as an impermeable base.

Consequently, a slurry pond in this municipality was chosen as a point to employ
the ERT method to monitor potential slurry (Figure 1a). The year of construction of the
slurry pond corresponds to the year 2001; the type of production system of the farm is
intensive (fattening) with a maximum capacity of 4000 animals per year with an average
weight of 120 kg and an approximate annual slurry production of 2830 m3/year. The type
of waterproofing used in the slurry pond construction is natural, i.e., soil from the area was
used. The pig slurry pond has a storage capacity of 2867 m3 with dimensions of 64 m in
length, 28 m in width, and 1.6 m in depth (Figure 1a).
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Figure 1. Location and schema of the selected slurry pond. (a) Geographical location of the studied
pond in southeast Spain; layout of ERT profiles in the slurry pond (b) in survey 1, (c) in survey 2,
(d) in survey 3.

2.2. Electrical Resistivity Tomography

During the ERT measurement process, an electrical current (I) is injected into the
soil through a pair of electrodes, and the resulting difference of potential (V) is measured
between another pair of potential electrodes. By comparing the voltage measured at the
potential electrodes to the current input at the current electrodes, an apparent resistivity
value (ρa) is obtained in Ohm·m. The resistivity mapping of the area of study is presented
in 2D and 3D pseudo sections after an inversion process [16]. Different electrode arrange-
ments can be used to determine the apparent resistivity at varying depths and lateral
positions [41].

ERT was conducted within the slurry pond using a modified marine cable from
Advanced Geosciences Inc (AGI). The modifications involved adding polyethylene floats
and plastic clamps to the line, which allowed the graphite electrodes to float on the surface
of the slurry pond. We employed a 28-electrode dipole–dipole array with one-meter
spacing between electrodes for the measurements, providing acceptable penetration and
horizontal resolution. This array also enabled 2D modeling by producing pseudo sections
that yielded insightful information [18,42]. The AGI SuperSting R4 resistivity meter was
used for field data collection. Five profiles were performed to monitor the slurry pond
with a 15 m separation between each profile (Figure 1a). The pond was measured three
times—the control measurement was conducted in December 2020 (Figure 1b), named
survey 1, while the second and third field measurements were carried out in July 2021
(Figure 1c) and January 2022 (Figure 1d), named survey 2 and 3, respectively. EarthImager
2D v. 2.4.2 software was employed to process the raw electrical data. Firstly, a post-
processing stage was undertaken to eliminate outliers and perform static correction to
normalize the resistivity variations caused by the difference in electrode elevation. Then,
smooth inversion was carried out on the apparent electrical resistivity values obtained
from the control pond. Smooth model inversion, also known as inversion of Occam, is a
mathematical technique determining the smoothest possible model that can fit the data
while adhering to an a priori Chi-square statistic. This approach is predicated on assuming
a Gaussian distribution of data errors. By minimizing the roughness of the model, smooth
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model inversion aims to generate a model that is most representative of the data without
overfitting. The percentage value of the root mean square error (RMS), which indicates
the mismatch between the field measurements and model data [43], was less than 10% for
the modeling of each ERT profile section. The interpolation of 2D sections to 2D models
at different depths was calculated using the commercial software Surfer v. 25.4.320 by
Golden Software.

2.3. Pig Slurry Sampling

The selected slurry pond was examined three times, with three samples collected
during each survey. The first survey was conducted in December 2020, with samples taken
at different points along the pond. The second and third surveys were conducted in July
2021 and January 2022, respectively. As soon as the laboratory received the slurry samples,
they were promptly stored at 4 ◦C to prevent any probable chemical or biological reactions.

The sample pH and electrical conductivity (EC) measurements were carried out using
the HANNA Instrument portable equipment model HI 9025(Hanna Instruments S.L. Eibar,
Spain). The measurement is taken directly from a homogenized sample. The pH and
EC values are read once the reading stabilizes in the values parameter with a standard
temperature of 25 ◦C [41]. To determine the total suspended solids (TSS), 1 mL of the
homogenized sample was filtered through a glass fiber filter and dried at 60 ◦C for 24 h.
The sample was filtered using a Watman filter with a 0.45 µm pore size and a Vacuum
Brand vacuum pump (method 2440-D, APHA-AWWA-WEF, 2012) [44]. The TSS units
of measurement are expressed in g L−1. Total nitrogen (TN) is the collective amount of
all forms of nitrogen in a sample. Furthermore, Kjeldahl nitrogen (NK) is a subset of TN
encompassing organic and ammoniacal nitrogen and nitrates and nitrites. Measuring
NK involves treating the sample with a combination of sulfuric acid and catalyst at 400
◦C for 40 min. The distilled sample is then titrated using 0.1 N hydrochloric acid [45].
Ammoniacal nitrogen (N-NH4

+) is measured without treatment, while organic nitrogen
(NO) is calculated by subtracting N-NH4

+ from NK. Lastly, nitrate (NO3
−) and nitrite

(NO2) are measured separately using ion exchange chromatography.

2.4. Statistical Analyses

The IMB SPSS 23 program was used to analyze the data for descriptive statistics. To
identify significant differences in the chemical compositions of the slurry during the three
surveys, a one-way analysis of variance (ANOVA) was performed, followed by Tukey’s
post hoc test at p < 0.05. The different letters assigned by Tukey’s post hoc test (a, b) indicate
statistically significant differences among the means of each parameter. The same test
was also used to determine statistical differences between the resistivity values obtained
through ERT during each survey and at different depths.

3. Results and Discussion
3.1. Electrical Resistivity Tomography of Pig Slurry

The average resistivity of the slurry during the three surveys was 0.97 Ohm·m,
1.42 Ohm·m, and 3.18 Ohm·m for surveys 1 in 2020, 2 in 2021, and 3 in 2022, respec-
tively. A comparison between the 2D ERT sections from the ERT in each of the periods in
the selected slurry storage pond shows the changes in the resistivity of the slurry accumu-
lated in the pond and the variations of these resistivities at depth (Figure 2). The depth of
the slurry pond is 1.6 m, which was confirmed by using ERT during each survey. The 2D
ERT sections showed variations in the resistivity values from survey to survey, evidencing
the aging of the slurry reflected in the three layers that were distinguished in each survey.
The formation of these three layers within the slurry pond is consistent with the pig slurry
behavior, which, in natural decantation, separates 45–57% of the suspended particles with a
diameter greater than 400 µm, forming three distinct layers: the crust zone, the most liquid
part, and the sedimentation zone [46].
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Figure 2. Horizontal sections of the resistivity model of the pig manure pond. The resistivity
distribution is represented for the following depths: (a) surface (0 m), (b) 0.7 m, (c) 1.3 m, (d) 1.6 m.
The depth of 1.6 m represents the bottom of the pond.

Figure 3 shows an increase in resistivity values from one survey to the next. Further-
more, the resistivity values also exhibit variability based on the depth within the slurry
pond, which can be categorized into three distinct layers. In survey 1, the average resistivity
value is 0.97 Ohm·m. However, at a depth of 0.7 m, the average resistivity value rises to
1.97 Ohm·m, and at the bottom of the pond, it further increases to 3.08 Ohm·m. For survey
2, the average surface value of the slurry increases to 1.42 Ohm·m; this is attributed to the
formation of the crust. In the center of the pond, the average value of the slurry decreases
to 0.81 Ohm·m, corresponding to the liquid part of the slurry, and at depth, this value
increases to an average value of 3.02 Ohm·m. The same behavior is observed in survey 3,
where the surface crust zone shows a value of 3.18 Ohm·m, the liquid slurry zone shows
an average value of 1.65 Ohm·m, and the bottom of the pond shows a remarkable increase
with an average value of 7.13 Ohm·m (Figure 2).
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and (e) profile 5; retrieved from surveys 1, 2, and 3.

The resistivity values obtained in the three ERT surveys are consistent with similar
values reported in other studies for pig slurry [27,29,34]. The superficial electrical resistivity
values of each profile with respect to survey 1 (0.97 Ohm·m) indicated an increase of 146%
(1.42 Ohm·m) for survey 2 and a further increase of 328% (3.18 Ohm·m) for survey 3
(Figure 2). The increase is attributed to the elevated crustal content at the surface. The
crustal content corresponds to the solid surface layer that develops on top of pig slurry
ponds, commonly referred to as the pig slurry crust. This crust results from several physical
and chemical factors and environmental conditions, such as temperature. However, the
increase in resistivity values was higher at the bottom of the pond. All profiles from the
first survey showed a lower resistivity at depth (3.08 Ohm·m), indicating less sediment
accumulation of the slurry at the time of measurement at the bottom of the pond. In contrast,
the resistivity value in the pig slurry pond profiles from the second survey at the base
was similar with a value of 3.02 Ohm·m, and the slurry in this survey had a higher crust
concentration on the slurry surface (Figure 3). Likewise, survey 3 revealed an increase in
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resistivity values compared to previous surveys, indicating a higher accumulation of slurry
sediment at the bottom of the pond than the first and second. Survey 3 was conducted
six months after the second and eleven months after the first. The 2D ERT sections at the
depth of the bottom showed a 236% (7.13 Ohm·m) increase in ground electrical resistivity
compared to the second survey (3.02 Ohm·m) and an increase of 232% (7.13 Ohm. m)
compared to the first survey (3.08 Ohm·m).

The results of the three surveys conducted on the slurry pond are displayed in Figure 3.
The profiles show that the slurry had a more liquid consistency in the first survey, resulting
in lower resistivity values. However, the resistivity values increased in subsequent surveys,
leading to higher values. In fact, we also noticed more crust on the surface of the pig slurry
than in previous surveys (Figure 1). This is attributed to the fact that during storage in the
slurry pond, the particles settle by natural gravity, resulting in a solid–liquid separation
process. Thus, this separation process causes an increase in the resistivity value at the
bottom of the pond by sediment accumulation [47]. These waste materials, with higher
resistivity values, may suggest lower water content [40], while on the surface, the slurry
forms that hard crust covering the liquid part, which is observed in contrast obtained in
the 2D ERT sections for the first, second, and third surveys.

Overall, the resistivity values tended to increase during the ERT analysis. However,
interestingly, the ERT identified specific areas in the pond at a depth of 1.6 m where the
resistivity values decreased. Figure 3 depicts this resistivity difference, which was primarily
concentrated in profiles 2, 3, 4, and 5, specifically between electrodes 1 and 3, located at the
edge of the pond.

The resistivity values of profile 1 increased from one survey to the next. However, the
third survey showed a decrease in resistivity values to less than 1 Ohm·m for the first three
electrodes at depth. This behavior is consistent across profiles 2, 3, and 4 and coincides with
electrodes 1 and 3 (Figure 3). This decrease in the resistivity value could be attributed to
the different degrees of saturation of the soil, probably due to the introduction of the slurry,
which includes the infiltration of salts prevalent in slurry [48], allowing a reduction in the
resistivity, making the soil more conductive [49,50]. In addition, the findings above indicate
that the slurry may have spread laterally due to the soil composition in this region [51],
because the decrease in electrical resistivity values was observed under the electrodes
situated adjacent to the slurry pond side.

Also, analyzing surveys 1 and 2, it becomes apparent that the electrical resistivity
values differ from those of survey 3. This disparity is especially noticeable in the electrodes
where no decrease in resistivity value was detected during survey 3. To highlight, the
resistivity values at the bottom for surveys 1 and 2 closely align with the 1 Ohm·m range
commonly associated with pig slurry (Figure 4). This can be attributed to the composition
of the slurry. The slurry in surveys 1 and 2 exhibited a more fluid consistency, which may
have facilitated throwing into the soil. This finding suggests that the fluidity of the slurry
plays a crucial role in the ability to penetrate the soil and also emphasizes the significance of
monitoring the pond from the interior and the perimeter of the pond for potential external
contamination [51]. In cases where low resistivity values are observed, it could be an
indication of pig slurry seeping into the soil. This is because the presence of dissolved salts
in the pig slurry initially causes an increase in electrical conductivity, which consequently
lowers the resistivity of the soil [52]. However, as the soil dries up and the salts become
more concentrated, the resistivity may increase due to a higher concentration of dissolved
salts in the dry soil [53]. This is evidenced by the increase in the resistivity value from
survey to survey at the bottom of the pond.
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In addition, a noticeable decrease in electrical resistivity values was observed under
the electrodes located outside the pond, specifically in profile 5, from electrodes no. 22
to no. 27, at a depth of 0.4 m and 1.6 m in surveys 1 and 2 (Figure 3). This decrease in
resistivity values was more pronounced in Figure 4, which showed values below 1 Ohm in
survey 2. This reduction can be attributed to an external infiltration that may compromise
the efficacy of the slurry containment system [54].

3.2. Pig Slurry Characterization and Statistical Analysis

As a result of the differences obtained by the ERT for each level within the slurry pond,
the average resistivity values at three different depths were examined. The surface, middle,
and depth resistivity values of the slurry showed no significant differences in profiles 1 to
5; therefore, the mean value of the pig slurry was analyzed for each survey. The analysis
determined that surveys 1 and 2 differ statistically from survey 3 (Figure 4).

For the chemical characterization of the pig slurry, the initial survey yielded an average
pH of 7.3, and subsequent surveys showed a marginal increase that did not reach statistical
significance. The fluctuations in pH levels across the analyzed slurry samples can be
attributed to variances in salt intake through the feed and changes in water volume added
during cleaning procedures [1]. The EC values ranged from 37 dS/m to 17.9 dS/m;
the results indicated significant differences in the values obtained from surveys 1 and
2 compared to survey 3, consistent with the resistivity values (Figure 4). This could be
attributed to the slurry storage time, since an influential factor in the electrical conductivity
value is the organic matter content [55], which can be reduced by the storage time of the pig
slurry in the pond [56]. Over time, the TSS values in the surveys increased, with notable
disparities between the first and second surveys compared to the third. The gradual rise
in TSS levels suggested a progressive buildup of solid particles in the pond; this could be
attributed to the fact that the TSS amount was considerably more significant for the third
survey, which increased the slurry resistivity value, as suspended particles within the fluid
act as insulators, increasing resistivity [57].

Additionally, significant differences were observed between the PO4
−3 values of

surveys 1 and 2 compared to survey 3 (Figure 5). The variances in the PO4
−3 concentrations

found in the slurry pond result from biogeochemical occurrences [58]. Inorganic phosphate
is one of the different types of phosphorus present in pig slurry. This is because around
50–60% of the phosphorus in their food is excreted by pigs through their feed and urine,
as their digestive system cannot fully absorb it [59]. As organic matter decomposes in
the slurry, specific chemical reactions may cause phosphate to be released or retained
on the surface. According to research by Masse et al. [60] and Christensen et al. [61],
approximately 70% of the undissolved phosphorus in swine manure is bound to particles
ranging from 0.45 µm to 10 µm or colloids; this is because these small particles contain
a significant portion of the total phosphorus in swine manure, which could indicate a
relationship between the decrease in PO4

−3 and the increase in the amount of solids in
the slurry. This suggests that the solid particles in the slurry may contain a significant
amount of PO4

−3, which could lead to a lower PO4
−3 value during laboratory analysis in

liquid slurry. Additionally, it implies that more PO4
−3 might be trapped in the sediment

at the bottom of the pond, explaining why the PO4
−3 level decreases from one survey to

another at the surface [62]. Organic nitrogen showed significant differences between survey
1, survey 2, and survey 3 (Figure 5). The NO concentrations were highest during survey
1 compared to surveys 2 and 3. This can be attributed to the fact that organic nitrogen in
pig slurry is usually associated with organic matter [56]. Organic matter is the primary
nitrogen source in the slurry that is broken down by microorganisms through biological
decomposition processes. This results in the breakdown of nitrogen into different forms,
meaning that some organic nitrogen can be converted into ammonia nitrogen through
microbial activity [63]. Moreover, it is essential to note that the amount of time slurry is
stored can impact the levels of organic nitrogen. When slurry is stored in an anaerobic
environment, ammonia nitrogen levels increase while NO levels decrease. This can explain
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why longer storage times result in lower NO levels, as observed in all three surveys.
Nonetheless, external environmental conditions, like temperature and precipitation, can
also affect nutrient dynamics in the slurry pond. Temperature fluctuations can influence
microbial activity rates, affecting nutrient transformation processes [64]. But also, the
significant fluctuations observed in the TN and PO4

−3 values in the slurry storage pond
highlight the complex interplay of biogeochemical cycles, microbial activity, and external
environmental factors in shaping the dynamic nature of nutrient content within the system.
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4. Conclusions

This study revealed that slurry composition varied significantly over time. This
variation can be attributed to several factors, including changes in diet, environmental
conditions such as temperature and humidity, farm management practices, and the type
and amount of cleaning water used for slurry handling and storage.

Regarding the pig slurry, the electrical resistivity values obtained from the ERT method
showed significant differences from those values obtained for EC, TSS, PO4

−3, and NO.
This suggests that the use of ERT in pig slurry ponds can be used as a proxy for estimating
these concentrations; however, a more exhaustive study should be carried out to confirm if
there is a direct correlation between slurry composition and electrical resistivity values.

The variations in resistivity values observed during the time-lapse studies were found
to be associated with the consistency of the slurry. Therefore, we can conclude that electrical
resistivity tomography (ERT) can be used to accurately identify different layers of the slurry,
such as the crust zone, more fluid part, and sedimentation zone. The research findings
indicate that the utilization of electrical resistivity can be a valuable means of monitoring
slurry storage systems in real time while also providing insight into the internal variability
of the slurry.

The effectiveness of ERT In detecting and monitoring possible horizontal and vertical
infiltrations in a slurry pond has been demonstrated. This highlights the ability of ERT
to pinpoint areas that may be susceptible to the migration of slurry components into the
surrounding environment. Consequently, ERT can be a valuable tool in mitigating envi-
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ronmental risks by aiding in informed decision-making regarding the location and design
of storage ponds and implementing practices that reduce the likelihood of contamination,
therefore helping to ensure more effective environmental management of pig slurry.
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Abstract: Deep soil moisture data have wide applications in fields such as engineering construction
and agricultural production. Therefore, achieving the real-time monitoring of deep soil moisture
is of significant importance. Current soil monitoring methods face challenges in conducting the
large-scale, real-time monitoring of deep soil moisture. This paper innovatively proposes a real-
time prediction approach to deep soil moisture combining GNSS-R data and a water movement
model in unsaturated soil. This approach, built upon surface soil moisture data retrieved from
GNSS-R signal inversion, integrates soil–water characteristics and soil moisture values at a depth
of 1 m. By employing a deep soil moisture content prediction model, it provides predictions of soil
moisture at depths from 0 to 1 m, thus realizing the large-scale, real-time dynamic monitoring of
deep soil moisture. The proposed approach was validated in a study area in Goodwell, Texas County,
Oklahoma, USA. Predicted values of soil moisture at a randomly selected location in the study area
at depths of 0.1 m, 0.2 m, 0.5 m, and 1 m were compared with ground truth values for the period
from 25 October to 19 November 2023. The results indicated that the relative error (δ) was controlled
within the range of ±14%. The mean square error (MSE) ranged from 2.90 × 10−5 to 1.88 × 10−4,
and the coefficient of determination (R2) ranged from 82.45% to 89.88%, indicating an overall high
level of fitting between the predicted values and ground truth data. This validates the feasibility
of the proposed approach, which has the potential to play a crucial role in agricultural production,
geological disaster management, engineering construction, and heritage site preservation.

Keywords: deep soil moisture; soil–water characteristics; mathematical model; prediction; GNSS-R

1. Introduction

Water in soil exists in various forms, including structural water, bound water, free
water, solid-state water, and gaseous water. Investigating the quantity of water in soil
is of paramount importance [1,2]. The amount of water in soil is typically expressed as
moisture content, which fundamentally represents the ratio of water, excluding structural
water, to the mass or volume of the solid or soil body. This can be expressed in two
primary methods: mass moisture content and volumetric moisture content. Buckingham
and Gardner conducted initial research on the amount of water with respect to the energy
level with which water is held in the soil, and the relationship is known as the soil water
characteristic curve (SWCC) [3,4]. SWCC is a relationship between the moisture content in
the soil and soil suction (soil moisture potential), and it is unique for each soil type. SWCC
is used to predict soil moisture storage and field capacity and to understand the drying
and wetting characteristics of the soil and its pore structure [5,6]. The water movement
equation in unsaturated soil is a mathematical model describing the process of water
movement within soil, which holds significant importance in understanding soil moisture

Water 2024, 16, 979. https://doi.org/10.3390/w16070979 https://www.mdpi.com/journal/water111



Water 2024, 16, 979

distribution, hydrological cycles, and agricultural irrigation practices. Water movement
in soil is typically influenced by soil properties, initial moisture conditions, boundary
conditions, and environmental factors. In the early 20th century, Richards proposed
the renowned Richards equation, which has been widely employed to describe water
movement in unsaturated soil. This equation, grounded on Darcy’s law and the principle
of mass conservation, incorporates factors such as soil moisture, soil water potential, and
hydraulic conductivity, and it has been extensively utilized to investigate various scenarios
of soil water movement [7]. As research progressed, scholars recognized limitations in the
Richards equation when describing certain situations, such as nonlinearity and a lack of
physical interpretability. Consequently, to address these issues, several improved models
have been proposed, including the Brooks–Corey model, the Van Genuchten model, and
others [8,9]. These models take into account factors such as soil pore structure and capillary
pressure curves, providing a more accurate description of the soil moisture movement
process. In determining soil engineering properties, controlling the quality of compacted
soil construction, monitoring and forecasting geological hazards, managing agricultural
production with precision, and preserving cultural relics, it is essential to conduct the
testing and monitoring of soil moisture conditions [10,11]. Therefore, achieving the real-
time monitoring of deep soil moisture holds significant importance.

Surface soil moisture can be retrieved through GNSS-R signals, meeting the demand
for all-weather autonomous monitoring. GNSS, which stands for Global Navigation Satel-
lite System, primarily includes the United States GPS system, China’s BDS system, Russia’s
GLONASS system, and the European Union’s GALILEO system [12]. These navigation
satellites not only provide navigation positioning and timing information to users in
real-time but also offer L-band microwave signals suitable for remote sensing detection
characterized by global coverage, strong penetration, and a high temporal resolution [13].
Retrieving soil moisture data from GNSS-R signals involves capturing both direct and
reflected satellite signals, analyzing the time delay or power changes of the surface-reflected
signals, and deducing relevant parameters reflecting surface features based on the geo-
metric relationships among GNSS satellites, ground receivers, reflection points, and the
variations in reflection signal characteristics and surface soil properties. The technology for
retrieving surface soil moisture data through GNSS-R signals has become relatively mature.
In 2002, the University of Colorado and others, under the leadership of NASA, conducted a
series of soil moisture retrieval experiments, and experimental data validated the accuracy
of the monitoring results [14]. The Starlab Institute in Spain has designed a soil moisture
detection device based on L-band GNSS signal observations. This device analyzes the
GNSS signals after interference to obtain relevant information about soil moisture [15].
Utilizing the Advanced Integrated Equation Model (AIEM), a method for soil moisture
monitoring was derived, and the accuracy of the GNSS-R soil moisture monitoring model
was validated based on existing experimental data [16].

Current soil monitoring methods face challenges in achieving the large-scale, real-
time monitoring of deep soil moisture. Various methods are available for soil moisture
monitoring, including the drying–weighing method, Time Domain Reflectometry (TDR),
Ground Penetrating Radar (GPR), the soil resistance method, and the capacitance method
for single-point or small-scale soil moisture monitoring. Remote sensing technology is
commonly used for spatial and temporal distribution and changes in soil moisture over
large areas [17–41]. However, several issues persist in real-time soil moisture monitoring.
For instance, the applicability and accuracy of testing methods are often influenced and
constrained due to soil characteristics. Furthermore, instruments and sensors commonly
suffer from issues such as a large size, high energy consumption, and a high cost, resulting
in high real-time monitoring expenses [17–19]. The L-band signals carried by Global
Navigation Satellite Systems (GNSSs) are highly sensitive to soil moisture, making them
particularly suitable for monitoring soil moisture variations [42]. By utilizing signal power
or delay as attributes and actual soil moisture values as labels, inversion models based
on navigation signals can be established through the combination of empirical dielectric
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constant models, Support Vector Machines (SVMs), Random Forest algorithms, and neural
network methods such as BP and Deep Belief Networks [43–45]. Therefore, the introduction
of soil moisture data retrieved from GNSS-R signals largely overcomes the limitations of
traditional soil moisture measurement methods in terms of small effective measurement
area and a lack of representativeness, meeting the demand for all-weather autonomous
monitoring. However, the penetration depth of GNSSs’ L-band signals is limited to only
10 cm. As a result, soil moisture data within 10 cm depth can be retrieved through GNSS-R
signal inversion, and soil moisture data within 5 cm depth can be more accurately inverted
through GNSS-R signals. In summary, current soil monitoring methods face challenges
in achieving the large-scale, real-time monitoring of deep soil moisture. However, deep
soil moisture data are crucial in agriculture, geological hazard monitoring, engineering
construction, and site preservation.

Therefore, by integrating soil–water characteristics and soil moisture at a depth of 1 m
with surface soil moisture data retrieved from GNSS-R signal inversion, deep soil moisture
prediction models can be developed. These models enable the prediction of soil moisture
values in the 0–1 m depth range, facilitating the large-scale, real-time dynamic monitoring
of deep soil moisture.

This paper addresses the current challenge of the inability of existing soil moisture
monitoring methods to achieve the large-scale, real-time dynamic monitoring of deep soil
moisture. It innovatively proposes a real-time prediction approach to deep soil moisture
combining GNSS-R data and water movement model in unsaturated soil. This approach,
relying on soil moisture data retrieved from GNSS-R signal inversion, largely overcomes
the limitations of traditional soil moisture measurement methods, such as small effective
measurement areas and a lack of representativeness, thereby meeting the demand for
all-weather autonomous monitoring. By integrating soil–water characteristics and soil
moisture values at a depth of 1 m with surface soil moisture data retrieved from GNSS-R
signal inversion, the approach can predict soil moisture values in the 0–1 m depth range.
This approach overcomes the limitation of GNSS-R signal inversion, which is restricted
to the soil surface. The proposed method realizes the large-scale, real-time dynamic
monitoring of deep soil moisture and is expected to play a crucial role in agriculture,
geological hazard monitoring, engineering construction, and site preservation.

2. Methodology
2.1. Method Design

The core of this real-time prediction approach to deep soil moisture combining GNSS-R
data and a water movement model in unsaturated soil lies in the prediction model for deep
soil moisture based on GNSS-R detection data. The deep soil moisture prediction model
combines the unsaturated soil infiltration model, Darcy’s law, and a soil–water characteristic
model. Soil moisture data obtained from humidity sensors in the study area serve as
boundary conditions for fitting the soil–water characteristic model parameters. Surface
soil moisture data retrieved from GNSS-R signal inversion serve as input variables for the
deep soil moisture prediction model, thereby obtaining the monitored deep soil moisture.
Section 2.2 describes the construction process of the deep soil moisture prediction model,
Section 2.3 describes the data acquisition process, and Section 2.4 describes the validation
process of the deep soil moisture prediction model. After validation, the deep soil moisture
prediction model can be applied to obtain real-time deep soil moisture data through the real-
time surface soil moisture data retrieved from GNSS-R signal inversion, thus facilitating
its widespread application. The flowchart of the deep soil moisture prediction method is
illustrated in Figure 1 shown below.
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Figure 1. Flowchart of the deep soil moisture prediction method.

2.2. Mathematical Model for Predicting Deep Soil Moisture
2.2.1. Governing Equation of Water Transport in Unsaturated Soil

The Richards equation serves as the governing equation for water movement in unsat-
urated soil, and it is expressed as a nonlinear partial differential equation. By assuming
soil porosity to be uniform and neglecting anisotropy, according to mass conservation, the
one-dimensional vertical soil infiltration continuity equation is represented as Equation (1):

∂θ

∂t
= −∂q

∂z
(1)

where θ is soil moisture, t is the time, q is the vertical infiltration rate perpendicular to the
soil surface, and z is the soil depth, with a positive direction oriented vertically downwards
(with z = 0 at the soil surface).

Richards introduced Darcy’s law into the equation governing unsaturated soil water
movement, which can be represented as Equation (2):

q = −K
∂H
∂z

= − K
∂(h − z)

∂z
= −K

(
∂h
∂z

− 1
)

(2)

where K is the permeability coefficient, H is the vertical total water potential, and h is the
matric suction head.

Furthermore, the expression of the infiltration control equation, known as the Richards
equation, can be obtained as shown in Equation (3):

∂θ

∂t
=

∂

∂z

[
K
(

∂h
∂z

− 1
)]

(3)

To unify the variables, two new variables, C and D, are introduced in Equation (4),
representing soil moisture θ and the matric suction head h, respectively:





C(θ) = ∂θ
∂h

D(θ) = K
C(θ) =

K
∂θ
∂h

= K ∂h
∂θ

(4)
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where C represents the specific water capacity, reflecting the rate at which soil moisture
changes with matric suction head and describing the quantitative indicator of the soil’s
water release capacity, D represents the soil moisture diffusion coefficient, which reflects the
soil porosity, the pore size distribution, and its hydraulic conductivity, thereby influencing
the soil moisture movement conditions.

By incorporating the specific water capacity, C, and soil moisture diffusion coefficient,
D, into the infiltration control equation, as shown in Equation (3) for the Richards equation,
we obtain a one-dimensional unsaturated soil water movement control equation with soil
moisture θ as the single variable, as shown in Equation (5):

∂θ

∂t
=

∂

∂z

(
D(θ)

∂θ

∂z

)
−∂K

∂z
(5)

By defining V= dK/dθ = (K(θs)− K(θ0))/(θs − θ0) , the one-dimensional unsaturated
soil water movement control equation can be transformed into Equation (6):

∂θ

∂t
= D(θ)

∂2θ

∂z2 − V
∂θ

∂z
(6)

2.2.2. Soil–Water Characteristic Model

The soil–water characteristic model is primarily used in soil science to reflect properties
such as water retention, moisture movement, and changes in suction. It portrays the
functional relationship between soil water energy and soil moisture. From the modern
perspective of soil mechanics, the constitutive model of water retention characteristics is
one of the constitutive models of unsaturated soil. Therefore, it serves as an important
indicator for representing the basic hydraulic properties of soil, and it plays a crucial role
in studying soil water retention and movement. The deep soil moisture prediction model
proposed in this paper adopts the Van Genuchten model to characterize the soil–water
characteristic model, which represents the relationship between soil moisture and suction.
The Van Genuchten model is depicted as Equation (7):





h = 1
α

(
Se

− 1
m − 1

) 1
n

K = Ks · Kr = Ks · Se
0.5
[
1 −

(
1 − Se

1/m
)m]2 (7)

where the following applies: Se is the soil–water saturation, Se = (θ − θr)/(θs − θr); θ is
the soil moisture; θr is the soil residual moisture; θs is the soil saturated moisture; h is the
soil suction head with the unit in meters (m); α is a fitting parameter related to the soil–air
entry value, approximately equal to the reciprocal of the air entry value, with units in
meters to the power of negative one (m−1); n is a fitting parameter related to the soil pore
size distribution, n > 1; m is a fitting parameter associated with the overall symmetry of
the soil characteristic curve, m = 1 − 1/n (0 < m < 1); K represents the soil permeability
coefficient with units in meters per second (m/s); Ks represents the saturated hydraulic
conductivity of the soil with units in meters per second (m/s); and Kr represents the soil
relative permeability coefficient, Kr = K/Ks.

The parameters α, n, and m in the Van Genuchten model are obtained through the
nonlinear fitting of soil moisture at different depths, thereby establishing the soil–water
characteristic model.

2.2.3. Model for Predicting Deep Soil Moisture

The present study integrates the equation governing water movement in unsaturated
soil with the soil–water characteristic model and further establishes the deep soil moisture
prediction model.

In unsaturated infiltration, the relationship between the permeability coefficient, the
matric suction head, h, and the variable soil moisture, θ, is a significant factor influencing
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the nonlinearity of the Richards equation. Therefore, we integrate the soil–water character-
istic model with the one-dimensional unsaturated soil water movement control equation,
incorporating the Van Genuchten model in terms of specific water capacity, C, and the soil
moisture diffusion coefficient, D. This yields Equation (8):





C(θ) = ∂h
∂θ = 1

nmα ·
(

Se−
1
m − 1

) 1
n −1

· Se−
1
m −1 · 1

θr−θs

D(θ) = K
C(θ) =

K
∂θ
∂h

= K ∂h
∂θ = K

nmα ·
(

Se−
1
m − 1

) 1
n −1

· Se−
1
m −1 · 1

θr−θs

(8)

The method predicts the instantaneous soil moisture of deep soil layers. For in-
stantaneous soil moisture, which remains constant, ∂θ

∂t = 0, the governing equation for
one-dimensional unsaturated soil water transport can be transformed into Equation (9):

0 = D(θ)
∂2θ

∂z2 − V
∂θ

∂z
(9)

Assuming the diffusion coefficient is constant, D = D(θ0) =
K(θ0)
nmα ·

(
Se−

1
m − 1

) 1
n −1

·
Se−

1
m −1 · 1

θr−θs
, the general solution of the one-dimensional unsaturated soil water transport

governing equation is given by Equation (10):

θ = c1 + c2e
V
D z (10)

In the equation, c1 and c2 are undetermined coefficients that can be determined
through the boundary conditions at the upper and lower boundaries of the soil layer.

If the surface soil moisture θsurface retrieved from the GNSS signal inversion is known,
and the soil moisture θ0 at a depth of 1 m is obtained through a soil moisture sensor, the
undetermined coefficients c1 and c2 can be determined through Equation (11):

{
c1 + c2 = θsurface

c1 + c2 · e
V
D = θ0

(11)

Further simplification leads to Equation (12):




c1 = θsurface·e
V
D −θ0

e
V
D −1

c2 = θsurface−θ0

1−e
V
D

(12)

Therefore, the particular solution of the one-dimensional unsaturated soil–water
movement control equation, representing the relationship between the soil moisture and
depth, is given by Equation (13), where the diffusion coefficients D and V are functions of
soil–water characteristic parameters α, n, and m.

θ =
θsurface · e

V(m)
D(α,m,n) − θ0

e
V(m)

D(α,m,n) − 1
+

θsurface − θ0

1 − e
V(m)

D(α,m,n)

e
V(m)

D(α,m,n) z (13)

After constructing the deep soil moisture prediction model, this study fits the soil–
water characteristic parameters using soil moisture data from different depths. Employing
the deep soil moisture prediction model, soil moisture data from two or more different
depths obtained from sensors are nonlinearly fitted to obtain the soil–water characteristic
parameters α, n, and m, completing the construction of the deep soil moisture predic-
tion model.

116



Water 2024, 16, 979

After completing the construction of the deep soil moisture prediction model, inputting
the surface soil moisture data obtained from GNSS-R signal inversion into the deep soil
moisture prediction model allows the relationship between the predicted soil moisture θ
and the soil depth z for depths ranging from 0 to 1 m to be determined, as described with
Equation (13). This enables the real-time and dynamic monitoring of deep soil moisture
over a wide range.

2.3. Obtaining Soil Moisture Data
2.3.1. Soil Moisture Data from Sensors

Using soil moisture sensors to obtain soil moisture at different depths is convenient
and direct in field operations, with high data accuracy. The working principles of soil
moisture sensors are also diverse. Common soil moisture sensors are based on time-domain
reflectometry (TDR), frequency-domain reflectometry (FDR), the standing wave ratio (SWR)
method, the capacitance method, the resistance method, or the tensiometer method.

The soil moisture at a depth of 1 m from the surface tends to be relatively stable.
Therefore, at a representative location within the monitoring area, the soil moisture at
a depth of 1 m was chosen as the lower boundary condition for the deep soil moisture
prediction model. Additionally, data from two or more sets of soil moisture at different
depths are required from this location to fit the soil–water characteristic model and obtain
soil–water characteristic parameters, thus establishing the soil–water characteristic model.
Apart from surface soil moisture data obtained through GNSS-R signal inversion, other
soil moisture data are acquired using soil moisture sensors. In this study, the soil moisture
sensor provided soil moisture θ0 at a depth of 1 m and several sets of soil moisture θ between
0 and 1 m depth, sourced from the International Soil Moisture Network. The International
Soil Moisture Network is a work of international cooperation to establish and maintain a
global in situ soil moisture database. This database is an essential means of validating and
improving global satellite products and land surface, climate, and hydrological models.

2.3.2. Soil Moisture Data from GNSS-R Inversion

This method requires surface soil moisture data to be obtained from GNSS-R inversion
in the monitoring area as input variables for the deep soil moisture prediction model.
Due to the high accuracy of surface soil moisture data obtained through GNSS-R signal
inversion based on land-based or unmanned aerial vehicle receivers, this study utilized
soil moisture sensor measurements sourced from the International Soil Moisture Network
to substitute for surface soil moisture obtained from GNSS-R signal inversion.

2.4. Model Verification
2.4.1. Research Area

Due to the real-time prediction method for deep soil moisture relying on GNSS-R
detection data, ensuring the accuracy of surface soil moisture retrieved from GNSS-R
inversion requires the selection of regions where environmental factors minimally affect
GNSS-R signal inversion results. Urban areas are prone to significant interference from
various signals and light pollution, which can greatly disrupt GNSS-R signal inversion.
Therefore, for our research area, we selected a field in Goodwell, Texas County, Oklahoma,
USA (latitude: 36.60° N; longitude: 101.64° W), located far from urban areas, to minimize
interference from urban environments. This area is situated in the Great Plains region of
the United States, characterized by extensive land distribution with minimal interference
factors affecting GNSS-R signals.

2.4.2. Model Verification Process Design

To validate the accuracy of the real-time prediction approach to deep soil moisture
combining GNSS-R data and a water movement model in unsaturated soil, we compared
the soil moisture data obtained from soil moisture sensors at a specific location in the
study area with the soil moisture derived from the proposed method in this study. This
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comparison aims to determine whether the soil moisture data obtained from the real-time
prediction method for deep soil moisture align well with the data obtained from soil
moisture sensors. If the agreement is satisfactory, it would demonstrate the feasibility of
this real-time prediction approach to deep soil moisture, combining GNSS-R data and a
water movement model in unsaturated soil.

The first step involves selecting two random locations, labeled A and B, within the
study area as monitoring points. We compared the data obtained from soil moisture sensors
at these monitoring points with the soil moisture derived from the novel method proposed
in this study, thereby validating the method. Before measuring the soil moisture at the
monitoring points, it is essential to establish the soil–water characteristic model and the
deep soil moisture prediction model for the study area using soil moisture data collected
on a specific day.

We obtained surface soil moisture data, as well as soil moisture data, at depths of
0.1 m, 0.2 m, 0.5 m, and 1 m from the International Soil Moisture Network for a specific day
at the monitoring points. Utilizing the surface soil moisture data and data from depths of
0.1 m, 0.2 m, 0.5 m, and 1 m, we performed nonlinear fitting according to Equation (13),
thereby obtaining the soil–water characteristic model and the deep soil moisture prediction
model for the study area. Subsequently, after obtaining the surface soil moisture data from
GNSS-R signal inversion at subsequent time points for the monitoring points, we input
these data into the deep soil moisture prediction model to derive the relationship function
between soil moisture and depth at the monitoring points. Based on the relationship
function between soil moisture and depth at the monitoring points, we obtained the soil
moisture at each depth between 0 and 1 m for both monitoring points, A and B, as depicted
in Figure 2.

Figure 2. Position relationship diagram between monitoring point A and monitoring point B.

Afterwards, soil moisture sensors could be utilized to measure the soil moisture at
the surface and at depths of 0.1 m, 0.2 m, 0.5 m, and 1 m at the monitoring points. The
measured results could then be compared with the results obtained from the real-time
prediction method for deep soil moisture, which integrates GNSS-R detection data and
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soil–water characteristics. This comparison serves to validate the feasibility of the real-time
prediction approach to deep soil moisture combining GNSS-R data and a water movement
model in unsaturated soil.

2.4.3. Model Evaluation Index

In this paper, the data obtained from the real-time prediction approach to deep soil
moisture combining GNSS-R data and a water movement model in unsaturated soil are con-
sidered predicted values, while the data obtained from soil moisture sensors are regarded
as true values. Statistical indicators such as relative error (δ) and mean square error (MSE)
are employed to measure the deviation of predicted values from true values. Additionally,
the coefficient of determination (R2) is used to assess the degree of agreement between
predicted values and true values, thereby determining whether the prediction model can
accurately forecast deep soil moisture. This process aims to validate the feasibility of the
real-time prediction approach to deep soil moisture combining GNSS-R data and water
movement model in unsaturated soil.

We represent the true values using TR (m3/m3) and the predicted values using PV
(m3/m3). The absolute error (∆) is defined as the difference between the predicted value,
PV, and the true value, TR, as shown in Equation (14).

∆ = PV − TR (14)

The relative error (δ) is defined as the absolute error (∆) divided by the true value (TR)
multiplied by 100% to obtain a percentage representation, as shown in Equation (15).

δ =
∆

TR
× 100 (15)

The mean square error (MSE) is defined as the expected value of the square of the dif-
ference between the predicted value, PV, and the true value, TR, as shown in Equation (16).
A mean square error (MSE) closer to 0 indicates the better predictive performance of the
prediction model.

MSE =
1
m

m

∑
i=1

(PVi − TRi)
2 (16)

The coefficient of determination (R2), also known as the goodness of fit, is commonly
used in predictive models to assess the degree of agreement between predicted values
and true values. A coefficient of determination (R2) closer to 1 indicates the better pre-
dictive performance of the model. The coefficient of determination (R2) is expressed in
Equation (17).

R2 = 1 −

m
∑

i=1
(PVi − TRi)

2

m
∑

i=1
(TRi − TRi)

2
(17)

in which TRi represents the mean value of the true values.

3. Results

Firstly, soil moisture data at the surface and depths of 0.1 m, 0.2 m, 0.5 m, and 1 m at
monitoring points A and B were obtained from the International Soil Moisture Network
for 20 October, 25 October, 30 October, 4 November, 9 November, 14 November, and
19 November 2023. The soil moisture data from 25 October, 30 October, 4 November,
9 November, 14 November, and 19 November 2023 at monitoring points A and B were
primarily used to compare with the results obtained from the real-time prediction approach
for deep soil moisture proposed in this paper. The soil moisture data from 20 October 2023
at monitoring points A and B were mainly used to establish the soil–water characteristic
model and the deep soil moisture prediction model for the study area.
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Next, using the soil moisture data from monitoring points A and B at the surface and
depths of 0.1 m, 0.2 m, 0.5 m, and 1 m on 20 October 2023, we performed the nonlinear
fitting of Equation (13) to establish the soil–water characteristic model and the deep soil
moisture prediction model for the study area. Subsequently, utilizing the surface soil
moisture data from monitoring points A and B on 25 October, 30 October, 4 November, 9
November, 14 November, and 19 November 2023, we obtained the predicted values of soil
moisture at depths from 0 to 1 m using the deep soil moisture prediction model.

Finally, the predicted values and true values of soil moisture at the surface and depths
of 0.1 m, 0.2 m, 0.5 m, and 1 m for monitoring points A and B on the six dates were compared.
The results are shown in Figures 3 and 4. From the figures, it can be qualitatively observed
that the predicted values of soil moisture at the monitoring points correspond well with
the true values.

Figure 3. Comparison between predicted and true soil moisture values at monitoring point A over
six days.

Figure 4. Comparison between predicted and true soil moisture values at monitoring point B over
six days.

3.1. Assessment of Predicted Values
3.1.1. Relative Error of the Predicted Values

Subsequently, the relative error (δ) between the predicted and true soil moisture
values at different depths for monitoring points A and B over the six days was uti-
lized to quantitatively evaluate the accuracy of the model predictions, as depicted in
Figures 5 and 6. On 25 October 2023, the relative error (δ) of the predicted soil moisture
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values at different depths for monitoring point A ranged from −13.97% to 0.71%, while
for monitoring point B, it ranged from −6.25% to 3.45%. Similarly, on 30 October 2023, the
relative error (δ) for monitoring point A varied from −12.00% to 5.38%, and for monitoring
point B, it ranged from 2.74% to 6.47%. On 4 November 2023, the relative error (δ) for
monitoring point A ranged from −12.71% to 5.43%, while for monitoring point B, it ranged
from −2.74% to 5.63%. On 9 November 2023, the relative error (δ) for monitoring point
A ranged from −13.16% to 8.87%, and for monitoring point B, it ranged from 1.35% to
6.47%. On 14 November 2023, the relative error (δ) for monitoring point A varied from
−13.51% to 10.74%, and for monitoring point B, it ranged from 1.35% to 9.63%. Finally, on
19 November 2023, the relative error (δ) for monitoring point A ranged from −10.28% to
9.84%, while for monitoring point B, it ranged from 2.04% to 9.63%. The relative errors (δ)
of soil moisture predictions relative to true values at different depths for monitoring points
A and B over the six days were all within a small range, indicating minimal deviation
between predicted and true soil moisture values. Therefore, this validates the feasibility
of the real-time prediction approach to deep soil moisture combining GNSS-R data and a
water movement model in unsaturated soil.

Figure 5. The relative errors of soil moisture predictions at different depths for monitoring point A
over six days.

Figure 6. The relative errors of soil moisture predictions at different depths for monitoring point B
over six days.
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3.1.2. MSE and R2 of the Predicted Values

Based on the mean square error (MSE) and the coefficient of determination (R2) relative
to the true values of soil moisture predictions over the six days, a more in-depth quantitative
analysis of the model’s prediction accuracy could be conducted.

According to computations, the mean square error (MSE) of soil moisture predictions
for monitoring point A on 25 October 2023 was 1.59 × 10−4, while for monitoring point B, it
was 4.12 × 10−5. On 30 October 2023, the MSE for monitoring point A was 1.28 × 10−4, and
for monitoring point B, it was 2.92 × 10−5. For 4 November 2023, the MSE for monitoring
point A was 1.09 × 10−4, and for monitoring point B, it was 2.90 × 10−5. On 9 November
2023, the MSE for monitoring point A was 1.30 × 10−4, and for monitoring point B, it was
3.30 × 10−5. For 14 November 2023, the MSE for monitoring point A was 1.42 × 10−4, and
for monitoring point B, it was 5.80 × 10−5. Finally, on 19 November 2023, the MSE for
monitoring point A was 1.03 × 10−4, and for monitoring point B, it was 5.90 × 10−5, as
shown in Figures 7 and 8. It is evident that the prediction accuracy from the surface to
the deep soil moisture prediction models shows a high degree of fit with the true values.
Therefore, it validates the feasibility of the real-time prediction approach to deep soil
moisture combining GNSS-R data and a water movement model in unsaturated soil.

Figure 7. The mean square error (MSE) of monitoring point A over six days.

Through calculations, it was determined that the coefficient of determination R2 for
the soil moisture predictions at monitoring point A on 25 October 2023 was 78.68%, while
at monitoring point B, it was 82.80%. On 30 October 2023, the coefficient of determination
R2 for soil moisture predictions at monitoring point A was 89.27%, and at monitoring point
B, it was 89.88%. By 4 November 2023, the coefficient of determination R2 for soil moisture
predictions at monitoring point A increased to 90.89%, whereas at monitoring point B,
it decreased slightly to 88.71%. On 9 November 2023, the coefficient of determination
R2 for soil moisture predictions at monitoring point A was 90.54%, and at monitoring
point B, it was 89.08%. By 14 November 2023, the coefficient of determination R2 for soil
moisture predictions at monitoring point A was 90.60%, and at monitoring point B, it
was 83.73%. Finally, on 19 November 2023, the coefficient of determination R2 for soil
moisture predictions at monitoring point A was 93.19%, while at monitoring point B, it
was 82.45%, as illustrated in Figures 9 and 10. It is evident that the predictive models for
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soil moisture content from the surface to deep layers exhibit a high degree of conformity
between predicted and actual values. Therefore, the feasibility of the real-time prediction
approach to deep soil moisture content, which integrates GNSS-R detection data and soil
moisture characteristics, can be validated.

Figure 8. The mean square error (MSE) of monitoring point B over six days.

Figure 9. The coefficient of determination (R2) for monitoring point A’s soil moisture prediction over
six days.
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Figure 10. The coefficient of determination (R2) for monitoring point B’s soil moisture prediction
over six days.

When combining the mean square errors (MSEs) and coefficients of determination
(R2) relative to the true values for soil moisture predictions at monitoring points A and
B at depths from the surface of 0.1 m, 0.2 m, 0.5 m, and 1 m on 25 October, 30 October, 4
November, 9 November, 14 November, and 19 November 2023, it is evident that the deep
soil moisture prediction model achieves a high degree of fit between predicted and actual
values. Thus, it validates the feasibility of the real-time prediction approach to deep soil
moisture combining GNSS-R data and water movement model in unsaturated soil.

3.2. Effects of Soil–Water Characteristic Model on Predicted Values

Using the real-time prediction approach to deep soil moisture combining GNSS-R data
and a water movement model in unsaturated soil, soil moisture predictions for monitoring
points A and B on 25 October 2023 were obtained, revealing significant discrepancies in the
predicted values, as shown in Figure 11. The deep soil moisture prediction model used for
monitoring both points, A and B, is consistent, with the only variable being the soil–water
characteristic parameters α, n, and m in the deep soil moisture prediction model. However,
these parameters, α, n, and m, are related to the soil properties at monitoring points A and
B. Therefore, a comparison of the soil–water characteristic models between monitoring
points A and B was warranted.

Figure 12 illustrates the permeability coefficient characteristic curves of monitoring
points A and B, while Figure 13 depicts the matric suction head characteristic curves of
monitoring points A and B. It can be observed that the infiltration coefficient characteristic
curves of monitoring points A and B are relatively similar, whereas the matric suction
head characteristic curves of monitoring points A and B exhibit significant differences.
This discrepancy contributes to the considerable disparity in the predicted soil moisture
between monitoring points A and B.
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Figure 11. The comparison of predicted values between monitoring points A and B.

Figure 12. The comparison of the permeability coefficient characteristic curves between monitoring
points A and B.
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Figure 13. The comparison of matric suction head characteristic curves between monitoring points A
and B.

3.3. Effects of Model Lower Boundary Depth on Predicted Values

The real-time prediction approach to deep soil moisture combining GNSS-R data and
a water movement model in unsaturated soil proposed in this paper sets the depth of
the lower boundary of the moisture movement control equation in unsaturated soil to
1 m. To investigate the influence of the lower boundary depth setting on soil moisture
prediction, this paper sets the lower boundary depth to 1 m, 10 m, 20 m, 30 m, 40 m, and
50 m, obtaining the corresponding predicted values for monitoring point A on 25 October
2023 and comparing them, as shown in Figure 14.

Figure 14. The comparison of the permeability coefficient characteristic curves between monitoring
point A and monitoring point B.
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From the graph, it can be observed that the lower boundary depth of the unsaturated
soil moisture movement control equation has no effect on soil moisture prediction val-
ues when it exceeds 1 m. Therefore, choosing 1 m as the lower boundary depth of the
unsaturated soil moisture movement control equation is reasonable.

4. Discussion

Due to the close correlation between soil moisture and variables such as soil properties
and climatic conditions, the deep soil moisture prediction model proposed in this paper
incorporates variables such as soil properties and climatic conditions during the construc-
tion process, aiming to achieve applicability under different soil properties and climatic
conditions. As our model integrates the soil–water characteristic model, the deep soil
moisture prediction model we obtained is parameterized. Through the initial data fitting
process, the parameters in the model are solved, reflecting the characteristics of soil types.
Since the soil composition in many regions within the depth range of 0–1 m is relatively
homogeneous, resembling a homogeneous porous medium, our model is applicable in
regions where the soil composition is uniform.

In cases of heterogeneous soil, it is possible to conduct stratified research on the soil
in the study area. By combining the corresponding soil–water characteristic parameters
of each soil layer, our model can be applied to conduct research effectively. Due to the
close correlation between surface soil moisture data and climatic conditions, incorporat-
ing GNSS-R-retrieved surface soil moisture data into the process of predicting deep soil
moisture through modeling implies that the model takes climate condition variables into
consideration. In summary, the real-time prediction approach to deep soil moisture com-
bining GNSS-R data and a water movement model in unsaturated soil proposed in this
paper exhibits strong applicability and holds potential for future deployment in various
regions. However, further optimization is necessary to enhance the method’s universality.

5. Conclusions

The real-time monitoring of deep soil moisture has significant implications for con-
trolling the quality of compacted soil construction, geological disaster monitoring and
forecasting, the precise management of agricultural production, and other areas. How-
ever, traditional methods of soil moisture monitoring suffer from inefficiency and high
costs when applied to large-scale areas. Additionally, methods that rely on GNSS-R signal
inversion to obtain soil moisture data are limited due to their shallow monitoring depth.
To address the limitations of current soil moisture monitoring methods, particularly their
inability to dynamically monitor deep soil moisture over large areas in real time, this study
innovatively proposed a real-time prediction approach to deep soil moisture combining
GNSS-R data and a water movement model in unsaturated soil. This approach utilizes
surface soil moisture data obtained through GNSS-R signal inversion and integrates it with
soil–water characteristics and soil moisture data at a depth of 1 m. By employing a deep
soil moisture prediction model, it is possible to obtain predicted soil moisture values for
depths ranging from 0 to 1 m, enabling the large-scale, real-time monitoring of deep soil
moisture. The proposed method was validated using data provided by the International
Soil Moisture Network, focusing on a field in Goodwell, Texas County, OK, USA, as the
study area.

By calculating the relative error δ of the predicted soil moisture values relative to the
true values at monitoring points A and B in the study area at the surface and depths of
0.1 m, 0.2 m, 0.5 m, and 1 m on six days (25 October, 30 October, 4 November, 9 November,
14 November, and 19 November 2023), it was found that the relative error δ remained
within a relatively low range. The relative error δ at monitoring point A was controlled
within ±14%, while at monitoring point B, it was controlled within ±10%. Therefore,
it is evident that the deep soil moisture prediction model fits the true values quite well.
Furthermore, by computing the mean square error (MSE) and coefficient of determination
(R2) of the soil moisture predictions relative to the true values at monitoring points A and
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B in the study area at the surface and depths of 0.1 m, 0.2 m, 0.5 m, and 1 m on the same
six days, it was observed that the MSE at monitoring point A ranged from 1.03 × 10−4

to 1.59 × 10−4, and at monitoring point B, it ranged from 2.90 × 10−5 to 5.90 × 10−5,
indicating a relatively low overall control level. The R2 at monitoring point A ranged
from 78.68% to 93.19%, while at monitoring point B, it ranged from 82.45% to 89.88%,
indicating a relatively high overall control level. Therefore, it can be concluded that the
deep soil moisture prediction model achieves a high level of fitting with the true values.
Consequently, the soil moisture data predicted using this method align well with actual
soil moisture data, validating the feasibility of the real-time prediction approach to deep
soil moisture combining GNSS-R data and a water movement model in unsaturated soil.
The soil–water characteristic model influences soil moisture prediction values, rendering
the method applicable across different geographic features. Moreover, the depth of the
lower boundary in the unsaturated soil moisture transport control equation does not affect
soil moisture prediction values when it exceeds 1 m, justifying the selection of 1 m as a
reasonable depth for the lower boundary in the unsaturated soil moisture transport control
equation.

The real-time prediction approach to deep soil moisture combining GNSS-R data and a
water movement model in unsaturated soil achieves the real-time and dynamic monitoring
of deep soil moisture over a wide range, which can play a significant role in various fields,
such as agricultural production, geological disaster management, engineering construction,
and heritage preservation.
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Abstract: The presence of fermentative hotspots in municipal waste dumps has been reported for
several decades, but no study has focused on their size and shape. The uncontrolled landfill of
Soub Sekt, covering an area of about 8 hectares in the Tadla plain in Morocco, is the source of a
permanent pollution plume in the groundwater, detected by self-potential (SP) measurements. The
study aims to detect and characterize these hotspots as well as the leachates that form within them.
These hotspots are typically circular and smaller than 3 m in size, and they are concentrated within
recent waste deposits. Intense electron transfer activities, particularly during redox reactions leading
to metal solubilization, result in very low SP values (down to −60 mV), facilitating their detection.
Several successive field campaigns suggest that they are active for 2–3 weeks. Due to the low
permeability of the soils, highly mineralized leachates (average Electrical Conductivity 45 mS cm−1)
rich in organic ions accumulate on the soil surface at the base of the waste windrows. There, they
evolve by concentration due to evaporation and oxidation due to slow diffusion of atmospheric
O2. Despite the small size of the hotspots generating the leachates, the accumulation of leachates in
ponds and the low soil permeability limits the percolation rate, resulting in moderate but permanent
groundwater pollution.

Keywords: self-potential; redox potential; leachate plume; landfill; Tadla; Morocco

1. Introduction

Municipal waste landfills, true biological reactors, are the scene of fermentative pro-
cesses closely linked to temperature, the nature of the waste, as well as the level of organic
matter and moisture, the latter varying due to numerous factors such as climate, cultural
and dietary norms, and the possible presence of waste selective sorting [1]. Municipal
waste landfills also stand out due to a strong heterogeneity of deposited materials, varying
according to their nature, water content, and the proportion of fermentable compounds [2].
The succession of deposits over time maintains this heterogeneity in the intensity of fer-
mentative processes, depending on whether the deposit is recent and rich in fermentable
compounds or old and has already undergone these processes. Furthermore, waste de-
composition leads to the production of gas and leachate, as well as heat generation, due to
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continuous aerobic and anaerobic processes [3]. Although a wild landfill can generally be
considered an anaerobic reactor, where organic matter degradation occurs, the composition
of the leachates generated, which can contaminate groundwater resources due to their
infiltration, varies considerably depending on the location [4–6].

Geophysical methods employing non-invasive approaches are highly adept at map-
ping the scope of fermentative activities. Among various geophysical methodologies,
self-potential (SP) measurements have been applied for approximately three decades in
research concerning landfill pollution [7–9]. In recent years, there has been a surge in re-
search focusing on contamination, attributed to the remarkable sensitivity of self-potential
measurements to redox conditions in shallow aquifers [10–13]. Notably, the detectable self-
potential observed at the surface of the soil is responsive to spatial fluctuations in charge flux
within the matrix, variations in redox gradients and temperature, signals generated by mi-
croorganisms, or other activities associated with the migration of contaminants [7,12,14–17].
Mapping of fermentative activity in a European landfill using the self-potential (SP) tech-
nique has highlighted the existence of “hot spots”, areas subject to intense fermentative
processes under the control of microbial activities and geochemical reactions [9,18]. These
phenomena, often studied in soil, intensify with the abundance of organic matter and
aeration conditions. Fermentative processes there are intense, generating long-term heat,
notably through gas escape, such as methane, which can spontaneously ignite [19]. Few
studies have focused on these hot spots, with most merely mentioning their existence [18].
Are they present in all operating municipal waste landfills and distributed randomly or
concentrated within recent waste? Analysis of these specific areas could provide crucial
information to monitor landfill activities and estimate the location of unauthorized or
unlisted landfills. The self-potential method has also been used outside landfills [20–23]
to map pollution plumes in aquifers resulting from the arrival of leachates from landfill
fermentations. These studies have also confirmed the existence of hot spots through very
negative values, explained by the intensity of biogeochemical processes.

This study aims to verify the presence and locate fermentative hot spots within a
landfill based on the type and approximate age of the waste. It also aims to characterize
the shape, size, and spatial variability of fermentative “hot spots” that can cause aquifer
contamination, as well as the chemical composition of the leachates they produce, with a
focus on the specific conditions of hot and arid zones in North Africa.

2. Materials and Methods
2.1. Study Area

The study was conducted at the Souk-Sebt Ouled Nemma landfill, an uncontrolled
and unsupervised landfill for which no measures have been taken to limit its impact on the
environment. It covers approximately 8 hectares in the Tadla plain, the main agricultural
production region of Morocco (Figure 1). The site is located on the left bank of the Oum Er
Rbia river, which traverses the plain from east to west. The groundwater level, situated
approximately 5–6 m beneath a hardened limestone crust, flows in a regional direction
towards the north-northwest [24]. The climate in this area is semi-arid to arid continental,
characterized by a dry season spanning from April to October and a wet season from
November to March. The average yearly temperature hovers around 20 ◦C, with an annual
precipitation average of about 430 mm [25]. The Tadla plain receives water from the Atlas
Mountains to the south. Apart from this natural water source, an extensive irrigation
system was established in the late 1990s, drawing water from the Bin El Ouidane dam,
situated roughly 100 km upstream from the region. This irrigation network is aging; it has
numerous leaks that contribute locally to groundwater recharge, causing fluctuations in
groundwater levels during irrigation periods. Surface soils in the region have fine textures
and moderate permeability. There are many unauthorized landfills within the plain [26].
The Souk-Sebt landfill is surrounded by agricultural plots generally irrigated from late
April to late June. The soil in the landfill, compacted by the weight of trucks dumping
waste, is rather impermeable, and the leachate produced infiltrates very slowly. During
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winter, although rainfall is not abundant, it is sufficient to generate leachate pools within
the landfill, each reaching up to 1 m in depth and extending over several tens of square
meters [22].
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2.2. Soub Sekt Landfill

The Soub Sekt landfill, located north of the town of Ouled Nemma, primarily receives
household and agricultural waste, but more recently, organic residues from a confectionery
factory have been regularly dumped there. Active since the 2000s, the landfill receives
regular inputs of materials deposited in windrows. The oldest waste is typically at the base
of the windrows (Figure 2a). However, after several years, the waste covers almost the
entire surface. Remodeling of old waste is therefore regularly carried out to free up space
for new waste and maintain access for dump trucks. This results in areas of accumulation
of old materials and areas of recent deposits. Notably, there is a sector of old waste mixed
with construction materials, a sector of old deposits in overlapping windrows, and a sector
of recent waste deposition. This morphology changes little, but the quantity of added
deposits varies over time. Thus, the northeast of the landfill has proven to be a very active
sector in terms of fermentative processes. This landfill is the source of a pollution plume
that remains stable throughout the season, flowing towards the north-northwest, consistent
with our understanding of the regional groundwater flow. The plume, continuously fed
by leachates infiltrating beneath the landfill, was detected through PS measurements and
sampling during a previous study [22] (Figure 2b). The rapid flow of the groundwater
suggests pollution over a long distance, although it has not been mapped in detail. The
concerning aspect of the groundwater quality’s deterioration is heightened by the fact that
rural communities in this area rely directly on aquifer pumping for their water needs, given
the isolation of their residences.
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2.3. Self-Potential Measurements

The self-potential measurements were carried out using impolarizable electrodes of
type PMS 9000: Pb-PbCl2 NaCl from SDEC France. These probes have an internal resistance
of 450 Ohms. They are sealed with porous wood, and an electrolytic solution of NaCl en-
sures electrical continuity between the inside of the electrode and the soil. The connections
are made with multi-stranded copper cable with a section of 0.75 mm2 surrounded by
plastic insulation. The voltmeter used (Widewing Multimeter UNIT-T 71-C, Petiau type,
SDEC, Rousset, France) has a high input impedance (40 MΩ) for reliable measurement. An
electrode was installed at a fixed point outside the landfill, defining the baseline potential.
The second electrode was moved over the landfill. For each measurement of potential
difference, the position of the mobile electrode was measured by GPS and noted. The
surface of the landfill and its immediate external environment were swept to promote
contact with the ground. The measurement is noted when the measured potential is sta-
bilized, i.e., when the voltage fluctuations do not exceed 2 mV. Due to the irregularity of
the terrain, the measurements were not carried out according to a strict grid but rather
to cover the area substantially based on obstacles, with particular attention to the north
of the landfill identified as more reactive from a fermentative standpoint. Curved lines
of measurements were followed with a measurement taken every 5 m along these lines.
Measurements were thus sometimes taken between two windrows, sometimes at the top
or on the sides of the windrows. Measurements were also taken around the perimeter of
the landfill. When a hot spot was detected by a low value of electrical potential, the mobile
electrode was moved to detect its center associated with the minimum value. From this
position, a series of measurements was taken in a star pattern in 8 directions (North, South,
East, West, Northeast, Southeast, Southwest, Northwest) and at intervals of 0.5 m (0.5, 1,
1.5, and 2 m). Each hot spot was thus characterized by 33 SP measurements (Figure 3).
Some hotspots, which may be close to each other with overlapping zones of influence on
PS measurements, were not studied; only isolated hotspots were considered.

2.4. SP Data Treatment

The variograms were calculated and fitted with a model including the nugget effect
and a spherical adjustment. Raw and directional variograms were examined to (1) verify if
the measurement density is sufficient for a good cartographic representation of SP values on
the landfill and (2) detect any potential anisotropy or oriented structure of the values. Maps
were generated using kriging (Surfer19, Golden Software, www.goldensoftware.com).
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For the study of size and shape, 8 hot spots were selected. The center of each was
placed at coordinate (0, 0) and assigned a zero potential value (0 mV) to standardize,
allowing for the overlay and comparison of measurements taken in a star pattern. The
deviations from the center thus enable the calculation of means and standard deviations in
different directions. Therefore, 264 measurements were used for geostatistical processing
of data regarding the size and shape of the hot spots.
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Figure 3. Star SP measurements around the center of fermentative hotspots.

2.5. Leachates Sampling and Analysis

Seven leachate samples were taken near hotspots in the area of recent deposits, as well
as towards the center of the landfill and in the sector occupied by older deposits. Leachates
are thick, typically odorous liquids, usually black in color but sometimes red or white. In
the deepest ponds (0.7 to 1.1 m), a gradient of physico-chemical characteristics between
the surface and depth has been observed. We also noted the presence of a layer of floating
plastic waste that significantly reduces the exchange surface between the liquid leachate
and the atmosphere. Samples were collected at the surface and at depths of around 0.7 m
for the deepest ponds. Electrical conductivity, pH, redox potential (Eh), and temperature
were measured on-site. The equipment used is a Hanna Instrument HI98150 pH-meter
(Hanna Instrument, Lingolsheim, France). The redox electrode is a platinum electrode with
a half-cell KCl/AgCl2. The potential of the half-cell, which depends on temperature, was
added to the voltmeter reading to obtain the redox potential Eh. These field-acquired data
were used to calculate the partial pressure of O2 according to the formula:

2H2O ⇌ 4H+ + 4e− + O2 (g), (1)

This reaction, having slow kinetics, results in thermodynamic imbalance [27]. Calcu-
lating the equilibrating partial pressure of O2 offers the advantage of combining pH and Eh
measurements to estimate an overall parameter of anoxia, i.e., the logarithm of O2 patial
pressure (pO2).

Samples were collected in 250 mL HDPE bottles with double closure and without air
bubbles. Due to the substantial stock of organic matter in the bottle, microbial activity
consuming oxidants is maintained between sampling and laboratory analysis. The samples
were transferred to the laboratory (Emmah, Avignon University, France) for analysis of total
organic carbon (TOC) by combustion, then, after dilution and filtration to 0.45 µm (cellulose
acetate syringe filters), analysis of major anions and cations by ion chromatography and
metals by atomic adsorption. Stable isotope analysis of water was conducted on three
remaining samples on a Los Gatos Isotope Ratio Infrared Spectrometer (IRIS) (LGR DLT-
100, Los Gatos Research Inc., Los Gatos, CA, USA) at the University of Avignon (Accuracy

135



Water 2024, 16, 795

±0.2‰ vs. V-SMOW for δ18O and ±1‰ vs. V-SMOW for δ2H). These samples were then
sent to ENSCM Laboratory (National High School of Chemistry, Montpellier, France) for
analysis of trace elements by ICP-MS. Although these 3 samples are not representative of
all the processes occurring in the landfill, principal component analysis was conducted to
highlight the main evolutions of leachates within the landfill (XLStat software, addinsoft,
https://www.xlstat.com).

3. Results
3.1. Self-Potential Survey of the Landfill Site

The locations of PS measurement points are depicted in Figure 4a. The variogram
obtained over the entire landfill is shown in Figure 4b. The spatial structure exhibited a
very strong nugget effect, approximately half of the sill. This indicates high variability at
the local scale due to the presence of very small hotspots with highly negative values, much
smaller than the 5 m distance maintained between successive measurements. Consequently,
the distribution map of values (Figure 4a) only reflects the collected data but does not
adequately represent the structure of PS values on the study area surface. Based on this
result, the exploitation of directional variograms was not meaningful. The map only reflects
general trends, with values mostly positive (from −5 to +15 mV) in the extreme southeast
of the landfill, composed of older deposits mixed with construction rubble. The southwest
third of the landfill was characterized by weakly negative values (from −5 to −30 mV),
although some hotspots may be detected there. This sector consists of older waste onto
which some recent deposits (around one to two weeks before the measurement campaign)
have been accumulated. The northern part of the landfill, as well as a strip along the truck
access in the southern part, showed more strongly negative values (from −30 to −60 mV)
and are mainly characterized by the concentration of recent deposits. The map highlights
the presence of numerous hotspots throughout the landfill, sometimes very close to each
other in the northern sector. Several campaigns conducted a few months apart showed
that this zoning of the landfill is relatively constant, but the location of hotspots constantly
changes depending on the deposits.
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Figure 4. Distribution map (a) and variogram (b) of PS values within the landfill.

3.2. Size and Shape of Fermentative Hotspots

In Figure 5a, the color scale has been adapted to highlight abrupt variations in PS
around hotspots in accordance with the nugget effect observed on the variogram (Figure 4b).
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Hotspots were characterized by very negative PS values (from −40 to −60 mV) but were
sporadic. The means and standard deviations of PS values in the measured directions
around hotspots are presented in Figure 6, along with the corresponding variogram in
Figure 5b. There was an absence of nugget effect with low semivariance for distances less
than 0.4 m. Semivariance increased very rapidly for distances from around 1 to 1.6 m, then
decreased abruptly for distances greater than 2.5 m, indicating a strong structuring of the
analyzed environment, with a structure close to 2.5 m. The results confirmed the small size
of these hotspots, around 2.5–3 m in diameter, in accordance with the significant nugget
effect observed in Figure 4b at the scale of the landfill. Beyond a distance of 1.5 m from the
center, the hotspot is no longer detectable. The same aspect was observed in all directions,
with slight variations in terms of potential differences from the center (Figure 6).
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Figure 5. (a) Distribution of fermentative hotspots mainly in the northern part of the landfill and
leachate sampling; (b) variogram of self-potential measurements around hotspots (average over
8 hotspots).

A mean shape can be established from the 8 cases studied (Figure 7), confirming that
the hotspots are nearly circular without any preferential orientation. This shape reflects the
projection of a sphere onto the surface of the stacked deposits. The fermentative mass is
thus punctual or spherical, without elongation in any preferred direction.

3.3. Leachates Characteristics

The leachates were all highly mineralized with an average electrical conductivity of
45 mS cm−1. There was a noted disparity between the sum of major ions and electrical
conductivity, which is typically around 1 mmolc per 50 µS cm−1, for waters in natural
environments, whereas, in the case of leachates, it averaged 1 mmolc per 200 µS cm−1. The
pH was generally neutral, ranging from 6.02 (surface black leachate) to 8.35 (white leachate).
The calculated partial pressure of O2 ranged from 10−63 to 10−50 atm. The levels of organic
carbon, major ions, and trace elements were very high (Table S1). PCA conducted on all
parameters revealed two major processes: mineralization (Principal Component F1) and
redox processes (Principal Component F2, Table 1). The coefficients of the parameters
electrical conductivity (EC) and redox potential (Eh) showed a negative correlation, with
the most concentrated leachates being generally the least reducing.
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Figure 7. Size and shape based on an average of 8 hotspots.
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Table 1. Coordinates of the various parameters on the first two axes of PCA. Note the coordinates of
EC on axis F1 and of Eh on axis F2 (values in bold).

Parameter F1 F2 Parameter F1 F2 Parameter F1 F2

Li 1.00 0.01 Zn 1.00 0.06 F− 1.00 −0.03
B 1.00 −0.01 As 0.94 0.33 Cl− 0.99 0.16

Na 1.00 0.05 Rb 1.00 0.04 NO2
− 0.99 −0.14

Mg 1.00 −0.06 Sr 0.99 −0.10 Br− 0.96 0.27
Al 0.53 0.85 Y 0.99 0.11 NO3

− 0.85 0.53
S 1.00 −0.07 Mo −0.10 −0.99 SO4

2− 1.00 −0.09
K 1.00 0.05 Cd 0.81 −0.58 Na+ 0.99 0.15
Ca 0.99 −0.10 Sb 1.00 −0.02 NH4

+ 1.00 0.05
Ti −0.02 1.00 Cs 1.00 0.06 K+ 0.99 0.13
V 0.99 0.16 Ba 1.00 −0.05 Mg2+ 1.00 −0.07
Cr 0.52 0.85 Tl −0.99 0.17 Ca2+ 0.99 −0.16
Mn 0.99 −0.16 Pb 0.95 0.32 SiO2 −0.04 −1.00
Fe 0.99 −0.16 U 0.89 −0.46 pH −0.61 0.79
Co 1.00 0.05 EC 0.90 0.43 T ◦C 0.85 −0.52
Ni 1.00 0.05 HCO3

− 1.00 −0.04 Eh 0.32 −0.95
Cu 1.00 0.10 TOC 0.85 −0.52

All samples exhibited highly reducing characteristics. Yet, the observed classification
of leachates seems to align with varying levels of reduction, as red or white leachates
exhibit lower reducing values compared to black leachates. The latter, which are the most
common in the field, exhibited marked stratification of Eh-pH parameters within the ponds.
Pourbaix diagrams (Eh-pH) were plotted for nitrogen, iron, sulfur, and carbon (Figure 8).

Deep leachates were close to the domain of methane production, consistent with the
observed spontaneous combustion fumaroles on-site. All samples were in the domain of
ammoniacal nitrogen, explaining the presence of NH4

+ in the laboratory-analyzed samples,
unlike NO3

−, which appeared only exceptionally, probably due to slight nitrification during
the transportation of some samples. All samples were also in the domain of soluble ferrous
iron, explaining the abundance of Fe observed in the leachate analysis. The leachates were
close to the iso-activity limit of sulfate-sulfide, a theoretical equilibrium difficult to achieve
because sulfides are insoluble and precipitate as they form. This transformation from
sulfate to sulfide always occurs above the theoretical line of activity equality, as observed
for deep black leachates.

Regarding the isotopic signature of the leachates, two out of the three analyzed samples
were close to the local meteoric water line [28], while the third deviated significantly,
indicating an evaporation process (Figure 9). This sample also showed partial oxidation on
the Pourbaix diagrams.
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4. Discussion
4.1. Intermittent and Fleeting Fermentation Processes

The previous study conducted on the detection and characterization of pollution
plumes originating from the Soub Sekt landfill highlighted relatively moderate con-
tamination, mainly due to dilution by leaks from the irrigation network, but persistent
throughout the year [22]. However, leachates are produced at small-scale fermentation
hotspots, primarily within recent waste. The presence of fermentation hotspots, mean-
ing the very localized nature of fermentation points dispersed within the waste, has
been mentioned by some authors [29] but has not been the subject of specific studies,
apart from methane gas production and emission in landfills [30,31]. Because of the
discreet and non-general nature of these fermentation points, each one is likely to exhibit
different characteristics. This is reflected notably in distinct colors in the produced
leachate. As a result, the few samples collected probably do not represent all the pro-
cesses occurring within the landfill. The diversity of leachate is a direct consequence of
the localized nature of fermentation. The operational duration of fermentation hotspots
is limited to a few weeks, but the continuous deposition of newer waste sustains contin-
uous production at the landfill scale. Leachate pools that form at the base of the waste
windrows, typically ranging from 10 to 100 m2 and sometimes reaching 1 m in depth,
serve as intermediate storage for leachates. The low permeability of soils limits leachate
flow towards the water table, all contributing to limited but continuous contamination
towards the water table. The isotopic signature of leachates [32] shows that rainwaters
are the source of leachate percolation but also that they undergo an evaporation process
after reaching the soil surface at the base of the waste windrows.

4.2. Intense Fermentation Processes

Leachate samples exhibit high levels of nearly all elements and very high electrical
conductivity. From this point of view, leachates are saline. The disparity between the con-
tent of inorganic major ions and EC values, the latter being approximately four times higher
in relation to the corresponding sum of major ions, confirms that a significant proportion
of the leachate ionic load is organic. These compounds have a strong complexing power
and promote metal solubilization, which can be facilitated by attack from organic acids on
metallic waste [33]. The highly reducing nature of the hotspots favors the transition of met-
als into their reduced form, which is generally more soluble (with a few exceptions). The
very low redox potential values at the core of the hotspots reflect intense electron exchange
activity, particularly during redox processes leading to metal solubilization, following
the principle of a geobattery [12,18,29,34]. Once metals are solubilized, organo-metallic
complexation protects them from subsequent precipitation by oxidation, which is itself
delayed by slow oxygen diffusion and the preferential oxidation of easily biodegradable
carboxylic acids [35]. Thus, oxidation through atmospheric O2 diffusion to the liquid phase
within the pools primarily oxidizes the most labile forms of organic matter before oxidizing
other components. The high organic content acts as a sort of redox buffer, maintaining
highly reducing conditions in the leachates over the long term, even after migration from
hotspots to pools.

5. Conclusions

Our study confirms the presence of fermentation hotspots in the landfill under in-
vestigation. These hotspots, small in size and rich in fermentable organic matter, are the
site of intense fermentation processes, accompanied by electron exchanges that allow their
detection through self-potential measurements. Low potential (SP) values are detectable on
the surface of the waste within a maximum radius of 1.5 m from the center of the hotspot.
Fermentation processes liquefy organic materials and fractionate organic molecules into
simpler and more soluble organic acids. These organic acids massively solubilize metals,
especially those with affinities for organic matter (such as copper, lead, etc.). The solubi-
lization of compounds occurs through reduction and organometallic complexation. Rare
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rains promote the migration of leachates from hotspots to the soil surface at the base of the
waste windrows, diluting the fermentation products somewhat. These rains imprint their
isotopic signature on the leachates. Once accumulated in the pools, leachates are subjected
to two processes: evaporation due to the aridity of the climate and slow oxidation by
oxygen diffusion from the atmosphere to the leachate. This latter process is responsible for
vertical variability in redox conditions, with the deepest parts of the leachate pools being
more reducing than the interface with the atmosphere. The slow oxidation of leachates by
atmospheric O2, due to the high stock of organic carbon inducing a “redox buffer” effect,
maintains the leachate pools under highly reducing conditions. Evaporation leads to an
increase in the concentrations of various components. The results obtained from the Souk
Sebt landfill cannot be fully extrapolated to other landfills. The low permeability of the
soil, compacted by trucks depositing waste, leads to soil sealing and the accumulation
of leachates in large pools, which may not necessarily be observed in all landfills. This
situation has allowed for the study of leachates and their evolution as they accumulate in
pools, a context that, as mentioned in previous work, results in the presence of a permanent
pollution plume oriented northwest, in accordance with the regional flow of the aquifer.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/w16060795/s1, Table S1: Leachates chemistry (ICPMS and Ion
chromatography) and physico-chemical field measurements.
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Abstract: The Upper Messinian reservoirs located in the Salma Field of the Nile Delta area contain
variable facies. The key reservoir interval of the Abu Madi Formation was deposited in fluvial to
deltaic environments. These fine-grained facies form significant reservoir heterogeneity within the
reservoir intervals. The main challenges in this study are reservoir characterizing and predicting the
change in reservoir water saturation (SW) with time, while reservoir production life based on the
change in reservoir capillary pressure (Pc). This work applies petrophysical analysis to enable the
definition and calculation of the hydrocarbon reserves within the key reservoir units. Mapping of
SW away from the wellbores within geo-models represents a significant challenge. The rock types
and flow unit analysis indicate that the reservoir is dominated by four hydraulic flow units. HFU#1
represents the highest flow zone indicator (FZI) value. Core analysis has been completed to better
understand the relationship between SW and the reservoir capillary pressure above the fluid contact
and free water level (FWL), which is used to perform saturation height function (SHF) analysis. The
calculated SW values that are obtained from logs are affected by formation water resistivity (Rw)
and log true resistivity (RT), which are influenced by the volume of clay content and mud salinity.
This study introduces an integrated approach, including evaluation of core measurements, well log
analysis covering cored and non-cored intervals, neural analysis techniques (K-mode algorithm),
and permeability prediction in non-cored intervals. The empirical formula was predicted for direct
calculation of dynamic SW profiles and predicted within the reservoir above the FWL based on the
change in reservoir pressure.

Keywords: flow unit; saturation height; J-function; Messinian reservoir; Nile Delta

1. Introduction

The reservoir evaluation is necessary to identify reservoir units and to better under-
stand their relevant reservoir properties [1]. Calculating porosity, permeability, and the
study of dynamic flow is necessary to obtain more accurate estimates of reservoir storage
volumes and gain an improved understanding of flow performance. Characterizing water
saturation (SW) within reservoirs is a key challenge of the hydrocarbon reserves estimation,
which strongly influences the creation of static and dynamic reservoir models [2–6].

Reservoir classification techniques that include combined core analysis and well log
data can also be used to characterize reservoir flow unit parameters [7–9]. Advanced
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rock typing techniques, which are based on flow zone indicators (FZI), can be used to
calculate flow unit identification and characterization [10–12]. Reservoir parameters such
as porosity and permeability have been used to define reservoir hydraulic flow units during
the construction of reservoir models [13,14]. Additionally, applying artificial intelligence
techniques can potentially deliver solutions for predicting petrophysical parameters in the
non-core areas of the reservoir.

The Salma Field is a significant hydrocarbon province in the Nile Delta region [15–18].
Within the Salma Field, the clastic late Messinian Abu Madi Formation is considered as
the primary gas-producing interval (Figure 1). Previous studies include comprehensive
reservoir analysis, property modeling of petrophysical parameters of the reservoir, and
identifying various facies of the flow [19–23]. Calculating water saturation variability
within the model based on reservoir flow units can reduce the uncertainty in reservoir flow
performance and volumetric evaluation in the Salma Field.
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Figure 1. Location map of Salma field.

This study analyzes critical data from the Salma Field and provides an innovative
method that links reservoir flow units with reservoir water saturation. In order to achieve
this, this study (a) provides permeability calculations that are defined by a flow unit-
dependent porosity–permeability correlation; (b) establishes multiple saturation height
function (SHF) by using key reservoir parameters; and (c) considers the variation in rock
quality in relation to the reservoir flow performance.

This method for calculating water saturation is successful and more precise in the
example of the Salma Field, mainly as it decreases the uncertainty in the SW results
calculated from resistivity tool readings, which are influenced by shale distribution and/or
variation in reservoir water salinity. Fundamentally, this study and proposed methodology
are more practical within fields worldwide, mainly when saturation modeling is conducted
within heterogeneous reservoirs containing abundant clastic mudstone facies.
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2. Geological Setting

This study examines a suite of Messinian-aged sedimentary strata from the Delta
region of Egypt (Figure 2). The Messinian section, which comprises the Abu Madi and
Qawasim formations, hosts the most potential reservoirs in the Delta area [24]. The
Messenian section in the Nile Delta comprises a complexly layered incised valley filled with
various facies forming the reservoir and sealing lithological units [24]. These sedimentary
successions of the Abu Madi Formation have been interpreted as fluvial to the coastal
marine in origin, deposited in a subsiding basin undergoing transgression. The Abu
Madi Baltim trend in West El Manzala is defined as a sequence of back-stepping fluvial
channels [16,25,26]. The basin follows the same strike as the overall trend of the adjacent
gas-producing system of Abu Madi to the west [27].
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The Abu Madi Formation is a fluvial–estuarine sedimentary rock unit with erosive-
based channel sandstones at the base of the sequence. In the Salma Field, the Miocene cycle
is characterized by the Messinian sandstones, mudstones (shales), and sandy mudstones
(shales) of the Abu Madi Formation, which overlay the marine sedimentary rocks of the
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Sidi Salim Formation. It varies in composition and comprises different lithologies, but
mainly is made up of siltstones and sandstones with variable sedimentary structures.
The formation ranges from fluvial to deltaic environments with various depositional
conditions [28,29]. The lithofacies associations indicate subfeldspathic arenite-wacke, sub-
lithic arenite, and lithic arenites distributed across the reservoir; they also indicate reservoir
heterogeneity [30].

3. Materials and Methods

A complete set of well log data from six available wells are used in this study. Fifty-
eight core plugs of the Salma-2 well and ninety core plugs of the Salma-4 well were analyzed
at the Corex Laboratories in Egypt. Obtained measurements from the core plugs include
porosity, grain density, and permeability. Additionally, special core analysis (SCAL) was
performed on 32 core plugs of the Salma-2 well and 56 plugs of the Salma-4 well.

Pore throat analysis and capillary pressure measurements were performed on eight
samples obtained by covered mercury injection by Corex, from which data was made
available for the Salma-2 and Salma-4 wells. Porosity and permeability data were corrected
to reservoir net overburden pressure to replicate in situ values [31]. The sedimentology
of the core data was investigated (described and interpreted) (Figure 3), and the reservoir
interval was divided and characterized based on sedimentary facies and depositional
environments (Figure 4). Applying combined and integrated datasets during reservoir
characterization provides a robust methodology for static and dynamic reservoir properties
attribution and modeling [32–34].

3.1. Reservoir Hydraulic Flow Units (HFUs)

Reservoir facies were classified into rock units based on their dynamic behavior [35].
Facies are categorized and defined based on their reservoir quality index (RQI; [36]) and
value of flow zone indicator (FZI) [10,37,38]. The RQI formula is based on the theory that a
package of capillary tubes can represent a flow within a porous medium with an average
radius. The Kozeny–Carman realistic porous media theory was modified by [39]. The
technique to characterize the reservoir quality index (RQI) and determine the FZI was
developed by [10] and can be expressed as follows:

K = Φ3/(1−Φ)2 × FZI2 (1)

√
(K/Φ)= [Φ/(1−Φ)]× FZI (2)

By defining RQI in µm

RQI (µm) = 0.0314√(K/Ø) (3)

FZI (µm) = RQI/Φz (4)

Φz = Φ/(1−Φ) (5)

where

Øz = the normalized porosity in a fraction, and
Φ = porosity in a fraction, K = permeability in milli Darcy (mD).

The hydraulic flow concept is used to divide a reservoir into distinct units with unique
FZI values [40]. The hydraulic flow unit (HFU) is defined as a representative reservoir
volume with consistent petrophysical and fluid properties [10].
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Figure 4. Thin section microphotographs illustrating different sandstones microfacies of Abu Madi
Formation: (A) Feldspathic arenites and wacke stones, (B) Fine- to very fine-grained sandstones,
(C) poorly cemented, conglomeratic kaolinitic pebbly sandstones, (D) subfeldspathic arenites and
wacke stone. Mineral symbols: Anhydrite, An; Quartz, Qz; K-feldspars, K; Glauconite, G; Bioclasts,
B; Plagioclase feldspars, Ps; Lithic fragments, L; Detrital clays, Dc; Porosity (Orange Arrows); Heavy
Minerals (Green Arrows); Residual Hydrocarbons (Red Arrows).
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3.2. Well Log Analysis

Petrophysical analysis (i.e., lithology, clay content, and reservoir fluid saturations) was
carried out for six wells from the Salma Field. A quantitative reservoir evaluation requires
accurately determining shale volume (VSH). Based on mudstone (shale) distribution, mud-
rich sandstones possess different properties under different conditions and constraints [41].
Effective porosity (PHIE) was calculated using a neutron-density end point matrix cross-
plot [42], which was corrected for VSH and gas effects. The lithology and grain density,
which was determined from the core, was used in the evaluation. For reservoir water
saturation, the ‘Indonesian Model’ was applied [43–45]. The calculations were corrected
to clay content, as this can reduce resistivity and increase irreducible water saturation
values [46].

3.3. Neural Log Analysis

An artificial neural network determined the FZI in non-cored intervals and wells.
This was performed using FZIs that were calculated using core analysis and well log
prediction [31]. Reservoir flow unit classification and identification were performed for all
reservoir intervals, and geological models were produced using the TechlogTM software
(Version 2015). Statistical data for reservoir parameters was obtained from the petrophysical
analysis of the well logs [47,48]. FZI measurements were obtained from the core and used
to predict the FZI curve logistically within non-cored intervals.

3.4. Free Water Level (FWL) and Fluid Contacts

The FWL in a water-wet rock is defined as the lower contact level of fluid at which
capillary pressure (CP) is zero [49]. A FWL was used as a reference in modeling the
upper SWH functions, where capillary pressure exceeds zero and, therefore, water can
be displaced by hydrocarbons. The FWL was defined by plotting formation pressure
data against true vertical depth to define different fluid gradients. This is the point at
which formation water pressure gradient lines intersect the hydrocarbon pressure gradient
(Figure 5).
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The CP–SW curve can be predicted and converted into water saturation against height
above the free water contact H–SW curve [50,51]. This point represents a fluid contact level,
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where the capillary pressure was more significant than zero, with the height above FWL.
The various contacts’ positions may differ from those of the FWL due to rock pore throat
sizes, typically where tiny pore throat sizes formed fluid contacts that were marginally
above the FWL.

3.5. Mercury Injection Capillary Pressure (MICP)

The mercury injection capillary pressure (MICP) technique was effectively used to
determine pore throat size distribution [52]. This method uses mercury as a non-wetting
liquid with solids. By applying a pressure up to 2000 psi, mercury can penetrate the pores
spaces of the studied samples. The pore volume distribution was established as a function
of pore throat radius. The interfacial forces were the source of the fluid rise to what is
known as capillary pressure when rock pore volume is occupied with two immiscible
fluids. The relationship between pore size and a given pressure was derived by [53], as

Pc =
2σcosθ

r
(6)

where

r = pore radius, σ = the interfacial tension, θ = contact angle,
Pc = capillary pressure (absolute applied pressure).

Capillary pressure represents the interaction of rock and fluid and is controlled by the
pore size, interfacial tension, and wettability [54]. The free water level (FWL) from water
saturation within the transition zone (the height relation; [49]) is also assumed, as follows:

Pc =
2σcosθ

r
= (ρw− ρo)gh (7)

h (ft.) = Pc/0.434 (ρb−ρc) (8)

where

Pc = capillary pressure (absolute applied pressure), σ = the interfacial tension,
ρ = the density of water and hydrocarbon (gas or oil), g = the gravitational acceleration,
h = the height above FWL, ρb = specific gravity of brine,
ρc = specific gravity of hydrocarbons, 0.434 psi/ft = gradient of water.

MICP and mercury saturation analysis were performed and plotted for samples as-
signed to different flow units for the Salma-2 (Figure 6A) and the Salma-4 wells (Figure 6B).
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3.6. Reservoir Capillary Pressure and Saturation Height Function

Several studies on saturation height were developed and provided different methods
to calculate SW through saturation height (SWH) modeling [51,54]. Different rock types
are linked with different saturation height relationships [55]. A flow unit was defined for
each sample by applying Equations (3)–(5), with laboratory-measured capillary pressure
using mercury injection, where data was corrected from the laboratory fluid system to
the reservoir fluid system using Equation (6) and data in Table 1 to convert Pc from lab
to reservoir condition. Pc data for the reservoir fluid system were converted to a height
above free water level (HAFWL) using Equation (8) and applying a field-free water level
at 3100 m TVDSS (using mean sea level as the mean datum). Finally, samples from two
wells were used to demonstrate the saturation height function. Data for SW-HAFWL were
plotted for the Salma-2 well (Figure 7A) and for the Salma-4 well (Figure 7B).

Table 1. MICP interfacial tension values, contact angles, and descriptions used for laboratory and
reservoir conditions.

Parameter Contact Angles (◦) Parameter Description

σ Res 50 interfacial tension in the reservoir (gas–water)

θ Res 0 contact angle in the reservoir (gas–water)

σ Lab 70 interfacial tension in lab (air–water)

θ Lab 0 contact angle in lab (air–water)

σ Lab 485 interfacial tension in the lab (mercury–air)

θ Lab 140 contact angle in the lab (mercury–air)
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3.7. Leverett J-Function

The capillary pressure measurements of the core samples represent a limited and
small interval of the overall reservoir of the Salma Field. Therefore, additional capillary
data must be collected and combined with the saturation curves to represent different
reservoir facies and units to create a general equation that can define different reservoir
units. Leverett (1941) [36] created a dimensionless capillary pressure–saturation function
that they termed the “J-function”. This can be used to develop a general equation that
represents all typical capillary pressure curves and their dependent factors, including
porosity, interfacial tension, and average pore radius. This can be expressed as follows:

J = 0.2166 × Pc/(σ × cos θ)×
√
(K /Φ) (9)
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where

J = Leverett J-function, Pc = capillary pressure, σ = the interfacial tension, θ = contact angle,
Φ = porosity in a fraction, K = permeability in mile Darcie’s (mD).

In this study, the Leverett J-function was used to convert all capillary-pressure data
to a universal curve for the same formation and remove the variances in Pc–SW curves,
whilst considering the variations in porosity and permeability for reservoir units. However,
J-function SW correlations cannot obtain different formations with a single universal curve
and are unable to represent all the reservoir units, so each flow unit should have its own
independent J-function.

Finally, the Pc data was converted to a J-function using Equation (9) to normalize
Pc within the reservoir system. This included a gas/water fluid system, gas gradient of
0.13 PSI/Ft, and a water gradient 0.434 PSI/ft, which were obtained from the results of
pressure data evaluation. J–SW relationships were plotted for the Salma-2 well (Figure 8A)
and the Salma-4 well (Figure 8B), which represent the variation related to different HFU.
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4. Results
4.1. Facies Evaluation

Analysis of the core samples and integration with the well log data indicated that four
key depositional environments represent the Abu Madi Formation facies and environment.
These environments are defined on the basis of multiple sedimentary facies and/or facies
associations that collectively represent that particular environment.

4.1.1. Flood Plain Environment

Description: Very fine-grained sandstone with symmetrical and asymmetrical ripple
cross-lamination. Heterolithic lamination, tidal mud drapes, and reactivation surfaces are
common (Figure 3A). These facies comprise poorly cemented, moderately compacted sub-
feldspathic arenites and wacke stones (Figure 4A; 2105.7–2106 m). They contain abundant
monocrystalline quartz grains and small amounts of K-feldspar and display moderate to
good pore interconnectivity.

Interpretation: The heterolithic lamination, tidal mud drapes, and reactivation surfaces
indicate the deposition from alternating high and low flow energies and/or changes in
flow direction/regime [56]. The recognition of tidal influence on sedimentation indicates a
transition from fluvial to marine conditions.
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4.1.2. Tidally Influenced Fluvial Channel Environment

Description: Fine- to very fine-grained sandstones with wave ripple cross lamination,
wavy bedding, flaser lamination, and abundant reactivation surfaces with mud drapes
(Figure 3A), (2095.5–2096 m). These sediments are characterized by fining-upwards succes-
sions with erosive bases. These facies are composed of silt to poorly sorted and sub-angular
to rounded granule grade sediments (Figure 4B). The sandstones are poorly cemented and
moderately compacted, with common pore-filling and grain-coating detrital clays.

Interpretation: The presence of fining-upwards sequences with erosive bases suggests
deposition by a sudden event that decelerated rapidly and was erosional at the front and/or
base of the flow. The presence of wave ripples cross lamination, wavy bedding, falser
lamination, and abundant reactivation surfaces suggest a tidal influence on sedimentation.
This suggests that these sediments were deposited in a tidally influenced fluvial channel
setting [57,58].

4.1.3. Fluvial Channel Environment

Description: This environment is composed of massively bedded conglomeratic
kaolinitic pebbly sandstones with sharp bases that generally lack interbedded mudstones
(Figure 3B). The sandstones are poorly cemented and moderately compacted, with common
pore-filling and grain-coating detrital clays (Figure 4C). The sandstones are characterized
by moderate to good pore interconnectivity. There are some minor instances where light
brown parallel laminated mudstones (shales), without bioturbation or trace fossils, exist
within the succession.

Interpretation: The massively bedded conglomerates may have been deposited by a
high sediment load fluvial current [56,59]. The common scour surfaces and absence of mud-
stone interbeds between the channel-fill deposits indicate a stacked channel element formed
from multiple channel incision and infill stages [60]. The instances where light brown hori-
zontal laminates shales are present, and, in particular, the absence of bioturbation or trace
fossils, potentially suggest a continental freshwater depositional setting.

4.1.4. Tidal Channel Environment

Description: The sandstones are very fine-grained and glauconitic and display ripple
cross-lamination and trough cross-bedding (Figure 3A; 2089.5–2090 m). The sandstones
display fining-upwards sequences and mud drapes along the sedimentary fore sets (for
ripple cross-lamination and trough cross-bedding); the presence of mud drapes increases
upwards within these intervals. The sandstones are moderately to poorly sorted, sub-
rounded to sub-angular, poorly cemented, and poorly compacted subfeldspathic arenites
and wacke stones (Figure 4D). These facies display good to moderate pore interconnectivity.

Interpretation: The presence and abundance of bioturbation, an upwards increase
of mud drapes, and glauconite, indicate that these sediments were formed in a shallow
water setting, with significant tidal influence [57,58]. The presence of trough-cross bedding
and ripple cross-lamination suggests that deposition possibly occurred in a channelized
setting, with varying flow rates. Overall, these deposits are deposited in a tidal channel
environment, with glauconite suggesting the marginal marine nature of this facies.

4.2. Hydraulic Flow Units (HFU)

The FZI was calculated using RQI and normalized porosity, using the normal distri-
bution of the FZI values and the cumulative curve of FZI. HFUs were defined where the
change in the slope of the cumulative curve was interpreted as a change in flow unit bound
by the inflexion point. Measured core data for Salma-2 and Salma-4 wells (Figure 9) show
four main HFUs controlling reservoir performance in the Abu Madi Formation reservoir.
The defined HFUs, reservoir facies (Figure 10), and associated data are summarized in
Table 2.
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Table 2. HFU data for the Abu Madi Formation.

Hydraulic Flow
Unit FZI (µm) Porosity (%) Permeability

(mD) Reservoir Quality

HFU# 1 4.5 to 10 25–33 >900 Excellent

HFU# 2 1.7 to 4.5 17–33 70–1000 Good–Very Good

HFU# 3 0.6 to 1.7 12–33 4–100 Moderate–Good

HFU# 4 0.2 to 0.6 15–30 0.6–8 Low

HFU#1: The FZI average value (4.5 to 10 µm) indicates an excellent-quality sandstone
reservoir with a porosity range of 25–33% and a permeability of >900 mD. It suggests the oc-
currence of fluvial channel and tidally influenced fluvial channel facies within the reservoir.

HFU#2: The FZI average value (1.7 to 4.5 µm) is a very good- to good-quality sandstone
reservoir, with a porosity range of 17–33% and a permeability of 70–900 mD. This implies the
presence of fluvial channel and tidally influenced fluvial channel facies within the reservoir.

HFU#3: The FZI average value (0.6 to 1.7 µm) indicates moderate-quality sandstone
reservoirs, with a porosity range of 12–33% and a permeability of 4–100 mD. It is related to
the occurrence of tidal channel and floodplain deposits.

HFU#4: The FZI average value (0.2 to 0.6 µm) represents a low-quality sandstone
reservoir, with a porosity range of 15–30% and a permeability of 0.6–8 mD. This is likely an
indicative of tidal channel and floodplain facies.

4.3. Formation Evaluation

Graphical and computational methods were used to determine the petrophysical
properties of the Abu Madi Formation reservoir. TechlogTM software (Version 2015) was
used to identify various reservoir parameters, including shale volume, lithology, effective
porosity, and water saturation. The raw data of neutron-density cross-plots for the Salma-2
and Salama-4 wells show that many of the data points lie on or close to the sandstone line
(Figure 11).
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the area of clay line to clean sand line).

Points plotted near the limestone lines suggest the presence of calcareous cements.
Other points lie below the dolomite line as they are composed of 100% shale. Due to the
gas effect, some neutron-density points plot away from the sandstone line [28,61,62].
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The core data and well log analysis indicate that the reservoirs are composed mainly
of sandstone and mudstone (shale) intercalations. Sandstone intervals are characterized by
excellent reservoir quality in the Salma-2 well, which is composed of the coarser-grained
sandstones of the fluvial channel (Figure 12A) that have an average porosity of 22%, low
clay content (average shale volume of 18%), and water saturation of 30–42%. The Abu
Madi Formation reservoirs in the Salma-4 well (Figure 12B) vary from argillaceous to clean
sandstone intervals, which were deposited in estuarine, tidal, and fluvial environments.
These display excellent reservoir parameters within the pay zone, with an average porosity
of 24%, an average shale volume of 21%, and water saturations of 35–43%.
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4.4. Neural Log FZI and Permeability Prediction

The neural log application (K-mode) was originally a statistical technique, but its
results are showing to be geologically consistent [28]. Neural log techniques were applied
to data from 148 core samples as input data (PHIE and FZI from the data of core analysis),
to extrapolate and predict FZI values and define HFUs in the non-cored intervals within
the wells using log data (PHIE, Pef, and VSH). Using log and core data within the cored
intervals, as well as applying the neural analysis method to FZI on the log, the values were
then predicted within non-cored intervals [31]. The results of the FZI curve correlated
with the curves produced from the cored intervals after a reasonable number of iterations
were conducted (5 runs; each run included 100 iterations in the internal process), until it
reached a minimum constant accepted error. Permeability (K) values were calculated in the
non-cored intervals as a function of porosity (Φ ) and FZI. Re-write Equation (2) in new
format as follows [10]:

K = 1014 FZI2 ×Φ3/(1−Φ)2 (10)
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The same procedure was applied to the other wells (Salma-1, Salma-3, Salma-5, and
Salma N-1), which only have well logs that predict FZI in the non-cored intervals (i.e.,
those ‘other wells’ are non-cored throughout). The result of predicted FZI on log bases and
permeability calculations (Figures 13 and 14) are summarized in Table 3. Although the
HFUs are defined by different ranges of FZI, each flow unit may display a wide range of
porosity and permeability. Reservoir property model distribution within the entire reservoir
is provided by the distributions of FZI values and is defined by the flow unit model. The
flow units are used as the basis for the distribution of the porosity and permeability within
the range of each unit.
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Table 3. Petrophysical and neural analysis of Abu Madi Formation.

Well Zone Top
(m)

Bottom
(m)

Gross
(m) Net (m) Shale

(%)
PHIE
(%) SW (%) FZI

(µm)
KH

(mD)

Salma-2
Estuarine 2014 2025 11 2.3 24.5 18.9 35.9 3.9 357

Fluvial 2025 2088 63 23.3 18.9 21.5 43.0 4.5 636

Salma-4

Tidally
influenced

Fluvial
2088 2100 12 9.8 21.4 23.9 38.9 3.7 677

Estuarine 2100 2181 67 10.8 25.2 18.8 89.9 2.2 171

Bayhead Delta 2124 2138 14 10.2 24.4 18.4 99.4 1.9 84

Fluvial 2181 2291 110 64.9 21.0 19.7 99.8 3.5 684
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4.5. Saturation Height Model

The saturation height function was defined on the flow unit’s bases to predict water
saturation at different reservoir points based on its position above the free water level.

The goal was to create a saturation model that was more relevant to the change in
facies and reservoir parameters. Firstly, a single equation was created for each flow unit by
registration, to represent the relationship between SW and height above FWL. Secondly,
data were plotted, and the resulting curves were compared to the data for each flow unit
(Figure 15). The red line represents the best linear fit to the data trend. Finally, this study
developed an equation for a water saturation calculation with a direct relation for HAFWL
without detection for capillary pressure and incorporated this for each flow unit as follows:

SW = a × hb (11)

a = 1.4863, b = (−0.432) for HFU#1
a = 1.3103, b = (−0.391) for HFU#2
a = 1.2406, b = (−0.275) for HFU#3 and 4
SW = water saturation (v/v); h = height above free water level (ft).

On this basis, the water saturation (SW) was determined for all wells in the Salma Field.

Water 2023, 15, x FOR PEER REVIEW 16 of 22 
 

 

4.5. Saturation Height Model 
The saturation height function was defined on the flow unit’s bases to predict water 

saturation at different reservoir points based on its position above the free water level. 
The goal was to create a saturation model that was more relevant to the change in 

facies and reservoir parameters. Firstly, a single equation was created for each flow unit 
by registration, to represent the relationship between SW and height above FWL. Sec-
ondly, data were plotted, and the resulting curves were compared to the data for each 
flow unit (Figure 15). The red line represents the best linear fit to the data trend. Finally, 
this study developed an equation for a water saturation calculation with a direct relation 
for HAFWL without detection for capillary pressure and incorporated this for each flow 
unit as follows: 

SW = a × hb  (11)

a = 1.4863, b = (−0.432) for HFU#1 
a = 1.3103, b = (−0.391) for HFU#2 
a = 1.2406, b = (−0.275) for HFU#3 and 4 
SW = water saturation (v/v); h = height above free water level (ft). 

On this basis, the water saturation (SW) was determined for all wells in the Salma 
Field. 

 
Figure 15. SW–H-function curves for Abu Madi Formation: (A) HFU#1, (B) HFU#2, (C) HFU#3. (Dot 
blue line = core data, solid red line = predicted best fit line). 

4.6. Water Saturation Using J-Function 
The Leverett J-function was calculated by considering the change of reservoir poros-

ity and permeability values within the flow unit and Pc. The values of J–SW data for 

Figure 15. SW–H-function curves for Abu Madi Formation: (A) HFU#1, (B) HFU#2, (C) HFU#3. (Dot
blue line = core data, solid red line = predicted best fit line).

4.6. Water Saturation Using J-Function

The Leverett J-function was calculated by considering the change of reservoir porosity
and permeability values within the flow unit and Pc. The values of J–SW data for different
flow units are plotted (Figure 16) and a regression was performed to fit the normalized
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data using a single equation to fit the J–SW data for each flow unit (HFU#1 to HFU#3), with
different parameters (Figure 16A–C). The best fit is represented by the red line.
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Finally, this study developed an equation with the different parameter for each flow
unit, which is as follows:

J = a ×Wb or SW = (J/a)1/b (12)

a = 0.4618, b = (−2.127) for HFU#1
a = 0.1465, b = (−2.8) for HFU#2
a = 0.100, b = (−3.12) for HFU#3 and 4
where SW = water saturation (v/v); J = Leverett J-function.

The water saturation (SW_JF) was computed for all wells in the Salma Field and was
based on predefined flow units, with calculated Pc, and J-function above free water level.
Calculated SW_JF was plotted and correlated with previous SW calculated from resistivity
(Figure 17). When we compared the water saturation predicted by the saturation height
function and the J-function, the J-function was interpreted to be more reliable, largely
as the values were variable depending on the porosity and permeability of the reservoir.
In comparison, the saturation height function varied in response to changes in porosity
and permeability.
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5. Discussion
5.1. Depositional Environments, Flow Units, and Control upon Reservoir Quality

A wide range of facies and different flow units characterize the Abu Madi Formation
reservoir. The variation in the depositional environments principally controls the reservoir
parameters of these flow units. The fluvial channel and tidal channel deposits form the
highest-quality reservoir facies, in which grain sizes range from silt- to granule-grade
sandstones that are occasionally conglomeratic. This variability in grain sizes (poor-sorting)
is typically formed at the base of these facies, with beds becoming moderately sorted in the
upper parts. The sandstone of the fluvial channel facies has very good pore interconnectivity.
The high FZI values indicate very good-quality reservoirs with an effective pore system
dominated by HFU#1 and HFU#2.

However, when the reservoir’s depositional environment transitions into more estuar-
ine conditions, the sedimentary deposits are dominated by siltstone, mudstone (shale), and
some mud-rich sandstones. Despite the higher mud content, these types of deposits have
moderate FZI values (HFU-#3). Abundant in mudstone (shale) and highly argillaceous
sandstone intervals present heterolithic facies of the estuarine environment, with poor
reservoir quality. The reservoir is characterized by low FZI values, with an ineffective pore
system dominated by HFU#4.

5.2. Flow Unit Identification and Validation of Irreducible Water Saturation and SW Estimation

Two methods were used to build the saturation model: the saturation height function
and the J-function. Based on different flow units, three models for each method were ap-
plied. Data from the two methods show that small pores retain a fluid volume regardless of
any existing pressure (irreducible water saturation). Data from the SW–H model (Figure 15)
show that HFU#1 has a minimum irreducible water saturation (10%) and is lower in SW
versus height above free water level. HFU#2 has a minimum irreducible water saturation
(11%) and low to moderate SW values versus height above free water level. HFU#3 has a
minimum irreducible water saturation (20%), with high SW values versus height above
free water level. J–SW curves with different parameters related to different flow units
(Figure 16) and water saturation (SW_JF) were computed for all wells in the Salma Field
based on predefined flow units. Generally, there is a good match between SW predicted by
the two methods and SW calculated based upon the resistivity log data. The Salma-2 and
the Salma-4 well data show good agreement between modelled and calculated SW.

The predicted SW_J show reasonable matching in the deeper and middle zones above
the free water level, where most of the reservoir is blocky and clean sandstones of HFU#1
and HFU#2 are present. SW_J is almost lower than SW in the upper pay zone based on
the resistivity log (Figure 17). The difference in observed value is interpreted to be from an
overestimation of SW from resistivity, largely due to the low-resistivity values of thin beds,
resulting from the shoulder effect of adjacent shale layers, or low resistivity for interbedded
sandstone and mudstones (heterolithic).

6. Conclusions

Rock typing classification, reservoir quality assessment, and petrophysical characteri-
zation aid in the subdivision of the reservoirs into fluid flow units and rock types.

Based on the results of this study, it is concluded that four HFUs control the reservoirs
of the Salma Field in Egypt. These are HFU#1 (excellent reservoir facies), HFU#2 (very good
to good reservoir quality), HFU#3 (moderate quality), and HFU#4 (low quality). The neural
log technique (K-mode) has succeeded in predicting FZI, permeability, and petrophysical
parameters in the un-core interval in the study wells. The capillary pressure analysis and
output of a water saturation curve independent of a resistivity log measurement provided
a more consistent method than the conventional log-based analysis in low-resistivity zones,
the latter having issues around the undefined effect of clay content and shale distribution
within the reservoir.
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Understanding and prediction of the current fluid contacts was achieved by applying
the saturation height and J-function models, and the technique has been shown to be a
successful method for extrapolating water saturation for reservoir zones away from the
well and can predict throw reservoir production life and be used as a base of reservoir
dynamic model.
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Abstract: Electrical resistivity and borehole data are applied to delineate lithostratigraphic bound-
aries and image the geometry of confining-unit breaches in Eocene coastal-plain deposits to eval-
uate inter-aquifer exchange pathways. Eight dipole–dipole array surveys were carried out, and
apparent resistivity was inverted to examine the lateral continuity of lithologic units in different
water-saturation and geomorphic settings. In addition, sensitivity analysis of inverted resistivity
profiles to electrode spacing was performed. Resistivity profiles from Shelby Farms (SF) highlight the
effect of varied electrode spacing (2.5, 5, and 10 m), showing an apparent ~0.63 to 0.75 depth shift in
resistivity-layer boundaries when spacing is halved, with the 10 m spacing closely matching borehole
stratigraphy. Grays Creek and Presidents Island profiles show clay-rich Eocene Cook Mountain
Formation (CMF), with resistivity ranging from 10 to 70 Ω-m, overlying the Eocene Memphis Sand—a
prolific water-supply aquifer. Resistivity profiles of SF and Audubon Park reveal sandy Cockfield
Formation (CFF) paleochannels inset within and through the CMF, providing hydrogeologic con-
nection between aquifers, and clarifying the sedimentary origin of confining-unit breaches in the
region. The results underscore the efficacy of the electrical resistivity method in identifying sand-rich
paleochannel discontinuities in a low-resistivity regional confining unit, which may be a common
origin of breaches in coastal-plain confining units.

Keywords: aquitard breaches; coastal-plain deposits; electrical resistivity; electrode spacing; paleochannels

1. Introduction

Non-invasive geophysical methods such as electrical resistivity (ER) are emerging as
cost-effective tools for geologic and hydrogeologic studies [1], especially to characterize
and delineate subsurface hydrogeologic and geologic structures to improve groundwater
management [2,3]. ER has been used to identify the aquifers and aquitards in different geo-
logical settings [4–6], which is crucial for groundwater management. Defining aquifers and
confining-unit boundaries using geophysical methods helps to create better hydrogeologic
models for improving groundwater budgets and identifying groundwater contamination
flow paths [7–9]. Characterizing and identifying a confining unit, especially the layer above
a semi-confined aquifer, is critical to prevent contaminants from flowing into an underlying
aquifer. The presence of confining-unit breaches (thinning or absence of confining clay
layer) raises the potential for groundwater contamination.

The dynamic nature of the study area’s coastal-plain depositional setting has led to the
development of a complex stratigraphic framework. Over time, sedimentation processes,
erosion, and the influence of relative-sea-level change have shaped subsurface geology,
resulting in a heterogeneous distribution of geological formations. Previous studies provide
evidence for breaches in the upper Claiborne confining unit (UCCU), which includes the
clay-rich Cook Mountain Formation and heterolithic Cockfield Formation, overlying the
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Memphis aquifer, mainly comprising the Memphis Sand [10–15]. The Memphis aquifer is
a regionally important water-supply aquifer in Memphis, Shelby County, Tennessee, and
most of the northern Mississippi embayment region [16,17]. Recent studies suggest that
the breaches may result from the paleo-channel incision during Eocene sea-level fall and
Quaternary incision by western Tennessee tributaries to the Mississippi River [18,19].

ER surveys of the subsurface primarily depend on lithology and pore-fluid conditions
such as salinity and water saturation. The resistivity of the soil decreases with increasing
soil water saturation and pore-fluid salinity. However, the salinity of the pore-fluid affects
soil resistivity more than the saturation [20–23]. Previous studies have highlighted the
significance of considering factors such as soil saturation, pore-fluid salinity, and land-
scape characteristics when analyzing ER data [24–29]. The lateral and depth resolution
of the ER survey data depends on the chosen array type, length, and electrode spacing.
The array length is vital for depth of investigation (DOI) and depends on the electrode
spacing. Understanding the suitable electrode spacing can help interpret layer boundaries
and properties accurately. The effect of different electrode configurations on subsurface
investigation and resolution is discussed in Sections 2.2.1 and 2.2.3.

Numerous studies have employed ER to identify fault zones and groundwater con-
tamination pathways [7,30,31]. Whereas previous research has identified breaches in the
UCCU using diverse data sources [11,14,32–34], their locations and extents remain poorly
constrained. Notably, none have defined the subsurface geometry of breaches or clarified
their paleo-channel origin. This study addresses knowledge gaps in understanding the
geometry and origins of breaches in the Mississippi embayment region and coastal-plain
settings, in general, utilizing ER with borehole data to visualize and conceptualize near-
surface hydrogeology and confining-unit breaches. The research employs ER surveys to
not only delineate lithostratigraphic units and assess confining-layer continuity but also
to confirm breach presence and explore its potential causes. This innovative approach
goes beyond traditional applications of ER, such as hydrostratigraphic unit delineation
or identifying fault zones and contamination pathways, showcasing the development of
an interpretation methodology for breaches in aquitards. The identification of breaches
and assessment of their underlying causes underscore the importance of ER in shallow
sub-surface hydrogeologic investigation.

2. Materials and Methods
2.1. Geologic and Hydrogeologic Settings

The Mississippi embayment spans eight south-central United States states and consists
of unconsolidated aquifers and aquitards [17,35]. Shelby County, Tennessee, situated
within the embayment, relies entirely on groundwater for public supply, withdrawing
696,000 m3/day in 2015 [36]. The geologic setting of the study area comprises alluvial
floodplains of modern streams underlain by Pleistocene to Holocene sand and gravel with
overlying silty alluvium [14,17] (Figure 1). Uplands are prevalent in the remainder of
the county, with Pliocene and Pleistocene fluvial-terrace deposits overlain by Pleistocene
loess [10,37].

Shelby County has three primary freshwater aquifers: the shallow, Memphis, and Fort
Pillow. The shallow aquifer, with a thickness ranging from 0 to 30 m, comprises alluvial and
fluvial deposits extending over the entire county [10,16,38,39]. This aquifer encompasses
the Mississippi River Valley Alluvial (MRVA) aquifer on the west side of the bluff line [40].
In the eastern county, the shallow aquifer aligns with the unconfined region of the Memphis
aquifer, serving as a crucial recharge zone [11].

The UCCU, a regional confining unit for the Memphis aquifer, lies below the shallow
aquifer and comprises the Eocene Cook Mountain and Cockfield Formations (older to
younger). The thickness of the UCCU ranges from 0 to 61 m. The Cockfield Formation
includes sand, silt, clay, and lignite, commonly in one or more fining-upward sequences of
sand grading up to silt, clay, and lignite [10,41]. The Cook Mountain Formation is mostly
laminated with thinly bedded silty clay and very-fine-grained sand [14,42]. The UCCU
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overlies and provides confinement to the Memphis aquifer but is thin or absent in the
southern and eastern Shelby County [11,15]. The Memphis aquifer is 152–275 m thick and
composed mostly of sand with clay and minor lignite. The Flour Island confining unit,
underlies the Memphis aquifer, separating the Memphis and Fort Pillow aquifers, and
composed of clay, silt, sand, and lignite.

Figure 1. (a) Location of the Mississippi embayment. (b) The map shows the study area in Shelby
County and survey locations (red squares). The cross-section line A–A’ extends northwest in Arkansas
and southeast in Mississippi [11]. (c) Cross-section of Mississippi embayment stratigraphy along the
cross-section line A–A’. The black dot indicates the projected intersection of the cross-section line and
the Mississippi River in Figure 1b. (Ref. [43] modified Figure 1c from [44]; current revision shows the
direction, study areas on (b), and the intersection of the cross-section line on (c)).

This research focuses primarily on the UCCU, which locally includes sand-rich
breaches that provide little or no confinement to the Memphis aquifer [11,12]. Although
most of the recharge to the Memphis aquifer occurs in the region of the subcrop east of
Shelby County [16], modeling of focused recharge through breaches contributes as much
as 50 percent of the water withdrawn from the Memphis aquifer [13,44], some of which has
associated water-quality impacts [11,13].

2.2. Methodology

The ER data collected for this study were from five different locations in Shelby County
(Figure 2). Four surveys were conducted at Shelby Farms (SF) and Gray’s Creek (GC) to
evaluate the impact of electrode spacing in stratigraphic delineation. Data collected from
SF and GC examined if 10 m electrode spacing best corresponded to the interpretation
of the top of the layers. Data from Audubon Park (AP) and President’s Island (PI) fur-
ther investigated suspected breaches suggested by [11]. In addition, two boreholes were
drilled at PI to provide control and verify the interpretation of the inverted resistivity data.
Geologic and geophysical logs from nearby boreholes are used to constrain the accuracy
of the interpretations.
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Figure 2. Map showing (a) the location of Shelby County within the state of Tennessee; (b) map
showing the locations of known or suspected breaches in Shelby County (red polygon with hatching)
and Memphis aquifer recharge area (blue polygon) [15]. The black, blue, green, and red squares
represent PI, AP, SF, and GC, respectively; (c) image showing the location of survey lines in SF. The
black, leaf green, and brown lines represent 2.5 m, 5 m, and 10 m survey lines, respectively: (d) the
location of survey lines in PI. The red and yellow lines represent lines A and B, respectively; (e) the
location of the survey line at AP (blue line); and (f) the location of the survey lines in GC. The magenta
and green lines represent lines 1 and 2, with 10 and 7 m electrode spacing, respectively.

2.2.1. Subsurface Electrical Resistivity

Soil properties, such as porosity, permeability, rock texture and type, liquid chemicals,
and saturation, as well as clay content of the subsurface layer, affect the electrical resistivity
values (ERV) [26,27]. Among these parameters, the clay content impacts subsurface conduc-
tivity most [27–29] in sedimentary deposits. A resistivity survey applies electrical current
to the subsurface through current electrodes, measuring the resulting potential difference at
the surface through potential electrodes. Current flows radially from a single-point source
in a homogeneous, isotropic subsurface, developing equipotential surfaces perpendicular
to the current flow [45].

Electrical resistivity has developed as a powerful geophysical method for investigating
sub-surface stratigraphy in fluvial depositional environments. Fluvial systems, charac-
terized by the dynamic interchange of sediment transport, deposition, and erosion, leave
discrete signatures in the subsurface resistivity distribution. Ref. [46] studied the potential
of geoelectrical methods for characterizing shallow sediments in riverbeds. Combining
sensitivity analysis and measurement configurations, ER maximizes shallow riverbed hy-
drostratigraphy mapping effectiveness. In recent years, research has shown the utility of
ER for stratigraphic properties studies [2,8,30].
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2.2.2. Data Collection

ER data were collected using a SuperSting R8 Wi-Fi instrument with 56 channels. Eight
surveys were conducted, each serving a specific purpose in the investigation. Five surveys
were carried out at SF and GC to examine the influence of different electrode spacing on
delineating stratigraphic boundaries. The electrode spacing in these surveys was adjusted
to 2.5, 5, and 10 m at SF and 7 and 10 m at GC, resulting in survey lengths varying from
137.5 to 540 m. Both of these locations are in agricultural fields. However, the SF field has
numerous monitoring wells and pipelines along the margins of the field.

Three more surveys were conducted to investigate the suspected breach locations
identified in previous studies. These surveys utilized an electrode spacing of 10 m, which
is shown to be the spacing that produces profiles that best conform to borehole-based
stratigraphic boundaries and lithology. Two surveys at PI had survey lengths of 540 m,
whereas a roll-along study was performed at AP, covering a distance of 840 m. PI is an
agricultural field with a buried petroleum pipeline running between the two survey lines
(~100 m from the ends of each line). AP is a golf course with <10 m relief, buried irrigation
lines, asphalt and concrete cart paths, modified land surface for greens and fairways, and
possibly other shallowly buried infrastructure.

Data points collected along survey lines at PI and SF are 762 and 1524 for AP and GC,
respectively. Data collected at GC contain more data points than the other survey lines due
to extended data coverage, which allows overlapping data collection to improve the data
inversion process. The extended data coverage was not used for the other survey lines
due to minimal improvement in the inversion process. Data were collected at different
times during 2021 through 2022, depending on the degree of soil saturation and access.
The water table varied for different locations but remained consistent for a specific area.
The number of survey lines does not necessarily represent the whole research area but
comprises a sample of geological settings where breaches were identified using previous
studies [10,11,33,34] or suspected from recent borehole data. The number of survey lines is
also limited due to land-access permission and lack of accessibility due to tree, power, and
supply lines.

2.2.3. Array Selection and Electrode Spacing

Array configuration in an ER survey controls the amount of data collected in the field
and influences the interpretation of the inverted resistivity data. The dipole–dipole ar-
ray [47] was chosen for this study as it is sensitive to lateral variations in the subsurface [48].
Before selecting the dipole–dipole array for this study, preliminary surveys were carried
out using different array configurations, including the Wenner and Schlumberger arrays.
These initial array choices, however, showed limitations in terms of lateral resolution,
particularly concerning the targeted objective of distinguishing lateral variations within a
clay layer. The study by [7] also confirms the suitability of using the dipole–dipole array
in a subsurface-lateral-variation study. The data acquisition using these arrays yielded
comparatively fewer data points when compared with the dipole–dipole arrays. The re-
duced data quantity within the preliminary survey arrays requires increased confidence
in interpolation techniques, thereby introducing additional assumptions into the data
analysis process. Thus, the dipole–dipole array is more suitable for identifying vertical
contacts between high and low-resistive materials within a depth range in the subsurface.
In the present study, confining-unit breaches have high-resistive material (sand or gravel)
juxtaposed with low-resistive material like clay.

Understanding electrode spacing is essential for DOI. The DOI is approximately 20%
of the array length [45,46]. We also compared the obtained data to verify the DOI, which
confirms the above statement (Appendix C). As previous studies have lacked investigation
of the optimum electrode spacing in delineating stratigraphic boundaries, this study inves-
tigated the 2.5 m, 5 m, 7 m, and 10 m electrode spacing coupled with a dipole–dipole array
to find the best balance of depth resolution and survey length for near-surface sediments in
the northern Mississippi embayment.
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2.2.4. Data Processing

Apparent resistivity data collected in the field were analyzed using AGI EarthImager
2D, V. 2.1.5 – a proprietary software. The contact resistance (CR) and noise percentage were
checked for bad data and removed if the CR was above 4000 ohms or the noise percentage
was greater than 20%. We chose a smooth inversion model for the initial setting, where data
were removed if the maximum error was greater than 5%. Terrain files containing elevation
data were applied for terrain correction for the surveys conducted in Audubon Park and
President’s Island, except Shelby Farms and Gray’s Creek. Terrain files were not used for
Shelby Farms and Grays Creek due to the focus on DOI and electrode-spacing analysis.

Furthermore, terrain variations are <1 m at this location. EarthImager 2D automatically
chooses the finite element method for forward modeling when a terrain correction is
completed. The default equation solver for the forward is Cholesky Decomposition, which
the software manufacturer sets. We selected a maximum of ten iterations and a maximum
RMSE of 5% as termination criteria for resistivity inversion settings. The inversion is
continued until the RMSE is reduced below 5%. Figure 3 shows the data-processing
workflow for this study. The resistivity scale for this study was set to the same scale
(10–3500 Ω-m) for a consistent interpretation of the stratigraphic layers.

Water 2023, 15, x FOR PEER REVIEW 6 of 22 
 

 

Understanding electrode spacing is essential for DOI. The DOI is approximately 20% 
of the array length [45,46]. We also compared the obtained data to verify the DOI, which 
confirms the above statement (Appendix C). As previous studies have lacked investiga-
tion of the optimum electrode spacing in delineating stratigraphic boundaries, this study 
investigated the 2.5 m, 5 m, 7 m, and 10 m electrode spacing coupled with a dipole–dipole 
array to find the best balance of depth resolution and survey length for near-surface sed-
iments in the northern Mississippi embayment. 

2.2.4. Data Processing 
Apparent resistivity data collected in the field were analyzed using AGI EarthImager 

2D, V. 2.1.5 – a proprietary software. The contact resistance (CR) and noise percentage 
were checked for bad data and removed if the CR was above 4000 ohms or the noise per-
centage was greater than 20%. We chose a smooth inversion model for the initial setting, 
where data were removed if the maximum error was greater than 5%. Terrain files con-
taining elevation data were applied for terrain correction for the surveys conducted in 
Audubon Park and President’s Island, except Shelby Farms and Gray’s Creek. Terrain files 
were not used for Shelby Farms and Grays Creek due to the focus on DOI and electrode-
spacing analysis. 

Furthermore, terrain variations are <1 m at this location. EarthImager 2D automati-
cally chooses the finite element method for forward modeling when a terrain correction is 
completed. The default equation solver for the forward is Cholesky Decomposition, which 
the software manufacturer sets. We selected a maximum of ten iterations and a maximum 
RMSE of 5% as termination criteria for resistivity inversion settings. The inversion is con-
tinued until the RMSE is reduced below 5%. Figure 3 shows the data-processing workflow 
for this study. The resistivity scale for this study was set to the same scale (10–3500 Ω-m) 
for a consistent interpretation of the stratigraphic layers. 

A zone of no data was present from the distance of 350 to 510 m of the roll-along 
survey at AP due to triangulation of the overlapped data points below the depth of 55 m 
(Appendix B). The absence of data points below 55 m of depth and between the distances 
mentioned above was interpolated during the inversion process. 

 
Figure 3. Data-processing workflow utilized along the current study. 

2.2.5. Data Interpretation 
The resistivity range for glacial sediments suggested by [49] was used to interpret the 

inverted resistivity sections. The ranges for this study are also chosen by comparing the 

Figure 3. Data-processing workflow utilized along the current study.

A zone of no data was present from the distance of 350 to 510 m of the roll-along
survey at AP due to triangulation of the overlapped data points below the depth of 55 m
(Appendix B). The absence of data points below 55 m of depth and between the distances
mentioned above was interpolated during the inversion process.

2.2.5. Data Interpretation

The resistivity range for glacial sediments suggested by [49] was used to interpret the
inverted resistivity sections. The ranges for this study are also chosen by comparing the
resistivity values collected from the field with nearby borehole data to ensure accuracy in in-
terpretations. The presence of inorganic silt increases the resistivity value of clay [48]. Thus,
in this study, ERV less than 50 Ω-m represents clay; 50–100 Ω-m is silty clay with increasing
silt and fine sand percentage toward higher ERV; and greater than 100 Ω-m defines sand
and gravel, with increasing ERV reflecting decreased silt and clay and increased gravel.

172



Water 2023, 15, 4090

The water content and salinity decrease the resistivity of a layer [50,51]. For a 1% increase
in water content in silty sand, the ERV decreases by 5% when the water content is ≤35%
(calculated from the graph of four electrode methods for silty sand presented in [52]). The
changes in the ERV are negligible as water content reaches an equilibrium state [52]. The
ERV decreases rapidly when specific conductance (SC) is ≥0.02 mS/cm [51]. At SF, SC
ranges from 0.065 to 1.33 mS/cm [53], whereas the SC ranges from 0.045 to 0.140 mS/cm
near GC [54] at 25 ◦C for the alluvial and the Memphis aquifer. Near the PI area, the
Memphis aquifer SC ranges from 0.150 to 0.393 mS/cm [14]. At the Sheahan well field
near AP, SC ranges from 0.102 to 0.151 mS/cm [32] in the Memphis aquifer. The SC of
the MRVA aquifer near the PI area is higher than that of the Memphis aquifer and ranges
from 0.55 to 0.89 mS/cm. Hence, the ERV in the MRVA aquifer will be lower than in the
Memphis aquifer given that all factors (clay fraction, porosity, salinity) are similar for both.

3. Results
3.1. Shelby Farms

The subsurface geology at the SF site is well constrained by geologic borehole
data [12,33,34], shallow seismic surveys [18], and previous ER surveys [7], which mainly
focused on the impact of specific conductance from landfill leachate. Thus, SF provides a
suitable location for assessing the effect of ER electrode spacing on profile correspondence
to stratigraphic units designated using borehole and geophysical data. Analysis of ER pro-
files based on electrode spacings of 2.5, 5, and 10 m are compared to information obtained
from geophysical well logs and geologic descriptions from boreholes Q-151 and Q-125, and
the latter of which is ~5 m from the survey line.

The top of the high ERV zone is estimated at approximately 16 m, based on the
depth of sand-rich deposits in borehole Q-125, inferred from the contrast in ERV shown in
Figure 4a at an electrode spacing of 10 m. The inverted resistivity profile (IRP) generated
with a 5 m electrode spacing (Figure 4b) exhibits a high ERV boundary at a depth of 12
m—4 m higher than that of the 10 m electrode spacing. The IRP conducted with a 2.5
m electrode spacing (Figure 4c) shows the top of the high ERV boundary at a depth of
7.5 m. Based on these observations, when the electrode spacing is reduced by half, the
depth to the top sand-rich zone decreases by a factor of ~0.75–0.63. Q-125 contains a
metal protective casing and is ~5 m from the survey lines. The metal casing can act as a
conductor, allowing electrical current to bypass the subsurface and travel directly through
the casing [55]. This phenomenon can introduce biases or distortions in the survey data
near the well, leading to overestimating subsurface resistivity. Although this effect may
be significant for the 2.5 m electrode spacing, it is less likely to be a problem for the 5 m
electrode spacing. The apparent decrease in the depth of the high ERV zone is not clearly
understood. However, it may be related to the processing or inherent characteristics of the
ER technique. Comparison to the borehole-based lithology indicates that the 10 m electrode
spacing best represents lithological changes, especially those below 5 m depth.

The profiles from the shorter electrode spacings (2.5 and 5 m) have value because
they resolve the upper 10–15 m of subsurface in greater detail than the longer spacing.
For example, Figure 4c explicitly shows a low-resistivity zone (<50 Ω-m) within the top
4 m that corresponds well to the upper alluvium and an underlying moderate to high
ER layer (ranging from 80 to 200 Ω-m) that fits well to the sand and gravel alluvium.
Whereas in Figure 4a, the upper ~10 m are an intermediate ER layer ranging from 80 Ω-m
to 200 Ω-m with little discernable structure. Furthermore, the intermediate ER layer is
underlain by a high ERV zone, 100 Ω-m to greater than 3500 Ω-m, with noticeable lower
resistivity discontinuities (Figure 4a,b). This interval is not apparent in Figure 4c, perhaps
due to the distortion caused by the steel casing or poor depth resolution. The size and
geometry of the discontinuities are consistent with paleo-channel features identified from
shallow-shear-wave seismic analysis along approximately the same line [18]. The revised
stratigraphic interpretation of the SF by [19] indicates that the paleo-channel features are in
the Eocene Cockfield Formation, based on stratigraphic position and texture.
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Figure 4. Comparison of interpreted geology at SF with different electrode spacing: (a) IRP with
10 m electrode spacing, (b) IRP with 5 m electrode spacing, and (c) IRP with 2.5 m electrode spacing.
The IRPs are complemented with superimposed lithologic logs, providing additional context for
interpretation. The blue dashed line with the triangle above is the inferred water table. The black
lines on each IRP indicate the inferred depth of the sand-rich, high-resistivity interval based on
borehole data in wells Q-125 and Q-151 and the paleo-channel feature based on [18]. Additionally,
the red dashed lines represent interpreted Eocene paleo-channel margins, while the red dotted line
highlights the anomaly caused by the presence of a steel casing.

The high ERV layer (ranging from 100 to 200 Ω-m) observed at depths between
50 and 80 m in Figure 4a is interpreted as the Memphis Sand, which aligns with [56] and
recent stratigraphic revisions by [19]. The low ER layer, below 50 Ω-m, observed below
80–90 m (Figure 4a) corresponds to a silty clay layer locally observed in the middle of the
Memphis Sand, which may be equivalent to the Zilpha clay defined in Mississippi [17].
The low-resistivity layer is not visible in Figure 4b,c due to the shallower DOI.

3.2. Grays Creek

Electrical resistivity surveys were conducted at the GC site to investigate the resistivity
ranges for the Cook Mountain Formation and Memphis Sand and a potential breach
inferred from borehole data. Two orthogonal surveys, a long line with 10 m electrode
spacing and a shorter one with 7 m electrode spacing, were used to assess further the
influence of electrode spacing on the depth of strong resistivity contrasts (the boundary
between the top high-resistivity zone and the low-resistivity zone below it).

In the IRPs from GC (Figure 5a,b), the alluvium is a low-to-moderate ERV layer
ranging from 15 to 80 Ω-m and is observed in the top 12 m. Similar to the results at SF, the
sand-rich lower alluvium is distinct in the IRP with shorter spacing. The low ERV layer
(<50 Ω-m) extending from a depth of ~12 to ~32 m is the Cook Mountain Formation. The
high ERV interval, ranging from 100 to 300 Ω-m, was observed in both IRPs below ~32 m
and represents the Memphis Sand.
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Figure 5. The IRPs of (a) line 1 (10 m spacing) and (b) line 2 (7 m spacing) carried out along the GC.
The solid black lines represent stratigraphic layer boundaries, and the red dashed lines show the
average depth of the top of the Memphis Sand. No data for the water table is available at this site.

Figure 5a,b provides insights into the average depths of the layer boundaries between
lithologic units. The average depth for the boundary between the Cook Mountain For-
mation and Memphis Sand is estimated at ~32 m for the 10 m spacing and ~32.5 m for
the 7 m spacing survey, suggesting little or no apparent depth shift. The boundary depth
between the Cook Mountain Formation and Memphis Sand, determined by the well log
(TN157_000438) ~200 m north of GC line 1, is 32.5 m mbgs (meter below ground surface).
Similarly, the depth of the base of the alluvium in both IRPs is ~8 m, which is similar
to or a little deeper than that observed in the nearby borehole. The absence of a distinct
shift may be related to very high resistivities or the absence of steel casing adjacent to the
survey lines.

The inferred boundary between the alluvium and Cook Mountain Formation deepens
to the north, which is away from the direction of the stream. The deeper contact is
interpreted to reflect alluvium underlain by the Cockfield Formation inset into the Cook
Mountain Formation, which is evident in the adjacent well log. Although there is no
evidence of the presence of a paleochannel, the inferred shape and slope of the Cockfield—
Cook Mountain formation contact to the north towards the well is believed to represent a
paleo-channel just north of line 1 at GC. Land inaccessibility limited further assessment of
the inferred paleo-channel and potential breach.

3.3. President’s Island

Both IRPs discussed at PI are oriented west to east on President’s Island (Figure 6), a
former Mississippi River island now connected to the east bank of the Mississippi River.
The primary goal of conducting these two profiles was to investigate a previously proposed
breach beneath most of PI [11], recent evidence for which is suggested locally from inverted
airborne electromagnetic (AEM) data [29]. Because no lithologic control from borehole data
was available at the site, cored boreholes were drilled, and gamma logs (Appendix D) were
obtained along each line to provide detailed geologic information (Figure 5).

Line A is positioned ~730 m east of the river. A discontinuous layer with a moderate
ERV range of ~50–110 Ω-m is present from 65 to 58 masl (meter above sea level) in Line A
(Figure 6a). At 60–20 masl, a high ERV zone (>100 Ω-m) is observed, which connects to the
surface at both ends of the survey line. Combining these two intervals forms the MRVA with
the low-resistivity upper layer being the fine-grained, silty alluvium. At ~34 to 20 masl,
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a low ERV layer (<50 Ω-m) underlies the MRVA with ~14 m of relief along the contact.
This unit extends to ~23 m masl or more. It is represented by laminated-to-thinly-bedded
silty clay and silty, very-fine-grained sand of the Cook Mountain Formation in borehole
TN157_003511 (Figure 7). The lower part of the IRP, below −23 masl, in Figure 6a had low-
quality data removed from the profile and not shown but likely includes high-resistivity
Memphis Sand strata.
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Line B is 1.25 km east of the Mississippi River and 255 m east of Line A. The IRP of
Line B (Figure 6b) exhibits a moderate ERV zone of the silty alluvium to 120 m towards
the east from the western side of the line. Below the intermediate ERV layer and along the
remainder of the line to the east, a high ERV zone is observed between ~57 and ~14 masl,
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representing sand and gravel in the MRVA. A low-to-moderate ERV interval cuts across
the high ERV zone from 240 to 170 m along the line. In borehole TN157_003510, this
interval includes more silt and clay. The overall shape is consistent with a buried MR
channel margin, similar to those inferred at the Tennessee Valley Authority (TVA) sites [14].
Like line A, the base of the high ERV zone has ~19 m of relief, with deepening of the
contact to the east. Ref. [14] also noted the deepest level of incision of the MRVA in the
underlying Eocene strata, which was deepest along the eastern side of the TVA sites.
From ~34 masl to ~−40 masl, a low ERV layer underlies the MRVA that is represented
by laminated-to-thinly-bedded silty clay and silty, very-fine-grained sand of the Cook
Mountain Formation in borehole TN157_003510. The intermediate-to-high resistivity in the
interval of ~26 to ~8 masl at the borehole site may represent finer sand in the upper part
of the Cook Mountain Formation in that area. The intermediate-to-high ERV layer below
the Cook Mountain Formation in the center of line B is the Memphis Sand, which is better
resolved in line B than in line A.

The PI ER lines illustrate the stratigraphy beneath the Mississippi River floodplain
and do not support what [11] previously interpreted as a broad breach. The silty alluvium
is not represented as continuous based on the ER lines, which contrasts with borehole data
collected at PI and data from the TVA sites. However, it is not uncommon to have poor
resolution in the upper 5 m of an ER survey with 10 m electrode spacing, similar to that
observed at the SF sites (Figure 4). The geometry of the sand and gravel of the lower MRVA
at PI is consistent with that inferred at the TVA sites, with deeper incision and thickening
of the MRVA to the east. Furthermore, line B illustrates the probable channel geometry of
one of the channel complexes defined at the TVA sites. Like the TVA sites, Cook Mountain
is below the MRVA, and the Cockfield Formation is absent. Although intermediate-to-high
ER is observed locally in line B, the sediments representing these deposits are silty and
clay-rich and do not represent well-sorted sand typical of incised paleo-channel deposits,
such as that observed at SF (Figure 4). Although high-resistivity intervals are observed in
AEM data beneath PI [29], they are in inaccessible areas west of lines A and B. The results
of the ER study suggest that low-to-intermediate ERV intervals beneath the PI site do not
represent breach sites. The extent of the breach at PI is likely much smaller than that [11]
proposed initially.

3.4. Audubon Park

AP is situated in the heart of Memphis near the Sheahan well field, one of eleven
Memphis’ Light Gas and Water municipal-well fields. Numerous studies have been con-
ducted using geochemical tracer, hydrologic, and borehole data on the leakage of modern
water into the Memphis aquifer near the Sheahan well field [32,57,58]. The water table
elevation is 60 masl [59] at the AP site and is depressed relative to the water table elsewhere
in the Memphis area, suggesting water leakage from the shallow aquifer to the Memphis
aquifer [32]. Two boreholes with geologic and geophysical logs are aligned with the ER
line (TN157_000105 and TN157_000112), and a cored borehole is shown (TN157_003082)
0.5 km west of the line (Figure 8).

Within the uppermost 10 m, a layer with a variable ERV range of ~10 to 90 Ω-m is
observed, with localized intermediate-to-high ERV zones of ~100 to 130 Ω-m (Figure 8).
The low ERV zones likely represent loess with variable saturation; the lowest values rep-
resent more saturation. The spacing of low-resistivity maxima is periodic, with most
separated by 10 to 30 m of intermediate-to-high resistivity, presumably representing drier
zones. Below ~85 masl, a high ERV layer exceeding 300 Ω-m becomes prominent but is
segmented by the intermediate-to-high ERV zones observed in the overlying loess. The
upper part of the high-resistivity layer corresponds to sand and gravel of the Pliocene
Upland Complex, a fluvial-terrace deposit that underlies most upland surfaces in Shelby
County [37] or Pleistocene fluvial-terrace paleo-channel-fill deposits beneath the Sheahan
well field area [60]. The source of the irregular variation in the high ERV layer is unclear.
However, it may represent variable saturation or lithologic changes, especially clay ac-
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cumulation due to paleosol development in the upper part of the sand and gravel. The
base of the fluvial-terrace deposits is interpreted to be in the lower part of the highest
ERV zones (>1000 Ω-m) based on geophysical and geologic logs. The lower part of the
high ERV zone is the sand-rich Cockfield Formation based on the geologic borehole log
from TN157_0003082 and geophysical logs from the other two boreholes. Between 160
and 250 m and 620 and 690 m, the fluvial terrace is underlain by a low-to-intermediate
resistivity unit interpreted as the Cook Mountain Formation. The sand-rich Cockfield
Formation is inset into the Cook Mountain Formation and from 290 to 570 m inset into the
Memphis Sand. These characteristics are consistent with the Cockfield Formation being
inset as paleochannel deposits into the underlying Eocene units. In all cases, the pale-
ochannel has a concave-up geometry. The intermediate-to-high ERV interval beneath the
Cockfield Formation represents the Memphis Sand based on the cored borehole log from
TN157_0003082 and geophysical logs from the other two boreholes. The Memphis Sand in
borehole TN157_0003082 has intervals of fine sand and clay and clay ball conglomerate,
likely contributing to the intermediate ERV.
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The AP line generally follows the lithological variations expected from the stratigraphy
determined from cored borehole TN157_0003082 and geophysical logs from other boreholes.
However, it illustrates complicated patterns likely due to surface features and irregular
saturation. Figure 8 shows numerous surface features along the line on the AP golf course.
In addition, an underground sprinkler system and modification to the surface beneath
putting greens, which are not shown, may also influence the signals. The distribution of
the sprinklers, in particular, may create the periodic patterns of low resistivity observed
in the upper 10 m of the line. The extension of the intermediate resistivity zones from the
surface into the fluvial-terrace deposits may also have origins in the surface features, but as
stated above, lithology and saturation could also play a role. The extensive modification of
the surface and greater depth to the water table at the golf course, as opposed to the rather
monotonous surface conditions with a shallow water table beneath the agricultural fields,
especially at GC and PI, result in complications to the resulting IRPs, which require ample
geologic control based on borehole data to constrain interpretation.

The IRP from the AP line supports the absence of a confining unit beneath much
of the golf course, proximal to the ER line. It is consistent with borehole geophysical
log data [58] and water level and hydrologic tracer studies [13,32,58]. Desaturation of
the shallow aquifer and development of an anomalous depression in the water table [11]
requires a direct hydrologic pathway from the fluvial-terrace deposits to the Memphis Sand,
which is provided by the Cockfield paleo-channel system (Figure 8). Ref. [57] previously
proposed that the confining unit was absent in a shallow borehole adjacent to borehole
TN157_0003082, showing the influence of oxygenated shallow groundwater infiltrating the
Memphis aquifer. Most recently, Ref. [58] used MODFLOW to model modern water through
a breach beneath the AP golf course and found a favorable comparison to hydrologic tracer
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data. The AP ER survey imaged the physical manifestation of at least a part of the system
of breaches beneath the Sheahan well field that have led to drainage of the fluvial-terrace
aquifer and leakage of modern water into the Sheahan well field.

4. Discussion
4.1. Effect of Electrode Spacing

Analysis of the inverted resistivity data obtained from the ER surveys at SF reveals
that electrode spacing can significantly impact the interpretation of hydrostratigraphic
features. Notably, different electrode-spacing configurations lead to an apparent upward
shift in the ERV layer boundaries representing various subsurface layers. The extent of this
impact is more pronounced at SF (0.75–0.63 times) when the electrode spacing is reduced to
half of its initial value. It is unclear why the ERV domain shifts boundaries for spacings at
SF; however, the sensitivity appears to be greatest at depths < 10 m using the dipole–dipole
array, similar to the results of [3]. Steel casing near the survey lines at SF may introduce
errors in the depth calculation of the stratigraphic units [55], but this is likely only a local
effect. The influence of the steel casing on the electrical resistivity values around the well
needs to be further investigated, as well as the potential influence of other infrastructure at
SF (e.g., [7]). The depth shift may also be possible with shorter electrode spacing due to a
significant decrease in the apparent resistivity values, due to a shallow conductive layer at
a low acquisition level [61].

Similar to the previous study [7], this study shows that an electrode spacing of 10 m
yields ERV layer values and boundaries most consistent with local stratigraphy. This partic-
ular spacing configuration yields ERV layer boundary depths consistent with boundaries of
subsurface stratigraphic units based on borehole data. Utilizing a larger electrode spacing
yields resistivity measurements that predominantly reflect the deeper stratigraphic units,
with commensurate data loss at depths < ~5 m. The results from the SF and AP surveys
suggest, however, that surface and shallow subsurface features influence the ERV at depths
> 5 m, suggesting that surveys using short (~2.5 m) and long (~10 m) electrode spacings
with the dipole–dipole array will increase or decrease the overall layer resistivity.

4.2. Electrical Resistivity Data Analysis

At SF and AP (Figures 4a and 8), the IRPs indicate the absence of the Cook Mountain
Formation or substantial clay in the Cockfield Formation between the shallow and Memphis
aquifers, indicating confining-unit breaches in these areas. The SF profile reveals paleo-
channel features similar to those that [18] identified using shallow seismic methods. The
similarity demonstrates the potential compatibility of the two methods to be used in
tandem to resolve the subsurface structure and ERV domain that characterize the geometry
of paleochannel features, either inset into low-resistivity clay or within predominantly
high-resistivity sand. At SF, silty clay of the Cook Mountain Formation is present ~0.5 km
west of the ER survey line at the same depth as the paleochannel features [12], suggesting
incision and lateral migration of paleo-river systems in the Eocene as an origin of the
hydrogeologic breaches. The pattern of paleo-channel overlap suggests channel migration
towards the west or southwest through time, eroding the underlying Cook Mountain
Formation and placing the sandy paleo-channel fill of the Cockfield Formation in direct
contact with the Memphis Sand. However, the study of paleochannel migration is beyond
this research’s scope and requires future investigation. The AP profile incision, or partial
incision of Cockfield paleochannels through the Cook Mountain Formation, is evident at
three locations along the profile. Ref. [58] shows that the paleochannel beneath the AP
golf course extends westward into a buried Eocene tributary drainage system. The ER
profile indicates little evidence for lateral channel migration; however, perhaps shallow
S-wave seismic analysis similar to that conducted at SF by [18] may be useful to resolve
such depositional structure.

The ER surveys at GC and PI demonstrate consistency with regional Eocene stratigra-
phy and similarity of lithologic characteristics across the study area. The lithology of the
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Cook Mountain Formation is similar across Shelby County [19], which is well supported
by the similarity in the ERV range observed. The Cook Mountain Formation is thought to
have been deposited across Shelby County as a shallow marine to brackish water prodelta
clay [14,19]; thus, the continuity of lithology is expected. Thus, the absence of the Cook
Mountain Formation implies removal rather than non-deposition. Paleochannel erosion
of coastal-plain prodelta and marine clay units similar to the Cook Mountain Formation
is also known from elsewhere in the Gulf and Atlantic coasts [62–64], suggesting further
investigation may provide a broader mechanistic basis for their origin.

5. Conclusions

This study focuses on the investigation of electrical resistivity (ER) as a tool for
investigating shallow stratigraphy (<100 m) in the Mississippi embayment, and defining
the characteristics and geometry of breaches through a regional confining unit. ER surveys
were conducted in the floodplain (GC, PI, and SF) and upland (AP) settings, some with
excellent supporting geologic data and others with limited data. Initial investigations at
SF, a well-studied site with numerous boreholes near the survey lines, focused on using
electrode spacing (2.5, 5.0, and 10.0 m) to resolve stratigraphic units and compare them
to borehole data. Electrode spacing was also investigated at GC, applying 7.0 and 10.0 m
spacing. All surveys involved a dipole–dipole array, from which the apparent electrical
resistivity values (ERV) were inverted to create inverted resistivity profiles (IRPs) using
AGI EarthImager 2D—V. 2.1.5 software.

The electrode-spacing analysis suggests that varying the electrode spacing can result
in an apparent vertical shift of ERV boundaries on IRPs. The 10 m electrode spacing yielded
ERV boundaries that conform best to borehole-based stratigraphy. At SF, decreasing the
electrode spacing by half caused the apparent depth of ERV boundaries to shift to shallower
depth by a factor of ~0.63–0.75. A potential local source for the shift may be steel casing
from a monitoring well < 5 m from the line. However, whether this is important at greater
distances (50 or 100 m) from the steel casing is unclear. At GC, the shift in the depth for the
two spacings was insignificant considering the m-scale resolution of the IRPs, suggesting
that factors creating the shift may be specific to the SF site or greater deviation in electrode
spacing. In both cases, the 10 m electrode spacing yields ERVs and ERV boundaries that
best fit with known site stratigraphy. Furthermore, at SF, a channel-shaped ERV boundary
noted in the 10 m survey correlated well with a similar structure identified by [18] using
a shallow S-wave seismic survey, suggesting the potential to apply both survey tools to
resolve structure and lithology of significant features better. Surface modifications, such
as those at SF and the AP golf course, may create additional complications to interpreting
IRPs and may be fruitful investigations for surveys with short (<5 m) electrode spacing.

The ER surveys at SF and AP identified paleochannel features within the sand-rich
Cockfield Formation that have incised partially or entirely through the clay-rich Cook
Mountain Formation and suggest that paleochannel incision may be a significant origin for
breaches in the regional confining unit. The IRPs from SF show sand-filled paleochannel
features within the Cockfield Formation directly overlying the Memphis Sand. The Cook
Mountain Formation is present at the same depth in boreholes ~0.5 km away, suggesting
that paleochannel incision removed the Cook Mountain Formation and the subsequent
sand fill of the Cockfield Formation created the breach. More clearly at AP, the IRP shows
sand-rich Cockfield Formation filling the paleo-channel structures incised into and through
the Cook Mountain Formation and into the Memphis Sand. In both cases, the sand-rich
Cockfield Formation in direct contact with the Memphis Sand creates a hydrogeologic
connection between the alluvial- or fluvial-terrace aquifer and the regionally important
Memphis aquifer. The paleo-channel origin implies that these hydrogeologic connections
may have greater lateral extent, along the paleo-channel length, but such inference requires
future investigation.

The GC and PI IRPs show a continuous Cook Mountain Formation with similar
characteristics between the Memphis Sand and alluvial deposits, which supports the
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interpretation of the Cook Mountain as the primary confining unit for the Memphis aquifer.
The regional extent and shallow marine origin of the Cook Mountain Formation imply that
its absence is due to removal rather than non-deposition. Paleochannel incision through
regional marine confining units in coastal-plain settings similar to those in the Eocene of
southwestern Tennessee suggests that paleochannel breaches in marine confining units are
more common than is currently recognized and may have a common origin.
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Appendix A. Comparison of the Inverted Resistivity Profiles of the Data Collected
Using Different Arrays

The inverted resistivity profile of the data collected using the dipole–dipole arrays
resolves lateral variation better than the data collected using other arrays.
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Appendix B. Apparent Resistivity Data Was Collected Using a Roll-Along Survey at
Audubon Park (AP), Showing a Triangulated Zone of No Data
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Appendix C. Verification of Maximum Depth of Investigation

Table A1. Analysis of the DOI and array length relationship at Shelby Farms.

Array Length, L (m) Depth of the Deepest Data Point, D (m) D/L

270 59 0.22
270 52 0.19
135 25.9 0.19

Table A2. Analysis of DOI and array length relationship at Grays Creek.

Array Length, L (m) Depth of the Deepest Data Point, D (m) D/L

550 119 0.22
385 78 0.20

Table A3. Analysis of DOI and array length relationship at President’s Island.

Array Length, L (m) Depth of the Deepest Data Point, D (m) D/L

440 88 0.20
550 111 0.20
550 105 0.19
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Appendix D. Gamma Logs of Boreholes Drilled at President’s Island
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1. Kowalczyk, S.; Maślakowski, M.; Tucholka, P. Determination of the Correlation between the Electrical Resistivity of Non-Cohesive

Soils and the Degree of Compaction. J. Appl. Geophys. 2014, 110, 43–50. [CrossRef]
2. Casagrande, M.F.S.; Furlan, L.M.; Moreira, C.A.; Rosa, F.T.G.; Rosolen, V. Non-Invasive Methods in the Identification of

Hydrological Ecosystem Services of a Tropical Isolated Wetland (Brazilian Study Case). Environ. Chall. 2021, 5, 100233. [CrossRef]
3. Singh, U.; Sharma, P.K. Non-Invasive Subsurface Groundwater Exploration Techniques BT—Environmental Processes and Management:

Tools and Practices for Groundwater; Shukla, P., Singh, P., Singh, R.M., Eds.; Springer International Publishing: Cham, Switzerland,
2023; pp. 1–16, ISBN 978-3-031-20208-7.

4. Fajana, A.O. Groundwater Aquifer Potential Using Electrical Resistivity Method and Porosity Calculation: A Case Study. NRIAG J.
Astron. Geophys. 2020, 9, 168–175. [CrossRef]

5. Wahab, S.; Saibi, H.; Mizunaga, H. Groundwater Aquifer Detection Using the Electrical Resistivity Method at Ito Campus,
Kyushu University (Fukuoka, Japan). Geosci. Lett. 2021, 8, 15. [CrossRef]

6. Wu, J.; Dai, F.; Liu, P.; Huang, Z.; Meng, L. Application of the Electrical Resistivity Tomography in Groundwater Detection on
Loess Plateau. Sci. Rep. 2023, 13, 4821. [CrossRef] [PubMed]

7. Schoefernacker, S. Evaluation and Evolution of a Groundwater Contaminant Plume at the Former Shelby County Landfill,
Memphis, Tennessee. Ph.D. Dissertation, The University of Memphis, Memphis, TN, USA, 2018.

8. Hussain, Y.; Uagoda, R.; Borges, W.; Nunes, J.; Hamza, O.; Condori, C.; Aslam, K.; Dou, J.; Cárdenas-Soto, M. The Potential Use of
Geophysical Methods to Identify Cavities, Sinkholes and Pathways for Water Infiltration. Water 2020, 12, 2289. [CrossRef]

9. Thomas, J.C.; Spring, M.A.; Gruhn, L.R.; Bristow, E.L. Application of Geophysical Methods to Enhance Aquifer Characterization and
Groundwater-Flow. Model. Development, Des. Moines River Alluvial Aquifer, Des. Moines, Iowa, 2022; US Geological Survey: Reston,
VA, USA, 2023. [CrossRef]

10. Graham, D.D.; Parks, W.S. Potential for Leakage among Principal Aquifers in the Memphis Area, Tennessee; Water-Resources Investiga-
tions Report 85-4295; US Geological Survey: Reston, VA, USA, 1986. [CrossRef]

11. Parks, W.S. Hydrogeology and Preliminary Assessment of the Potential for Contamination of the Memphis Aquifer in the Memphis Area,
Tennessee; Water-Resources Investigations Report 90-4092; US Geological Survey: Reston, VA, USA, 1990. [CrossRef]

12. Gentry, R.; McKay, L.; Thonnard, N.; Anderson, J.L.; Larsen, D.; Carmichael, J.K.; Solomon, K. Novel Techniques for Investigating
Recharge to the Memphis Aquifer; American Water Works Association: Denver, CO, USA, 2006; p. 97.

13. Larsen, D.; Waldron, B.; Schoefernacker, S.; Gallo, H.; Koban, J.; Bradshaw, E. Application of Environmental Tracers in the
Memphis Aquifer and Implication for Sustainability of Groundwater Resources in the Memphis Metropolitan Area, Tennessee.
J. Contemp. Water Res. Educ. 2016, 159, 78–104. [CrossRef]

14. Carmichael, J.K.; Kingsbury, J.A.; Larsen, D.; Schoefernacker, S. Preliminary Evaluation of the Hydrogeology and Groundwater Quality
of the Mississippi River Valley Alluvial Aquifer and Memphis Aquifer at the Tennessee Valley Authority Allen Power Plants, Memphis,
Shelby County, Tennessee; Open-File Report 2018-1097; US Geological Survey: Reston, VA, USA, 2018.

15. Larsen, D.; Waldron, B.; Schoefernacker, S. Updated Map of Semi-Confined Conditions in the Memphis Aquifer, Shelby County,
Tennessee: A Work in Progress. In Proceedings of the Virtual 2022 Tennessee Water Resources Symposium, Virtual, 20–21 April
2022; TN Section AWRA: Nashville, TN, USA, 2022; p. 2C-3.

16. Parks, W.S.; Carmichael, J.K. Geology and Ground-Water Resources of the Memphis Sand in Western Tennessee; Resources Investigations
Report 88-4182; US Geological Survey: Reston, VA, USA, 1990. [CrossRef]

17. Waldron, B.; Larsen, D.; Hannigan, R.; Csontos, R.; Anderson, J.; Dowling, C.; Bouldin, J. Mississippi Embayment Regional Ground
Water Study; US Environmental Protection Agency: Washington, DC, USA, 2011; p. 192.

18. Waldron, B.A.; Harris, J.B.; Larsen, D.; Pell, A. Mapping an Aquitard Breach Using Shear-Wave Seismic Reflection. Hydrogeol. J.
2009, 17, 505–517. [CrossRef]

19. Larsen, D.; Schoefernacker, S.R.; Waldron, B. Stratigraphy of Upper Claiborne Strata in Western Tennessee and Hydrogeologic
Implications. In Geological Society of America Abstracts with Programs 159-10; The Geological Society of America: Boulder, CO, USA,
2022; Volume 54. [CrossRef]

20. Hong-Jing, J.; Shun-Qun, L.; Lin, L. The Relationship between the Electrical Resistivity and Saturation of Unsaturated Soil.
Electron. J. Geotech. Eng. 2014, 19, 3739–3746. [CrossRef]

21. Lu, Y.; Abuel-Naga, H.; Al Rashid, Q.; Hasan, M.F. Effect of Pore-Water Salinity on the Electrical Resistivity of Partially Saturated
Compacted Clay Liners. Adv. Mater. Sci. Eng. 2019, 2019, 7974152. [CrossRef]

22. Fatima Zohra, H.; Laredj, N.; Maliki, M.; Missoum, H.; Bendani, K. Laboratory Evaluation of Soil Geotechnical Properties via
Electrical Conductivity Evaluación de Laboratorio de Las Propiedades Geotécnicas Del Suelo Mediante Conductividad Eléctrica.
Rev. Fac. De Ing. 2019, 90, 101–112. [CrossRef]

23. Corwin, D.L.; Yemoto, K. Salinity: Electrical Conductivity and Total Dissolved Solids. Soil. Sci. Soc. Am. J. 2020, 84, 1442–1461.
[CrossRef]

24. Ward, S.H. The Resistivity and Induced Polarization Methods. In Proceedings of the 1st EEGS Symposium on the Application of
Geophysics to Engineering and Environmental Problems, Golden, CO, USA, 28–31 March 1988; Environment and Engineering
Geophysical Society: Denver, CO, USA, 1998; pp. 109–250. [CrossRef]

184



Water 2023, 15, 4090

25. Zonge, K.; Wynn, J.; Urquhart, S. Resistivity, Induced Polarization, and Complex Resistivity. In Near-Surface Geophysics;
Investigations in Geophysics; Butler, D.K., Ed.; Society of Exploration Geophysicists: Tulsa, OK, USA, 2005; pp. 265–300,
ISBN 978-1-56080-130-6.

26. Bedrosian, P.A.; Schamper, C.; Auken, E. A Comparison of Helicopter-Borne Electromagnetic Systems for Hydrogeologic Studies.
Geophys. Prospect. 2016, 64, 192–215. [CrossRef]

27. Baldridge, W.S.; Cole, G.L.; Robinson, B.A.; Jiracek, G.R. Application of Time-Domain Airborne Electromagnetic Induction to
Hydrogeologic Investigations on the Pajarito Plateau, New Mexico, USA. Geophysics 2007, 72, B31–B45. [CrossRef]

28. Wang, H.; Revil, A. Surface Conduction Model for Fractal Porous Media. Geophys. Res. Lett. 2020, 47, e2020GL087553. [CrossRef]
29. Minsley, B.J.; Rigby, J.R.; James, S.R.; Burton, B.L.; Knierim, K.J.; Pace, M.D.M.; Bedrosian, P.A.; Kress, W.H. Airborne Geophysical

Surveys of the Lower Mississippi Valley Demonstrate System-Scale Mapping of Subsurface Architecture. Commun. Earth Environ.
2021, 2, 131. [CrossRef]

30. Nabi, A.; Liu, X.; Gong, Z.; Ali, A. Electrical Resistivity Imaging of Active Faults in Palaeoseismology: Case Studies from Karachi
Arc, Southern Kirthar Fold Belt, Pakistan. Nriag J. Astron. Geophys. 2020, 9, 116–128. [CrossRef]

31. Porras, D.; Carrasco, J.; Carrasco, P.; González, P.J. Imaging Extensional Fault Systems Using Deep Electrical Resistivity
Tomography: A Case Study of the Baza Fault, Betic Cordillera, Spain. J. Appl. Geophys. 2022, 202, 104673. [CrossRef]

32. Larsen, D.; Gentry, R.; Solomon, D. The Geochemistry and Mixing of Leakage in a Semi-Confined Aquifer at a Municipal Well
Field, Memphis, Tennessee, USA. Appl. Geochem. 2003, 18, 1043–1063. [CrossRef]

33. Bradley, M.W. Ground-Water Hydrology and the Effects of Vertical Leakage and Leachate Migration on Ground-Water Quality near the
Shelby County Landfill, Memphis, Tennessee; Water-Resources Investigations Report 90-4075; US Geological Survey: Reston, VA,
USA, 1991; p. 47. [CrossRef]

34. Parks, W.S.; Mirecki, J.E. Hydrogeology, Ground-Water Quality, and Potential for Water-Supply Contamination near the Shelby County
Landfill in Memphis, Tennessee; U.S. Geological Survey Water-Resources Investigations Report 91-4173; US Geological Survey:
Reston, VA, USA, 1992; p. 79. [CrossRef]

35. Clark, B.R.; Hart, R.M. The Mississippi Embayment Regional Aquifer Study (MERAS): Documentation of a Groundwater-Flow Model
Constructed to Assess Water Availability in the Mississippi Embayment; Scientific Investigations Report 2009–5172; US Geological
Survey: Reston, VA, USA, 2009; p. 61. [CrossRef]

36. Dieter, C.A.; Maupin, M.A.; Caldwell, R.R.; Harris, M.A.; Ivahnenko, T.I.; Lovelace, J.K.; Barber, N.L.; Linsey, K.S. Estimated Use of
Water in the United States in 2015; Circular 1441; US Geological Survey: Reston, VA, USA, 2018; p. 65. [CrossRef]

37. Van Arsdale, R.B.; Cox, R.T. The Mississippi’s Curious Origins. Sci. Am. 2007, 296, 76B–82B. [CrossRef]
38. Brahana, J.V.; Broshears, R.E. Hydrogeology and Ground-Water Flow in the Memphis and Fort Pillow Aquifers in the Memphis Area,

Tennessee; Water-Resources Investigations Report 89-4131; US Geological Survey: Reston, VA, USA, 2001; p. 56. [CrossRef]
39. Konduru Narsimha, V.K. Altitudes of Water Levels 2005, and Historic Water Level Change in Surficial and Memphis Aquifer,

Memphis, Tennessee. Master’s Thesis, The University of Memphis, Memphis, TN, USA, 2007.
40. Lloyd, O.B.; Lyke, W.L. Ground Water Atlas of the United States: Segment 10, Illinois, Indiana, Kentucky, Ohio, Tennessee; Hydrologic

Atlas 730; US Geological Survey: Reston, VA, USA, 1995; p. 30. [CrossRef]
41. Vanderlip, C.A.; Cox, R.T.; Larsen, D.; Mitchell, J.; Harris, J.B.; Cearley, C.S. Newly Recognized Quaternary Surface Faulting and

Folding Peripheral to the New Madrid Seismic Zone, Central United States, and Implications for Restraining Bend Models of
Intraplate Seismic Zones. J. Geol. 2021, 129, 77–95. [CrossRef]

42. Martin, R.V.; Van Arsdale, R.B. Stratigraphy and Structure of the Eocene Memphis Sand above the Eastern Margin of the Reelfoot
Rift in Tennessee, Mississippi, and Arkansas, USA. GSA Bull. 2017, 129, 970–996. [CrossRef]

43. Bursi, J.B. Recharge Pathways and Mechanisms to the Memphis Aquifer. Master’s Thesis, University of Memphis, Memphis, TN,
USA, 2015.

44. Brahana, J.V.; Parks, W.S.; Gaydos, M.W. Quality of Water from Freshwater Aquifers and Principal Well Fields in the Memphis Area,
Tennessee; Water-Resources Investigations Report 87-4052; US Geological Survey: Reston, VA, USA, 1987; p. 26. [CrossRef]

45. Jamaluddin; Umar, E. Identification of Subsurface Layer with Wenner-Schlumberger Arrays Configuration Geoelectrical Method.
IOP Conf. Ser. Earth Environ. Sci. 2018, 118, 12006. [CrossRef]

46. Clifford, J.; Binley, A. Geophysical Characterization of Riverbed Hydrostratigraphy Using Electrical Resistance Tomography.
Near Surf. Geophys. 2010, 8, 493–501. [CrossRef]

47. Lowry, W.F. Geophysical Techniques. In Field Sampling Procedures Manual; The New Jersey Department of Environmental
Protection (NJDEP): Trenton, NJ, USA, 2022; p. 46.

48. Wightman, W.E.; Jalinoos, F.; Sirles, P.; Hanna, K. Application of Geophysical Methods to Highway Related Problems; Tech Report
FHWA-IF-04-021; US Federal Highway Administration: Lakewood, CO, USA, 2003; p. 744.

49. Palacky, G.J. Resistivity Characteristics of Geologic Targets. In Electromagnetic Methods in Applied Geophysics–Theory Volume 1;
Investigations in Geophysics, Volume 3; Society of Exploration Geophysicists: Houston, TX, USA, 1988; pp. 52–129, ISBN 978-0-
931830-51-8.

50. Samouëlian, A.; Cousin, I.; Tabbagh, A.; Bruand, A.; Richard, G. Electrical Resistivity Survey in Soil Science: A Review.
Soil. Tillage Res. 2005, 83, 173–193. [CrossRef]

51. Friedman, S.P. Soil Properties Influencing Apparent Electrical Conductivity: A Review. Comput. Electron. Agric. 2005, 46, 45–70.
[CrossRef]

185



Water 2023, 15, 4090

52. Zhou, M.; Wang, J.; Cai, L.; Fan, Y.; Zheng, Z. Laboratory Investigations on Factors Affecting Soil Electrical Resistivity and the
Measurement. IEEE Trans. Ind. Appl. 2015, 51, 5358–5365. [CrossRef]

53. Fondriest Environmental Inc. Conductivity, Salinity and Total Dissolved Solids; Fondriest Environmental Inc.: Fairborn, OH,
USA, 2014.

54. Moore, K.M. Investigation of the Hydrogeology of the Memphis Light, Gas, and Water Shaw Wellfield, Shelby County, Tennessee.
Master’s Thesis, The University of Memphis, Memphis, TN, USA, 2021.

55. Heagy, L.J.; Oldenburg, D.W. Direct Current Resistivity with Steel-Cased Wells. Geophys. J. Int. 2019, 219, 1–26. [CrossRef]
56. Kingsbury, J.A.; Parks, W.S. Hydrogeology of the Principal Aquifers and Relation of Faults to Interaquifer Leakage in the Memphis Area,

Tennessee; Water-Resources Investigations Report 93-4075; US Geological Survey: Reston, VA, USA, 1993; p. 18. [CrossRef]
57. Gentry, R.W.; Ku, T.-L.; Luo, S.; Todd, V.; Larsen, D.; McCarthy, J. Resolving Aquifer Behavior near a Focused Recharge Feature

Based upon Synoptic Wellfield Hydrogeochemical Tracer Results. J. Hydrol. 2005, 323, 387–403. [CrossRef]
58. Hasan, K. Investigation of Modern Leakage Based on Numerical and Geochemical Modeling near a Municipal Well Field in

Memphis, Tennessee. Ph.D. Dissertation, The University of Memphis, Memphis, TN, USA, 2023.
59. Lozano-Medina, D.; Waldron, B.; Schoefernacker, S.; Antipova, A.; Villalpando-Vizcaino, R. Stories of a Water-Table: Anomalous

Depressions, Aquitard Breaches and Seasonal Implications, Shelby County, Tennessee, USA. Environ. Monit. Assess. 2023, 195, 953.
[CrossRef]

60. Hossain, M.S.; Larsen, D.; Schoefernacker, S.R.; Vizcanio, R.; Hasan, M.R. Investigation of Pliocene and Pleistocene Fluvial-Terrace
and Alluvial Deposits in Shelby County, Tennessee, and Their Relationship to the Shallow Aquifer System. In Geological Society of
America Abstracts with Programs 159-11; The Geological Society of America: Boulder, CO, USA, 2022; Volume 54. [CrossRef]

61. Clément, R.; Descloitres, M.; Günther, T.; Ribolzi, O.; Legchenko, A. Influence of Shallow Infiltration on Time-Lapse ERT:
Experience of Advanced Interpretation. Comptes Rendus Geosci. 2009, 341, 886–898. [CrossRef]

62. Morton, R.A.; Suter, J.R. Sequence Stratigraphy and Composition of Late Quaternary Shelf-Margin Deltas, Northern Gulf of
Mexico1. Am. Assoc. Pet. Geol. Bull. 1996, 80, 505–530. [CrossRef]

63. Castle, J.W.; Miller, R.B. Recognition and Hydrologic Significance of Passive-Margin Updip Sequences: An Example from Eocene
Coastal-Plain Deposits, USA. J. Sediment. Res. 2000, 70, 1290–1301. [CrossRef]

64. Galloway, W.E. Chapter 15 Depositional Evolution of the Gulf of Mexico Sedimentary Basin. In The Sedimentary Basins of the
United States and Canada; Miall, A., Ed.; Elsevier: Amsterdam, The Netherlands, 2008; Volume 5, pp. 505–549, ISBN 1874-5997.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

186



water

Article

Coupled Geophysical and Hydrogeochemical Characterization
of a Coastal Aquifer as Tool for a More Efficient Management
(Torredembarra, Spain)
Alex Sendrós 1,2,*, Ingrid J. Cubides 3, Mahjoub Himi 1, Raúl Lovera 1,2, Aritz Urruela 1, Josefina C. Tapias 2,4,
Lluís Rivero 1,2, Ruben Garcia-Artigas 5 and Albert Casas 1,2

1 Department of Mineralogy, Petrology and Applied Geology, Universitat de Barcelona, 08028 Barcelona, Spain;
himi@ub.edu (M.H.); rlovera@ub.edu (R.L.); aritz.urruela@ub.edu (A.U.); lrivero@ub.edu (L.R.);
albert.casas@ub.edu (A.C.)

2 Water Research Institute, Universitat de Barcelona, 08001 Barcelona, Spain; jtapias@ub.edu
3 School of Geology, Industrial University of Santander, Bucaramanga 680003, Colombia;

ingridcubides65@gmail.com
4 Department of Biology, Health and Environment, Universitat de Barcelona, 08028 Barcelona, Spain
5 Agència Catalana de l’Aigua, Generalitat de Catalunya, 08008 Barcelona, Spain; ruben.garciaa@gencat.cat
* Correspondence: alex.sendros@ub.edu

Abstract: The aquifers of the Spanish Mediterranean coast are generally subjected to intense ex-
ploitation to meet the growing water supply demands. The result of the exploitation is salinization
due to the marine saltwater intrusion, causing a deterioration in the quality of the water pumped,
limiting its use for community needs, and not always being well delimited. To prevent deterioration,
a groundwater control network usually allows precise knowledge of the areas affected by saltwater
intrusion but not the extent of the saline plumes. Moreover, the characterization of aquifer systems
requires a model that defines the geometry of aquifer formations. For this objective, we integrated
hydrogeological, hydrogeochemical, and electrical resistivity subsoil data to establish a hydrogeo-
logical model of the coastal aquifer of Torredembarra (Tarragona, NE Spain). In this research, we
have carried out a regional and local-scale study of the aquifer system to define the areas prone to
being affected by saline intrusion (electrical resistivity values below 10 Ω·m). The obtained results
could be used as a support tool for the assessment of the most favorable areas for groundwater
withdrawal, as well as enabling the control and protection of the most susceptible areas to be affected
by saltwater intrusion.

Keywords: aquifer geometry; electrical resistivity tomography; saltwater intrusion; geoelectrical
sounding; groundwater sustainability

1. Introduction

Surface water resources in coastal areas are often scarce, and the aquifers play a pivotal
role in managing the complex issue of water supply [1–3]. Aquifers are an underground
set of rock or sediment formations that are saturated and permeable enough to transmit
economical amounts of water to springs and wells, generating for all living beings a greater
possibility of access to a drinkable water resource [4]. Aquifers also have a primordial
relationship with the wetlands and ecosystems present around them, greatly influencing
the genesis and preservation of these waters, which is why they are of significant use for
survival, especially for human beings [5].

However, the accelerated increase in economic and demographic development in
worldwide coastal areas in general, and in Spain in particular, has generated a natural
imbalance [6,7]. The increasing water demand, because of per capita demand and pop-
ulation increases, causes a strongly increasing exploitation of the available high-quality
water resources, increasing the risk of salinization via the mixing of fresh and saltwater
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and generating marine intrusion [8]. Marine intrusion is a dynamic process in which
saltwater from the sea moves inland during periods of lower aquifer recharge and recedes
towards the aquifer when freshwater recharge from the continent increases, resulting in
the mixing of these waters and the contamination of the aquifers that supply the need for
water resources [9,10].

These trends can be further worsened in large areas by the enduring effects of climate
change [11]. All of these conditions are causing stress on water resources, especially in terms
of the risks of groundwater quality degradation in the case of coastal aquifers [12]. Over
the decades, all of the described increasing difficulties, including environmental concerns,
have highlighted the need to improve the management of groundwater resources [13–15].

Spain is a country that is mostly surrounded by continental and island coasts, and it is
there where most of its population is located, as well as a series of aquifers of vital interest
due to the volume and strategic nature of the water resources they store [16].

The aquifers of the Spanish and Catalan Mediterranean coast are generally subjected
to intense exploitation to meet the growing water supply needs for domestic, tourist,
industrial, and agricultural uses [17]. The result of the intense exploitation, mainly by
sustained groundwater pumping, is salinization due to the marine saltwater intrusion,
causing a deterioration in the quality of the water pumped and limiting its use for certain
needs of the community [18].

To prevent the quality deterioration of groundwater resources, the Catalan Water
Agency (ACA) has designed a piezometric network for monitoring salinity and the ground-
water decline and depletion caused by intensive pumping. The network has 190 ground-
water control points, and conductivity, pH, and temperature are analyzed in situ, as are
the concentrations of the majority of anions and cations in the laboratory. The monitoring
system allows precise knowledge of the zones affected by saltwater intrusion but not the
extent of the saline plumes [19].

The use of wells and piezometers that have already been drilled and equipped, as well
as the use of lithological logs, aquifer water sampling, and water table measurements, are
all examples of direct hydrogeological procedures classically used. The logs and hydro-
chemical data only provide punctual information on the water quality, hydraulic data, and
aquifer geometry. Additionally, a model that specifies the geometry and structural bound-
aries of aquifer formations is necessary for the hydrogeological and hydrogeochemical
characterization of aquifer systems [20].

Indirect methods, such as near-surface geophysical techniques, have been extensively
used in groundwater research in coastal locations to acquire this key information. Geo-
physical techniques are high-resolution methods that reveal details about the physical char-
acteristics of the subsoil and its spatial distribution on a variety of working scales [21,22].
Moreover, the large electrical resistivity contrast between seawater (0.2 Ωm) and freshwater
(>5 Ω·m) makes it possible to map the subsurface groundwater salinity distribution using
geoelectrical techniques [23]. When lithological data are scarce or unable to provide the
detailed subsurface knowledge needed for groundwater modeling, these non-invasive
techniques become beneficial. Vertical electrical soundings (VES) [24–27] and Electrical
resistivity tomography (ERT) are geoelectrical methods widely used to characterize coastal
aquifer characteristics and properties such as on the Morocco coastal rift [24], Southwest
Portugal [28], Pucket (Thailand) coastal aquifer [25], and delineating seawater intrusion
on Monterrey (Mexico) [29], Bela Plain (Pakistan) [30], and also in Mediterranean coastal
aquifers such as Cap-Bon (Tunisia) [31], South-Western Sicily (Italy) [32], River Nil Delta
(Egypt) [33,34]; Rhodope (Greece) [35], Port de la Selva (Spain) [36] and Vélez Málaga
(Spain) [37] among others.

The procedure used in this research combines the acquisition of new geophysical data
with the use of publicly available geophysical data from the Spanish Geological and Mining
Survey (IGME) and hydrochemical data from the Water Catalan Agency (ACA), and we
consider it to have three fundamental advantages for developing new assessment tools:
speed of application, resolution, and an efficient cost-benefit ratio.
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We have conducted a regional-scale qualitative and quantitative study of the aquifer
system to define a hydrogeological conceptualization of the coastal aquifer, to characterize
the hydrogeochemistry of groundwater, and to identify the areas prone to being affected
by the saline intrusion. The results could be utilized as a decision-supporting tool to
evaluate the most favorable locations for groundwater extraction as well as control the
most susceptible zones to be affected by saltwater intrusion. In addition, the use of indirect
geophysical methods will limit the number of new piezometers and the subsequent risk of
coming into contact with different aquifer units during drilling operations.

2. Study Area

The studied zone is situated northeast of the Iberian Peninsula and southeast of the
Camp de Tarragona basin. The area is limited to the north by the Bonastre Massif and to
the south by the Mediterranean Sea (Figure 1).
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The region has a Mediterranean climate with a warm thermal regime in the summer
(average of 26 ◦C in July) and a moderately cold thermal regime in the winter (average of
8 ◦C in February). The yearly rainfall ranges, on average, from 550 to 650 mm/year. The
wettest months are reported in the autumn, whereas July is the driest month and has the
highest potential evapotranspiration values [41].

Surface water resources are consequently scarce. The Gaià River is the main resource,
having an average discharge rate of 0.3 m3/s (2015–2020) [42], and its 60.5 hm3 reservoir is
used for petrochemical industrial and agriculture supply [43].

The municipalities of the studied area use groundwater for water supply, similar to
other Mediterranean coastal regions, and have undergone extensive urbanization along
with a concomitant shift away from an agricultural and fishing economy to one governed
by the expansion of tourism from the 1960s to the present. Due to the surge in water use
for recreational purposes and tourists, particularly during the summer, the area’s water
demands have therefore significantly increased, when the Torredembarra and Altafulla
populations reach 475,000 inhabitants compared to 21,000 inhabitants during the winter or
non-tourist season [44].

The Camp de Tarragona zone is the result of the sedimentary filling of an Oligocene
tectonic trench between the Pre-Coastal and Coastal Catalan mountain ranges [45]. It is
filled by sediments from the Miocene to the Quaternary of marine or continental origin
due to denudation of the southern edge of the Pre-Coastal Mountain Range [46]. This
arrangement forms a multilayer system in which, basically, there are two hydrogeological
units with different potentials but which coexist with other deep aquifers with independent
hydrogeological functioning subject to a hydraulic connection in favor of fractures in deep
calcareous levels.

The Quaternary and Miocene aquifers would form the same hydrogeological unit
in this study area since they are hydraulically connected; this would therefore be the
most important aquiferous unit in the area in terms of exploitation and outcrop extension.
The Quaternary aquifer is formed by Plio-Quaternary gravels of fluvial-torrential and
piedmont origin in hydraulic contact with conglomerates, continental sandstones, and
Miocene calcarenites in the sector of the Francolí River (located west of the studied zone).
The shallow aquifer has a free aquifer behavior with an average thickness of 10–15 m
and high transmissivity values of up to 2.3–3.5 × 10−2 m2/s, where clastic sediments
dominate, favoring its intense exploitation [47]. The underground flow is perpendicular to
the Mediterranean, except in the Francolí alluvial, whose bed drains laterally to the aquifer.

The Miocene Aquifer, on the other hand, has multilayer behavior. The average thick-
ness of the Miocene infills is 50 to 300 m, and transmissivities are variable from medium to
high, with values of 5 to 20 × 10−4 m2/s [47]. The piezometric surface ranges from 110 m
above mean sea level to the north of the Gaià Reservoir and less than 1 m above sea level
on the coast, which in the Torredembarra areas even reaches below sea level [39].

The lower aquifer is called the Jurassic-Cretaceous Aquifer, which is made up of
two hydraulically interconnected formations: basal Miocene conglomeratic breccias and
Mesozoic calcareous-dolomitic materials, located at an average depth of 100–140 m, with
minimum depths of 250–300 m depending on the tectonic effect. Its permeability is
very high, of a secondary-fractured type, with which transmissivities are also high, up
to 20 × 10−4 m2/s.

The elevation of the piezometric surface ranges between 2 and 200 m above sea level;
the greatest gradients are around Bonastre Massif, becoming smoother towards the western
sector and the coastline of the unit, maintaining an N-S flow except in the recharge zone,
where there is a small divergence that distributes the flow towards the southwest and
towards El Vendrell.

In general terms and according to the authors of [40], recharge totals 41.6 hm3/year,
basically from the infiltration of rainfall and contributions from other lateral units, infiltra-
tion from rivers and reservoirs, or the return of irrigation. The most important discharge is
towards the sea, with a flow of 17.8 hm3/year, although a flow of 20 hm3/year between
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the Gaià Cretaceous block and the neighboring sub-units and pumping of 6.3 hm3/year
must be taken into account.

3. Materials and Methods
3.1. Groundwater Quality Assessment

Hydrochemical characterization of this study area was carried out using groundwater
physicochemical parameters from the database of the Water Catalan Agency control net-
work [42]. We have selected hydrochemical data from the 18 control groundwater points
that are available in this study area. The control points are water wells and piezometers
from 6 to 450 m deep with an average of 100 m depth and are used for monitoring three
different water bodies defined in 2002 to fulfill the Water Framework Directive (Directive
2000/60/EC) (Table 1).

Table 1. The Catalan Water Agency controlled the control network of the studied site during the
period 2105–2020 [42]. Water type classification is based on major ion content.

Id Water Body Well Depth (m) Number of Samples Water Type

A Lower Gaià 12 6 chloride-calcium
(2015–2017)/calcium-bicarbonate (2020)

B Garraf 13 2 chloride-sodic

C Lower Gaià 6 1 chloride-sodic

D Garraf 120 2 calcium-bicarbonate

E Lower Gaià 100 4 magnesium-bicarbonate

F Lower Gaià 31 3 magnesium-bicarbonate

G Lower Gaià 118 6 calcium-bicarbonate

H Not defined 10 4 calcium-bicarbonate

I Garraf 100 2 calcium-bicarbonate

J Lower Gaià 80 6 chloride-sodic

K Lower Gaià 158 3 magnesium-bicarbonate

L Lower Gaià 100 6 calcium-bicarbonate

M Not defined 180 4 calcium-bicarbonate

N Not defined 118 6 calcium-bicarbonate

O Gaià-Bonastre Massif 120 2 calcium-bicarbonate

P Not defined 140 4 calcium-bicarbonate

Q Gaià-Bonastre Massif 450 5 calcium-bicarbonate

R Not defined 64 6 calcium-bicarbonate

The water samples were collected and transported by the own staff of ACA to their
laboratory following a quality assurance management system [48]. For the analysis of
the inorganic elements, the ACA laboratory uses an inductively coupled plasma mass
spectrometry instrument) and follows the criteria and specifications of the international
standards [49].

The parameters that are commonly analyzed in all of them (pH, temperature, electrical
conductivity (EC), Ca2+, Na2+, Mg2+, K+, HCO3

−, Cl−, SO4
2−, and NO3

+). and periodic
monitoring were selected for the present research. The network is monitored twice a
year: in the dry seasons between June and August (Summer) when the water demand
is considerably high, and in September and November (Autumn) when the demand has
decreased and they are preparing for the winter. Both summer and autumn data were
evaluated over the last five years with complete and available data (from 2015 to 2020)
(Table 1).
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The quality and representativeness of the analytical results have been assessed by cal-
culating the percentage error for all chemical analyses, considering only the data provided
for major ions.

error(% = 100 ∑ cations − ∑ anions
∑ cations + ∑ anions

We have obtained, as a result, a relative error of ionic balance between 0.75% and
3.87% with a mean of 2.3%, which we consider an admitted value and in accordance with
the geological and environmental conditions present at this study site.

The hydrogeochemical data were sorted and plotted out using the software EASYQUIM
v5.0 [50], which generates the main chemical diagrams such as Piper [51], Schöeller-
Berkaloff [52], and Stiff [53] for further analysis and interpretation.

3.2. Geoelectrical Surveys

In this research, we have used Vertical Electrical Soundings (VES) data acquired in
the 1980s for the Spanish Mining and Geological Survey (IGME) and Electrical Resistivity
Tomography (ERT) data acquired in 2021. Electrical surveys generally have the scope of
identifying the subsurface resistivity distribution through surface measurements. The true
resistivity of the subsoil can be calculated from these observations. In unconsolidated
sediments, the porosity—presuming all pores are water-saturated—and clay concentration
both affect electrical resistivity (typically, sandy soil has a higher resistivity than clayey
soil). Nevertheless, there is an overlap in the values for different types of soils and rocks
due to the fact that the resistivity of a particular soil or rock sample depends on several
properties, including porosity, the degree of water saturation, and the concentration of
dissolved salts [54].

The ERT is a geophysical method that is regarded as the contemporary development
of traditional geoelectrical techniques such as VES [26] and electrical trenching. The basic
basis is the same; however, in this technique, computer-controlled multi-electrodes that
change automatically are employed in place of the conventional four electrodes fixed in the
soil surface with a common basic spacing (two for energizing and two for monitoring the
voltage generated) [55].

The larger number of electrodes arranged on a line and the larger volumes of soil
in which properties and boundaries can be identified in space and time have made ERT
surveys less labor-intensive and more cost-effective than previous VES campaigns [56]. The
current is injected into the ground through electrodes 1 and 4 in the simplest geometry (that
of a Wenner array), and the potential difference between electrodes 2 and 4 is measured.
The apparent resistivity value gathered is attributed to being below the midpoint of the
four electrodes. A trapezium of measurements is created by choosing various electrode
combinations and employing multiples of the base electrode spacing. Typically, this is
represented as a pseudosection in which the vertical axis is related to the survey length.

Measurements were made in this research using the Syscal Pro multi-electrode system
(IRIS instruments, Orléans, France). Multielectrode systems generate a significant amount
of data, necessitating automated data management and processing. There are three steps
involved in working with the resistivity data. The first is creating a pseudosection, which is
an initial approximation of a picture created by plotting each acquired apparent resistivity
value. The second is the removal of geometrical effects from the mathematical inversion
processing, which transforms the observed data into a picture of genuine depths and true
formation resistivities. The geological interpretation of the resulting physical parameters is
the last phase.

The VES survey apparent resistivity data from IGME were inverted in IPI2WIN
software v3.0.1 [57], allowing for the obtaining of the 1D geoelectric response of the subsoil.

The apparent resistivity values of the ERT data were inverted using the RES2DINV
program v3.54.44 [58]. This software uses a non-linear optimization technique via least-
squares fitting to divide the subsurface into cells with specified dimensions, for which
the resistivities are changed iteratively until a satisfactory agreement between the input
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data and the model responses is reached [59]. The root mean square (RMS) value of the
difference between experimental data and the revised model response is used as a criterion
to gauge convergence at each iteration step throughout the inversion process. The inversion
is considered to converge, and the procedure is finished if the data error RMS value, or the
relative decrease of the data error RMS value, falls below a pre-defined level.

4. Results and Discussion
4.1. Groundwater Quality Assessment

Seventy-three water samples with physicochemical parameters and major ionic con-
centration results were available in the Water Catalan Agency database (18 control points
and the 2015–2020 period). The ionic content of the samples ranged from medium to high
(EC between 559 and 3043 µS/cm) (Table 2). Based on the concentrations provided in the
European Water Directive (Directive 98/83/EC), which coincides with the limits laid down
by Spanish legislation (R.D. 140/2003), 25% of the water samples could not be directly used
for drinking water purposes. The main water issues, according to the Directive and major
ion concentration, are related to chloride concentration (14% of the samples > 250 mg/L),
nitrate concentration (9% of the samples are above 50 mg/L), and sulfate concentration (8%
of the samples > 250 mg/L).

Table 2. Descriptive statistics for the physical-chemical parameters of the control groundwater
network (2015–2020 period). The number of samples considered is 73.

T pH EC Na+ K+ Cl− HCO3− SO42− NO3− Ca+ Mg2+

◦C µS/cm mg/L mg/L mg/L mg/L mg/L mg/L mg/L mg/L

Min 13.7 6.7 599 12.3 1.0 21.6 162.0 54.5 4.9 36.7 31.8

Max 23.5 8.3 3043 431.0 10.0 610.1 385.8 292.5 170.8 168.0 99.0

Mean 19.5 7.5 1298 83.5 4.1 147.5 326.6 145.4 36.54 97.3 54.3

SD 2.5 0.3 658 109.3 2.6 172.1 50.4 74.0 40.5 29.0 18.1

Nitrate concentrations had the most widespread impact and were probably the most
difficult to solve in the region of Catalonia (northeast of Spain). This is essentially a result
of fertilization practices, particularly the application of livestock manure [60].

Chloride concentrations are usually used as salinity indicators and could increase
as a result of over-pumping [61], especially in coastal areas due to the effect of marine
intrusion [62].

For the analysis of the marine intrusion, a series of ionic ratio plots have been carried
out to evidence the presence of ionic relations and to characterize the presence of marine
intrusion in the sector:

- As can be identified in Figure 2a, a clear linear relationship (Coefficient of Determina-
tion R2 = 0.9015) is identified where the increase in EC is directly related to the increase
in chloride concentration. Since the chloride ion is a conservative ion and there are no
geological units in the sector that could contribute this ion to the water, its origin, and
concentration are related to anthropogenic origin and/or marine intrusion events.

- The samples located upstream of the Riera de Gaià show lower concentrations of Na
and Cl with respect to the more coastal waters (Figure 2b). However, it is important to
mention that most of the samples are aligned, with a value of the ratio between these
ions close to 0.85, a value of 0.85 corresponding to seawater composition.

- The majority of the water samples have a rCl/rHCO3 ratio between 0.1 and 5; therefore,
their characteristics are more like those of inland waters (Figure 2c). Nevertheless,
the ratio is increasing at points close to the shoreline, indicating a slight marine
influence [54].
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- From Figure 2d, it can be seen that the samples tend to have a ratio of 0.1, which
indicates the value of the seawater ratio; however, there is a degree of dispersion in
the samples, probably associated with the wide origin of the sulfate [63].
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The Piper, Schöeller-Berkaloff, and Stiff diagrams were used to classify and identify
the main characteristics of the four types of water existing in this study zone (Figure 3).

The groundwater at control point A corresponds to a chloride-calcium (Ca-Cl) water
type. Point A is monitoring the Lower Gaià waterbody and is one of the closest positions
towards the SW to the coastline (0.6 km). However, it is important to highlight that
hydrogeochemical point A is the only point in which a significant radical change is seen in
2020, where concentrations show a large increase of 58% in the ion HCO3

− and a decrease
in the major ions Cl− (89%), NO3

− (94%), Mg2+ (44%), Na+ (83%), and EC (50%), compared
to the years 2015 to 2019, and it is classified as calcium-chloride water in 2020. This fact is
probably due to the decrease in industrial and economic activities’ water demands in the
area during the 2020 lockdown (5,103,657 m3 in 2020 and 6,347,000 m3 yearly average in the
2015–2019 period [64]) and the possible reduction of saltwater intrusion in this coastal area.

The second type of water is chloride-sodic (Na-Cl), corresponding to points B (Garraf
Water Body), C, and J (Lower Gaià). Points B and C are placed close to the coast (approxi-
mately 0.8 km) and J further to the SW, approximately 2.75 km from the coastal zone.

The third type of water is magnesium-bicarbonate (Mg-HCO3), corresponding to
Lower Gaià water body control points E, F, and K. Points E and F are located approxi-
mately to the SE, between 3 and 1 km close to the coastal zone, and K further to the SW,
approximately 4.8 km away.

The fourth type of water is the calcium bicarbonate type (Ca-HCO3), which comprises
most of the control points (D, G, H, I, L, M, N, O, P, Q, and R) and the three water bodies
defined in the area. Most of these positions (G, H, I, M, N, O, P, and R) are located in the
topographically highest part of the site, starting from the NW towards the NE.
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4.2. Geophysical Surveys

To assess the lateral extent and thickness of the surface aquifer, geoelectrical data from
25 VES with 685 to 1000 m of survey lines was gathered within the studied zone. The VES
data were acquired in 1985 by IGME using a Wenner-Schlumberger array, which is well
suited to unveiling vertical geological changes [65]. Thanks to the topographic and less
urbanized conditions of the terrain present in 1985, the VES acquired at that time were able
to reach great extensions on the surface of the terrain on the horizontal (between 800 m
and 1000 m), allowing them to also reach greater depths in the vertical (between 150 m and
200 m).
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The VES results, once inverted (2.14–10.8% root mean square error), were also interpo-
lated using IP2WIN software v3.0.1, obtaining a 2D distribution of subsurface resistivity
values. We have used the lithological information available from boreholes and carried out
three profile lines interpolating VES data perpendicular to the main geological structure
direction to unveil the geometry of the main aquifer’s units and zones with brackish/salty
water (Figure 1).

The IPI2Win software v3.0.1 [57] has also been used for their representation as cross-
sections.

The VES cross-sections show substantial variation in resistivity values (mainly in the
5–2000 Ω·m range). Large areas with higher resistivity values are interpreted as coarse-
grained sediments and rock responses, and areas with lower resistivity values indicate the
prevalence of Miocene fine-grained sediments. A general trend of decreasing electrical
resistivities of the subsurface from the north to the south (coastline) has also been identified
in this study area (Figure 4). The lowest resistivity values (lower than 10 Ω·m) are mainly
observed in cross-section A-A’ from −20 mamsl. In cross-section B, the values are found
8 m below sea level in the southern part and 120 m below sea level, 1500 m away from
the coastline. The areas with electrical resistivity values below 10 Ω·m are interpreted as
saturated sediments, probably with brackish/salty water, according to the coastal setting.
Several authors also reported saltwater-saturated sediment responses below 10 Ω·m in
different coastal settings, such as Cap-Bon, [31] Tunisia, Málaga, Spain [37], the Delta Nil
Aquifer [34], and Monterrey [29].
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Figure 4. Electrical resistivity cross-sections and their geological interpretation were obtained from
15 VES models at the studied site. The reddish tones indicate high electrical resistivities, and the
blue tones indicate lower electrical resistivities. A large dot size indicates the prevalence of Miocene
coarse-grained sediments and rocks, and a low dot size indicates the prevalence of Miocene fine-
grained sediments.
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Moreover, we carried out a 2D ERT campaign acquiring 13 profiles—235 m in
length—focused on the coastal area and the zones in which VES surveys indicated saltwater
sediments (Figure 1).

We have used a mixed Wenner-Schlumberger array with 48 electrodes spaced 5 m
apart for measurements. This array was chosen because it provides a moderately strong
signal, is moderately sensitive to both horizontal and vertical structures [66], and provides
about 40 m of maximum depth in the current research.

The ERT resistivity results (3.8–26.4% root mean square error) were also interpreted
using borehole lithological information, water table measurements in piezometers, and
concentrations of salinity indicators (water electrical conductivity and chloride concentra-
tion) from groundwater control points located close to the Torrembarra and Altafulla sites
(Figures 5 and 6).
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Figure 5. (a) Interpreted ERT cross-section 2 over consolidated sediments and rocks. Mc: Miocene
sand and calcarenite, Ms: Miocene silt, (b) Interpreted ERT cross-section 5 over unconsolidated
sediments. Qs: Quaternary sand, Qg: Quaternary gravel and sand, Qst: Quaternary silt, (c) In-
terpreted ERT cross-section 7 close to Torrembarra coastline. Qss: Quaternary sand and silt, Qc:
Quaternary clay.

We have acquired the ERT cross-sections over mainly consolidated sediments (1, 2, 3,
9, and 10), within quaternary sediments (4, 5, 6, 11, 12, and 13), and close to the coastline (7
and 8) (see ERT locations in Figure 6).

In profiles acquired over consolidated sediments, two geoelectric units can be iden-
tified (Figure 5). The shallowest layer is characterized by 200–1500 Ω·m values and
could be identified at the upper part of the geoelectrical cross-sections. The layer has
an average thickness of 10 m and is interpreted as unsaturated Miocene-age sandstones
and calcarenites.

Underneath, the ERT geoelectrical cross-sections show a single layer with variable
and fluctuating thickness that is defined by values less than 100 Ω·m. The resistivity values
are interpreted as Micoene siltstone and saturated Miocene sedimentary rock responses.
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The water level is interpreted in these sections from 10 m depth (ERT cross-section 10) to 35
m depth (ERT cross-section 3).
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Figure 6. (a) Bonastre-Torredembarra hydrogeological model; (b) Altafulla-Torredembarra ground-
water salinity map inferred from ERT results, topography, and hydrogeochemical parameters from
nearby groundwater control points.

In profiles acquired over unconsolidated/slightly consolidated sediments, three geo-
electric units can be identified:

- 500–1000 Ω·m layer interpreted as gravels and/or carbonate rocks (Upper Pleistocene).
- 5–50 Ω·m levels corresponding to clay and silt responses (Upper Pleistocene).
- 100–200 Ω·m interpreted as sand and gravel (Holocene–Upper Pleistocene).

In profiles acquired close to sea level, the electrical values are generally lower than
300 Ω·m, and two geoelectric units can be identified. The upper layer is characterized
by values from 20–500 Ω·m, has a thickness of 7–25 m, and is interpreted as sandy and
silty sediments.
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Below, the ERT geoelectrical cross-sections show a single layer with variable thickness
that is distinguished by values lower than 20 Ω·m. These figures are interpreted as clay
and silt responses and/or brackish/salty saturated sediments (Holocene).

4.3. Hydrogeological Conceptual Model and Groundwater Salinization Map

From the joint interpretation of all the data and results, a hydrogeological conceptual
model and a groundwater salinization map have been made (Figure 6). The underground
flows that recharge the system come from the upper part, upstream of the Gaià Reservoir
and part of the Gaia Cretaceous unit, while in the eastern sector, the waters coming from
the southern pre-litoral unit and south pre-coastal unit feed the coastal aquifer system of
the Torredembarra area.

A large part of the aquifer system drains towards the sea, except for the el Catllar
town sector, where the flows drain towards the east, which corresponds to the Tarragona
city coastal unit.

Concerning anthropic interventions, a significant volume is extracted from the pump-
ing wells, mainly for agricultural and industrial use, and according to the background
hydrochemical data and the data presented in Section 4.1, there is evidence of a decrease
in the marine intrusion effect on the water quality of the Torredembarra-Altafulla coastal
aquifer system. The effect of the marine intrusion as described by [39,67] on the sector has
receded, with a general decrease in the parameters of electrical conductivity, chlorides,
and sulfates. This, to the extent that the origin of the sulfate comes not only from marine
intrusion but also from the groundwater recharge water upstream, has a significant and
important mark.

Nevertheless, it is important to highlight that some marine intrusion effects remain,
and we have performed a groundwater salinization map based on ERT, topography, and
hydrochemical data of the Torredembara-Altafulla zone. The map divides the studied area
into four groups:

- High-depth groundwater salinity. ERT cross sections show lower base resistivity
values, which could indicate water with a high salt concentration.

- Medium-depth groundwater salinity. ERT cross sections show values related to
brackish and/or saline water responses not exceeding 20 m depth.

- Low-depth groundwater salinity. Saltwater intrusion is present in most of the cross-
section and is located at a depth of approximately 7 m.

5. Conclusions

We have carried out a regional-to-local-scale quantitative and qualitative study of
the aquifer system to define a hydrogeological conceptual model of the coastal aquifer,
characterize the hydrogeochemistry of groundwater, and identify the areas prone to being
affected by the saline intrusion in the Torredembarra-Altafulla zone. The use of VES surveys
enables a regional characterization of the aquifer system and the zones with the potential
to be affected by saltwater intrusion, while ERT surveys are well suited to provide a highly
detailed characterization of the coastal aquifer and delimit the zone both in extension
and depth.

The obtained results could be used as a support tool for the evaluation of the most
favorable areas for groundwater withdrawal, as well as enabling the protection and control
of the most susceptible areas to be polluted by saltwater intrusion. Anyway, the use of
indirect geophysical methods will limit the number of new piezometers for improving the
groundwater model and the subsequent risk of coming into contact with different water
bodies during drilling operations.
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Abstract: The characterization of a groundwater body involves the construction of a conceptual
model that constitutes the base knowledge for monitoring programs, hydrogeological risk assessment,
and correct management of water resources. In particular, a detailed geological and geophysical
approach was applied to define the alluvial Caronia Groundwater Body (CGWB) and to reconstruct
a hydrogeological flow model. The analysis of the CGWB, located in north-eastern Sicily, was
initially approached through a reanalysis of previous stratigraphic (boreholes) and geophysical
(vertical electrical soundings and seismic refraction profiles) data, subsequently integrated by new
seismic acquisitions, such as Multichannel Analysis of Surface Waves (MASW) and horizontal-
to-vertical seismic ratio (HVSR). The analysis and reinterpretation of geoelectrical data allowed
the construction of a preliminary 3D resistivity model. This initial modeling was subsequently
integrated by a geophysical data campaign in order to define the depth of the bottom of the shallow
CGWB and the thickness of alluvial deposits. Finally, a preliminary mathematical model flow
was generated in order to reconstruct the dynamics of underground water. The results show that
integration of multidisciplinary data represent an indispensable tool for the characterization of
complex physical systems.

Keywords: groundwater body; VES; HVSR; MASW; 3D model; hydrogeological flow model

1. Introduction

The definition of the hydrogeological features of a specific territory represents an
important topic because the protection and management of water resources are matters
of public interest, and there is growing concern about underground water resources qual-
ity and quantity [1–3]. Until a few decades ago, the study of hydrogeological structures
was carried out mainly using stratigraphic data derived from field geology, drilling, and
logging [4,5] as well as from aquifer test methods [6,7]. Many authors instead used geo-
chemical information, obtained from sampling of wells or springs, indicating the origin
and the path followed by the groundwaters, to study the hydrogeological features of a
natural system [8–10].

Moreover, the integration of stratigraphic logs and geophysical surveys allows charac-
terization and description of heterogeneity of surface and subsurface sediments, over large
areas [11,12], especially in alluvial environments where deposits can be characterized by
strong lateral and vertical variations, linked to fluvial dynamics [13,14]. The non-invasive
geophysical techniques, initially limited to vertical electric sounding [15–20] and seismic
refraction methods [21–23], have always represented an important tool in hydrogeological
research. In the past few decades, geophysical investigation applied to hydrology and hy-
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drogeology added quantitative analysis to a simple qualitative approach, aimed at defining
the general architecture and geometry of underground aquifers [24,25].

Furthermore, with the development of new methods of investigation and with the
improvement in the pre-existing techniques and instrumentation, geophysical investiga-
tions have acquired a crucial role for the knowledge and characterization of underground
coastal aquifers [26–33], especially regarding water pollution detection [34,35] and seawater
intrusion [15,28,36–40]. Different seismic methodologies have been used to improve the
definition of geometric features of the underground aquifers, also resolving some ambigui-
ties about the subsurface geological structures deduced from geoelectrical investigation
in particular environments, such as coastal areas [41,42]. In particular, the Multichan-
nel Analysis of Surface Waves (MASW) method [43] helps to recognize some properties
of subsurface materials and the depth of important buried interfaces, analyzing seismic
shear-wave velocity (Vs) variations [40,44].

An alternative approach to estimate the depth of the seismic bedrock and thickness of
surface deposits involves the use of the horizontal-to-vertical spectral ratio (HVSR) method-
ology [45–47], which is also applied to the groundwater exploration and aquifer geometry
characterization [12,41,48]. Many authors demonstrated that reliable S-wave-velocity mod-
els can be obtained by inverting HVSR data with other stratigraphic and geophysical
constraints [47,49–52]. In particular, the uncertainty about the HVSR stratigraphic interpre-
tation [53] can be addressed or at least limited using S-wave velocity models obtained by
MASW as constraints [46,47,54].

The correct definition of the advanced and refined flow model, which helps in the
management of water resources, also represents a powerful tool for governments and public
administrations. Different guidelines have been developed in order to control, protect,
and manage water resources following a quantitative and qualitative approach [8,55].
In particular, for the study of groundwater bodies and monitoring of their quantitative
status, the definition of a conceptual model is required [56]. This approach also requires
the definition of a surface map of the aquifer, together with an evaluation of hydraulic
connectivity between adjacent groundwater bodies and the underground waters’ flow
rate and direction [57]. Moreover, all these elements are extremely useful for realizing a
synthetic scheme of hydrogeological basin balance.

In this view, in 2018/2019 the INGV (National Institute of Geophysics and Volcanology—
Palermo Section) in collaboration with the Sicilian Regional Water and Waste Department
(DAR) carried out a study (hereafter INGV-DAR 2019), with the aim of analyzing the
groundwater bodies of Eastern Sicily [58]. Part of this study was focused on the characteri-
zation of coastal alluvial aquifers and relative groundwater bodies of this Sicilian sector,
such as that related to the Caronia area [59].

The aim of this work is to analyze the Caronia Groundwater Body (CGWB), inte-
grating stratigraphic, geophysical, and hydrogeological data, in order to quantitatively
reconstruct the pattern of this underground structure and obtain a numerical flow model.
Furthermore, the multidisciplinary approach adopted can allow the correct definition and
future management of the water resources in the study area.

2. Geology and Hydrogeology
2.1. Geomorphological and Geological Setting

The Caronia Groundwater Body (CGWB) is located on the northern Sicilian coast, near
the Caronia village. The CGWB falls in the north-eastern sector of the Nebrodi Mounts,
representing a morphologically and geologically important area, adjacent to the orographic
boundary between the Nebrodi and Peloritani Mounts.

Sicily is located in the central-western Mediterranean region, at the boundary between
the African and European plates, and represents the connecting element between the
African Maghrebian and the Southern Apennine Chains [60–63]. As part of the Appennine-
Tyrrhenian System, the geological setting of Sicily (Figure 1a) is characterized by very
articulate “collisional” complex (Figure 1a), which presents the typical configuration of a
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foreland–foredeep–chain system [63–66]. The growth of this complex, led by the conver-
gence between African and European plates and the coeval roll-back of the subduction
hinge of the Ionian Slab (Figure 1a), started in the late Oligocene-early Miocene and per-
sisted through different tectonic phases (compressional, extensional, and transcurrent) until
the late Quaternary [60,62,67,68].

The upstream sector of the CGWB area is characterized by smoothed outline hills,
formed in the flyschoid sedimentary sequences and dissected by a narrow streambed,
which gradually widens towards the mouth area. The river presents a characteristic delta
shape, on which a wide coastal and alluvial plain rises.

The Nebrodi Mountains, together with the Peloritani Mountains, occupy the central-
eastern sector of the Sicilian Maghrebian Chain (SMC), which represents the orogenic
domain of the so-called “collisional” complex of Sicily [60,62,67–74]. In particular, the Sicil-
ian orogen presents the maximum axial depression in the north-eastern sector [68], through
a first-order thrust surface. This important structure, known as “Taormina Line” [75,76],
outcrops along the San Fratello-Alcantara alignment, where the overlap of the Peloritani
Tectonic Units on the Nebrodi ones occurs [61].

Furthermore, the SMC is also displaced and fragmented by a complex strike- and
dip-slip “Neotectonic” fault grid (Plio-Quaternary), expressed by right-lateral, synthetic,
NW–SE and W–E oriented, and left-lateral, antithetic, NE–SW and N–S oriented struc-
tures [68,77–80]. This complicated structural setting is well observable in the Caronia area
(Figure 1b) [72], where recent high-angle normal and transcurrent faults are present, often
reactivating and re-orienting older fault surfaces [61,68,72,76].

The tectono-stratigraphic sequence outcropping in the area adjacent to the CGWB
(Nebrodi Mts.) consists of units derived from the deformation of the so-called Sicilide [81]
and Numidian domains [82–84], generally detached from their original substrate and
dismembered in first-order tectonic units, unconformably covered by early-middle Miocene
thrust-top basin deposits and by Plio-Quaternary marine, transitional, and continental
successions, as shown in Figure 1b [61,72,76,85,86].

2.2. Hydrogeological Setting

Starting from the analysis of the Potential Infiltration Coefficients [8,41,87], it is ob-
served that the lithotypes with higher permeability are concentrated along the coastal
plain and the Caronia stream. These sectors are entirely characterized by recent alluvial
deposits and middle-late Quaternary deposits, mainly consisting of gravels, sands, and
silts (Figure 1b) [61,76]. These lithotypes are characterized by a high permeability due to
primary porosity and generally host unconfined aquifers, with transmissivity increasing in
the direction of the outlet of the rivers and on the coastal plains, proportionally with the
increase in the thickness of the aquifer [15,88]. These types of aquifers are generically in
hydraulic connection with the recharging areas to the coastal plains [3,15,89,90]. Despite
having a low capacitive role, due to its limited extension, the CGWB has been considered
to be able to satisfy the local water needs (INGV-DAR 2019).

The CGWB is hydrogeologically superimposed on flyschoid lithotypes with lower
permeability [91]. Laterally, with the exception of the northern margin represented by
the sea, the CGWB is delimited by boundaries with no or very low flow, represented
by the flyschoid lithotypes of the Reitano-Monte Castellaci and Pizzo Michele-Monte
Castelli [41,59]. Regarding the hydrogeological characteristics of the lithotypes outcrop-
ping in the CGWB [92–94], the following hydrogeological complexes have been distin-
guished [41,91,95,96]:

• Present and recent alluvial hydrogeological complex (Holocene): deposits with high
permeability (10−2 m/s > k > 10−4 m/s) which form the main part of the CGWB,
extending in length for about 6 km and just under a kilometer wide.

• Hydrogeological complex constituted by river and marine terrace deposits (middle-
late Pleistocene) and “Ghiaie e sabbie di Messina” (middle Pleistocene): it does not
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outcrop as it is covered by recent alluvial deposits. These deposits have high perme-
ability (10−2 m/s > k > 10−4 m/s) due to primary porosity, even if very heterogeneous.

• Hydrogeological complex of the Reitano Flysch (early-middle Miocene): it presents
localized and variable permeability, mainly due to fracturing. It is composed of mica-
ceous sandstone and lithic arkoses with medium-large grain, lightly cemented, with
decimetric intercalations of silty-clays. In the upper part of this complex, decametric
conglomeratic bodies relative to the so-called “Conglomerati di Caronia”, intercalated
with the arenaceous deposits of Reitano Flysch, are often present. These lithotypes
vary from moderately permeable (10−4 m/s > k > 10−5 m/s) to semi-permeable
(10−6 m/s > k > 10−7 m/s) and constitute the main substrate of the CGWB.

• Hydrogeological complex of the Numidian Flysch belonging to the Monte Maragone
Unit (Late Oligocene-early Miocene): it consists of argillites alternated with silty-
clays, followed upwards by quartzarenites and quartzosiltites in large banks. These
lithotypes have low and very low permeability (10−7 m/s > k> 10−9 m/s). For these
characteristics, the Numidian Flysch deposits constitute the impermeable substrate of
the southernmost part of CGWB.
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Figure 1. Geological sketch map of the area adjacent to the CGWB (blue dashed line). Inside (a), the
tectonic map illustrating the main elements of the “collisional” complex of Sicily. The geological
sketch map (b) was elaborated with GIS software (QGIS 3.16), using a DEM image as topographic
support. The stratigraphic and tectonic information for this map are derived from previous work [85]
and from the official geological map [86], as well as from the accompanying explanatory notes [61,76].
Moreover, the tectonic structures described by previous authors [76,85] are reported as I in this map,
while those derived from the official geological chart [86] are indicated as II. OMi-Omia = Numidian
Flysch-Monte Maragone Tectonic Unit; OM = Numidian Flysch-Monte Salici-Monte Castelli Tectonic
Unit; Cc = “Argille Scagliose Superiori” Tectonic Unit; Ma = Reitano Flysch; Mas = Reitano Flysch
“Conglomerati di Caronia” Member; Qg = “Ghiaie e sabbie di Messina”; tf = stream terrace deposits;
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tm = marine terrace deposits; ar = recent alluvial deposits; a = present alluvial deposits; ld = landslide
deposits; sd = slope deposits.

3. Materials and Methods
3.1. Previous Geognostic and Geophysical Investigation

Six boreholes, falling within the studied area, were analyzed in order to better char-
acterize the alluvial deposits and geological substrate features and thickness (Figure 2).
Four of these boreholes (BH1, BH2, BH3, and BH6) were drilled using the core destruction
method, in relation to the geological and hydrogeological surveys for the construction of an
aqueduct between the villages of Santo Stefano di Camastra and Caronia. The remaining
two boreholes (BH4 and BH5) were instead drilled using the continuous coring method,
during the geological surveys for the construction of the A20 highway (Palermo-Messina).
Similar stratigraphic succession was found in the analyzed boreholes, except for the BH2
entirely drilled in the alluvial deposits of the Caronia River (up to 25 m depth). In the other
boreholes, the cumulative thickness of the alluvial deposits ranges from a minimum of 9 m
up to a maximum of 15 m (Figure 2). Below the alluvial deposits, arkoses interbedded with
silty clays are present. These latter deposits, ascribed to the Reitano Flysch, often present
a surface-deteriorated and -fractured cap, the thickness of which varies between 4 and
5 m. In general, the maximum thickness of the Reitano Flysch deposits, observed in the
analyzed boreholes, ranges between 8 and 29 m (Figure 2).

Geoelectric surveys and seismic refraction surveys (Figure 3) were realized within the
Caronia water body in the 1970s in order to describe the aquifer present in the Caronia
area. These acquisitions were made as part of a project sponsored by [97] CASMEZ
(1978). This project produced maps concerning the geophysical (geoelectric and seismic)
characterization of the area. In particular, 17 vertical electrical sounding (VES) and three
refraction seismic lines were carried out inside the CGWB. Each line consists of several
segments of measurements arranged in continuity.

The seismic lines were positioned, distancing them from each other by about 200 m,
along a direction almost perpendicular to the axis of the Caronia stream so as to intercept
increasing volumes of alluvial deposits proceeding from upstream to downstream. The
seismic refraction data show a two-layer model, with the thickness of the first layer varying
from a few meters up to a maximum of 30 m in the northernmost area. However, original
data were not available and only interpretive models could be evaluated.

3.2. New Processing and Interpretation of Vertical Electrical Soundings

Although the vertical electrical sounding (VES) technique allows, in theory, the so-
lution of the inverse problem for electrical resistivity one-dimensional models, in many
cases this method is applied to reconstruct 3D resistivity models in the subsoil, through the
interpolation of 1D models which are mutually constrained, each with the adjacent models,
compatibly with the tectonic structures present in the studied area. Practically, during the
interpolation phase, optimization criteria must be followed to guarantee the acceptability
of the model from a geological point of view. In fact, especially for large-scale geoelectric
investigations, the application of 2D and 3D techniques is often impractical, for economic
or logistical reasons, as the data acquisition would be impracticable or at least considerably
difficult to carry out.

The use of this method of reconstruction is advisable only when the resistivity gradient
is small along the directions parallel to the ground surface. In these cases, therefore, 2D
or 3D resistivity models can be made by performing VES surveys on more or less regular
meshes or along profiles, possibly reserving the application of 2D and 3D acquisition
techniques to sectors of limited extension within the investigation area, when the resistivity
varies with high horizontal gradients.
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Figure 2. Stratigraphic successions of the six boreholes analyzed for this study. In the map on the top
of the figure, the location of each borehole within the CGWB area is shown. Stratigraphic logs in this
scheme are positioned with respect to their altitude above sea level, even if the horizontal distance
among them is not to scale.

All the VESs collected were available only in paper format, given only by the graph of
the apparent resistivity curves as a function of the half-distance AB/2 between the current
electrodes. For each VES, an ASCII file was created containing the geographic coordinates
and the altitude of the center of the survey, the array type, the number of measurements
considered for each curve (corresponding to the number of points picked on the graph),
and, for each measurement, the value of AB/2 and apparent resistivity.

Subsequently, using a MATLAB script, data were imported into the ZondIP1D soft-
ware (v. 5.2) and converted into the proprietary format. By grouping them into a single
database, all the VESs were carried out within the water body of the Caronia torrent.

208



Water 2023, 15, 3206

Water 2023, 15, x FOR PEER REVIEW 7 of 23 
 

 

varying from a few meters up to a maximum of 30 m in the northernmost area. However, 

original data were not available and only interpretive models could be evaluated. 

 

Figure 3. DEM image of the area adjacent to the CGWB (solid red line), illustrating the location of 

the geophysical surveys, boreholes, and wells analyzed for this study. In particular, the positions of 

horizontal-to-vertical spectral ratio (HVSR), Multichannel Analysis of Surface Waves (MASW), ver-

tical electrical sounding (VES), seismic refraction (SR), electrical resistivity sections (ERS), boreholes 

(BH), and observation wells (OW) are shown. 

3.2. New Processing and Interpretation of Vertical Electrical Soundings 

Although the vertical electrical sounding (VES) technique allows, in theory, the solu-

tion of the inverse problem for electrical resistivity one-dimensional models, in many 

cases this method is applied to reconstruct 3D resistivity models in the subsoil, through 

the interpolation of 1D models which are mutually constrained, each with the adjacent 

models, compatibly with the tectonic structures present in the studied area. Practically, 

during the interpolation phase, optimization criteria must be followed to guarantee the 

acceptability of the model from a geological point of view. In fact, especially for large-

scale geoelectric investigations, the application of 2D and 3D techniques is often imprac-

tical, for economic or logistical reasons, as the data acquisition would be impracticable or 

at least considerably difficult to carry out. 

The use of this method of reconstruction is advisable only when the resistivity gradi-

ent is small along the directions parallel to the ground surface. In these cases, therefore, 

2D or 3D resistivity models can be made by performing VES surveys on more or less reg-

ular meshes or along profiles, possibly reserving the application of 2D and 3D acquisition 

techniques to sectors of limited extension within the investigation area, when the resistiv-

ity varies with high horizontal gradients. 

All the VESs collected were available only in paper format, given only by the graph 

of the apparent resistivity curves as a function of the half-distance AB/2 between the cur-

rent electrodes. For each VES, an ASCII file was created containing the geographic coor-

dinates and the altitude of the center of the survey, the array type, the number of 

Figure 3. DEM image of the area adjacent to the CGWB (solid red line), illustrating the location of
the geophysical surveys, boreholes, and wells analyzed for this study. In particular, the positions of
horizontal-to-vertical spectral ratio (HVSR), Multichannel Analysis of Surface Waves (MASW), verti-
cal electrical sounding (VES), seismic refraction (SR), electrical resistivity sections (ERS), boreholes
(BH), and observation wells (OW) are shown.

ZondIP1D software allowed inversions with the least squares method. The inversions
were carried out taking care to limit the lateral heterogeneities and constraining the inver-
sions, where possible, with coring stratigraphic data. In the areas characterized by quite
regular geological structures, a 1.5D inversion algorithm was used, in which the deeper
layer of the resistivity section is considered almost horizontal, while the most superficial
layers of the section can have sharper lateral variations. In consideration of this, a window
comprising three or more adjacent VESs is inverted simultaneously, giving greater weight
to the points of the central curve for the poorly fitting calculation.

The 1D inverse models obtained were therefore interpolated with each other to derive
the electrical resistivity sections (Figure 4). The choice of the section traces was made
considering the VES areal distribution and, at the same time, the shape of the geologi-
cal structures.

The preliminary resistivity sections were useful for the making of the geological
sections of the river basin. In fact, from the analysis of these resistivity sections, a first
description of the characteristics of the subsoil was obtained within the Caronia water body.
A preliminary geological interpretation was given to each “resistivity pattern” recognized
in the sections, based on the mapped lithology and the geometry of the sedimentary bodies
expected, given the structural and geomorphological asset of the area.

3.3. New Geophysical Surveys

Previous geophysical studies were improved with new geophysical measurements
to define with greater precision the depth of the substrate of the groundwater body and
the thicknesses of the lithologies present in the subsoil. The new geophysical data were
acquired with active seismic techniques using the Multichannel Analysis of the Surface
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Waves (MASW) technique and microtremor recordings elaborated with the horizontal-to-
vertical spectral ratio (HVSR) technique. The location of seismic investigations was based
on the position of previous investigations, with the aim of integrating the available data
mesh (Figure 3). The HVSR (horizontal-to-vertical spectral ratio) methodology [45,98] is a
useful technique for the analysis of seismic noise. This methodology consists of calculating
the ratio between the horizontal components with respect to the vertical component of the
spectrum of seismic ambient noise. A 3D velocimeter records microtremor signals along
the three directions and the H/V spectral ratio is calculated. The inversion of this curve
returns an S-wave velocity profile and can be used to recover stratigraphical information if
the inversion process is constrained by some other variable and soil features.
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Figure 4. Example of the inversion of a series of aligned VESs and construction of the electrical
resistivity section, using the ZondIP1D software: (top) pseudo-section of apparent resistivity, (middle)
preliminary section obtained by aligning the inverse models relating to each VES, (bottom) apparent
resistivity curves and related inverse models.

An total of 15 seismic microtremor acquisitions were made using a 3D velocimeter
specially designed for ambient noise studies. This instrument provides good accuracy
in the frequency range from 0.1 to about 30 Hz. The location of the seismic microtremor
measures concerned not only the main arm of the water body but also the area of the flood
plain, where other acquisitions were realized both on the left hydrographic and on the right
hydrographic of the Caronia torrent. The duration of each ambient noise recording was
18 min.

MASW methodology [43] is based on the analysis of the surface waves dispersion
curve. This is derived by picking the maximum oscillation on the phase velocity vs.
frequency graph, derived by applying a Fourier transform to seismic signals registered at
the geophones. The seismic source is generated by a heavy sledgehammer, which hits the
ground at a determined offset from the geophone spread. The dispersion curve obtained
is inverted by starting from an initial conceivable S-wave velocity model and solving the
inverse problem via the Gauss–Newton least squares inversion algorithm.

Four MASW surveys were carried out to obtain more detailed information on the
trend of Vs near surface and to constrain the inversion of the HVSR curves [53]. Indeed,
constraining the HVSR inversion with independent parameters, such as shear wave velocity
or the thickness of upper layers derived from MASW inversion, is useful for reducing the
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number of equivalent inverse HVSR models. In this way, four active seismic measurements
were selected in correspondence with the same number of HVSR measurements chosen in
different positions of the Caronia water body, and their inverse models served to constrain
the most superficial part of the corresponding inverse HVSR models.

MASW surveys were carried out along the road of the Caronia stream and in the
coastal plain, at four points distant from each other in an attempt to better describe the
changes in S-wave velocity and in flood thickness along the river path (Figure 5).

Water 2023, 15, x FOR PEER REVIEW 10 of 23 
 

 

 

Figure 5. Inverse models resulting from the four MASW surveys performed to study the CWGB. 

Top left, location of the MASW surveys (green dot) and of the HVSR recordings (red dot). 

4. Results and Discussion 

4.1. MASW and HVSR Results 

MASW results show the velocity of the S-wave compatible with the outcropping suc-

cession present in the investigated sites (Figure 5). MASW 2, 3, and 4, carried out along 

the main axis of the Caronia torrent from the southern sector towards the north, show an 

average velocity value equal to 259 m/s, attributed to the current alluvial deposits. 

Results of 15 seismic passive measurements (HVSR), constrained by four MASW ac-

quisitions, allowed reconstruction of seismostratigraphic patterns. Figure 6 shows the 

HVSR curves related to those measures carried out near the four MASW surveys, whereas 

their inverse 1D models, constrained by the corresponding MASW models, are presented 

in Figure 7. 
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All acquisitions were realized using a high-resolution multichannel seismograph. The
MASW array generally consisted of twelve 4.5 Hz vertical geophones, 2 m spaced and
at an offset of 5 m. A single measurement (MASW 3) was carried out using 24 vertical
geophones spaced 2 m and at an offset of 8 m. HVSR surveys carried out in the water body
were divided into clusters on the basis of their geographical proximity and lithological
similarity to the nearest MASW survey, whose inverse model was used as a constraint.

4. Results and Discussion
4.1. MASW and HVSR Results

MASW results show the velocity of the S-wave compatible with the outcropping
succession present in the investigated sites (Figure 5). MASW 2, 3, and 4, carried out along
the main axis of the Caronia torrent from the southern sector towards the north, show an
average velocity value equal to 259 m/s, attributed to the current alluvial deposits.
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Results of 15 seismic passive measurements (HVSR), constrained by four MASW
acquisitions, allowed reconstruction of seismostratigraphic patterns. Figure 6 shows the
HVSR curves related to those measures carried out near the four MASW surveys, whereas
their inverse 1D models, constrained by the corresponding MASW models, are presented
in Figure 7.
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Figure 6. Comparison between the observed (red) and predicted (blue) HVSR curves, relating to the
four microtremor recordings performed in proximity to the MASW surveys. The gray lines indicate
the standard deviation of the observed curve.

Referring to these models, a seismostratigraphic level is shown with an average value
of 272 m/s for the top of the sedimentary deposits. The thickness of this upper layer
varies from 1.5 m to 4 m. Based on the geological survey, these Vs characteristics can be
associated with the alluvial deposits located near the current river for HVSR 12, HVSR 14,
and HVSR 15. Very similar Vs features have been described in previous works: similar
values, slightly higher and confirmed to 300 m/s, have been reported for conglomerates,
gravels, and sands from alluvial deposits [99]. The lowest shear wave velocity calculated
for this upper layer corresponds to values close to 180 m/s, as shown for HVSR 13. This
latter value is attributable to the recent alluvial plain deposits present in the wide plain
next to the sea. A second deeper seismostratigraphic level is recognized for each of the
four HVSR models shown in Figure 7. For this layer, Vs varies from 300 to 500 m/s. Its
thickness varies from 10 m in HVSR 15 to 25 m in HVSR 12. This layer could be associated
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with permeable non-surfacing alluvial deposits. These would constitute the largest volume
of the CWB.
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A third layer is characterized by a higher S-wave velocity, ranging from 400 m/s to
800 m/s. The thickness of this layer is greater in HVSR 13, where it is equal to 30 m. The
Vs values are attributable to the Reitano Flysch. The wide range of velocities of this layer
is due to the heterogeneous nature of these deposits, which are more altered in the upper
part and more compact in depth.

A last seismic stratigraphic layer is present in all velocity models except HVSR 13.
Resulting velocities between 900 and 1000 m/s could be associated with clayey deposits of
varicolored clays.

4.2. A Tridimensional Model of the Electrical Resistivity

The inverse models of electrical resistivity, obtained by the above-discussed re-inversion
of the available VES in the area, were interpolated using Voxler software (Golden Software,
v. 4.0), to obtain a 3D graphic representation of the trend of electrical resistivity. This is
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limited at the top by the Digital Elevation Model of the area, at the sides by the boundaries
of the water body, and at the base by the depths of the investigation reached by each
VES (Figure 8). To take into account the high contrasts of the geophysical parameter, the
logarithm of electrical resistivity was preferred.
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Figure 8. (a) Three-dimensional resistivity model obtained by the interpolation of the 1D inverse
models related to the VES surveys in the Caronia water body and horizontal slides of the model at
altitude of (b) 25 m b.s.l. and (c) 80 m b.s.l.

The tridimensional model describes the presence of a resistive overburden (60–80 Ωm),
interpreted as alluvial materials, above a conductive substrate (7–20 Ωm), corresponding to
the clayey-marly matrix soils of the Reitano Flysch surfacing near the river. In order to have
a clearer view of the electrical resistivity trend within the model, horizontal slices were
extracted at predefined levels below sea level. Two of them are presented and discussed
here as examples. The first horizontal slice at 25 m b.s.l. (Figure 8b) shows high values
of resistivity at the possible marine intrusion (therefore located in the most superficial
portion) and a strong contrast of resistivity located at a transcurrent fault in evidence in the
mountain zone. The second slice at 80 m b.s.l. (Figure 8c) instead shows very low resistivity
values in the north-eastern part. This could be indicative of a marine intrusion phenomenon,
probably located in the most porous portion of the alluvial material of the plain.

Starting from the 3D model, two vertical sections are also presented, useful for geolog-
ical interpretation. The first section (A-A’) extends for 4400 m along the coastal strip, in
a direction subparallel to the coastline. The second section (B-B’) extends along the axis
of the stream for a length of 2300 m (Figure 9). The location of the two sections is shown
in Figure 3.

The electrical resistivity features of the sedimentary deposits observable in sections
A-A’ and B-B’ show horizontal and vertical variations, ranging from 20 to 500 Ωm (Figure 9).
In particular, these electrical resistivity variations allowed different horizons and layers
to be distinguished (Figure 9). These latter features, characterized by precise resistivity
values, were attributed to the geological deposits outcropping around the Caronia area
(Figure 1) and used to reconstruct the stratigraphic and structural setting.
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Figure 9. Vertical sections of electrical resistivity obtained from the 3D model: (top) section A-A’
subparallel to the coastline; (bottom) section B-B’ along the axis of the Caronia stream. Letters a to f
indicate the different layers, bounded above and below by relative dashed lines, identified on the
basis of the electrical resistivity variations. Red dashed lines indicate the presence of normal and
transtensional faults. BH1 and BH3 are relative to the boreholes located along the B-B’ section (for
further details see Figures 2 and 3).

From the bottom to the top of the two sections, layer f, with resistivity values of
about 40 Ωm, could refer to the clays and marls of the “Argille Scagliose Superiori” unit,
outcropping to the east of the Caronia area. This layer has been continuously recognized in
section A-A’ and only in the northernmost part of section B-B’. Above these deposits, the
increasing resistivity values, here identified by the layer d (60–100 Ωm), can be associated
with the arenaceous facies with intercalations of silty-clays belonging to the Reitano Flysch
formation. In this view, layers labeled e (50–60 Ω m) could represent thicker clayey portions
of the Miocene lithological unit. The highest resistivity value portions (200–500 Ω m)
observed in both sections, named layer b, can be related to the “Conglomerati di Caronia”
member deposits and/or to conglomeratic channeled structures in correspondence with
the central sector of the streambed. From another point of view, these high resistivity
values, coinciding with the mouth sector of the Caronia stream, could also indicate the
presence of freshwaters flowing below the streambed. The low resistivity lenticular and
cuneiform bodies (20–40 Ω m) observed in both sections, named layer c, probably describe
the seawater intrusion in the Caronia sedimentary succession, in correspondence with
sectors with high porosity and/or minor freshwater hydraulic load. Finally, observing
the BH1 and BH3 stratigraphic logs and the resistivity values (40–70 Ωm), the uppermost
layer a was ascribed to the alluvial deposits, filling the Caronia streambed and the relative
coastal plain.

The three stepped forms recognized in the sections (Figure 6), indicated by red dashed
lines, could represent normal tectonic structures. These faults are compatible in terms of
location, shape, and type of dislocation with those recognized and already mapped [86]
(APAT, 2013) in the hills immediately west and east to the terminal part of the Caronia
stream valley, and with the inferred transtensional structure where the streambed develops
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(Figure 1). Moreover, this latter structure could also be responsible for the thickening
of the succession, especially as regard to layers a and b, in correspondence with the
central sector of the Caronia stream mouth (Figure 9). In this view, space created by
the net-slip movement linked to this fault may have been gradually filled by Reitano
Flysch conglomeratic bodies (i.e., “Conglomerati di Caronia” member and/or channeled
structures) and by Quaternary deposits.

4.3. Estimate of the Bottom of the CGWB

All the geophysical surveys performed (VES, SR, HVSR, and MASW) were geologically
interpreted using the stratigraphic logs (from BH1 to BH6) as calibration. This made
it possible to transform the information of the geophysical parameters in terms of the
thickness of the water body in the investigated points. These values were interpolated by
applying a kriging-type algorithm using the Surfer software (v. 18). In correspondence
with the water body superficial limit, the thickness of the groundwater body was set
equal to zero. The resulting thickness map (Figure 10a) shows two areas with significant
thicknesses: the smallest is located in the extreme eastern portion, where 30 m thicknesses
are reached; the largest is located west of the current delta, where thicknesses reach about
40 m. This part coincides with the area already identified as a transcurrent fault in the
3D resistivity model. The thicknesses of the CGWB are larger in the eastern part of this
probable fault area.
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Figure 10. (a) Thickness of the Caronia Groundwater Body; (b) altitude of the bottom of the Caronia
Groundwater Body (m a.s.l.).

Furthermore, the bottom of the water body was rebuilt (Figure 10b) because it is
needed as an input for the construction of a mathematical flow model.

4.4. Numerical Flow Model for the CGWB

The reconstruction of the lower boundary of the water body plays a key role in the
construction of the mathematical model of static flow. This was carried out to implement
the hydrogeological model of the CGWB. The finite difference calculation code MOD-
FLOW [100] in steady state was used to create the flow model. This kind of analysis solves
the groundwater flow differential equation using the finite difference approach within the
groundwater systems through a gridded spatial discretization [101]. In order to create a
numerical model, which describes the hypothetical trend of flow within a groundwater
body, it is necessary to define the model in the spatial domain. This must be divided
into cells, to each of which is assigned both the initial and boundary conditions and the
physical and hydrogeological properties. These conditions and properties are considered
homogeneous within the cell itself, and attributed to the center of the cell [102].

216



Water 2023, 15, 3206

The sectors considered by the numerical flow model correspond to the coastal plain
and the Caronia stream mouth. In the first phase, the top and bottom levels were defined.
For the top, corresponding to the topographic surface, altitudes derived from the DEM of
Sicily were assumed. The hydrogeological substrate, defined in the digital model of the
CGWB, was adopted as the bottom of the flow model. For the horizontal discretization,
the modeled area (coastal plain) was subdivided using a mesh of 50 × 50 m cells, while
12 layers were identified for the vertical subdivision (Figure 11). Subsequently, the hy-
drogeological properties were defined to be assigned to the various sectors of the model.
Hydraulic conductivity values along the three spatial directions (Kx = 3.5 × 10−5 m/s,
Ky = 3.5 × 10−5 m/s, and Kz = 3.5 × 10−6 m/s) were attributed to layers 1 to 11, describing
the part of the succession in which the groundwater flows. Finally, layer 12, corresponding
to the bottom, was defined as null flow. A further step for the realization of a flow model is
related to the definition of the boundary conditions [103].
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Figure 11. Horizontal discretization of the modeled area subdivided using a mesh of 50 × 50 m cells
and boundary conditions used for the numerical flow model.

These features define the physical constraints in the perimeter cells that are im-
posed on the flow model (Figure 11). As boundary conditions, the following parameters
were adopted:

(A) Refill value: 161 mm/year for 365 days. This refill was applied only to layer 1, which
defines the portion of the model identifiable with the topographic surface.

(B) Constant load: An area representing the portion of the model (red cells in Figure 11)
where the flow stops being considered as having a constant hydraulic load. It was
defined by assigning the value 0 to the coastline downstream of the domain.

(C) Top-up refill: This parameter represents the sub-alveal contributions. This feature
describes the direct contributions provided by the upstream hydrological basin. These
values were assigned, as saturated cells (green cells in Figure 11), corresponding to
the groundwater depth measured in the observation well n.5.

(D) The area outside the modeled area was considered to be zero flow (gray sectors
in Figure 11).

The mathematical model obtained was finally calibrated and validated thanks to the
piezometric values detected during the field activities performed in the area under study.
Four wells were considered, one of which (OW 5) was inside the Caronia streambed. These
wells have an undisturbed piezometric level and are sufficiently far from other wells in
use. The simulation results are shown in Figure 12. The trend of the simulated piezometry
shows how the aquifer is fed by the inputs coming from the mountain. Furthermore, the
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stream portion considered in this model provides an important contribution to feed the
coastal plain aquifer.
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Finally, the calculated vs. observed piezometric values are shown in Figure 13. A
normalized RMS of 7.49% is obtained, with an average square deviation of 0.63 m. This is
considered to be an acceptable value considering the width of the simulated area.
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5. Conclusions

The characterization of the Caronia Groundwater Body (CGWB), in north-eastern
Sicily, was realized thanks to the construction of a conceptual physical model and the
related hydrogeological flow model, which is fundamental for the definition of monitoring
programs, hydrogeological risk assessment, and correct water resources management.

A series of previous geophysical data (vertical electrical sounding surveys and re-
fraction seismic profiles) were re-inverted using constraints obtained from stratigraphic
data. The new geophysical models obtained, together with the information obtained from
new surveys with surface wave and microtremor techniques (MASW and HVSR), made it
possible to obtain three-dimensional models of physical parameters of the subsoil (electri-
cal resistivity, seismic velocity of pressure, and shear waves). These models were used to
define the depth of the bottom of the CGWB and the thickness of the alluvial deposits that
characterize the streambed. This allowed shape, volume, and physical characteristics of
the CGWB to be defined in sufficient detail. This numerical information served as a basis
to generate a mathematical model of groundwater flow in order to simulate the spatial
and temporal variability of the flow and, consequently, to make forecast estimates of the
water supplies to the coastal plain. The underground flow model was preliminarily tested
by comparing the theoretical results with some piezometric measurements performed.
The main result of the calibration of the model was the refinement and validation of the
assignment of the average hydrodynamic parameters of the modeled aquifer. In this way, it
was possible to carry out realistic and reliable simulations of the underground flow in the
CGWB. The results showed a good correspondence between predicted and observed data,
confirming the reliability of the model obtained for the description of the aquifer dynamics.
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Abstract: Geoelectrical resistivity measurements were conducted in five locations within the eastern
portion of the Dahomey basin for the purpose of subsurface evaluation and detecting saturated
zones. The locations are Covenant University (L1), Bells University (L2), Oju-Ore-Ilogbo Road (L3),
Obasanjo-Ijagba Road (L4), and Iyana Iyesi (L5). The study was carried out to avert the common
challenges of drilling low-yield groundwater boreholes in the area. A total of 30 Vertical Electrical
Soundings (VES) and five two-dimensional Electrical Resistivity Tomography (ERT) data sets have
been acquired along the study areas. The geoelectrical resistivity results were integrated with the
borehole logs to generate the spatial distribution of the subsurface lithologies in the area. The
delineated subsurface lithologies include the topsoil (lateritic clay), clayey sand, sandy clay, fine silty
sand, coarse sand, and shale/clay units. The fine silty sand and coarse sand units were identified
as the two main aquifer units within the area. The depths to the upper aquifer unit in the area
include 31.7–96.7 m, 38.5–94.0 m, 30.7–57.5 m, 39.1–63.4 m, and 46.9–57.5 m for locations L1, L2, L3,
L4, and L5, respectively. At the same time, the depths to the lower aquifer unit in the area include
43.4–112.7 m, 52.2–108.0 m, 44.2–72.5 m, 53.7–78.5 m, and 63.5–72.9 m for locations L1, L2, L3, L4,
and L5, respectively. The estimated hydraulic parameters for both aquifers show they are highly
productive with mean porosity, mean hydraulic conductivity, and mean transmissivity of 20–22%,
12.4–17.0 × 10−2 m/s, 1.56–2.18 m2/s for the upper aquifer, and 48–50%, 371–478 × 10−2 m/s,
50.00–62.14 m2/s for the lower aquifer. By focusing on these aquifer systems during exploration,
sustainable groundwater resources can be secured, providing relief to homeowners within the study
area who might otherwise face the frustration of drilling unproductive and low-yield boreholes.
However, it is crucial to consider the presence of sub-vertical faults in the study area, as these faults
can significantly impact groundwater development and management. These sub-vertical structural
faults may lead to changes in the permeability, hydraulic conductivity, and transmissivity of the
delineated aquifers, affecting their productivity across the divide and ultimately influencing the
overall water availability in the area. Careful consideration of these geological factors is essential for
effective aquifer management and sustainable groundwater utilisation.

Keywords: hydrogeological studies; groundwater; resources management; geoelectrical resistivity;
sustainability
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1. Introduction

Groundwater exploration and management are becoming essential research topics
in arid and semi-arid regions due to the difficulty in gaining access to groundwater and
the ongoing depletion of the water table. Areas with complex geology often bring about
specific problems in the endeavour to correctly access groundwater resources, including the
rampant drilling of dry boreholes and drilling into temporary productive aquifers. Thus,
with a thorough understanding of subsurface geological properties, it is more effective
to locate aquifers, regulate groundwater supplies, and develop for our collective gains.
Although the earth’s surface is about 71% covered in water, the ocean (saline water) holds
approximately 96.5% of all earth’s water, leaving aside 3.5% for water noticed in the air as
water vapour, lakes, and streams, in the ice caps or glaciers, in the ground as soil moisture,
and in aquifer beds [1–3]. Groundwater accounts for nearly 30.1% of all freshwater on and
above the earth’s surface, making it a critical source of freshwater for human life. Based on
the vital role of groundwater in nature, the quantitative and qualitative characterisation
of aquifers has turned out to be essential, intending to address a few hydrogeological
parameters, for example, porosity, permeability, storativity, and hydraulic conductivity [4].
The most important parameter is the efficient permeability that allows a rock formation to
store, transmit, and yield groundwater in reasonable quantities from the surface through
its pore spaces, either by natural pressure as in a confined aquifer or through artificial
pumping pressure like in an unconfined aquifer.

The rapid development and advancements in hydrogeophysical methods have made it
a standout discipline within near-surface geophysics, offering innovative and sophisticated
techniques for investigating subsurface hydrological processes. Hydrogeophysics can be de-
picted as the application of geophysical techniques for mapping subsurface structures and
hydraulic parameters essential for groundwater evaluation and exploration [4]. It also con-
notes the assessment of subsurface hydrogeological properties and monitoring procedures
vital for studying groundwater hydrology, either from ground surface measurements or
throughout the well logs. These processes are linked with water resources, seepages along
the vadose zone (the unsaturated portion of the near-surface), contaminant transport, and
ecological and climate investigations of groundwater systems [4]. Several recent research
studies have used geophysical methods to develop the field of hydrogeophysics and pro-
vide quantitative estimates of subsurface characteristics [5]. Generally, the productivity of
subsurface aquifers, to a large extent, depends on their depth, thickness, rock physics param-
eters (such as permeability, porosity, mineral composition, and degree of water saturation),
and hydraulic parameters [6–10]. Hydraulic parameters, such as porosity, hydraulic con-
ductivity, transmissivity, specific yield, and storage coefficients, provide valuable insights
into the behaviour and characteristics of aquifers [11–20]. They determine the flow patterns,
storage capacity, and transport properties of groundwater within the subsurface [14–17].
Estimating these parameters enables hydrogeologists and water resource researchers to
better comprehend the dynamics of aquifers, evaluate their potential, and make informed
decisions regarding water supply, management, and protection [11,13,19,20]. Furthermore,
hydraulic parameters play a vital role in aquifer characterization. They provide critical
information about the physical properties of aquifers, such as porosity and permeability.
Porosity describes the amount of void space available for water storage, while permeability
relates to the ease with which water can flow through the aquifer. Accurate estimation of
these parameters aids in delineating aquifer boundaries, identifying water-bearing zones,
and evaluating the overall quality and suitability of the aquifer for various water supply
purposes. Traditionally, these parameters were estimated through direct measurement
techniques, such as pump tests and borehole logging, which can be time-consuming, costly,
and limited in spatial coverage. Hydrogeophysical investigations offer an alternative
approach, allowing for non-invasive and spatially extensive characterization of aquifer
properties. The failure of most water boreholes and their subsequent abandonment during
groundwater development are often due to an insufficient understanding of the complexity
of the subsurface geology situation and hydraulic properties. Thus, the prime essence
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of conducting geophysical investigations for hydrogeophysical purposes is to provide
detailed information on the subsurface geology that essentially helps in recommending
suitable locations for productive wells. Hydrogeophysical investigations are valuable tools
for estimating the hydraulic parameters of subsurface aquifers. Geophysical studies play
a critical role in water management, providing valuable information for understanding
subsurface conditions, groundwater resources, and hydrogeological processes [21]. In
modern water management, geophysical evaluation strategies have become essential due
to their non-invasive nature, cost-effectiveness, and ability to provide high-resolution data
about the subsurface properties. In modern water management, geophysical studies are
essential tools for acquiring comprehensive and reliable data on subsurface conditions
and groundwater resources. They facilitate informed decision-making, efficient water
allocation, and sustainable water management practices. The integration of geophysical
data with other hydrological and geological information strengthens water resource plan-
ning and helps ensure the availability of clean and accessible water for current and future
development [21]. Therefore, the current research focuses on the use of surface electri-
cal resistivity measurements to identify and characterise the subsurface aquifers in some
communities within the eastern part of the Dahomey Basin, southwestern Nigeria. This
task was achieved through a detailed evaluation of the subsurface stratigraphic and struc-
tural features that control the area’s hydrogeological setting. The geoelectrical resistivity
measurements were used to evaluate the dynamic hydraulic parameters of the delineated
aquifer systems to understand their heterogeneity and variability. Such applications can
guide aquifer developments in arid and semiarid areas all over the world and introduce
fast and reliable subsurface evaluation for groundwater research.

2. Geological Setting and Site Description

The study area is located in the Dahomey basin (or Benin), roughly between latitudes
6◦37′ N–6◦44′ N and longitudes 3◦9′ E–3◦15′ E, close to the mainland Gulf of Guinea
margin (Figure 1). Generally, the area has predominant dry and wet climatic seasons, and
the terrain has a mild slope. The dry season runs from November to March, and the rainy
season runs from April to October [22]. However, because of its proximity to the Atlantic
Ocean, this region frequently sees sporadic rainfall throughout the dry season. The primary
source of groundwater recharge comes from the average annual rainfall, which is roughly
2000 mm [23]. Moreover, the two significant rivers (Atura and Yewa) drain the study area
(Figure 1b) and recharge groundwater resources within the eastern part of the Dahomey
basin [24–26].

Geologically, the Abeokuta Group, which is separated into the Ise, Afowo, and
Araromi Formations, makes up the Cretaceous stratigraphy gathered from outcrops and
drilling records [27]. The basement complex is unconformably covered by the Abeokuta
Group, which is then followed in that order by the Ewekoro, Akinbo, Oshosun, Ilaro, and
Benin Formations. These lithostratigraphic units have been discussed by a number of
authors [28–31]. It is known that the Abeokuta Group is primarily composed of shale-clay
layers and poorly sorted ferrous grit, siltstone, and mudstone. The Abeokuta Group is
underlain by the Ewekoro Formation, a primarily Paleocene shallow marine limestone [32].
A predominantly shale unit of the Late Paleocene to Early Eocene Akinbo Formation lies
on top of the Ewekoro Formation. Pure white, coarse sand and a trace of clay make up
the Akinbo formation’s upper layer. The Oshosun Formation, which is normally marine
and is Eocene in age, is deposited on top of the Akinbo Formation, and it laterally extends
into thick mud. According to descriptions, Oshosun is made up of heavily laminated,
glauconitic, and phosphate-containing Eocene shale. The Ilaro Formation primarily con-
sists of a sequence of coarse, sandy estuary, deltaic, and continental layers with dramatic
lateral facies alterations. The Benin Formation, which mostly consists of Tertiary alluvial
deposits and coastal plain sands, lies beneath the Ilaro Formation. Most of the area is
covered with coastal plains and recent deposits, which are mainly poorly graded sand and
clayey deposits.
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Figure 2 presents the subsurface lithologic units identified from the drilled boreholes
in the area. The dominant lithology consists of sandy materials of different sizes. The
uppermost layer is composed of a lateritic unit, which acts as an impermeable layer. Below
this unit, several sandy horizons allow for the transmission of groundwater. These clay
units and sandy clay horizons restrict further infiltration of groundwater from likely
contaminants at the surface. These impermeable units, namely lateritic clayey sand, and
compacted sandy clay, confine the aquifers within the study area. The findings from the
geoelectric sequence align with the deductions made from the borehole lithostratigraphic
units, confirming that the aquifer systems in the area are confined.
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data for the location refers to Figure 1.

3. Materials and Methods
3.1. Data Acquisition Procedure

To study the subsurface geological setting and characterise the more promising
groundwater-saturated layers, Vertical Electrical Soundings (VES) and two-dimensional
Electrical Resistivity Tomography (ERT) data sets have been acquired along the study
area (Figure 1b). A total of thirty (30) VESs were conducted across the study area, with
seven (7) VES in location L1 (Covenant University), five VES in location L2 (Bells Univer-
sity), six VES in location L3 (Oju-Ore-Ilogbo road), seven VES in location L4 (Obasanjo-
Ijagba road), and five VES in location L5 (Iyana-Iyesi). The Schlumberger array was utilised
for the survey with a maximum half-current electrode spacing (AB/2) of 240 m, utilising
the ABEM Terrameter (SAS 4000). The geoelectrical resistivity soundings were conducted
to determine the vertical distributions of the aquifer units and the subsurface lithologic
stratigraphy along the study area. Five 2D ERT traverse profiles were also conducted along
the five investigated locations. The survey was taken manually along the five traverses of a
500 m long roll-along technique with 51 electrode positions for each traverse line. Wenner
electrode configuration has been applied with electrode offsets of 10 m to trace the lateral
resistivity distribution along the measured profiles and then interpret the results in the
expected subsurface geological settings. The directions of the traverses T1, T2, T3, T4,
and T5 are west-east, northeast-southwest, northwest-southeast, and northeast-southwest
(Figure 1b). The Terrameter system displayed the acquired resistivity values three times
before showing the fourth value, which is an average of the previous values. To ensure

228



Water 2023, 15, 2862

acquiring good data sets, the electrode coupling with the ground was crosschecked, and in
cases where the ground was dry, electrode contact was improved by watering the ground.

3.2. Data Processing and Inversion

On a log-log graph sheet, the measured apparent resistivity values were plotted against
the half current spacing (AB/2) to analyse the field datasets for each 1-D VES. The results
were used to create field curves that were matched with theoretical master curves for the
Schlumberger array in order to calculate the thickness and resistivity of the geoelectric
layers. To generate geoelectric model parameters for the demarcated strata, WINRESIST
software version (1.0) was using the estimated geoelectric parameters as initial models.
The 2D ERT data sets were inverted using the RES2DINV inversion code based on the
principle of inversion, which aims to estimate the subsurface resistivity distribution from
the measured apparent resistivity data. Inversion is a mathematical process that involves
solving an inverse problem where the unknown resistivity distribution is inferred from the
observed data. Using the finite difference or finite element method, the software calculates
the expected apparent resistivity values for a given subsurface resistivity model [34]. The
forward modelling process involves solving the governing partial differential equations that
describe the flow of electrical current through the subsurface. By comparing the calculated
apparent resistivity values with the observed data, the algorithm seeks to minimise the
difference, or misfit, between them. In the inversion process, RES2DINV aims to find
the resistivity model that best explains the observed apparent resistivity data. It starts
with an initial resistivity model, which can be based on prior geological information or
assumed resistivity values. The inversion algorithm iteratively adjusts the resistivity values
within the model grid to minimise the misfit between the observed and calculated apparent
resistivity values.

3.3. Hydraulic Parameter Estimation

The estimation of hydraulic parameters holds significant importance in aquifer studies.
These parameters provide essential information for understanding groundwater flow,
aquifer characteristics, groundwater modelling, water resource planning, and groundwater
remediation. Accurate estimation of these parameters enhances our ability to effectively
manage and protect this vital natural resource, ensuring its sustainable use for present
and future generations. The fundamental equations for geoelectrical exploration assume a
porous medium with an insulating matrix where electrical currents pass through the water
present within the pore spaces. The electrical resistivity of an aquifer is primarily influenced
by the porosity and fluid resistivity within the pores. The geoelectrical data collected at
the surface holds valuable information about the aquifer, which can be interpreted by
experienced geophysicists for hydrogeological investigations [35,36]. In an ideal scenario,
the physical factors governing electric current flow, such as tortuosity and porosity, also
control water flow within a porous medium. Building on this analogy, numerous empirical
equations have been reported in the literature, establishing correlations between electrical
resistivity and hydraulic conductivity [37,38]. These equations offer valuable insights
into the hydraulic properties of aquifers based on geoelectrical data, further enhancing
our understanding of groundwater systems. Equation (1) is the relation used to compute
porosity and hydraulic conductivity from the geoelectrical measurements [39,40].

ρ = aρwφ−m (1)

where a and m represent the electrical tortuosity parameter [41] and cementation factor,
while ρw and φ represent the resistivity of groundwater and aquifer porosity. For a clean,
unconsolidated sandy aquifer with no interbedding clays, a and m are assumed to be
1.0 and 1.3, respectively. The hydraulic conductivity was estimated using the Kozeny-
Carman method [42,43] presented in Equation (2). The Kozeny-Carman method is widely
accepted as one of the primary formulas for calculating hydraulic conductivity. The Kozeny-
Carman equation offers a convenient and widely used approach to estimating hydraulic
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conductivity by considering porosity and grain size diameter. This equation incorporates
important parameters, such as water density (ρw) in grammes per cubic centimetre (g/cm3),
porosity (φ), viscosity (η), acceleration due to gravity (g) in centimetres per second squared
(cm/s2), and the dominant grain size (d) in centimeters (cm). Referred to as the Kozeny-
Carman method, it conceptualises a rock with primary porosity as a network of capillaries,
satisfying the Navier-Stokes equation. The resulting hydraulic conductivity (K) can be
expressed in different units, such as centimetres per second (cm/s), metres per second
(m/s), or meters per day (m/day), depending on the chosen unit system. This versatility
allows the method to suit various applications and scenarios. The Kozeny-Carman method
relies on rock sampling and analysis, enabling the determination of the dominant grain
size (d) from the grain size distribution curve using Equation (2). In this context, d10 and
d60 denote the grain diameter at 10% and 60% cumulative frequency, respectively, obtained
through sieve analysis. The method’s ability to estimate hydraulic conductivity based
on readily available data makes it a valuable tool in hydrogeological investigations and
groundwater studies.

K =
ρwg

µ

d2

180
φ3

(1− φ)2 (2)

d =
d10 + d60

2

√
d10

d60
(3)

Equation (2) is simplified to give Equation (4). The constant “C” in the simplified
Kozeny-Carman Equation (4) incorporates factors such as the shape and arrangement of
sediment particles as well as the tortuosity of flow paths within the porous medium. The
value of “C” can vary depending on the specific characteristics of the sediment or soil
being analysed [44]. The following approximate values are adopted for the following sedi-
mentary grain attributes: well-sorted, rounded sands: C ≈ 5–15, moderately sorted sands:
C ≈ 10–30, poorly sorted sands and silts: C ≈ 20–50, and clayey sediments: C ≈ 50–100 or
higher.

K =
Cφ3

(1− φ)2 (4)

Hydraulic conductivity (K) and transmissivity (T) are related through Equation (5):

T = K × b (5)

where T is the transmissivity of the aquifer, K is the hydraulic conductivity of the aquifer,
and b is the thickness of the aquifer perpendicular to the direction of flow. Transmissivity
represents the ability of an aquifer to transmit water under a hydraulic gradient. It is
calculated by multiplying the hydraulic conductivity (K) by the thickness of the aquifer
(b) in the direction perpendicular to the flow. The relationship between hydraulic conduc-
tivity and transmissivity is valuable in groundwater studies and resource evaluations, as
transmissivity indicates the potential for water movement within an aquifer under a given
hydraulic gradient.

4. Results
4.1. Vertical Electrical Sounding

The interpretation of the VES data and the geoelectric sections in all the study locations
(L1–L5) revealed around eight geoelectrical layers. The estimated geoelectric parameters for
the identified geoelectric layers are uniform among all the VES curves, and an example is
shown in Table 1. The interpretation of the subsurface lithology from the geoelectric layers
at the five locations was established based on the inhomogeneity of electrical resistivity
properties and the information from the drilled boreholes and wells integrated with the
known local geological setting.
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Table 1. Example of the estimated parameters for VES data sets along the Covenant University (L1)
that were utlised to construct the Geoelectric resistivity sections.

VES Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 Layer 6 Layer 7 Layer 8

Lithology Lateritic
Clay

Clayey
Sand

Sandy
Clay Sandy Clay Fine Silty-Sand

(Upper aquifer)

Coarse Sand
(Lower
aquifer)

Shale/Clay

1
Resistivity 89 142.8 1039.3 1543.9 3107.6 347.4 125.4

86.6Thickness 1.3 2.4 4.6 8.4 16 12.8 12.5
Depth 1.3 3.8 8.3 16.8 32.7 45.5 58

2
Resistivity 83.5 241.2 782.7 1034.5 3209.5 386.7 121

48.5Thickness 1.1 2 4 6.7 41.2 12.3 12.1
Depth 1.1 3.1 7.1 13.8 55 67.3 79.3

3
Resistivity 108.9 214.2 915.2 2628.8 10,341.50 378.5 119.6

45.7Thickness 1 2.1 3.4 3.9 23 13.1 13
Depth 1 3.1 6.5 10.4 33.4 46.5 59.5

4
Resistivity 51.7 222.7 874.1 980.2 5994.2 389.7 120.8

47.4Thickness 0.9 1.6 5.6 8.3 45 13.5 13.5
Depth 0.9 2.6 8.2 16.5 61.5 75 88.1

5
Resistivity 24.5 376.7 399.5 971.8 3102 356.2 128

34.1Thickness 0.9 6.5 19.9 8 22 12 13.9
Depth 0.9 7.4 27.2 35.3 57.3 69.2 83.2

6
Resistivity 59.3 287.2 1109.2 1355.6 9784.1 390.1 132

83.6Thickness 1 2.8 7.3 20.1 65.5 15.9 14.2
Depth 1 3.8 11.1 31.2 96.7 112.7 126.9

7
Resistivity 132.8 119.4 508.5 2804.8 5817.9 361.6 119.9

36.7Thickness 1 3.9 2.9 5.6 18.3 11.8 11.9
Depth 1 4.9 7.8 13.4 31.7 43.4 55.3

Figure 3 reveals the representative of the inverted VES numbers (1–7) conducted
within Covenant University (Location L1). The first geoelectric layer is topsoil, adjudged to
be a lateritic clay soil with a resistivity range of 24.5–132.8 Ωm, and a thickness range of
0.9–1.3 m. The topsoil resistivity values are low because it is evident that the layer contains
some lateritic clay. The second geoelectric layer shows resistivity values ranging from
119.4–376.7 Ωm, and a thickness range of 1.6–6.5 m that can be interpreted as clayey sand de-
posits. The third delineated layer with inverse model resistivity values of 399.5–1109.2 Ωm
is interpreted as a sandy clay unit with a thickness range of 2.9–19.9 m. The fourth and fifth
delineated layers had resistivity ranges of 971.8–2804.8 Ωm and 3102.0–10,341.5 Ωm, and
layer thickness ranges of 3.9–8.4 m and 16.0–65.5 m, respectively. This zone is interpreted
as a sandy clay layer, which seems to be the confinement of the underlying saturated units.
The sixth geoelectric layer has a resistivity range of 347.4–390.1 Ωm, and a layer thickness
range of 12.0–15.9 m, and is interpreted as the upper saturated silty sand layer. The seventh
delineated layer shows a resistivity range of 119.6–132.0 Ωm, and a thickness range of
11.9–14.2 m and is represented as a lower saturated layer of coarse sand. The last delineated
resistivity layer has a resistivity range of 45.7–86.6 Ωm and is interpreted as a shale or clay
unit. The summary of the estimated geoelectric parameters from the interpreted VESs is
presented in Table 1, and the corresponding geoelectric sections constructed are presented
in Figure 4. Two anticipated sub-vertical faults were mapped in the area, as displayed in
the geoelectric section.

231



Water 2023, 15, 2862

Water 2023, 15, x FOR PEER REVIEW 8 of 28 
 

 

4. Results 
4.1. Vertical Electrical Sounding 

The interpretation of the VES data and the geoelectric sections in all the study 
locations (L1–L5) revealed around eight geoelectrical layers. The estimated geoelectric 
parameters for the identified geoelectric layers are uniform among all the VES curves, and 
an example is shown in Table 1. The interpretation of the subsurface lithology from the 
geoelectric layers at the five locations was established based on the inhomogeneity of 
electrical resistivity properties and the information from the drilled boreholes and wells 
integrated with the known local geological setting. 

Figure 3 reveals the representative of the inverted VES numbers (1–7) conducted 
within Covenant University (Location L1). The first geoelectric layer is topsoil, adjudged 
to be a lateritic clay soil with a resistivity range of 24.5–132.8 Ωm , and a thickness range 
of 0.9–1.3 m. The topsoil resistivity values are low because it is evident that the layer 
contains some lateritic clay. The second geoelectric layer shows resistivity values ranging 
from 119.4–376.7 Ωm  , and a thickness range of 1.6–6.5 m that can be interpreted as 
clayey sand deposits. The third delineated layer with inverse model resistivity values of 
399.5–1109.2 Ωm  is interpreted as a sandy clay unit with a thickness range of 2.9–19.9 
m. The fourth and fifth delineated layers had resistivity ranges of 971.8–2804.8 Ωm  and 
3102.0–10,341.5 Ωm  , and layer thickness ranges of 3.9–8.4 m and 16.0–65.5 m, 
respectively. This zone is interpreted as a sandy clay layer, which seems to be the 
confinement of the underlying saturated units. The sixth geoelectric layer has a resistivity 
range of 347.4–390.1 Ωm , and a layer thickness range of 12.0–15.9 m, and is interpreted 
as the upper saturated silty sand layer. The seventh delineated layer shows a resistivity 
range of 119.6–132.0 Ωm , and a thickness range of 11.9–14.2 m and is represented as a 
lower saturated layer of coarse sand. The last delineated resistivity layer has a resistivity 
range of 45.7–86.6 Ωm  and is interpreted as a shale or clay unit. The summary of the 
estimated geoelectric parameters from the interpreted VESs is presented in Table 1, and 
the corresponding geoelectric sections constructed are presented in Figure 4. Two 
anticipated sub-vertical faults were mapped in the area, as displayed in the geoelectric 
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Figure 4. Geoelectric subsurface section from sounding results carried out along the Covenant
University, showing the inferred faults.
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A total of five VESs were conducted within the Bells University (Location L2) campus,
and the interpretation of the VES data equally revealed eight geoelectric strata within the
subsurface. The representative inverted VES curves and the resulting model parameters
are presented in Figure 5. The first unit of the inverse model shows variable resistivity
values in the range 73.4–322.1 Ωm, which is represented by the topsoil of lateritic clay
with a thickness range of 0.9–1.9 m. The high resistivity characteristics of the topsoil
at some VES points may be attributed to the compaction due to surface activities. The
second layer has a resistivity range of 99.5–276.6 Ωm, and a thickness range of 4.4–8.0 m,
which can be interpreted as a clayey sand unit. The third layer shows resistivity values
of 570.3–1088.9 Ωm and a thickness range of 4.4–8.0 m. This layer is considered a sandy
clay unit. The fourth and fifth mapped layers have resistivity ranges of 852.3–1831.4 Ωm
and 1914.0–8177.0 Ωm respectively, and the thickness range is 31–83.3 m. This layer can be
interpreted as sandy clay and represents the confining bed for the underlying saturated
units. The delineated sixth layer has a resistivity range of 363.3–408.0 Ωm and a thickness
of 13.1–14.3 m, which can be interpreted as sandy clay. The seventh layer shows a resistivity
range of 120.9–143.3 Ωm and a thickness range of 13.0–14.0 m and is interpreted as a
medium-to-coarse sand unit. These two zones are expected to be saturated based on the
inverted resistivity ranges and the previous geological and hydrological information. This
layer overlies a basal shale unit with a resistivity range of 43.8–236.6 Ωm. The constructed
geoelectric sections (Figure 6) show a sub-vertical fault based on the sharp changes in the
layers’ thicknesses and resistivities.
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A total of five VESs were conducted within the Bells University (Location L2) campus, 
and the interpretation of the VES data equally revealed eight geoelectric strata within the 
subsurface. The representative inverted VES curves and the resulting model parameters 
are presented in Figure 5. The first unit of the inverse model shows variable resistivity 
values in the range 73.4–322.1 Ωm , which is represented by the topsoil of lateritic clay 
with a thickness range of 0.9–1.9 m. The high resistivity characteristics of the topsoil at 
some VES points may be attributed to the compaction due to surface activities. The second 
layer has a resistivity range of 99.5–276.6 Ωm , and a thickness range of 4.4–8.0 m, which 
can be interpreted as a clayey sand unit. The third layer shows resistivity values of 570.3–
1088.9 Ωm  and a thickness range of 4.4–8.0 m. This layer is considered a sandy clay unit. 
The fourth and fifth mapped layers have resistivity ranges of 852.3–1831.4 Ωm   and 
1914.0–8177.0 Ωm  respectively, and the thickness range is 31–83.3 m. This layer can be 
interpreted as sandy clay and represents the confining bed for the underlying saturated 
units. The delineated sixth layer has a resistivity range of 363.3–408.0 Ωm   and a 
thickness of 13.1–14.3 m, which can be interpreted as sandy clay. The seventh layer shows 
a resistivity range of 120.9–143.3 Ωm   and a thickness range of 13.0–14.0 m and is 
interpreted as a medium-to-coarse sand unit. These two zones are expected to be saturated 
based on the inverted resistivity ranges and the previous geological and hydrological 
information. This layer overlies a basal shale unit with a resistivity range of 43.8–236.6 
Ωm . The constructed geoelectric sections (Figure 6) show a sub-vertical fault based on 
the sharp changes in the layers’ thicknesses and resistivities. 
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showing the inferred faults.

The representatives of inverted sounding curves for the six VESs conducted along
the Oju-Ore-Ilogbo road (location L3) are presented in Figure 7. Like the other locations,
eight geoelectric layers were attained for each VES station. The first geoelectric layer
is the topsoil, which has a resistivity range of 50.0–138.0 Ωm, and a thickness range of
0.7–1.5 m. The topsoil zone is composed of lateritic clay. The undelayed second layer
has a resistivity value range of 39.2–209.1 Ωm and a thickness range of 1.0–2.5 m, which
can be interpreted as a clayey sand layer. The third delineated layer is characterised by
resistivity values of 187.4–711.6 Ωm and is revealed to be a sandy clay unit with a thickness
range of 1.8–3.5 m. The fourth and fifth layers show resistivity ranges of 841.5–3064.5 Ωm
and 1119.7–3727.45 Ωm and thickness ranges of 8.4–26.2 m and 17.6–31.7 m, respectively.
This zone is interpreted as sandy clay confining the undelayed saturated units. The sixth
geoelectric layer is the upper saturated zone in the area, which has a resistivity range of
359.5–404.8 Ωm, and a thickness of 13.6–16.3 m and can be interpreted as a sand saturated
layer. The seventh delineated layer is the lower saturated zone, with a resistivity range
of 116.3–126.7 Ωm and a thickness of 14.0 m, and represents a saturated sand unit. The
mapped basal layer has a resistivity range of 27.7–236.0 Ωm and can be interpreted as the
shale layer (Figure 8).
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Figure 7. Representative of the inverted VES curves within Oju-Ore-Ilogbo Road (L3) and the
resulting digital subsurface models.

Figure 9 shows the representative of the inverted VES numbers 19–25 conducted
along the Obasanjo-Ijagba road (Location L4). Eight subsurface geoelectric layers were
interpreted from the sounding data in the area and used to construct the subsurface
geoelectric resistivity section (Figure 9). The first layer is the topsoil, which has a resistivity
range of 22.5–223.6 Ωm, a thickness range of 0.6–1.7 m, and is interpreted as lateritic clay.
The delineated second layer shows resistivity values ranging from 103.7–335.5 Ωm and a
thickness of 1.6–3.8 m. It is interpreted as a clayey sand unit. The third delineated layer
has a high resistivity value of 414.8–1375.5 Ωm with a thickness range of 4.4–9.8 m, which
represents a sandy clay unit. The fourth and fifth delineated layers have high resistivity
values of 1187.3–1842.6 Ωm and 2162.5–4064.5 Ωm, and a thickness of 8.5–23.6 m and
15.4–30.4 m, respectively. This unit is represented as highly compacted sandy clay, which
is confining the underlying saturated units. The sixth layer shows a resistivity range of
364.5–411.4 Ωm and a thickness range of 13.8–16.1 m, which can be interpreted as the
upper saturated silty sand unit. The seventh delineated layer has a resistivity range of
117.5–122.1 Ωm and a thickness ranging from 13.7–14.1 m and represents a lower saturated
sand unit. The delineated basal layer shows a resistivity range of 36.0–81.8 Ωm, which can
be interpreted as the shale unit (Figure 10).
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clay, which is confining the underlying saturated units. The sixth layer shows a resistivity 
range of 364.5–411.4 Ωm  and a thickness range of 13.8–16.1 m, which can be interpreted 
as the upper saturated silty sand unit. The seventh delineated layer has a resistivity range 
of 117.5–122.1 Ωm  and a thickness ranging from 13.7–14.1 m and represents a lower 
saturated sand unit. The delineated basal layer shows a resistivity range of 36.0–81.8 Ωm , 
which can be interpreted as the shale unit (Figure 10). 
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Figure 10. Geoelectric subsurface section from sounding results carried out along Obasanjo-
Ijagba road.

Five VESs were conducted at Iyana-Iyesi (Location L5), and the interpretation of
these soundings data equally revealed eight subsurface geoelectric layers that can be
discussed as follows: The representative inverted VES numbers 26–30 curves for the area
are presented in Figure 11. Similarly, eight geoelectric layers were delineated, starting
with the topsoil, which has variable resistivity values of 53.5–185.4 Ωm with a thickness
range of 1.0–1.4 m, representing the lateritic clay layer. The second layer shows resistivity
values of 150.8–720.7 Ωm and a thickness of 2.5–3.4 m; this layer represents a clayey sand
unit. The third layer has high resistivity values of 796.6–1289.8 Ωm and a thickness range
of 5.4–7.4 m, it is interpreted as a sandy clay unit. The fourth and fifth delineated layers
have higher resistivity, ranging from 1365.9 to 2179.0 Ωm and 2713.7 to 3885.2 Ωm, and the
thickness ranges are 13.5–16.7 m and 21.3–30.8 m, respectively. These layers represent sandy
clay units, which are considered the confining beds for the underlying saturated units. The
delineated sixth layer has a resistivity range of 368.9–372.6 Ωm and a thickness range of
15.1–15.4 m which represents the silty sand unit, which is considered the upper saturated
zone. The seventh layer shows a resistivity range of 120.2–121.3 Ωm and a thickness range
of 14.0–14.1 m and is interpreted as a saturated sand unit. This layer overlies a basal shale
unit with a resistivity range of 50.1–63.3 Ωm (Figure 12).
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4.2. 2D Electrical Resistivity Imaging

Though both L1-norm and L2-norm inversion techniques were tested for the acquired
2D ERT datasets, only the inverse models using the L2-norm are presented because they
better represent the subsurface. The 2D ERT inversion generally reveals the geoelectric
layers in more detail and is equivalent to the estimated results using the VESs techniques
(Figures 13–17). A few iterations were adequate to achieve a good match between the
measured and modelled resistivity, and the resulting 2D resistivity section revealed the
subsurface layer distribution in relation to the previous geological and VES results. The
colour code represents the 2D resistivity distributions, with emphasis on the dry and
saturated zones. The inversion of the ERT traverse for location L1 is presented in Figure 13,
which reveals the lateral resistivity distribution up to 70 m depth. The 2D ERT profile
for traverse T1 shows the presence of the shallow low resistivity layer with resistivities
<250 Ωm which represents the clayey topsoil with variable resistivity values according to
the surface activities and whose thickness is a maximum of 20 m. This layer is followed
by a layer of high resistivity values >800 Ωm with a thickness of 70 m or more. This layer
represents the dry sandy clay cap unit, and it is extended along the measured section.
The most important unit that appears at elevation 30 m has a low resistivity character,
which represents the saturated sandy clay layer. It appears at distinctive locations: at the
beginning of the measured profile at 320 m. The sub-vertical sharp resistivity boundaries
between the low and high values appear at the beginning and at 330 m horizontal distance,
which may be attributed to the presence of a fault (Figure 13).
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Similarly, the 2D ERT profile for traverse T2 within Bells University is presented in
Figure 14 with the same resistivity value distributions as in T1. The shallow low resistivity
layer with resistivities <250 Ωm represents the clayey topsoil with variable resistivity
values according to the surface activities, and its thickness is a maximum of 10 m. This
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layer is followed by a layer of high resistivity values >700 Ωm with a thickness of 60 m and
more along the SW direction. This layer represents the dry sandy clay cap unit, and it is
extended along the measured section. The most important units that appear at elevation
20 m have a low resistivity character, which represents the saturated sandy clay layer. It
appears horizontally along the measured profile and laterally in contact with the high
resistivity layer at a horizontal distance of 340 m. This probably reflects the presence of a
subvertical fault (Figure 14).

The 2D ERT profile for traverse T3 is presented in Figure 15 and shows similar sub-
surface resistivity distributions to the previous profiles. Inspecting the inverted resistivity
profiles reveals similar subsurface lithological successions in the other two locations. The
shallow and thin low resistivity layer with resistivities <250 Ωm represents the clayey
topsoil with variable resistivity values. This layer is followed by a layer of high resistivity
values >600 Ωm with a thickness of 60 m, thinning in the SE direction. This layer represents
the dry sandy clay cap unit, and it is extended along the measured section. The most impor-
tant units that appear at elevation 0 m have low resistivity, which represents the saturated
sandy clay layer. It appears horizontally and smoothly along the measured profile. At the
end of the profile, the low resistivity zone (<100 Ωm) appears underneath the saturated
zone. This zone represents the unit bounding the upper saturated layers. (Figure 15). The
inverse model of the 2D ERT profile T4 conducted along the Oju-ore-Ilogbo road (location
L4) is displayed in Figure 16. Inspecting the inverted resistivity profiles reveals similar
subsurface lithological successions to the other 2D profiles. The shallow and thin low
resistivity layer with resistivities <220 Ωm represents the clayey topsoil. The second layer
has a relatively high resistivity value of >600 Ωm along most of the measured profile with
a thickness of about 60–70 m, reflecting the old topography of the underlain sand clay layer.
This layer represents the dray sandy clay cap unit, and it is extended along the measured
profile. The most important units that appear at elevation 30 m with low resistivity charac-
ters represent the saturated sandy clay layer with an irregular bottom topographic surface.
At the bottom of the saturated layer, a low resistivity zone (<100 Ωm) appears, which is
interpreted as a shale unit, bounding the upper saturated layers (Figure 16).

The fifth 2D ERT profile is presented in Figure 17, which shows the main subsurface
resistivity layer. The shallow and thin low resistivity layer with resistivities <210 Ωm
represents the clayey topsoil. This is followed by a high resistivity value > 950 Ωm along
most of the measured profile, with a thickness of about 70–80 m along most of the profile.
This layer represents the dray sandy clay cap unit, and it is extended along the measured
profile except at distances of 230–260 m, where the layer is dissected. The low resistivity
character layer appears at elevations of 70 m and 30 m, which represents the saturated
sandy clay layer with an irregular topographic surface. At the bottom of the saturated layer,
a low resistivity zone (<100 Ωm) appears, which is interpreted as a shale unit bounding the
upper saturated layers (Figure 17).

4.3. Aquifers Hydraulic Parameters

Hydraulic parameters play a crucial role in understanding and managing aquifers,
which are vital sources of groundwater. To effectively utilise and sustainably manage
these invaluable resources, it is essential to accurately estimate hydraulic parameters.
Based on the Archie law (Equation (1)), the upper and lower aquifer porosities can be
calculated from the interpreted resistivity values deduced from the measured VES stations.
Then the Dar Zarrouk parameters (example: Table 1) have been used to calculate the
two aquifers’ hydraulic conductivity (Equations (2) and (4)). Using the aquifer thickness, the
transmissivity values can be estimated. Table 2 shows the calculated hydraulic parameters
for the two aquifers along the five investigated sites. The calculated hydraulic values for the
two aquifers at each VES station are presented in Figures 18 and 19. The prediction models
for the estimated hydraulic parameters of both upper and lower aquifers are presented in
Figures 20 and 21. Equations (6)–(8) are the linear prediction models relating the estimated
transmissivity, hydraulic conductivity, and porosity with the mean true resistivity of the
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upper aquifer. The lower aquifer hydraulic estimated parameters versus mean resistivity
values can be expressed in Equations (9)–(11).

Mean Transmissivity = 6.1993− (0.012)Mean R f (6)

Mean K(10−2) = 54.46− (0.011)Mean R f (7)

Mean Porosity = 0.37− (4.37× 10−4)Mean R f (8)

Table 2. Estimated hydraulic parameters for upper and lower aquifers in the study area.

Upper Aquifer Lower Aquifer

Location Mean RF
Ω-m

Mean
Porosity

Mean K
(m/s)10−2

Mean T
(m2/s)

Mean RF
Ω-m

Mean
Porosity

Mean K
(m/s)10−2

Mean T
(m2/s)

L1(V1–V7) 347.4 0.2182 17.0 2.18 125.4 0.4777 400 50.00
L2(V8–V12) 386.7 0.2009 12.7 1.56 121.0 0.4910 457 55.30
L3(V13–V18) 378.5 0.2042 13.5 1.76 119.6 0.4955 478 62.14
L4(V19–V25) 389.7 0.1997 12.4 1.68 120.8 0.4917 460 62.10
L5(V26–V30) 356.2 0.2140 15.9 1.90 128.0 0.4703 371 51.57
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The prediction models for hydraulic conductivity and porosity are linear, while the
mean transmissivity model is non-linear (3rd-order polynomial). This confirms that the
estimated hydraulic values are acceptable for both aquifers.

Mean Transmissivity = (−35473.28) + 901.36 (Mean R f )− 7.59 (Mean R f )
2

+0.021 (Mean R f )
3 (9)

Mean K(10−2) = 1994.623− (12.70)Mean R f (10)

Mean Porosity = 0.85− (0.003)Mean R f (11)

5. Discussion
5.1. Subsurface Characterisation and Aquifer Delineation

The VESs and the 2D electrical resistivity images were integrated for subsurface
evaluation up to depths ranging from 90–120 m and delineated the dry and saturated
subsurface zones. The geological and borehole information has been considered in the
inversion of the VES data sets. Then the borehole and VES models were considered in the
inversion and interpretation of the 2D ERT profiles, which show more details about the
lateral extension of subsurface layer successions. The delineated geoelectric layers started
with the topsoil (mostly lateritic clay), clayey sand, sandy clay, sand, and shale. Most of
the interpreted layers are laterally extended along the investigated areas in the same order.
On the inverted-sounding data and the 2D ERT sets, the topsoil unit is thin and dominant
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along most of the surveyed areas. The second dominant layer is the sandy clay unit, which
has relatively high resistivity characters across both data sets, with more details about the
thickness and continuation appearing in the 2D ERT inverted profiles. The high resistivity
character of the sandy clay unit is referred to as the compaction and the clay content,
which have been described as being rich in kaolin and intercalated with phosphates. The
intercalated phosphates are thought to be part of the reported thin bands of phosphate
belonging to the Ilaro Formation [29,32,45]. Despite the resistivity data indicating that
this layer is dry, many homeowners tried to hand-dig wells to extract water from this
layer with very limited success. Underlain by the high-resistivity clayey sand layer, the
low-resistivity characters appear with more details about the layer’s thickness and depth,
which are considered saturated with groundwater. This is the sandy clay layer, and based
on the geological and borehole information, this unit can be classified into two saturated
zones with different grain sizes.

The high resistive unit is confining the unconsolidated sand unit, which forms the
upper saturated zone along the study area. It is composed mainly of silty sand deposits.
This upper saturated layer is thought to be part of the tertiary alluvium deposits of the
Benin Formation [29,32,45]. The lower saturated zone is a coarse-grained sand formation
that is perhaps more porous and permeable compared to the upper aquifer system, which
is the reason for its lower resistivity characteristics. The lower aquifer is interpreted to
be part of the coastal plain sands of the Benin Formation as well. Moreover, many faults
were identified by the vertical and sub-vertical sharp contact between the low and high
resistivity units. These expected faults penetrate both upper and lower saturated zones
at different depths and could scientifically affect sustainable groundwater exploration,
development, and management within the two aquifer systems [9,23,46,47].

5.2. Implications for Groundwater Resource Development and Management

The spatial distributions of the true stratigraphic thickness of both the lower and
upper saturated zones are presented in Figures 22 and 23. The thickness of an aquifer
plays a significant role in groundwater development and management. It determines the
storage capacity, sustainability of extraction, water quality, well yield, recharge potential,
hydrological dynamics, and adaptability to changing conditions. The thicknesses of both
lower and upper saturated zones increase south-westward up to the Iyana-Iyesi area
and decrease north-westward down to the Canaan land area (Figures 22 and 23). It
denotes the vertical extent of the saturated zone within the aquifer, indicating the depth
from which water can be extracted [48]. Aquifer thickness influences its water storage
capacity, as a thicker aquifer can store more water, ensuring a larger volume of groundwater
available for various uses. The thickness of the aquifer directly influences its sustainable
yield, providing a reliable and steady supply of water over an extended period. The
estimated hydraulic parameters reveal the productive capacity of the delineated aquifers.
Porosity measurements are fundamental to characterising aquifers and understanding their
hydrogeological properties. Accurate porosity data are used in groundwater models and
simulations to predict aquifer behaviour under different scenarios. It plays a vital role in
determining the volume of water that an aquifer can store and transmit. The estimated
porosity values range between 20 and 22% within the upper aquifer, while the values range
from 48 to 50% for the lower aquifer. The estimated porosity values for both aquifers show
their high capacity to store water.
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The estimated hydraulic conductivity values of both delineated upper and lower
aquifers are high, with values ranging from 12.4–17.0 × 10−2 m/s for the upper aquifer
unit and 371–478 × 10−2 m/s for the lower aquifer unit. Aquifers with high hydraulic con-
ductivity can transmit water more easily, resulting in higher groundwater flow rates. The es-
timated hydraulic conductivity values of both delineated upper and lower aquifers are high,
with values ranging from 1.56–2.18 m2/s for the upper aquifer unit and 50.00–62.14 m2/s
for the lower aquifer unit. Understanding the hydraulic conductivity and transmissivity
of the subsurface aquifer units is essential for effective groundwater management, water
resource planning, and environmental protection. The estimated porosity, hydraulic con-
ductivity, and transmissivity have high values for both delineated major aquifers in the
study area.

Moreover, the structural faults within some parts of the study area cut across the
delineated aquifers and can have significant impacts on groundwater resource development
and management. The faults can serve as conduits for water to enter the aquifer, resulting in
increased recharge rates. Groundwater wells may need to be carefully sited to avoid faults,
and additional measures may be required to prevent contamination through faults. Thus,
it is important to carefully consider the presence of faults when planning groundwater
projects and to take steps to mitigate any negative impacts that may result.

6. Conclusions

Groundwater resources have many advantages over surface water, first in terms of
comprehensive applications and usability in agriculture, domestic, and manufacturing
industries. Thus, there is a need for these natural resources to be appropriately managed
and protected to ensure their sustainability. Hydrogeophysical investigations have been
employed within the eastern Dahomey basin to provide subsurface information and char-
acterise the multi-layer aquifers within the subsurface. The subsurface lithologic units
include the topsoil (Lateritic clay), clayey sand, sandy clay (confining bed), fine-to-medium
sand (upper aquifer system), medium-to-coarse sand (lower aquifer system), and shale
or clay belonging to the Akinbo Formation, which was delineated in all the locations
(L1–L5). The shallower clayey sand and sandy clay formations serve as potential low-yield
aquifers that are useful only for hand-dug wells in the study area. Two major aquifers
were delineated within the area. The upper aquifer is a fine-silty sand unit with a mean
thickness range and mean resistivity range of 13.0–15.3 m and 347.4–389.7 Ωm in the entire
area. The estimated hydraulic parameters for the upper aquifer reveal that it is highly
productive. The mean porosity range is 20–22%, the mean hydraulic conductivity range is
12.4 × 10−2 m/s–17.0 × 10−2 m/s, and the mean transmissivity range is 1.56–2.18 m2/s.
The delineated lower aquifer is coarse sand, with mean resistivity ranges of 119.6–128.0 Ωm
and a mean thickness range of 13.0–14.1 m. The estimated hydraulic parameters for the
lower coarse sand aquifer unit have a mean porosity range of 48–50%, a hydraulic conduc-
tivity range of 371–478 × 10−2 m/s, and a mean transmissivity range of 50.0–62.14 m2/s.
Targeting these aquifers for sustainable groundwater resources during exploration will
save the homeowners within the study area from the pain of drilling unproductive and
low-yield boreholes. Also, some sub-vertical faults within the study area will affect ground-
water resource development and management in the area since the occurrence of these
sub-vertical structural faults within the subsurface will result in changes in the permeability
of the delineated aquifers across the divide, thereby affecting the productivity of the aquifer
units in the area. There is a need to establish an hydrogeophysics observatory in the study
area to obtain time-lapse hydrogeological data such as groundwater level data, pumping
test data, groundwater recharge rate, and groundwater quality data. Integrating these
data with the findings of this research would enable the building of effective groundwater
models of the delineated, multi-layered aquifers in the area. With robust groundwater
models of the aquifers, managed aquifer recharge (MAR) projects will be effective in the
area to sustain groundwater supply. Moreover, there is a need to understand groundwater
flow and transport processes within the delineated aquifer systems in the area to predict
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the movement and fate of contaminants in the aquifer. This is crucial for managing and mit-
igating the impacts of groundwater pollution, protecting water quality, and safeguarding
public health in the area.
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