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Brief Report
Exploring BiomedCLIP’s Capabilities in Medical Image Analysis:
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Abstract: Background /Objectives: Open-source artificial intelligence models (OSAIMs),
such as BiomedCLIP, hold great potential for medical image analysis. While OSAIMs are
increasingly utilized for general image interpretation, their adaptation for specialized med-
ical tasks, such as evaluating scoliosis on posturographic X-ray images, is still developing.
This study aims to evaluate the effectiveness of BiomedCLIP in detecting and classifying
scoliosis types (single-curve and double-curve) and in assessing scoliosis severity. Methods:
The study was conducted using a dataset of 262 anonymized posturographic X-ray images
from pediatric patients (ages 2-17) with diagnosed scoliosis. The images were collected
between January 2021 and July 2024. Two neurosurgical experts manually analyzed the
Cobb angles and scoliosis stages (mild, moderate, severe). BiomedCLIP’s performance
in detecting scoliosis and its type was evaluated using metrics such as accuracy, sensitiv-
ity, specificity, and AUC (Area Under the Curve). Statistical analyses, including Pearson
correlation and ROC curve analysis, were applied to assess the model’s performance. Re-
sults: BiomedCLIP demonstrated moderate sensitivity in detecting scoliosis, with stronger
performance in severe cases (AUC = 0.87). However, its predictive accuracy was lower
for mild and moderate stages (AUC = 0.75 and 0.74, respectively). The model struggled
with correctly identifying single-curve scoliosis (sensitivity = 0.35, AUC = 0.53), while
it performed better in recognizing double-curve cases (sensitivity = 0.78, AUC = 0.53).
Overall, the model’s predictions correlated moderately with observed Cobb angles (r = 0.37,
p <0.001). Conclusions: BiomedCLIP shows promise in identifying advanced scoliosis, but
its performance is limited in early-stage detection and in distinguishing between scoliosis
types, particularly single-curve scoliosis. Further model refinement and broader training
datasets are essential to enhance its clinical applicability in scoliosis assessment.

Keywords: BiomedCLIP; scoliosis detection; medical image analysis; machine learning in
healthcare; artificial intelligence

1. Introduction

Open-source artificial intelligence models (OSAIMs) are free, publicly available
tools that have found applications in various fields, including computer science and
medicine [1,2]. While OSAIMs offer advanced capabilities for processing and interpreting
visual data, most of them are not specifically tailored for medical image analysis, such

Appl. Sci. 2025, 15, 398 https://doi.org/10.3390/app15010398
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as X-ray images. In response to this gap, dedicated models like BiomedCLIP have been
developed, combining natural language processing with medical image analysis, providing
new opportunities for the evaluation and interpretation of radiological data.

The evaluation of scoliosis, a complex, three-dimensional deformity of the spinal
column, traditionally relies on manual radiological interpretation by clinicians. This process
includes the assessment of curvature, vertebral rotation, and spinal dynamics, typically
using X-ray images in anterior—posterior (AP) and lateral views [3,4]. Identifying the degree
and type of scoliosis requires significant expertise and can be time-consuming, especially
when differentiating between single-curve and double-curve forms or determining the
severity based on the Cobb angle [5]. Challenges such as interobserver variability and
the high volume of radiological data underline the need for automated tools that could
enhance accuracy and reduce workload in clinical practice. Advanced Al models, such
as BiomedCLIP, offer potential solutions to these challenges by providing automated,
high-sensitivity analysis tailored to medical data.

Over the past year, there has been a global increase in interest in OSAIMs. This surge
in attention is partly due to the release of advanced language models such as ChatGPT, pro-
duced by OpenAl. One of OpenAl’s products is Contrastive Language-Image Pretraining
(CLIP), which integrates both natural language and images. This model is capable of a wide
range of tasks, including zero-shot image classification, image captioning, and visual ques-
tion answering [6]. CLIP achieves its remarkable results by training on a diverse dataset
of images and their textual descriptions, allowing the model to learn a shared embedding
space, enabling it to process and understand both text and images more efficiently.

Based on CLIP, several zero-shot models have already been developed, including
medical models such as SDA-CLIP, a domain adaptation method for surgical tasks based
on CLIP. It enables the recognition of surgical actions across different domains, such as
virtual reality and real-life operations [7]. Another study utilizing this model was SleepCLIP,
which demonstrated that CLIP could be effectively adapted to sleep staging tasks, showing
potential for improving the diagnosis of sleep disorders [8].

BiomedCLIP, known in its full version as Biomed-CLIP-PubMedBERT_256-vit_base_
patch16_224, is an advanced model that combines natural language processing with med-
ical image analysis. It belongs to the category of vision-language foundation models,
integrating both domains to perform complex tasks. This model was trained on a massive
dataset, PMC-15M, containing 15 million “image-description” pairs from scientific articles
available in PubMed Central. As a result, BiomedCLIP is capable of efficiently interpreting
both medical text and images (Figure 1).

BiomedCLIP stands out due to its architecture, which combines the capabilities of
PubMedBERT, a model dedicated to text analysis, with a Vision Transformer optimized for
working with biomedical data. This combination allows it to achieve outstanding results
across many benchmark datasets, making it one of the top models in its category.

The applications of BiomedCLIP are highly versatile. The model can be used for
cross-modal retrieval (information search based on images or text), medical image classifi-
cation, and answering questions related to those images. With its advanced technology,
BiomedCLIP is becoming a powerful tool supporting diagnostics, scientific research, and
medical education, opening new possibilities in the analysis and understanding of complex
biomedical information [9].
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Figure 1. The creators uploaded the reconstructed figure onto the website, providing a visual
representation of the performance comparison of BiomedCLIP, PubMedCLIP, and CLIP models across
various QA benchmarks [9]. The results demonstrate that BiomedCLIP consistently outperforms the
other models, particularly in tasks related to text-image retrieval, zero-shot image classification, and
visual question answering (VQA).

Although BiomedCLIP demonstrates superior performance across most evaluated
benchmarks, Figure 1 highlights an exception. In the PCam benchmark, PubMedCLIP
outperformed BiomedCLIP, showcasing higher accuracy in this specific task. This obser-
vation suggests that while BiomedCLIP is a robust and versatile model, certain domain-
specific datasets may still favor more specialized approaches like PubMedCLIP. This un-
derscores the need for continued research to optimize vision-language models for diverse
biomedical tasks.

Previous studies utilized the raw version of the CLIP model to evaluate posturographic
X-ray images in the anteroposterior projection, demonstrating single-curve scoliosis at a
severe stage. Since CLIP offers nine models with different architectures, our study partially
confirmed the initial research hypothesis, indicating that only seven out of nine tested
CLIP models were able to effectively recognize scoliosis from radiographic images. The
second hypothesis was not confirmed, as only four of the nine models correctly answered
questions regarding single-curve scoliosis. Assumptions regarding the accurate estimation
of curvature degrees using Al were also not confirmed—mnone of the selected models
achieved high sensitivity in the assessment of Cobb angles [10].

Scoliosis is a complex, three-dimensional deformity of the spinal column, identified by
a curvature greater than 10 degrees, as determined by the Cobb method [11]. The diagnosis
of scoliosis typically involves a comprehensive radiological posturographic examination
of the entire spine in both anterior—posterior (AP) and lateral views, which facilitates the
assessment of curvature, vertebral rotation, spinal dynamics, and trunk deformity, and
aids in planning appropriate therapy [3,4]. Scoliosis is classified based on factors such as
the patient’s age, degree of curvature, underlying cause, location, and number of curves
present. In this study, scoliosis is categorized into single-curve (C-shaped) and double-
curve (S-shaped) forms [5]. The severity of scoliosis, as indicated by the Cobb angle, is
classified into mild (1020 degrees), moderate (20-40 degrees), and severe (greater than 40
degrees) [5,12] (Figure 2).
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Figure 2. The figure shows posturographic X-ray images of single-curve scolioses at different stages:
(A) mild (17° Cobb, L3/L4-Th12/Th11), (B) moderate (29° Cobb, L3/L4-Th7/Thé), (C) severe (56°
Cobb, L4/1.5-Th10/Th9), and double-curve scolioses: (D) mild (17° Cobb, L1/L2-Th9/Th8; 18°
Cobb, Th8/Th7-Th2/Th1), (E) moderate (26° Cobb, L4/L5-L1/Th12; 25° Cobb, L1/Th12-Th8/Th?),
and (F) severe (75° Cobb, L4/1L5-Th12/Th11; 78° Cobb, Th11/Th10-Th5/Th4).

This study aimed to assess how a dedicated medical Al model, such as BiomedCLIP,
performs in analyzing posturographic X-ray images that display both single-curve and
double-curve scoliosis. To investigate this, three sets of questions were developed, partially
building on prior research. The questions addressed whether the model detects the presence
of scoliosis, correctly identifies its single-curve or double-curve form, and evaluates the
severity of scoliosis—categorized as mild, moderate, or severe. Questions regarding
Cobb angles were deliberately excluded, as earlier studies indicated that the CLIP model
struggles with accurately determining these angles, often performing this task randomly.
The following hypotheses (H) were formulated:

H1: BiomedCLIP will detect the presence of scoliosis on all posturographic images with high
sensitivity.
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H2: BiomedCLIP will correctly identify the type of scoliosis on the provided images with high
sensitivity.

H3: BiomedCLIP will accurately categorize the severity of scoliosis on the provided images.

2. Materials and Methods

The study was conducted as part of the scientific research activities at the Polish-
Mother’s Memorial Hospital Research Institute in Poland. The bioethics committee deter-
mined that no formal consent was required for the analysis of the obtained radiological
images. Posturographic images of patients diagnosed with scoliosis in the anteroposte-
rior projection were collected between January 2021 and July 2024 (ages ranging from
2 to 17 years). Medical indications are required to perform X-ray examinations, and there-
fore, we did not include posturographic studies of patients without spinal deformities.
Only images of patients with a prior diagnosis of scoliosis were used in this study. All im-
ages were anonymized, and consent was obtained from the legal guardians of the patients
for the use of the X-ray images in this research. Inclusion criteria encompassed technically
accurate images and those displaying both single-curve and double-curve scoliosis. Im-
age quality assessment included verifying image readability and ensuring there were no
errors in collimation or cropping. Exclusion criteria included scoliosis with co-occurring
pathologies, such as spina bifida or vertebral hump, images that did not cover the entire
spine, and scoliosis post-surgical correction with visible implants. From the X-ray image
database, 262 posturographic images with visible scoliosis were included in the study. All
tests were conducted using the same equipment. The X-ray images were not subjected to
any modifications and were saved in JPEG format with a resolution of 2663 x 1277 px.

2.1. Manual Measurements

Analysis of the posturographic X-ray images was conducted independently by two
neurosurgery specialists. RadiAnt software (version 2023.1) was used to evaluate the
posturographic images.

2.2. BiomedCLIP Methodology

Model Selection and Fine-Tuning

In this study, the Biomed CLIP model was employed. This model is a fine-tuned
version of the CLIP (Contrastive Language-Image Pretraining) model, specifically adapted
for classifying X-ray images of children’s spines into three scoliosis categories: mild, mod-
erate, and severe. The CLIP model was selected due to its superior zero-shot classification
performance and proven ability to interpret complex biomedical imagery, surpassing other
multimodal models like DALL-E, MedCLIP, and PubMedCLIP. The open-source availability
of the Biomed CLIP model further facilitated its use in this research.

The model was fine-tuned using the PMC-15 dataset, which includes 15 million
biomedical image—text pairs derived from 4.4 million scientific articles. This broad and
diverse dataset helped adapt the model to the specific demands of pediatric spinal imagery
and enhanced its ability to interpret medical images.

Hyperparameters

The fine-tuning of Biomed CLIP followed the same hyperparameters as those used in
training the original CLIP ViT-B/16 model (Table 1). These include:
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Table 1. Hyperparameters used for fine-tuning BioMed CLIP, following the same setup as the original

CLIP ViT-B/16 model.
Hyperparameter Value
Learning Rate 4 x107*
Weight Decay 0.2
Adam p1 0.9
Adam P2 0.98
Adam ¢ 1.00 x 10~°
Batch Size 32,768
Training Epochs 32
Warm-up Iterations 2000
Gradjient Clipping Max temperature of 100

Hardware and Software Configuration

All computational tasks were carried out on two NVIDIA L40S GPUs, supported by 16
vCPUs and 124 GB of RAM, with 96 GB of VRAM on the RunPod platform. The software
environment utilized a Docker image (pytorch:2.1.0-py3.10-cudal1.8.0-devel-ubuntu22.04)
containing the necessary CUDA and PyTorch modules to support model training and
evaluation.

Model Architecture

The Biomed CLIP model is based on the Vision Transformer (ViT-B/16) architecture for
its vision encoder, which divides input images into 16 x 16-pixel patches. This architecture
was chosen for its ability to capture long-range dependencies in medical images. Each patch
is treated as a token and processed using a self-attention mechanism. The model supports
images of 224 x 224 pixels, though experiments with a higher resolution (384 x 384)
suggested improved performance for certain tasks, albeit with increased training time.

The ViT-B/16 model features approximately 86 million trainable parameters. To
handle the specific demands of medical text, the text encoder was adjusted from the
standard 77 tokens to a context size of 256 tokens, accommodating longer and more detailed
biomedical descriptions.

Training Setup

Training was performed on large-scale hardware configurations using 16 NVIDIA
A100 or V100 GPUs. To optimize memory usage and computational efficiency, techniques
such as gradient checkpointing and automatic mixed precision were employed. The fine-
tuning process was carried out for 32 epochs, with a batch size of 32,768, and the Adam
optimizer was used with weight decay and a learning rate of 4 x 10~%.

Data Handling and Evaluation

The evaluation was performed using a database of anonymized X-ray images, enabling
iterative assessments of the model’s classification performance across various stages of
scoliosis. For this task, descriptive text labels were prepared to represent the classification
of each category:

1. First Category:

a. “This is an image of scoliosis”.
b. “This is not an image scoliosis”.

2. Second Category:

a. “This is an image of single curve scoliosis”

7

b. “This is an image of double curve scoliosis’
3. Third Category:

a. “This is an image of mild scoliosis”.
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b. “This is an image of moderate scoliosis”.
c. “This is an image of severe scoliosis”.

Each X-ray image was preprocessed through normalization before being input into the
model. The model then computed the probability of the image belonging to each scoliosis
category, with a confidence score ranging from 0 to 1. This score was used as a quantitative
measure of the model’s certainty in its predictions.

The evaluation emphasized accuracy in image classification and the ability to gen-
eralize across unseen medical image data, testing both the robustness and real-world
applicability of Biomed CLIP in clinical diagnostics.

Detection and Classification Framework

Detection and Classification Methodology

Detection of Scoliosis

The detection process focused on identifying the presence of spinal deformities in
posturographic X-ray images. The BiomedCLIP model was utilized to automatically
determine whether a given image depicted scoliosis. The steps involved in detection
included:

e Approach: Detection was conducted using descriptive text labels, assigning each
image to one of two categories: “This is an image of scoliosis” or “This is not an image
of scoliosis”.

e  Parameters:

O The model’s vision encoder, based on the ViT-B/16 architecture, divided the
input images into 16 x 16-pixel patches for analysis.

O Images were normalized and resized to 224 x 224 pixels prior to being fed into
the model.
O The text encoder was extended to handle up to 256 tokens, accommodating

detailed biomedical descriptions.

e  Outcome: The model computed the probability of the image belonging to the category
of scoliosis, with confidence scores ranging from 0 to 1, providing a quantitative
measure of detection.

Classification of Scoliosis

Once scoliosis was detected, the images were further classified into two additional
dimensions: the type of scoliosis (single-curve or double-curve) and the severity of the
condition (mild, moderate, or severe).

1.  Classification of Scoliosis Type:

@) Approach: Images were categorized based on their curvature type:
. “This is an image of single-curve scoliosis”.
. “This is an image of double-curve scoliosis”.
O Parameters:
. The same preprocessing steps as in the detection process were applied,

with images resized to 224 x 224 pixels and normalized.
] Textual prompts tailored to the classification task were used to improve
model specificity.

O Outcome: The model assigned probabilities to each category, identifying the
type of scoliosis with high confidence.

2. Classification of Scoliosis Severity:

@) Approach: Severity classification divided images into three categories:
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. Mild scoliosis (“This is an image of mild scoliosis”).
. Moderate scoliosis (“This is an image of moderate scoliosis”).
] Severe scoliosis (“This is an image of severe scoliosis”).
O Parameters:
] Severity levels were defined based on the Cobb angle measurements:

n Mild: <20°.
. Moderate: 20°-40°.
. Severe: >40°.

. The model’s vision encoder leveraged detailed geometric features of
the X-ray images to differentiate between severity levels.

@) Outcome: Probabilities were calculated for each severity category, enabling
precise classification of the scoliosis stage.

Integration of Detection and Classification

Both detection and classification were performed using the BiomedCLIP model, fine-
tuned to handle pediatric spinal imagery. Although these processes shared a common
model architecture, they were treated as distinct stages in the analysis pipeline. The
detection stage established the presence of scoliosis, while the classification stages refined
the analysis by identifying the specific type and severity.

By addressing detection and classification as separate processes, this methodology
ensured a clear, structured workflow and optimized the model’s performance for each task.
The parameters and technical solutions implemented for both stages are detailed in the
corresponding sections of the methodology.

2.3. Statistical Analysis

In the present analysis, the significance level was set at oc = 0.05. Descriptive statistics
were employed to summarize the data. For continuous variables, the median (Mdn) served
as the central tendency measure due to its robustness against outliers and distributional
skewness. Furthermore, the first (Q1) and third (Q3) quartiles were reported to delineate
the central 50% range of the data. Additionally, the inclusion of minimum (Min) and maxi-
mum (Max) values offers a complete view of the data’s range, highlighting the extremes.
Categorical variables were quantified by counts (n) and the proportion of each category.
The relationship between two numerical variables was investigated using Pearson corre-
lation. The 95% confidence intervals (CI 95%) and p-values were computed through the
asymptotic approximation of the t-test statistic.

The predictive performance of the BiomedCLIP model was evaluated by determining
the optimal cutpoints for dichotomous outcomes (positive class—incidence of the event,
negative class—absence of the event) through a method that maximizes the sum of speci-
ficity and sensitivity. The model’s discriminative ability was further assessed by estimating
metrics such as accuracy, sensitivity, specificity, and the Area Under the Curve (AUC) with
results visualized via Receiver Operating Characteristic (ROC) curves. To ascertain the
model’s predictive capability beyond mere guessing, the 95% confidence intervals for the
AUC metrics were estimated employing the DeLong test [13]. A high level of sensitivity
was defined as achieving a result >90%, reflecting optimal performance for early detection
and classification tasks.

Specificity requires a proper equation to connect ROC, AUC, and CI calculations for
single- and double-curve scoliosis.

TP

Sensitivity - m
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TN
TN +FP’

where TP—true positive values; FN—false negative values; TN—true negative values;

Specificity =

FP—false positive value.
1
AUC = / Sensitivity d(1 — Specificity),
0

where d is the difference in scores or ranks between the positive and negative classes.
Variance of AUC is defined as:

Var (AUC) =

Loy Zv — AUC)?

niny

where Vj; is a weight assigned to each pair of observations; n;—number of positive in-
stances, np—number of negative instances, i—index of positive instances, j—index of
negative instances.

CI = [AUC — z-SE, AUC + z-SE],

where CI—confidence interval for AUC; z—is the critical value from the standard normal
distribution (z = 1.96 for 95% confidence); SE—standard error, defined as:

SE = +/Var(AUC)

Characteristics of the applied statistical tool and external packages

Analyses were conducted using the R Statistical language (version 4.3.3; [14]) on
Windows 11 Pro 64 bit (build 22631), using the packages see (version 0.9.0; [15]), report
(version 0.5.8; [16]), correlation (version 0.8.5; [17,18]), patchwork (version 1.2.0; [19]),
pROC (version 1.18.5; [20]), gtsummary (version 1.7.2; [21]), cutpointr (version 1.1.2; [22]),
ggplot2 (version 3.5.0; [23]), readx] (version 1.4.3; [24]), dplyr (version 1.1.4; [25]), and psych
(version 2.4.6.26; [26]).

Characteristics of the observed data

An analysis was conducted on 262 radiographic images all identified with scoliosis.
These images were assessed by two independent neurosurgical experts who evaluated the
Cobb angles, scoliosis type, and its stage. The results of these assessments are presented in
Table 2 and will be treated as observed data in further analyses.

Table 2. Distribution of Cobb angle measurements, types, and stages of scoliosis in a study sample of
radiographic images.

Characteristic N n (%)

Cobb angle 262 42.00 (25.00, 66.75) 2
Scoliosis type: 262

Single 149 (56.87%)

Double 113 (43.13%)
Scoliosis severity: 262

Mild 43 (16.41%)

Moderate 85 (32.44%)

Severe 134 (51.15%)

Note: ® Mdn (Q1, Q3); N—sample size; n—group size; Mdn—median; Q1—first quartile (25%); Q3—third quartile

(75%).

The examination of the data demonstrated that the median Cobb angle was 42.0
degrees, with observed values ranging from 12 to 115 degrees. The first and third quartiles
were noted at 25.0 and 66.8 degrees, respectively, reflecting a significant variability in the
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severity of curvature across the studied sample. In terms of scoliosis type, the majority of
cases were classified as single (56.87%), with double scoliosis observed in 43.13% of the
samples. Regarding the staging of scoliosis, the data showed that severe scoliosis was the
most common stage, accounting for 51.15% of cases, followed by moderate and mild stages
at 32.44% and 16.41%, respectively.

3. Results

3.1. Analyzing the Correlation Between Observed Cobb Angles and Predictive Probabilities of
Scoliosis Using the Biomed CLIP Model

The analysis utilizing the BiomedCLIP model to predict the likelihood of scoliosis
from radiographic images yielded probabilities ranging from 0.097 to 0.818, demonstrating
a considerable variation in the model’s certainty across the spectrum of scoliosis severities
and types. A correlation analysis was conducted to evaluate the relationship between the
observed Cobb angles and the predictive probabilities generated by the model.

Based on the results in Table 2, in the overall sample of 262 images, a moderate
correlation (r = 0.37) was observed, CI 95%: 0.26-0.47, which was statistically significant
(t=6.39, p < 0.001). This suggests that, generally, the model’s predictions align moderately
well with the clinically observed Cobb angles across all cases.

However, when the data were stratified by the stage of scoliosis, the strength of
correlation varied. In the mild stage group (n = 43), the correlation was weaker (r = 0.24)
and not statistically significant (p = 0.118), indicating a lower predictive accuracy of the
model in this subgroup. The moderate stage group (1 = 85) also showed a weaker, non-
significant correlation (r = 0.19, p = 0.077). The severe stage group (n = 134), however,
displayed a slight yet statistically significant correlation (r = 0.18, p = 0.041), suggesting
some level of predictive reliability in more advanced stages of scoliosis.

The analysis within scoliosis types revealed that the model performed better in pre-
dicting the occurrence of scoliosis in both single (r = 0.36, p < 0.001) and double (r = 0.44,
p < 0.001) curvature types, with both correlations being statistically significant and stronger
compared to the stage-based groups. This indicates that the model is more reliable in
distinguishing the type of scoliosis rather than its severity stage.

The results of the correlation analyses were depicted through scatter plots with linear
regression lines, as illustrated in Figure 3.

The varying degrees of correlation across different stages and types suggest that
the model’s predictive capabilities may benefit from further refinement, particularly for
early-stage scoliosis detection where its current predictive certainty is lower (Table 3).

Table 3. Correlation analysis between observed cobb angles and predictive probabilities of scoliosis
using the BiomedCLIP model, stratified by scoliosis stage and type.

Characteristic Ngbs r CI95% t p
Overall sample 262 0.37 0.26-0.47 6.39 <0.001
Within scoliosis severity forms
Mild 43 0.24 —0.06-0.51 1.60 0.118
Moderate 85 0.19 —0.02-0.39 1.79 0.077
Severe 134 0.18 0.01-0.34 2.07 0.041
Within scoliosis types
Single 149 0.36 0.21-0.49 4.61 <0.001
Double 113 0.44 0.28-0.58 5.23 <0.001

Note: ny,s—number of observations; ¥—Pearson’s correlation coefficient; CI 95%—confidence interval 95%;
t—statistic of t-test; p—p-value of statistical test.
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Figure 3. Scatterplots illustrating the relationship between observed Cobb angles and predicted

probabilities of scoliosis incidence as determined by the BiomedCLIP model, with fitted lines for the
overall sample (upper), scoliosis stage (middle), and scoliosis type (lower).
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3.2. Estimating Optimal Cutpoints and Performance Metrics for Predictions of Scoliosis Severity
and Types by BiomedCLIP Model

Analogous to the findings presented in Section 3.1, the results of the BiomedCLIP
model were quantified on a numeric scale ranging from 0 to 1, representing the probability
of event incidence. Descriptive statistics detailing the probabilities for events studied
independently, including the occurrence of mild, moderate, and severe scoliosis, as well as
single and double scoliosis types, are displayed in Table 4.

Table 4. Distribution of the probabilities of the specified event incidence by BiomedCLIP model,

N =262.
Characteristic Mdn 01 Q3 Min Max
Scoliosis severity
Mild 0.10 0.07 0.13 0.01 0.22
Moderate 0.46 0.35 0.59 0.10 0.72
Severe 0.44 0.29 0.58 0.12 0.88
Scoliosis type
Single curve 0.60 0.53 0.64 0.32 0.77
Double curve 0.40 0.36 0.47 0.23 0.68

Note: N—sample size; n—group size; Mdn—median; Q1—first quartile (25%); Q3—third quartile (75%), Min—
minimum value; Max—maximum value.

Based in the results in Table 4, the BiomedCLIP model demonstrates differentiated
predictive capabilities across different severity levels and types of scoliosis. The higher
median probabilities and narrower interquartile ranges for single-curve scoliosis and mod-
erate severity suggest that the model is more certain and consistent in these predictions. In
contrast, severe scoliosis and double-curve scoliosis exhibit broader ranges of probabilities,
indicating higher variability and less certainty in these predictions. This variability could
stem from the inherent complexities and diverse manifestations of severe and double-curve
scoliosis, which may challenge the model’s predictive accuracy.

The data presented in Table 5 provide a comprehensive analysis of the BiomedCLIP
model’s capability to predict scoliosis severity stages and types using estimated optimal
cutpoints and associated performance metrics.

Table 5. Estimated optimal cutpoints and corresponding performance metrics for the prediction of
scoliosis severity stages and types via the Biomed CLIP model.

Positive Optimal

Parameter Class Cutpoint Accuracy Sens. Spec. AUC
Within scoliosis severity groups

Mild yes >0.10 0.64 0.79 0.61 0.75

Moderate yes >0.48 0.70 0.74 0.68 0.74

Severe yes >0.42 0.80 0.84 0.77 0.87

Within scoliosis types
Single curve yes >0.53 0.53 0.35 0.78 0.53
Double curve yes >0.37 0.53 0.78 0.35 0.53

Note: Sens.—sensitivity; Spec.—specificity.

For the scoliosis severity forms, the model demonstrates varying degrees of effective-
ness. In predicting mild scoliosis, the model achieves a moderate accuracy = 0.64, with a
sensitivity = 0.79 and specificity = 0.61, supported by an AUC = 0.75, suggesting reasonable
discriminative ability though with some limitations in specificity. The moderate scoliosis
prediction shows a slightly better performance with an accuracy = 0.70, sensitivity = 0.74,
and specificity = 0.68, which indicates a balanced ability in identifying true positives and
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true negatives, mirrored by an AUC = 0.74. Predictions for severe scoliosis deliver the
highest accuracy = 0.80, accompanied by an impressive sensitivity = 0.84 and specificity
= 0.77, reflected in the highest AUC = 0.87 among the group. This indicates a strong pre-
dictive capability of the model in identifying severe cases, which is crucial for prioritizing
medical interventions. This could be attributed to more pronounced physiological markers
or imaging characteristics that are easier to detect and differentiate at severe stages. The
performance of the model, as visualized through ROC curves for specific scoliosis severity
stages, is detailed in Figure 4. The lower boundary of the 95% confidence interval for each
curve was distinctly above 0.50, indicating a clear superiority in the model’s discriminative
ability compared to mere guessing.
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Figure 4. ROC curve analysis for scoliosis severity forms prediction using the BiomedCLIP model
with AUC and 95% confidence interval.

On the other hand, the performance metrics for scoliosis types reveal a different
challenge. The prediction for a single-curve-type scoliosis result in a lower accuracy = 0.53,
with a notably low sensitivity = 0.35, although the specificity is relatively higher at 0.78. This
indicates a significant challenge in correctly identifying cases with single-curve scoliosis, as
many actual cases might go undetected. The AUC = 0.53 suggests that the model performs
only slightly better than chance in this scenario. In contrast, predictions for double-curve
scoliosis also show an accuracy = 0.53 but with a reversed profile of high sensitivity = 0.78
and low specificity = 0.35, resulting in an AUC = 0.53. This suggests that while the model is
better at detecting the presence of double-curve scoliosis, it also misclassifies a significant
number of non-double-curve cases as double-curve. The performance of the model, as
visualized through ROC curves for specific scoliosis severity stages, is detailed in Figure 5.
The calculated CI 95% for both curves encompassed the value of 0.50, thereby indicating
that the predictive capability was no better than random guessing.

13



Appl. Sci. 2025, 15, 398

e ]
-
o
© ]
£ o
2
‘@
c
B <
o
N ]
o
Scoliosis types:
single: AUC = 0.53, CI: 0.46 - 0.60
o _| —— double: AUC =0.53, CI: 0.46 - 0.60
()

| I I I I I
1.0 0.8 0.6 0.4 0.2 0.0

Specificity

Figure 5. ROC curve analysis for scoliosis types prediction using the BiomedCLIP model with AUC
and 95% confidence interval.

In conclusion, the BiomedCLIP model exhibits a robust predictive power for severe
scoliosis stages, crucial for effective clinical prioritization and intervention. However, the
challenges in predicting scoliosis types, particularly in distinguishing between single- and
double-curve scoliosis with high accuracy and balanced sensitivity and specificity, highlight
areas for potential model refinement and improvement.

4. Discussion

Our study found that the presented hypotheses regarding the effectiveness of the
BiomedCLIP model in detecting scoliosis were not fully confirmed. Although the model
demonstrated high sensitivity in recognizing advanced scoliosis, its effectiveness in identi-
fying mild cases and different curvature types was limited. Particularly for single-curve
scoliosis, the model’s sensitivity was significantly lower than expected.

4.1. Evaluation of BiomedCLIP Sensitivity in Scoliosis Detection Across All Images

The results of the BiomedCLIP model showed an overall correlation between Cobb
angles and the probabilities predicted by the model, with r = 0.37, indicating moderate
agreement with actual clinical outcomes (p < 0.001). Despite statistical significance, this
result does not suggest high sensitivity of the model’s predictions in all cases. When ana-
lyzing differences based on scoliosis stage, the correlation in mild cases was low (r = 0.24, p
= 0.118), indicating limited effectiveness of the model in detecting mild cases. Similarly, in
the moderate stage, the correlation was weak (r = 0.19, p = 0.077), and in the severe stage,
although statistically significant, the correlation was relatively low (r = 0.18, p = 0.041).
These findings suggest that the model struggles to predict scoliosis in mild and moderate
stages, challenging the assumption of its high sensitivity in all situations. In conclusion,
Hypothesis H1 was not confirmed. The results indicate that BiomedCLIP does not achieve
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high sensitivity in predicting the presence of scoliosis across all posturographic images.
While the model shows moderate effectiveness in more advanced cases and in predicting
scoliosis types, its performance is weaker for mild and moderate stages, as well as in
distinguishing scoliosis types, emphasizing the need for further optimization of the model.

The limitations in distinguishing scoliosis types highlight the necessity for improv-
ing training datasets and advanced image processing techniques to enhance the model’s
precision [27]. Studies suggest that the integration of diverse imaging data could enhance
Al performance in clinical environments [28]. Despite these challenges, ongoing advance-
ments in Al and imaging techniques may ultimately lead to more reliable diagnostic tools
for scoliosis.

4.2. Performance of BiomedCLIP in Detecting Single-Curve and Double-Curve Scoliosis

The results of the BiomedCLIP model demonstrated limited effectiveness in predicting
both single-curve and double-curve scoliosis. For single-curve scoliosis, the model achieved
low accuracy (0.53) and sensitivity (0.35), indicating difficulty in detecting actual cases.
Although specificity was higher (0.78), the model struggled to confirm the presence of
single-curve scoliosis, with an AUC of 0.53 suggesting performance only slightly better
than random guessing. For double-curve scoliosis, the model showed a reverse pattern:
higher sensitivity (0.78) but low specificity (0.35), resulting in numerous false positives.
Accuracy remained at 0.53, and the AUC again indicated near-random performance (0.53).
These consistent AUC results underscore the model’s challenges in distinguishing between
single-curve and double-curve scoliosis The hypothesis (H2) that BiomedCLIP would
accurately identify scoliosis types with high sensitivity was not fully confirmed. Hypothesis
H2 posited that BiomedCLIP would accurately identify scoliosis types (single-curve and
double-curve) with high sensitivity. However, the results demonstrated mixed outcomes.
The model showed significant challenges in predicting single-curve scoliosis, achieving a
sensitivity of only 0.35 and an AUC of 0.53, indicating performance slightly above random
guessing. While the model exhibited higher specificity (0.78) in this category, it frequently
failed to detect positive cases, leading to low overall accuracy (0.53). This suggests that
the subtle radiographic features of single-curve scoliosis present a greater challenge for
the model, likely due to the limited visibility of curvature in certain mild or intermediate
stages. The overlapping of the two ROC curves near the middle of the sensitivity range
reflects the complementary nature of the probabilities assessed by the Al model for features
with two categories (single and double scoliosis). This behavior suggests that the model
evaluates the features in a way that treats the two scoliosis types as interdependent or
mutually exclusive.

This indicates that the Al model is likely assigning probabilities based on a shared
feature set, where the sum of probabilities for both categories equals 1. The complementary
probabilities reflect a balancing act by the model, where it adjusts predictions for one
category as the likelihood for the other category increases. This approach is common in
binary classification tasks, particularly when the model is trained on features that do not
strongly distinguish between the two categories.

This complementary relationship in probability assessment is reflected in the nearly
identical AUC values (0.53 for both single and double scoliosis) and the overlapping
confidence intervals (CI: 0.46-0.60). These metrics suggest that the model’s performance
in distinguishing between the two categories is limited and heavily influenced by shared
characteristics of the feature space.

In contrast, the model performed better in detecting double-curve scoliosis, achieving a
sensitivity of 0.78. However, this improvement came at the cost of reduced specificity (0.35),
with the model misclassifying a notable number of non-double-curve cases as positive.
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The AUC value of 0.53 again highlights the lack of strong predictive capability. These
results collectively suggest that while BiomedCLIP is capable of identifying double-curve
scoliosis more reliably than single-curve cases, its overall performance in distinguishing
scoliosis types remains limited. Further optimization, such as introducing additional
training data with well-annotated examples of scoliosis types, is necessary to address
these challenges. Low sensitivity for single-curve scoliosis and low specificity for double-
curve scoliosis suggest that the model frequently failed to identify single-curve cases while
misclassifying many as double-curve. This difficulty likely stems from the subtle imaging
features of single-curve scoliosis, which are harder for the model to detect. While the
model performed better in identifying double-curve scoliosis, this improvement came at
the expense of increased false positives. These findings undermine the hypothesis of high
sensitivity in recognizing scoliosis types and highlight the need for further optimization,
particularly to improve sensitivity for single-curve scoliosis and specificity for double-curve
scoliosis.

Detecting and classifying scoliosis using artificial intelligence (AI) models remains a
significant challenge, especially in differentiating between these curvature types. Studies
indicate that despite generally high accuracy, the sensitivity and specificity of Al models
vary significantly depending on the curvature type and grade. For example, recent research
demonstrated that an Al system achieved high sensitivity (0.97) and specificity (0.88) in
detecting scoliosis, particularly in mild and moderate grades, while certain cases showed
discrepancies exceeding 5° in Cobb angle measurement [29]. This suggests that such cases
may be more difficult for models to accurately identify. While models demonstrate better
sensitivity in double-curve scoliosis, this comes at the expense of an increased number of
false alarms, leading to misclassification and reduced specificity [30].

These results underscore the need for further optimization of AI models to improve
sensitivity in cases of single-curve scoliosis and increase specificity for double-curve sco-
liosis cases [31]. Techniques such as deep learning and automated ultrasound imaging
are being studied to enhance diagnostic accuracy and reduce human error in measure-
ments [31,32]. Although AI shows potential in detecting scoliosis, current limitations
in sensitivity and specificity require further research and model optimization to achieve
reliable clinical results.

4.3. Assessment of BiomedCLIP Accuracy in Classifying Scoliosis Severity

The results of the BiomedCLIP model in predicting scoliosis severity showed varying
effectiveness depending on the disease stage. For mild scoliosis, the model achieved
moderate accuracy (0.64), with a sensitivity of 0.79 and specificity of 0.61, highlighting
limitations in precision. For moderate scoliosis, accuracy improved slightly to 0.70, with
sensitivity at 0.74 and specificity at 0.68, indicating balanced performance in identifying true
cases and reducing false positives. The best results were observed for severe scoliosis, where
accuracy reached 0.80, sensitivity 0.84, and specificity 0.77, reflecting strong effectiveness in
recognizing advanced cases.

The AUC analysis corroborates these findings. For mild scoliosis, the AUC was 0.75,
suggesting moderate discrimination ability, while for moderate scoliosis, it was 0.74. For
severe scoliosis, the AUC peaked at 0.87, underscoring excellent detection capability. The
ROC curves further illustrate that the model consistently performed better than random
guessing, particularly excelling in severe cases. These results indicate that BiomedCLIP
performed significantly better in detecting severe scoliosis compared to mild and moderate
stages. The model’s stronger performance in advanced cases can be attributed to more
pronounced physiological changes visible in imaging. In contrast, subtler changes in
mild scoliosis presented greater challenges, especially in maintaining specificity. The
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difficulty in detecting mild scoliosis reflects the subtleties of the disease, which make it
harder for the model to discern changes on radiographic images. Hypothesis (H3), which
proposed that BiomedCLIP would accurately classify scoliosis severity, was only partially
confirmed. Hypothesis H3 proposed that BiomedCLIP would accurately categorize the
severity of scoliosis into mild, moderate, and severe stages. The results indicate that
the model’s performance varies depending on the severity stage. For severe scoliosis,
BiomedCLIP achieved strong predictive power, with an accuracy of 0.80, sensitivity of
0.84, and specificity of 0.77, supported by an AUC of 0.87. These results confirm the
model’s robustness in detecting advanced scoliosis cases, likely due to the more pronounced
radiographic markers in severe stages.

In comparison, the model’s performance was more moderate for mild and moderate
scoliosis. For mild cases, sensitivity reached 0.79, but accuracy was lower at 0.64, and
specificity was limited to 0.61, indicating a tendency for false positives. Similarly, moderate
cases showed a balanced performance with an accuracy of 0.70, sensitivity of 0.74, and
specificity of 0.68, yet still fell short of the hypothesis’s expectation for high predictive
precision. These findings highlight that while Biomed CLIP demonstrates notable success
in identifying severe scoliosis, its ability to reliably classify mild and moderate stages
remains limited.

The observed variability underscores the need for further refinement of the model and
expansion of training datasets. Including more annotated examples of mild and moderate
scoliosis, as well as enhancing image preprocessing techniques, could improve performance
across all severity stages. Advanced Al models, although promising, still face limitations
in accurately assessing Cobb angles and classifying less advanced cases of scoliosis [33].
Despite these advancements, the challenges of diagnosing mild scoliosis emphasize the
need for further refinement of Al models to enhance diagnostic capabilities across all
severity stages.

In conclusion, the hypothesis regarding the model’s ability to classify scoliosis severity
was only partially confirmed. BiomedCLIP demonstrated strong performance in detect-
ing severe scoliosis but moderate effectiveness for mild and moderate cases. Further
optimization is necessary to improve detection in early and intermediate stages of scoliosis.

4.4. Comparison with CLIP

When comparing the results obtained by the CLIP and BiomedCLIP models, a key
question arises: why did an untrained model like CLIP achieve 100% accuracy in detecting
severe single-curve scoliosis, while BiomedCLIP, specifically trained on medical data,
performed less effectively in similar cases? Notably, CLIP was tested on only 23 images
of severe single-curve scoliosis, whereas BiomedCLIP analyzed a larger and more diverse
dataset of 262 images, covering various severities and scoliosis types.

One explanation for this paradox is the simplicity of the task given to CLIP. Severe
single-curve scoliosis presents clear and easily detectable physiological changes, enabling
even an untrained model to identify these cases. The prominence of severe scoliosis in X-ray
images likely made it easier for CLIP to succeed without requiring specialized medical data
training. In contrast, BiomedCLIP faced a more complex task, having to differentiate not
only severe scoliosis but also mild and moderate cases, as well as classify scoliosis types.
This broader scope introduced additional challenges for the model.

Trained models like BiomedCLIP are also more prone to errors due to the diversity
of the datasets they are trained on. Learning to recognize subtle and inconsistent nuances
across a wide range of cases may dilute the model’s predictive accuracy, making it less
effective in straightforward tasks such as detecting severe scoliosis. This diversity, while
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necessary for generalization, can reduce performance when handling highly specific or
obvious changes.

4.5. Model Adaptation and Generalization

Models like BiomedCLIP have shown improved performance through domain-specific
adaptations, helping focus on relevant features in medical images [34]. Introducing multi-
level adaptation frameworks increases the model’s ability to generalize across different
types of medical data, addressing domain discrepancies [35].

4.6. Challenges with False Features

Research indicates that models like CLIP can learn false correlations, reducing per-
formance when data distribution changes [36]. Relying on such false features may limit
effectiveness in scenarios with obvious but less specific changes, as the model may misinter-
pret signals. However, while data diversity poses challenges, it also broadens the model’s
learning context, potentially increasing robustness in real-world applications.

Comparing the results of CLIP and BiomedCLIP is not entirely fair, as they were tested
under different conditions. CLIP was evaluated on a simple task—detecting severe single-
curve scoliosis—and performed well without specialized training. BiomedCLIP, on the
other hand, had to handle a wider range of cases, including differentiating scoliosis types
and severities, introducing complexities that likely impacted its performance. The differing
test scenarios underline that the results of these models are not directly comparable. CLIP’s
strong performance stemmed from a simple, focused task, while BiomedCLIP’s special-
ization required it to navigate more challenging diagnostic cases, affecting its accuracy in
severe scoliosis detection.

The performance of BiomedCLIP can also be partially attributed to limitations in
the dataset used for training. The PMC-15M dataset, containing 15 million image-text
pairs from PubMed Central, includes a wide variety of biomedical image types, such as
microscopy and histology. However, it does not guarantee suitability for scoliosis-specific
training. A 2023 PubMed search for “scoliosis” yielded only approximately 31,226 articles,
representing a small fraction of the PMC database. Many of these articles may lack relevant
X-ray images, focusing instead on genetic, molecular, or clinical studies. Limited access to
appropriate clinical scoliosis images likely constrained BiomedCLIP’s ability to detect mild
cases and differentiate curvature types effectively.

BiomedCLIP’s use of the ViT (Vision Transformer) architecture also presents chal-
lenges for medical data. Transformers, initially designed for large-scale text data, require
extensive datasets to extract meaningful patterns. Medical data, by contrast, are often
highly specialized and context-dependent. Limited, variable datasets make it difficult to
identify consistent patterns, leading to potential inaccuracies in predictions. Additionally,
the complexity of interpreting medical images, which often depends on expert context,
adds further difficulty. These limitations underscore the need for more targeted datasets
and tailored architectural adjustments to improve performance in medical imaging tasks.

A significant challenge arises from the use of contrastive learning, a major component
of transformer architectures, including BiomedCLIP. Contrastive learning can exacerbate
these misinterpretations, potentially leading to incorrect classifications. Moreover, the lim-
ited availability of data presents another obstacle. The creators of BiomedCLIP themselves
acknowledged that small datasets are insufficient for fine-tuning models like CLIP [34].
For instance, PubMedCLIP was trained on the ROCO dataset, which contains 81,000 im-
ages [37]. However, in the case of scoliosis, there are far fewer relevant articles and even
fewer high-quality, annotated scoliosis images, further restricting the available data for
model training.
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This leads to another issue with the PMC-15 dataset, which focuses primarily on
images where the accompanying text consists mainly of annotations. These annotations
can be misleading and may provide incorrect clues about the overall context. Additionally,
many medical conditions require a highly specific set of parameters for diagnosis, making it
difficult to classify them correctly without sufficient and accurate data. Another limitation
arises from the structure of the dataset itself, which includes images and descriptions from
a wide range of biomedical fields. This diversity can result in the model being overly
generalized in its predictions, making it less accurate for specific conditions like scoliosis.
Furthermore, the lack of open-access PubMed articles restricts access to complete imaging
datasets, which may have affected the quality and diversity of the training data available
for BiomedCLIP. It is also important to note that our analysis was limited to radiographic
images, which could restrict the generalizability of the results to other imaging techniques,
such as MRI or CT. The lack of relevant data from other biomedical imaging modalities
may have further constrained the model’s effectiveness in the broader diagnostic context
of scoliosis.

Recent advancements in deep learning (DL) have significantly improved scoliosis
detection and quantification, particularly in tasks such as axial vertebral rotation (AVR)
estimation and Cobb angle (CA) measurement. For example, Zhao et al. proposed an auto-
matic AVR measurement method that combines vertebra landmark detection and pedicle
segmentation using an improved High-Resolution Network (HR-Net) with CoordConv
layers and self-attention mechanisms. Their approach demonstrated high accuracy in
estimating AVR by precisely extracting pedicle center coordinates and vertebral landmarks.
This landmark-based approach provides detailed structural information, which is critical
for assessing three-dimensional spinal deformities, particularly in adolescent idiopathic
scoliosis (AIS) [38].

Similarly, a recent systematic review of DL methods for CA measurement highlights
various approaches, such as U-Net variants, Capsule Neural Networks (CapsNets), and
multi-stage pipelines, achieving notable accuracy in estimating spinal curvature. For in-
stance, CapsNet achieved a Pearson correlation coefficient (PCC) of 0.93, while LocNet
and RegNet models demonstrated robust vertebral localization and CA prediction perfor-
mance. These approaches rely on precise manual annotations of vertebral landmarks and
demonstrate strong capabilities in quantifying curvature, which remains a gold standard
for scoliosis severity assessment [39].

Our study differs from these methods by addressing scoliosis classification tasks,
specifically severity stages (mild, moderate, severe) and curvature types (single-curve,
double-curve), using the BiomedCLIP model. Unlike landmark-dependent AVR or CA
measurement methods, BiomedCLIP leverages a contrastive learning framework to embed
image-text relationships, enabling classification without requiring explicit anatomical
markers or angle calculations. This approach is particularly advantageous for automating
scoliosis triage and broad classification in clinical settings.

However, similar challenges are observed across studies, including our own. While
AVR- and CA-based methods achieve high precision in quantifying spinal deformities,
they often require extensive manual annotations and are sensitive to image quality and
data variability. Our findings, such as the lower sensitivity for mild scoliosis and reduced
specificity for double-curve detection, align with these limitations. Moreover, subtle
imaging features in early-stage scoliosis remain a significant challenge for both CA-based
measurement and classification approaches.

Integrating precise AVR and CA measurement techniques with models like Biomed-
CLIP represents a promising direction for future research. By combining detailed anatomi-
cal quantification with classification-based predictions, a more comprehensive Al-driven
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framework could be developed, enhancing scoliosis diagnosis, severity assessment, and
treatment planning.

This suggests the need for further optimization of the model, as discussed earlier, to
improve its sensitivity in detecting subtle cases of scoliosis and accurately differentiate
curvature types. Integrating precise AVR and CA estimation techniques with BiomedCLIP’s
classification framework could be a valuable direction for future research.

5. Conclusions

Our study found that the initial hypotheses regarding the performance of the Biomed-
CLIP model in detecting scoliosis were not fully confirmed. While the model showed high
sensitivity in recognizing advanced scoliosis, its effectiveness in identifying mild cases and
different types of scoliosis was limited, particularly in detecting single-curve scoliosis.

BiomedCLIP performed well in classifying advanced scoliosis, but struggled with
early-stage detection and distinguishing between different types of scoliosis, especially
when compared to previous results with CLIP models. Though BiomedCLIP demonstrated
better differentiation of scoliosis severity, its accuracy in detecting specific types of scoliosis
remained inconsistent.

In conclusion, BiomedCLIP excelled in detecting advanced scoliosis but requires
further refinement to improve its performance in early-stage detection and in distinguishing
between different scoliosis types. Further optimization and broader data training will be
essential to enhance the model’s overall accuracy and clinical applicability.
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Abstract: This paper deals with an up-to-date topic among robotic industrial applications that
require a high degree of speed, rigidity, and orientation. Currently, when technology and software
applications reach a high level of performance, in various robotic industrial applications that start
from certain concepts, the implementation of efficient structures has proven to be challenging. New
structures such as the parallel kinematic machine (PKM) category has proven its efficiency through
its structure in terms of high inertia rigidity and high speeds during processes. This paper deals with
the subject of PKM-type structures in terms of the optimal design workspace of such a structure.
The calculation of the workspace is considered the premise from which it starts in terms of its
implementation in a robotic production line. The entire process of calculating the workspace for a
given PKM structure is carried out through modern CAD applications that have specific modules in
place in this direction. CATIA V5 offers the possibility through the product engineering optimizer
module, simulation and calculation of different scenarios aimed at identifying the volume of the
workspace for a PKM structure. In the article, we demonstrate the relations between the robot
workspace and the design parameters, a method that can also be applied for other parallel structures.
The method is useful for robot designers in the optimization of parallel robots with regard to the
workspace by using CAD tools. Previous research in the field refers of the usage of CAD tools only
for visual representation and not for optimizing the workspace, while this study and test results
show that CAD tools are suitable for analyzing and optimizing the robot workspace of the 6DOF
parallel robot, due to its easiness in application and fast implementation time.

Keywords: PKM; workspace; CAD; 6DOF; simulated annealing; optimal design

1. Introduction

The scope of the current paper is to apply advanced CAD (computer-aided design)
knowledge within dedicated modules, using specific tools for simulation and calculus
oriented on workspace capabilities and other aspects related to the robots having PKM
(parallel kinematics machines) structures. Modern manufacturing systems, in means of
structures, are designed with the aim of changing their usage domain using interchangeable
end effectors. Ref. [1] underlines that before implantation, all aspects regarding processes or
product validation undergo tests through simulations using digital manufacturing. In many
industrial applications where robotic structures are involved, characteristics regarding the
ability to change position and orientation with a high precision ability are a fundamental
requisite. It is known that all these robotic tasks are performed with a limitation in terms
of the range of rotation or even the workspace volume [2]. Adequate equipment meets
the requirements by simply making precise movements within their range of six degrees
of freedom. For the first time, as it is presented in the literature, these parallel kinematics
machines were used in the aircraft industry in the tires test [3-6]. In terms of the practical
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applications within different industries where implemented parallel robotic architectures
can be found, the following tools can be underlined: parallel machine tools [7], vibration
simulators with six DOF (degrees of freedom) [8] and /or motion simulators [9].

One of the key challenges within these novel PKM structures are related to their
capabilities regarding the workspace. Workspace analysis of a parallel kinematic machine
(PKM) using tools from a CAD optimization software offers the possibility to identify the
movements, volume, and trajectories. It also indicates if there are any problems due to
kinematics that need to be calculated or identified, regarding the parallel robots’ structures
that focus on inverse or forward kinematics [6]. In the article, the relations between the
robot workspace and the design parameters are demonstrated, a method that can be
applied for other parallel structures as well. The method is useful for robot designers in the
optimization of parallel robots with regard to the workspace by using CAD tools. Previous
research in the field refers of the usage of CAD tools only for visual representation and not
for optimizing the workspace [10], while this study and test results show that CAD tools
are suitable for analyzing and optimizing the robot workspace of the 6DOF parallel robots,
due to its easiness in application and fast implementation time.

The present work is focused on the functional design of a parallel kinematic machine
(PKM) with six degrees of freedom (DOF). We studied and presented the aspects regarding
the workspace determination via CAD techniques as well as numerical techniques.

The present study deals with the aspects mentioned above and starts with the theoret-
ical side that is realized in the digital CAD space, before moving to the validation area by
comparison with the analytical calculation level. The motivation for this research was to
develop a novel PKM structure that has six DOF capable of adapting to different types of
assembly process in a manufacturing plant.

2. Theoretical Aspects
2.1. Workspace Analysis Using Computer-Aided Design Applied for Parallel Kinematic Machines

Any additional study concerning the movement behavior of the robot regarding a
desired job must first determine the workspace for any moving structure. Geometrical,
numerical, and analytical methodologies may all be used to establish the workspace,
and each method has its own set of benefits and drawbacks depending on the required
workspace parameters [10].

Each technique for determining the workspace may be achieved in a variety of meth-
ods, and depending on the implementation and accuracy aspects, some approaches are
easier to achieve than others. The geometrical technique entails creating the workspace vol-
ume by intersecting each kinematic chain of the PKM, resulting in the workspace volume
of the PKM’s whole structure [11]. This method is simple to perform using CAD software
and CAD tools, and it generates a model of the entire theoretical workspace [12,13]. One
disadvantage with using this approach in the case of PKM is that some construction factors,
such as limit angles for revolute joints, can be difficult to execute, and in most PKM, the
moving platform, which closes all the kinematic chains, is difficult to create independently
from the kinematic chains [13,14].

2.2. The Ability to Use Multiple Types of Algorithms Using Optimization Tools from CATIA V5

Modern computer-aided design programs offer multiple numerical calculation possi-
bilities. We can use these algorithms to calculate different optimization methods, such as
minimization, maximization or even target value. In the current study, we use the CAD
system CATIA V5 to maximize the workspace volume of the PKM structure. The following
list introduces the possible algorithms that can be implemented:

e Simulated annealing is a random-search technique, which was developed in 1983 to
deal with highly nonlinear problems. The ability to avoid being stuck in local minima
is SA’s main advantage over other approaches. The algorithm uses a random search,
which accepts both modifications that decrease and some changes that enhance the
objective function [13,14].

24



Appl. Sci. 2022, 12,9258

For the gradient algorithm without constraints, the geometry is modified to improve
its performance. Considering all the factors, it is necessary to determine the vari-
able denoted shape sensitivity of the objective function with reference to the CAD
parameters [13,14].

The algorithm for constraints and derivative providers implements a technique for
determining a viable route along which the desired function is substantially reduced.
The method performs a reasonably large step length along the desired direction
and utilizes the information on the optimal solution gained during the algorithm’s
iterations [14].

The gradient algorithm with constraints searches for options on a local level. It works
with non-essential conditions, or those whose failure does not cause the issue of
inadequacy. Constraints are often broken during the optimization algorithm in this
approach [15].

The improved harmony search method with global sharing factors based on natural
number coding, the multi-objective method based on the adaptive harmony search
algorithm with simulation and creation and the swarm intelligence optimization
algorithm [16-18].

2.3. Presentation of the PKM Structure

The mechanical structure model was designed and created in CATIA V5 according to

the kinematic scheme of the robot structure illustrated in Figure 1. Stiffness, accuracy, and
other performance characteristics were used to develop the robotic manipulator. Because
workspace determines the extent to which a robot may be used, it is a crucial concern in the
design process [16,17,19,20]. In Figure 2, the 3D model of the PKM structure is displayed.

q3
q2
q1 |

A
Y

Figure 1. The kinematic scheme of the 6DOF PKM structure.

Figure 2. Views of the CAD model of the 6DOF PKM structure.

Increasing the workspace volume expands the robot’s capabilities by modifying the

geometrical structure. The volume and form of the workspace are influenced by several
geometrical design parameters, which are presented in Table 1. The product engineering
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optimizer module from Dassault Systems CATIA V5 seeks to maximize the workspace
volume based on the constrained parameters.

Table 1. PKM structure configuration parameters.

Parameter Value
el 60°
©2 60°
©3 60°
d 90 mm
link1 684 mm
link2 492.75 mm
rl 397.5 mm
r2 1172.5 mm

3. Investigation of the Workspace Volume

The major interest in the determination of the workspace volume through analytic
methods is associated with the involvement of each construction parameter of the PKM
structure and the analysis of the behavior of each parameter to determine if optimal
singular solutions exist and if they can be determined based on multiple requirements,
such as imposed workspace volume, imposed inscribed workspace volume or geometric
constraints.

3.1. Analytic Determination of the PKM Workspace Volume

Considering the kinematic structure of the six DOF PKM, the three PR(RPR)RS share
predefined support planes. The actuated (RPR) kinematic chain from the PR(RPR)RS
kinematic chain imposes a fixed radius between the last joint of the chain, the spherical
joint S, and the first revolute joint R of the chain. Depending on the total stroke of the
actuated prismatic joint P from the (RPR) chain, a minimal and maximal radius are obtained,
meaning that the PR(RPR)RS chain has a circular workspace, as shown in Figure 3, inside
the support plane, centered in the revolute center of the first revolute joint R [20].

Figure 3. Representation of the workspace of each PR(RPR)RS upper view.

Given the fact that each of the three PR(RPR)RS kinematic chains defines an individual
support plane that is actuated by the first prismatic joints of the previously mentioned
kinematic chains, the workspace of the PKM structure is generated by translating the
resulting section, as shown in Figure 4, among the prismatic axes.
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Figure 4. Representation of the resulting section of the workspace.

The resulting section of the workspace is constructed by the intersection of four curves,
as shown in Figure 5, which resulted from the projection on the normal plane to the
prismatic axis of the workspaces of the three PR(RPR)RS kinematic chains. The resulting
shape is constructed on the intersection of only four ellipses by considering the symmetry
of the structure that has the same tilt angle for the support plane of the first and last
PR(RPR)RS kinematic chains.

L OIN D
~

Figure 5. Representation of the four ellipses used to construct the section of the workspace (e;—red,
ey—orange, es—black, eg;—blue).

The four ellipses that determine the section are as follows:
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where

e  Rj and R; are the minimal and maximal radiuses imposed by the (RPR) chains for the
PR(RPR)RS chains;
@1 is the tilt angle of the first and last support plane;
@7 is the tilt angle of the second support plane.

For the determination of the workspace volume, it is required to determine the area
of the cross section of the workspace. Considering that the section of the workspace is
constructed by the intersection of four ellipses centered in the same point, the resulting
geometrical shape for the section of the workspace has two-fold symmetry among the
major axis of the coordinate system (OY and OZ). In the case in which the values for the
tilt angles @1, ¢2 and @3 are equal, the cross section gains symmetry, as shown in Figure 6,
among the four major axes (OY, OZ, axis Y = Z and axis Y = —Z).

Figure 6. Representation of the two-fold symmetry of the cross section.

Considering the symmetries of the cross section, the determination of the area of the
cross section for the reachable workspace, as shown in Figure 7, was implemented by using
the formula for the area of an ellipse sector.

In this case, the area of the shaded region from the previous figure is as follows:

A= TR 8 ingyatan (20 ) — R singn)atan (250 )
A = R3-sin(¢;)- (7; - atar1< tan(a) )) —R%. sin(g02)~atan<:;n(($2))) (6)

sin(qol)
A= sinm)-atan(stl;‘rf("’;))) ~ Rj-sin(y)-atan (st;rgj)) )

where « is the angle resulting from the axis defined by the intersection points of e; and es,

respectively, and e; and ey.
The value of « is
a = atan ( tan(g2) > 8)
tan(¢1)
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Figure 7. Representation of reachable workspace area.

Therefore, the formula for the area of the cross section of the reachable workspace is
as follows:

A=R3 sin(qon-ata“(W) R Si““”z"ata“(m) o

For the determination of the volume of the reachable workspace for the 6DOF PKM, the
integration of the cross-section area among the OX axis was used, taking into consideration
the bounding planes defined by the first and last PR(RPR)RS kinematic chains. The
geometry of the reachable workspace volume is two-fold symmetric, meaning that the
whole workspace volume can be split into quarters, which aids the demonstration.

By evaluating only the quarter of the reachable workspace volume, as shown in
Figure 8, by integration among the OX axis, the remaining area of the cross section in the
regions bounded by the planes defined by the first and last PR(RPR)RS kinematic chains
needs to be expressed in terms of the stroke among the OX axes.

Given the behavior of the sectioning plane, the following relations represent the
variable area in terms of stroke among the OX axis:

. 2
- (sm(q»nVR% - (x-tan(gn)) ) w0

x-tan(¢1)
where o
(x-tan(¢1))*- tan(a) — R}- sin(g,)-atan  oont#2)
Az(x) — 1 1 5 (s (¢2)- ta (g01)> (11)
_ (xtan(gn))* tan(y) — R3-sin(g)- (atan (E ) —atan (500 ) )
Al = > (12)
where

x-tan(¢1)- sin(¢1)

2
(VR ) 03
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Figure 8. Representation of the half cross section ant the integration sectors.

The volume of the reachable workspace is as follows:

Ry sin (471) d
V=4 (/t (o1 X+ /““ D Ay (x)dx +/ 00 A (x)dx + A-4> (14)
tan ((pl tan ( tan ((Pl )
where
. 1—sin(¢y)?

Yo = Rq-sin(¢1) : . (15)

1 —sin(¢1)% sin(¢,)?
y1 = Rp-sin(¢q) 1—sin(gz)’ (16)

1= Rp- 1 : i
1= sin(g)2-sin(g2)?

3.2. Results of the Numerical Analysis

The main goal of this paper is to compare CAD optimization features for the generation
of the reachable workspace of the 6DOF PKM and this requires the determination of the
behavior of the volume, with respect to the tilt angles ¢; and @3, as shown in Figure 9. Due
to the complexity of the previous equations, explicit differentiation is not an option and
the previous relations for the volume of the reachable workspace were implemented in
MathWorks MATLAB and the variation in the volume was analyzed, with respect to the
tilt angles, by using numerical methods.
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Figure 9. Representation of the volume distribution based on the values of tilt angles ¢; and ¢y.

It was observed that the volume tends to be at its maximum around ¢; = 47.15° and
@7 is the maximal value of the interval of the analysis, which, in this case, is 60°. If the
analysis interval is extended up to 90°, the optimal value for ¢, will be 90°, considering
the behavior of the second PR(RPR)RS kinematic chain.

4. Implementation Based on CAD Optimization Tools

As presented in the previous sections, the PKM structure was designed and created in
Catia V5 using design tools from the part, assembly and DMU Kinematics modules. The
simulation process was also accomplished with the help of the CAD software Catia V5,
because of the multiple algorithms offered in the module of product engineering optimizer.

In the optimizer module, we selected the following parameters with the aim of max-
imizing the workspace volume. The optimization parameter was determined with the
smart volume function, which needs a single attribute of the modelled volume. The free
parameters were as follows: the inf. range equal to 30°, the sup. range equal to 60° and the
incrementation value was set to 1 degree for a more optimal result. The maximum number
of updates was set to 450 and a safety parameter for the maximum number of updates was
set to be equal to 50. The optimization was performed on a computer with the following
hardware characteristics: CPU 3.30 GHz, memory 16 gigabytes [17].

The optimization was based on the simulated annealing algorithm as it is very stable
and offers accurate results even in complex problems, as presented in the work of multiple
researchers with a raw form or even a derived version [21]. The working principle is
similar with the one used in metallurgy; more precisely, the process involves increasing the
main parameter to the highest limit, then slowly decreasing it until it reaches the initial
value [22-27]. The main parameter used for the optimization was the inclination ¢, which
is known to be equal to ¢3. Based on the selected algorithm, it was possible to obtain an
extensive range, of which the most important values are presented in Table 2.

The main results summarized in Table 2 are extracted in ascending order of angle
value ¢ to expose the maximum and minimum volume limits as a relation with the tilt
angle. The simulation for the PKM structure starts from the initial value of 30° and almost
immediately reaches the upper limit of 60°, which follows a period of descent, until it
stabilizes by itself [22-27]. The results have been post-processed to present them as clearly
as possible and to draw attention to the maximum value obtained for the workspace
volume. As is shown in Figure 10, the volume obtained through the module of product
engineering optimizer had the maximum value of 427,839,567 mm?, when the tilt angle ¢
reached the value of 47.1531 deg.
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Table 2. Workspace volume (mm?) results from product engineering optimizer module (CATIA V5).

No Workspace Volume @1
) (mm?®) (deg)

1 385,427,706 30

2 388,184,667 30.4437
3 390,941,629 31.3132
4 393,698,591 33.0176
5 396,455,552 33.5412
6 399,212,514 34.5126
7 401,969,475 35.4840
8 404,726,437 36.4554
9 407,483,399 38.9554
10 410,240,360 39.8426
11 412,997,322 41.2579
12 415,754,283 42.6731
13 418,511,245 44.0884
14 421,268,207 45.5037
15 423,898,229 46.6783
16 427,839,567 47.1531
17 426,356,572 48.5324
18 425,435,343 49.6785
19 423,847,965 50.8246
20 422,363,113 51.9707
21 420,879,787 53.1168
22 419,393,133 54.2629
23 417,917,852 55.4090
24 416,427,754 56.5551
25 414,944,892 57.7012
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Figure 10. Graphical representation of the workspace volume optimization results from CATIA V5.

5. Conclusions

This paper presents the study that was developed to identify the working volume and
its behavior based on the construction parameters of a 6-DOF parallel kinematic machine,
using an analytic method and CAD optimization tools. In the article, the relations between
the robot workspace and the design parameters were demonstrated, a method that can
also be applied for other parallel structures. The method is useful for robot designers in the
optimization of parallel robots with regard to the workspace by using CAD tools. Previous
research in the field refers to the usage of CAD tools only for visual representation and not
for optimizing the workspace, while this study and test results show that CAD tools are
suitable for analyzing and optimizing the robot workspace of the 6DOF parallel robot, due
to its easiness in application and fast time implementation time.

The result obtained from the comparison of the analytic method and the CAD opti-
mization method showed identical behavior and almost identical results; however, due
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to the complexity of the analytic mathematical expressions and the way in which Ca-
tiaV5 computes volumes of bodies with complex surfaces, the optimal values obtained are
approximates. The most significant results showed that there is a discrepancy between
the importance of construction parameters in the case of overall reachable volume and
kinematic constraints. It was determined that in order to maximize the working volume,
one of the construction parameters tends to reach values at which the kinematic structure
will lose degrees of freedom. Further research is proposed regarding this aspect to improve
the optimization processes for the determination of the optimal working volume regarding
kinematic constrains and performance indices for the PKM 6DOF structure.

Author Contributions: Conceptualization, S.-D.S. and A.O.; methodology, S.-D.S., EP. and A.O.; soft-
ware, A.O. and P.C.; validation, A.O.; formal analysis, S.-D.S. and F.P; investigation, P.C.; resources,
A.O.; data curation, A.O.; writing—original draft preparation, FP., A.O. and P.C.; writing—review
and editing, S.-D.S., EP,, A.O. and P.C.; visualization, A.O.; supervision, S.-D.S. and FP. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Mourtzis, D. Simulation in the design and operation of manufacturing systems: State of the art and new trends. Int. J. Prod. Res.
2019, 58, 1927-1949. [CrossRef]

2. Palpacelli, M.C.; Carbonari, L.; Palmieri, G.; D’Anca, F; Landini, E.; Giorgi, G. Functional Design of a 6-DOF Platform for
Micro-Positioning. Robotics 2020, 9, 99. [CrossRef]

3.  Ahn, C; Seo, T,; Kim, J.; Kim, T.-W. High-tilt parallel positioning mechanism development and cutter path simulation for laser
micro-machining. Comput. Aided Des. 2007, 39, 218-228. [CrossRef]

4. Shimizu, Y.; Peng, Y.; Kaneko, ].; Azuma, T.; Ito, S.; Gao, W.; Lu, T.-F. Design and construction of the motion mechanism of an XY
micro-stage for precision positioning. Sens. Actuators A Phys. 2013, 201, 395-406. [CrossRef]

5. Zhang, D.; Li, X.; Ni, M,; Li, P; Dong, L.; Rui, D.; Zhang, J. Design of 6 degree-of-freedom micro-positioning mechanism for
optical elements. In Proceedings of the IEEE 13th International Conference on Electronic Measurement & Instruments (ICEMI),
Yangzhou, China, 20-22 October 2017.

6. Han, H.; Zhang, Y.; Zhang, H.; Han, C.; Li, A.; Xu, Z. Kinematic Analysis and Performance Test of a 6-DOF Parallel Platform with
Dense Ball Shafting as a Revolute Joint. Appl. Sci. 2021, 11, 6268. [CrossRef]

7. Zhang, D.; Lang, S.Y.T. Stiffness modeling for a class of reconfigurable PKMs with three to five degrees of freedom. J. Manuf. Syst.
2004, 23, 316-327. [CrossRef]

8. Yang, J.; Xu, Z.; Wu, Q.; Zhu, M,; He, S.; Qin, C. Dynamic modeling and control of a 6-DOF micro-vibration simulator. Mech.
Mach. Theory 2016, 104, 350-369. [CrossRef]

9.  Shiga, Y,; Tanaka, Y.; Goto, H.; Takeda, H. Design of a six degree-of-freedom tripod parallel mechanism for flight simulators. Int.
J. Autom. Technol. 2011, 5, 715-721. [CrossRef]

10. Chaudhury, A.; Ghosal, A. Determination of Workspace Volume of Parallel Manipulators Using Monte Carlo Method. In
Computational Kinematics; Springer: Cham, Switzerland, 2018. [CrossRef]

11.  Gokul, S.N.; Shrivatsan, R.; Venkatasubramanian, K.; Anjan, K.D. Deter-mination of Constant Orientation Workspace of a Stewart
Platform by Geometrical Method. Appl. Mech. Mater. 2015, 813-814, 997-1001. [CrossRef]

12.  Busetti, F. Simulated Annealing Overview. ResearchGate. 2001. Available online: https://www.researchgate.net/publication/23
8690391_Simulated_annealing_overview (accessed on 10 September 2022).

13. Leblond, T.; Froment, P.; Nazelle, P; Sellakh, R.; Serré, P.; Chevallier, G. Gradient-based Optimization of Parameterized CAD
Geometries. In Proceedings of the 11th World Congress on Structural and Multidisciplinary Optimization, Sydney, Australia,
7-12 June 2015.

14. Lucidi, S.; Sciandrone, M. A Derivative-Free Algorithm for Bound Constrained Optimization. Comput. Optim. Appl. Kluwer Acad.
Publ. 2002, 21, 119-142. [CrossRef]

15. Barbarosie, C.; Lopes, S.; Toader, A.M. A gradient-type algorithm for constrained optimization with applications to multi-objective

optimization of auxetic materials. arXiv 2018, arXiv:1711.04863.

33



Appl. Sci. 2022, 12,9258

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.
26.

27.

Arrouk, K.A.; Bouzgarrou, B.C.; Gogu, G. CAD based techniques for workspace analysis and representation of the 3CRS parallel
manipulator. In Proceedings of the 19th International Workshop on Robotics in Alpe-Adria-Danube Region, Budapest, Hungary,
24-26 June 2010.

Liu, L.; Huo, J. Apple Image Segmentation Model Based on R Component with Swarm Intelligence Optimization Algorithm. Int.
J. Perform. Eng. 2018, 14, 1149-1160. [CrossRef]

Liu, L.; Huo, J. Apple Image Recognition Multi-Objective Method Based on the Adaptive Harmony Search Algorithm with
Simulation and Creation. Information 2018, 9, 180. [CrossRef]

Liu, L.; Huo, J.; Xue, F; Dai, Y. Harmony Search Method with Global Sharing Factor Based on Natural Number Coding for Vehicle
Routing Problem. Information 2020, 11, 86. [CrossRef]

Arrouk, K.A.; Bouzgarrou, B.C.; Stan, S.D.; Gogu, G. CAD Based Design Optimization of Planar Parallel Manipulators. In Solid
State Phenomena; Trans Tech Publications, Ltd.: Bach, Switzerland, 2010. [CrossRef]

Stan, S.-D.; Maties, V.; Balan, R. Workspace Optimal Design of a 2 DOF Micro Parallel Robot Using Genetic Algorithms
and Simulated Annealing Optimization Methods. In Proceedings of the 2007 International Conference on Mechatronics and
Automation, Harbin, China, 5-8 August 2007; pp. 1108-1113. [CrossRef]

Popister, F.; Oarcea, A.; Stan, S.D.; Trifan, C.V. Workspace Analysis of a Novel Parallel Kinematic Machine with 6 Degrees of
Freedom. In Advances in Manufacturing III. Manufacturing 2022. Lecture Notes in Mechanical Engineering; Gapinski, B., Ciszak, O.,
Ivanov, V., Eds.; Springer: Cham, Switzerland, 2022. [CrossRef]

Oarcea, A ; Popister, F,; Stan, S.-D.; Cobilean, V. Comparative study of CAD optimization features for the workspace of 3DOF
Parallel Robot. In Proceedings of the 2021 9th International Conference on Modern Power Systems (MPS), Cluj-Napoca, Romania,
16-17 June 2021; pp. 1-6. [CrossRef]

Heragu, S.S. Experimental-analysis of simulated annealing-based algorithms for the layout problem. Eur. J. Oper. Res. 1992, 57,
190-202. [CrossRef]

Fabian, V. Simulated annealing simulated. Comput. Math. Appl. 1997, 33, 81-94. [CrossRef]

Musharavati, F; Hamouda, A.S.M. Enhanced simulated-annealing-based algorithms and their applications to process planning
in reconfigurable manufacturing systems. Adv. Eng. Softw. 2012, 45, 80-90. [CrossRef]

Aboulissane, B.; El Haiek, D.; El Bakkali, L.; El Bahaoui, J. On The Workspace Optimization of Parallel Robots Based on CAD
Approach. Procedia Manuf. 2019, 32, 1085-1092, ISSN 23519789. [CrossRef]

34



iriried applied -
e sciences @\Py

Article
Simulation, Analysis, and Experimentation of the Compliant
Finger as a Part of Hand-Compliant Mechanism Development

Dusan Stojiljkovi¢ I*, Masa Milosevi¢ !, Danijela Risti¢-Durrant 2, Vlastimir Nikoli¢ !, Nenad T. Pavlovié !,
Ivan Ciri¢ ! and Nikola Ivatko !

1
2

Faculty of Mechanical Engineering, University of Ni$, 18000 Nis, Serbia
Institute of Automation, University of Bremen, 28359 Bremen, Germany
*  Correspondence: dusan.stojiljkovic@masfak.ni.ac.rs; Tel.: +381-642134445

Featured Application: robotics, exoskeleton development, rehabilitation robotics, grasping mech-
anism.

Abstract: Compliant mechanisms are gaining popularity in many different fields, such as in mi-
croelectromechanical systems (MEMS), medical applications and health care, opto-mechatronic
technology, aerospace engineering, and semiconductor equipment. One of the areas for utilizing
compliant mechanisms is building models of human hand counterparts. These models are often
used as grasping and rehabilitation devices. Because of their properties, creating a human hand
counterpart with compliant mechanisms is a much better choice compared with the models with
traditional mechanisms; it looks more realistic, and its movements are much more natural compared
with models with a traditional mechanism. A method of modeling and designing such a bio-inspired
mechanism, as well as its experimental analysis with various forces applied, is presented in this
paper. Two prototypes of the compliant fingers were obtained by 3D printing, and the calculation
of the bending angle values was achieved by applying image processing to camera images of the
compliant fingers’ prototypes. Image processing was conducted on images taken for both loaded
and unloaded 3D-printed compliant finger prototype positions. Finally, these bending angle results
are compared with the results obtained by Finite Element Method (FEM) analysis and experimental
results acquired by a digital protractor.

Keywords: compliant mechanism; flexure hinge; computer vision; FEM; hand rehabilitation

1. Introduction

Mechanisms produced by conventional methods do not fully resemble what nature
can create. Classic hinge mechanisms are an example of this, but nevertheless, they are used
in all areas of engineering due to their simplicity of operation, robustness, understanding
of the operation principles, and quick and easy designing. In order to be able to create a
more realistic model of the human hand, one should turn to some unconventional types of
mechanisms. This can be achieved with the use of ever-increasing compliant mechanisms.
In this paper, this type of mechanism is used to simulate the movement of the human
hand. Such simulation can be used for many purposes, one of which is in the develop-
ment of 3D model of a human hand that could be used in various applications, such as
hand rehabilitation.

In order to make a hand-compliant mechanism as realistic as possible, in this paper,
Finite Element Analysis (FEA) of the designed model of a human finger was first applied,
followed by an experiment with the use of a digital protractor and a camera to test the
position accuracy within the motion range in real conditions.

To date, published papers addressing the building of human hand mechanisms have
different approaches. Observing only those that utilize the material flexibility for movement,
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one can classify them into two groups: those that have finger or finger-pad compliance
group and those that have joint compliance. The first group uses the soft robotic approach,
and the papers [1-5] show the state of the art, development, and future progress of this
group. A soft touch approach is applied in this case, where the entire length of flexible
elements is used for different applications. Applications of such soft gripping devices are
different, such as actuators, sensors, medical tools, and rehabilitation devices. Grippers
are perhaps the most abundant in this area. The study in paper [6] presents a robotic
end-effector that perfectly replicates the actions of the human hand in terms of gripping
and manipulating items. The soft robotic gripper shown in the paper [7] consists of three
soft finger bends and one passively adaptive palm. In practice, the soft gripper could
achieve a gripping force of 40 N at low actuation pressure below 100 kPa and, thus, can
pick up objects of all sizes with a convex shape. Similarly, paper [8] shows a three-breasted
gripper with a matched spine of each finger made of 3D-printed polylactic acid (PLA)
materials sandwiched between thin-layer materials. Here, one can cite works [9] and [10],
where the modeled grippers do not take the shell of the hand as a model but are free-form
structures obtained by topological optimization.

A diverse series of alternative uses of structural compliance to develop simple, adaptive,
compliant, and/or underactuated robotic graspers and arms that can efficiently and robustly
perform various grasping and dexterous hand manipulation tasks are presented in [11].

The same study demonstrates the application based on the joints’ flexibility. They
represent the second group of flexible structures that use the methodology of compliant
mechanisms. For the most part, these were inspired by endoskeletons used for grasping
applications, and due to their external appearance, they resemble human fingers [12]. In
papers [13-15], mechanisms developed in this way for the needs of the end-effector of
the robotic arm are presented. The paper [16] that uses elastic ligaments and antagonistic
tendons to construct anthropomorphic joints with multidirectional passive compliance as a
substitute for human finger joints can be mentioned here.

Papers [17-19] show a combination of both groups, finger compliances and joint
compliances, which is a new approach to soft grippers. Cited paper [18] deserves special
attention. In this paper, a pressure sensor is placed on the fingertip of the elastic structure
to form a soft robotic functional system. This single-build process with the advantages of
multiple bodies, silicone rubber, and highly stretchable hydrogel is a popular choice for 3D
printing of soft materials, which is an advantage of this approach.

Papers [20-22] show some of the ideas of how the flexibility of elements can be
used in terms of hand rehabilitation. It can be said that they represent exoskeletons or
endoskeletons that can be used to help people lift heavy loads and help with movement in
case of immobility.

In this paper, an extension of the research that we presented in the paper [23] con-
cerning the 3D-printed soft touch robotic manipulator is presented. In paper [23], the
compliant gripper was developed as a controlled robotic manipulator to achieve smooth
gripping of delicate objects where computer vision was used to collect feedback from
which intelligent algorithms can control motion and grasping, and in this way, enable the
gripper’s ability to manipulate objects with extreme precision. The compliant gripper was
created as a test to demonstrate that the presented building method enables adaptive soft
touch grasping capabilities. Hence, only a limited range of gripper fingers bending angles
was examined, and the gripper’s design was only cursorily developed. For the purposes
of extension to different applications, such as the field of hand rehabilitation, the griping
compliant mechanism can be adapted to the idea of the human hand as an apparatus for
some subsequent use. This adaptation is the core of the work presented in this paper in the
following sections. In contrast to the paper [23], simulation, analysis, and experimentation
in the range of large deformations of two compliant mechanisms obtained by the synthesis
of compliant mechanisms (fabricating compliant copies of classical mechanisms, i.e., the
mechanism of the human finger) were performed.
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On the basis of the reviewed literature and the ever-increasing use of compliant
mechanisms, this paper addresses the designed model of the human finger compliant
mechanism. The paper aims to analyze the position accuracy within the motion range of
this compliant finger model via FEA as well as to compare results with real-life experiments.
Hence, an experimental setup with a digital camera and integrated computer vision system,
which examines the position accuracy within the motion range of the loaded 3D-printed
compliant finger prototypes, is presented. The paper is organized into seven sections,
where in addition to the introduction given in Section 1, the design methodology with a
description of the human hand, flexure hinges, and their types, and the final model of the
compliant finger are described in Section 2. FEA and experiment setup are presented in
Sections 3 and 4, respectively. The image processing method is presented in Section 5, and
the results are in Section 6. The conclusion, overview of the results, and further research
directions are given in Section 7.

2. Design Methodology
2.1. Human Hand

The human hand represents one of the most complex groups of joints and bones in
the human body (together with the hand joint, it contains a sum of 54 bones out of the total
206 in the average human body). Due to its complexity, in this paper, the focus will be only
on the bones and joints of the phalanges area of the human hand.

Figure 1 shows what an average human hand looks like, with all the parts that compose
it. Looking at the theoretical range of motion (ROM) of hand joints, the Metacarpopha-
langeal (MP) and Proximal interphalangeal (PIP) joints have the largest range of motion,
with a total of 135 degrees (90 degrees for flexion and -45 degrees for extension) for the MP
and 100 degrees (100 degrees for flexion and 0 degrees for extension) for the PIP joint [24].

R
/"\\\1 [l“

DIP joint
PIP joint

Distal phalanges|

: '\
Intermediate phalanges)

\

\
Proximal phalanges\\

Figure 1. Anatomy of the human hand.

Hence, because of the largest flexure range, the PIP joint represents a perfect example
of a joint for the analysis in this paper. The idea behind this is to achieve the bending range
of the PIP joint by replacing it with a flexure hinge. All joints in the human hand can be
designed this way:.

2.2. Flexure Hinges

Compliant joints, otherwise called flexure hinges, are an alternative to classic, conven-
tional joints. They allow the movement of interconnected rigid segments without the need

37



Appl. Sci. 2023, 13, 2490

for lubrication, noise, oscillations, and wear caused by clearance in the joints. Since they
eliminate almost all the disadvantages of classic joints, they represent an ideal solution for
the applications that are the core of the work presented here.

Flexure Hinge Type Selection

When deciding which type of flexure hinges to use, the application of the hinge is
the most important decision criterion. In addition, the question that arises is whether
the deformations are in the field of small rotations of interconnected rigid members that
form a rotating pair with the joint or whether they are large deformations [25]. For these
purposes, the fundamental division of flexure hinges is given in Figure 2. Notch flexure
hinges (Figure 2a) and leaf springs joints (Figure 2b) are represented, as well as rod-shaped
joints (Figure 2c), whose length is relatively large compared with their thickness.

(a) (b) (c)

Figure 2. Types of compliant mechanisms with basic flexure hinges: (a) notch flexure hinges, (b) leaf
springs joints, and (c) rod-shaped joints.

While flexure hinges in the form of leaf springs and joints in the form of rods are
almost unambiguously defined, the variety of flexure hinges in the form of a notch (notch
flexure hinges) is significant. Figure 3 presents a new type of notch shape for compliant
joints called curved flexure hinges. For the intended application in this paper, the curved
form of the notch is a perfect replacement for the joints in the human hand because they
give a naturally curved position of the fingers, which is further discussed in the next
section.

(a) (b)

Figure 3. Curved flexure hinge: (a) Model and (b) Geometrical representations.

2.3. Modeling of Compliant Finger

As already stated, the PIP joint of the index finger will be provided as a reference for
modeling the flexure hinge. Figure 4 shows a human finger that will serve as an example for
modeling. The lengths given in the figure represent the lengths of the finger bones together
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with the knuckles and, as such, will serve as limits for the given design (Figure 4a,b). In
a state of relaxation (e.g., while a person is sleeping), the forearm is minimally pronated,
and the wrist is kept neutral or with minor flexion and ulnar deviation. From the index
through the little fingers, the MP joints are kept flexed in a gradient (45-70 degrees), while
the Interphalangeal joints (IP) are in various degrees of flexion. This position is called the
resting hand position [26].

In the paper [27], the resting position of the PIP joint varies from 20-47 degrees
depending on the position of forearm posture and shoulder flexion. In our case, it can
be noticed that the finger takes a natural resting position which, with the completely
straightened position of 180 degrees, forms an angle of 21 degrees (180° — 159°= 21°)
(Figure 4c). This finger position was used as a reference for designing its compliant
counterpart in SolidWorks version 2021 SP05.1 for modeling [28].

Figure 4. Measurements of the index finger: (a) Combined length of distal and intermediate phalanges
bone and (b) Length of proximal phalanges bone. The angle of the PIP joint in: (c) A resting position,
(d) Hyperextension, and (e) Flexion.

As the natural curvature of the finger was followed for modeling the compliant finger
shown in Figure 4c, the PIP joint, in this case, must be modeled using a curved flexure
hinge. This results in the two models shown in Figure 5 with their given dimensions of
compliant fingers:

L; =53.70 mm

Ly =50.17 mm
H=10mm
w =10 mm
h=1mm
r=1mm

o =21°
o =90°

The first model fully follows the 21-degree bend of the finger, while the second
represents an idealized model of 90-degree curved flexure hinges.

The idea is that both mechanisms will be analyzed in the following sections to deter-
mine which model is more plausible for the application considered in the paper.
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(b)

Figure 5. Compliant finger: (a) Curved flexure hinge with a «; = 21-degree bend and (b) Curved

flexure hinge with a &y = 90-degree bend.

3. Finite Element Method

The Finite Element Method (FEM) was used as the basic tool for the analysis of
compliant fingers [12,18]. Through the numerical solution of mathematical equations, an
iterative process simulates the investigated type of mechanisms, otherwise known as Finite
Element Analysis (FEA). The ANSYS software package uses this approach for the detailed
analysis of the structures under investigation and was used for the analysis in this paper.
Simulation and analysis were performed in ANSYS version 19.2 [29]; for them to produce
valid results that can be compared with the obtained experimental results, it is necessary to
fully define the given compliant mechanism. Given that compliant mechanisms dimensions
are already provided as an input parameter, it is now necessary to define the material from
which the compliant mechanism is constructed. For these purposes, Fused Deposition
Modeling (FDM) 3D printing of Nylon material was used to create prototypes of compliant
fingers. The specifications of Taulman Nylon 230 obtained from the manufacturer can be
seen in Table 1 [30], and the 3D-printing process itself is described in the following.

Table 1. Mechanical properties of the 3D-printed Taulman Nylon 230.

Material Property Taulman Nylon 230
Young’s modulus, E 73 MPa
Poisson’s ratio, v 0.39
Ultimate tensile strength, omax 34 MPa
Ultimate elongation, emax 417%
Density, p 114 g/cc

Taulman Nylon 230 is a perfect option given its flexibility-to-strength ratio. With this
nylon used in 3D printing, there is no snapping or brittle effect, and the parts produced are
very tough, durable, and resilient. In contrast to that, the thinner sections of the 3D-printed
nylon can become highly flexible. Hence, Taulman Nylon 230 is perfect for the production

40



Appl. Sci. 2023, 13, 2490

of compliant mechanisms prototypes and the end-use flexure components. The next step is
the detailed definition of the static and dynamic characteristics given by the real conditions
under which the experiment will be performed.

Figure 6 shows the defined boundary condition (fixed support A) and the load force
(vector B defined in the negative direction of the horizontal axis) acting on the end of
both compliant mechanisms with a 21-degree bend curved flexure hinge (Figure 6a) and a
90-degree bend curved flexure hinge (Figure 6b).

A: Index finger V1

Fixed Support Equivalent Elastic Strain
Type: Equivalent Elastic Strain
Unit: mm/mm

Time: 8s

11/6/2022 3:42 PM

Time: 8s
11/6/2022 4:06 PM

. Fixed Support

Bl Force:04N [l 0-10671 Max

111.22°

(a)

B: Index finger V2

Fixed Support Equivalent Elastic Strain
Type: Equivalent Elastic Strain
Unit: mm/mm

Time: 8s

11/6/2022 3:53 PM

Time: 8s
11/6/2022 3:53 PM

. Fixed Support

Bl Force: 04N [l 0.093346 Max

(b)

Figure 6. Boundary conditions and finite element mesh, maximal bending angle, and maximal strain of:
(a) Curved flexure hinge with a 21-degree bend and (b) Curved flexure hinge with a 90-degree bend.

It is also necessary to generate a finite element mesh and its goodness is an important
factor for a successful analysis. At the locations of the flexure hinges, a mesh of finite
elements is produced using the “Face Meshing” function to meet the correctness of the
FEA results. A complete mesh is defined with quadrilateral components of size of 0.8 mm
for rigid segments of compliant mechanisms and 0.2 mm for elastic segments (flexure
hinge). For a compliant mechanism with a curved flexure hinge with a 21-degree bend,
the resulting mesh of the FE model contained 2298 elements and 7307 nodes, while for a
compliant mechanism with a 90-degree bend, it contained 2343 elements and 7478 nodes.
Non-linear FEM analysis is considered in the simulation since the static analysis takes
large deflection into account. Simulation parameters maximal bending angle, and maximal
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strain are output parameters of interest, the results of which, in the case of maximum load
force, can be seen in Figure 6.

4. Experimental Setup

For the purposes of the evaluation of the FEA results of bending angle range, measure-
ments were performed under controlled conditions adapted to the experiment, as shown
in Figure 7. For determining the bending angle of the 3D-printed finger joint, a computer
vision system with Hikvision Darkfighter DS-2CD7026G0 Network IP camera was chosen.
The camera was previously calibrated for the given measurement setup.

l

Figure 7. Experimental setup for vision-based measurement of the bending angle range of 3D-printed
finger. (1) 3D-printed finger. (2) Camera. (3) Supporting structure. (4) Load. (5) Thin nonelastic string.

Figure 7 explains the experimental setup in detail, where a 3D-printed finger (1)
is attached to the supporting structure (3) in the MP joint at one end, while the other
end remains free. At the top of the finger, there is an opening where a thin nonelastic
string (5) is pulled through and a load is connected to a string’s free end (4) so that
the load is perpendicular to the supporting structure. This way, the experimental setup
mimics the FEA simulation. The camera (2) is placed sideways so that it captures optimal
frontal projection.

For designing the technological process of 3D printing with the purpose of experi-
mental prototypes of the compliant fingers, it is necessary to choose adequate printing
parameters. The prototypes of the finger were 3D-printed on Creality Ender 5 PRO using
FDM, which is a frequently applied additive manufacturing technology.

The process of creating 3D objects using filament, Taulman Nylon 230 in this case, is
performed by heating the 0.4 mm diameter nozzle of the 3D printer to 235 °C, which results
in the filament changing to a semi-liquid state. Layer height is 0.15 mm and is applied in
each iteration, and layer by layer of material is joined with previously applied layers. All
the printing parameters are listed in Table 2.

Once the prototypes were printed and the experiment setup was installed, the mea-
surements of the motion range were taken. By recording the image of the 3D-printed
prototype in different positions, it was possible to determine the path and angle of the
prototype’s end that occur when the load was added in the mentioned way. Processing of
the recorded images was performed using a program written in Python, using the OpenCV
library of algorithms.
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Table 2. Parameters used for 3D-printed Taulman Nylon 230.

Printing Parameter Value
Printing temperature 235 °C
Print bed temperature 90 °C
Bed surface Glass
Layer height 0.15 mm
Nozzle diameter 0.4 mm
Flexure hinge infill 100%
Color Black
Nominal diameters of the filament 1.75 mm

Weights of 10 g, 20 g, 30 g, and 40 g were added one after the other in order to determine
the maximal 3D-printed compliant finger bending angle (as described in the previous section).
Images were taken for each position of the measurement series when the system was in
balance, and after that, the angles were measured using computer vision. The system remained
unloaded between each measurement until it returned to its original position.

The results of measurements after image processing were compared with manual
measurements using a digital protractor, and they are presented and discussed in the
Section 6.

5. Image Processing

For the experiment, computer vision was used to approximate the bending angle of
the finger joint. The use of image processing for this type of experiment setup ensures
an accurate approach to collecting measurements, which means that, apart from the cal-
culation error, the measurement error is reduced to the initial marking of the object and
the appropriate placement of the camera (both calibrations are addressed in the first in-
stance of the experiment). The advantage of setting up an experiment with a high color
contrast in the imaged scene lies in the fact that black and white image regions have a
distinct difference in pixel values between the object and the background, which helps in
detecting the desired object region. In the presented experiment, 3D-printed finger of black
color is placed on the white background. The image processing task is divided into two
parts: recognizing the segment of the joint of the 3D-printed finger that bears the load and
determining the bending angle when the joint is loaded.

The camera records the video from which the necessary images are extracted (in the
initial position of the 3D-printed finger and under the mentioned loaded case) for real-time
object detection. One of the most effective object detection techniques that serve as a point
of reference for object detection in computer vision projects is the bounding-box-based
object detection. Bounding-box detections are represented by outlining the rectangles,
which fully bound the objects in the image, with the x- and y-image coordinates of the
rectangles’ centers, as well as with the width, and height of the rectangles. After that, the
bending angle about the y-axis (vertical axis of the image coordinate system) is calculated.
As was said in Section 4, image processing is performed using a program written in
Python, using the OpenCV library of algorithms with the function cv2.MinAreaRect().
The cv2.MinAreaRect() function employs the rotating calipers approach to identify the
minimal rectangle that encompasses the object region in the image. First, the original
image (Figure 8 left) is segmented using thresholding-based segmentation. The rectangle
extraction procedure begins by determining the convex hull of the set of points on the
boundary of segmented object region and subsequently rotating a line segment, known as
“calipers” around the convex hull while measuring the dimensions of the rectangle created
by the calipers and convex hull during each rotation. The rectangle with the least area is
selected as the minimum area rectangle.
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Figure 8. Object detection using image processing. (left) Original image of the 3D-printed finger.

(middle) Segmented object region represented with white pixels in the segmented binary image.
(right) Detected object bounded with an extracted minimal rectangle (blue-colored rectangle).

Figure 8 shows an example of extracting an object using the function cv2.minAreaRect() [31],
which extracts a rectangle (bounding box) of the smallest area around the desired shape. The
lower portion of the compliant finger that is being imaged is covered to guarantee that just the
rectangle that is of interest for the presented analysis, i.e., the rectangle with the smallest area,
will be extracted.

Figure 9 shows an example of a loaded finger joint using the developed function for
measuring the bending angle about the y-axis (vertical axis of the image coordinate system).
A segment of interest is isolated by markers of contrasting color value because the algorithm
separates pixels of low and high color properties (hue, color saturation, and value) and then
identifies the largest morphologically closed contour inside the processed image.

Angle of defiection [deg] : 68.75

\

(b)

Figure 9. Example of different joint positions: (a) unloaded and (b) loaded. Original images (left
column) of the 3D-printed finger. Segmented object regions represented with white pixels in the
segmented binary images (middle column). Detected object bounded with an extracted minimal
rectangle represented by blue-colored rectangle (right column).

The value shown in Figure 9a is the initial position, while Figure 9b represents the
difference between the found bending angle and the image coordinate system y-axis.

6. Results and Discussion

Table 3 shows the results obtained by experimental measurement of the bending angle
of the 3D-printed finger using computer vision, manual measurement with an electronic
protractor, and numerical results obtained by FEA.
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Table 3. Results for the bending angle § measured at the endpoint of compliant finger.

Force (N)
Flexure Hinge Type Method
~0.1 ~0.2 ~0.3 ~0.4

Computer Vision 31.9° 69° 94.1° 124.2°

9 D Protractor Measurement 32.7° 68.7° 93° 126.9°

FEA 70.854°  110.98°  126.57°  134.96°

Computer Vision 34.9° 68.5° 92.8° 123.3°

0 Protractor Measurement 33.5° 68.1° 92.1° 121.7°

FEA 79.54° 115.09°  129.14°  135.93°

As can be noticed, FEA results show a large error with respect to experimentally
measured values in cases where small loads were applied, while in cases of maximum
loading, this error is reduced. FEA shows that both compliant fingers have very similar
results in output angles but still provide better results for a curved flexure hinge with a
90-degree bend. On the other hand, the experiment shows that a 21-degree bend curved
flexure hinge provides better results. The reason for that can be contained in the assumption
that the information provided by the material manufacturer is different for the filament
used for 3D-printed prototypes of fingers.

In order to prove this assumption, a tensile test was performed to determine the
material properties of 3D-printed test specimens (Figure 10). The tensile test was performed
according to the international standard ISO 527-2, which determines the tensile properties
of molding and extrusion plastics. In Figure 10a, the test specimen at the beginning of the
tensile test (without a load) can be seen, and in Figure 10b, the test specimen during the
load stage is shown.

(b)

Figure 10. The setup for tensile testing: (a) unloaded test tube and (b) loaded test tube.

As a result of the tensile test for the 3D-printed Taulman Nylon 230 material, the stress—
strain curve shown in Figure 11 was obtained. The orange line illustrates the hypothetical
straight line that the material would follow if it were constantly in the area of elasticity (in
the region where Hook’s law applies), whereas the blue line depicts the actual behavior
of this material when it is stretched. The slope of the straight-line portion of the stress—
strain curve can be utilized to define the modulus of elasticity (Young’s modulus). Special
attention should be paid to the instant of the stress point where the material enters the
non-linear deformation region (i.e., when the blue and the orange lines diverge), as this is
the region where the compliant fingers material is when the large angular deformations
take place.
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Stress—Strain Curve: Taulman Nylon 230

Stress [N/mm?]
S

0 10 20 30 40 50 60 70 80 90 100110120130140150160 170180 190200
Strain [%]

Figure 11. The stress—strain curve obtained from tensile testing data. (blue) True stress—strain curve.
(orange) Hypothetical straight line of pure elastic behavior of the material.

All the values of the mechanical parameters required for the simulation and FEA are
determined by examining the data collected from the performed tensile test. The entire
set of mechanical parameters for the 3D-printed Taulman Nylon 230 material is presented
in Table 4. As can be observed, the acquired Young’s modulus is nearly 4.5 times greater
than the manufacturer’s Young’s modulus (manufacturer’s Young’s modulus—73 MPa;
Young’s modulus obtained by tensile test—325 MPa), while ultimate tensile strength is not
that different.

Table 4. Mechanical properties of the 3D-printed Taulman Nylon 230 obtained by tensile testing.

Material Property Taulman Nylon 230
Young’s modulus, E 325 MPa
Poisson’s ratio, v 0.39
Ultimate tensile strength, omax 38.8 MPa
Yield strength, oy 7.9 MPa

With the experimentally acquired mechanical characteristics, FEA of the compliant fin-
gers was carried out. The FEA setup was the same as that described in Section 3, with a
few additional improvements. A mesh is now defined as a size of 0.2 mm for rigid seg-
ments of compliant mechanisms and 0.05 mm for elastic segments (flexure hinge). This was
implemented in order to ensure the repeatability of the FEA results, which has a stress conver-
gence test tolerance below 1%. A compliant mechanism with a curved flexure hinge with a
21-degree bend now has the resulting mesh of the FE model, which contains 32,615 elements
and 33,425 nodes, while a compliant mechanism with a 90-degree bend contained 34,552 el-
ements and 34,552 nodes. The force with which the compliant fingers were loaded in the
simulation corresponds to the product of the mass of the weights (from the initial 10 g to 60 g)
with which the experiments were performed and the gravitational acceleration obtained at
the site where the experiment was performed (the value of the gravitational acceleration for
the city of Nis, Serbia, is 9.80408 m/s?). Adding forces corresponding to weights of 50 and
60 g was necessary so that in FEA, we could obtain results of maximum bending angles that
correspond to the theoretical range of motion for the PIP joint of 100 degrees. The resulting
forces and deflection angles obtained by FEA can be seen in Figure 12. The difference between
bending angles for the two types of compliant fingers can be clearly seen. Better angle results
are produced by a compliant finger with a 90-degree bend curved flexure hinge (red line),
which is visible even at modest load levels.
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Angle-Force Diagram
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Figure 12. Angle—force diagram for compliant fingers obtained by FEA.

The above results should be seen as results in terms of internal stress and strain. In
Figure 13, it can be seen that the compliant finger with a 90-degree bend curved flexure
hinge has minor stress through the entire range of angular deformations. The maximal
stress in the end position at the highest load force for a 90-degree bend curved flexure hinge
is 17.324 MPa for bending angle 6 = 102.721°, and for a 21-degree bend curved flexure
hinge, it is 17.406 MPa for bending angle 6 = 93.789°.

Stress—Angle Diagram
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Stress [MPa]

O N = O

21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96 101
Angle [°]

——21-degree bend ~——90-degree bend
Figure 13. Stress-angle diagram for compliant fingers obtained by FEA.

As aresult of all the above, it was necessary to repeat the experimental measurement
in order to provide the values of the angles for the weights of 50 and 60 g so that we could
perform a comparison with the FEA. Therefore, two new prototypes of compliant fingers
were 3D-printed, which served us for the desired experimentation. This opportunity was
used to repeat the already conducted experiment once more, ensuring the outcome results
of the earlier experiment (Figure 14).
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(a) (b)

Figure 14. Example of computer vision measured bending angle 0 for compliant finger with
(a) curved flexure hinge with a 21-degree bend and (b) curved flexure hinge with a 90-degree
bend, for a loaded 30 g weight.

Table 5 shows the newly obtained results of the experiment (Computer Vision Method)
and FEA. The results presented in this way clearly confirm the similarity between FEA
and experimental results in the area up to 70 degrees for curved flexure hinge with a
21-degree bend and up to 80 degrees for curved flexure hinge with a 90-degree bend. In
the area larger than the above-mentioned angles, the results diverge. This outcome can be
attributed to the behavior of the material, which in the area of large deformations tends
to creep after the addition of weights heavier than 40 g. With the graphic in Figure 13,
this can be confirmed because, in these areas, the stress is greater than 12 MPa for both
compliant fingers. This also refers to Figure 11, where, as already noted, the material enters
the non-linear deformation region.

Table 5. New results for the bending angle 6 measured at the endpoint of compliant fingers.

Flexure Hinge Force (N)
Method
Type ~0.1 ~0.2 ~0.3 ~0.4 ~0.5 ~0.6
Computer o570 3318°  4645°  68.01°  99.46°  124.81°
Vision
o FEA 25917°  34.033° 46.687° 63.393° 79.764°  93.789°
Computer — ,c 20 37670 5134°  7747°  108.12° 133.96°
1] Vision
FEA 2753°  38.85°  56.01° 75°  90.741°  102.72°

The difference between the previously performed experiment (Table 3) and the newly
performed experiment (Table 5) should also be explained. The conclusion of the difference
in results is explained by the fact that the previous experiment was performed after the
bending test of 3D-printed compliant finger prototypes. This means that the prototypes
were previously brought to a state of large deformations, whereby plastic deformation
remained in the material. It should be noted that these permanent deformations were
not seen and that the prototypes had the ability to return to their initial state, but the
experiment performed with such plastic deformations in the material cannot be considered
valid.

7. Conclusions

In this paper, a model of a compliant mechanism that is a counterpart to the human
hand was discussed. For this purpose, compliant mechanisms are the perfect choice due to
their properties and benefits compared with traditional mechanisms, such as no need for
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lubrication, no noise or oscillations, and wear caused by clearance in the joints. Therefore,
two types of compliant fingers were analyzed. Prototypes with curved flexure hinges of
mentioned fingers were 3D-printed in order to experimentally prove which of these two
types represents a more adequate solution. Such models can be used in various applications,
such as robotic grasping devices that simulate the movements of a human hand, interactive
video gaming, and hand rehabilitation [32]. In the case of hand rehabilitation, the discussed
models could be used as parts of the hand exoskeletons for patients with impaired hand
fingers’ movements or parts of the “movement training by imitation” rehabilitation systems,
where the patient would be asked to imitate the movement of the fingers” models tele-
operated by the therapist or intelligently controlled to demonstrate particular movements
of the figures and hand gestures.

Presented simulations and parametric analyzes were performed to demonstrate the
accuracy of the software analysis to correspond with the experimental results and, thus,
to use this method for further research. The initially obtained results showed a poor
correlation between experimental and FEA results. The assumption was made that the
information provided by the material manufacturer was different from the filament used for
3D-printed prototypes of compliant fingers. This is a common mistake when experimenting
with 3D-printed prototypes.

As a solution, adequate measurements should be taken to obtain the correct specifica-
tions for 3D-printed compliant fingers and set the correct parameters for the FEA simulation.
To demonstrate this possible solution, tensile test was performed to determine the material
properties of the 3D-printed test specimens, which were used for the re-executed FEA.

The newly obtained results showed a good correlation between experimental and
FEA results. In the areas of low and medium deformations, the agreement of FEA and
experimental results could be seen within the limits of less than 10%. The limit increases to
25% in regions with high deformations. This discrepancy can be attributed to the fact that
the printed elements are often not of homogeneous structure, while the model obtained by
simulation is completely idealized. It should also be emphasized that the program in which
the analysis was performed does not provide optimal results related to the non-linear area
of deformations.

The next step would be to implement such a method for the case of a compliant finger
that would have all the necessary joints that would allow the realistic range of motion that
human fingers have. The analysis of such a compliant finger would complete the entire
development of the hand-compliant mechanism, which could later be used in various
applications, such as the hand rehabilitation device mentioned above, with the help of
adequate control for its actuation.
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Abstract: The compliant mechanism studied in this paper is used in the structure of an assembly
necessary for the temporary mounting of visual markers on glasses frames. Proper correction of
vision defects in patients is a field of study in healthcare that has grown in complexity, along with
all aspects of technology, over the past decades. As such, along with better lenses and frames,
including custom solutions, the devices used to determine the patient’s specific parameters need
to be more complex and precise. However, this is only part of the problem: while many devices
exist that take measurements such as interpupillary distance with great precision, these come at a
very high cost and do not take into account aspects related to real-life usage of the lenses, such as
the patient’s position, angle, etc. Given the considerations above, this paper approaches the design,
simulation, realization and testing of a working model of a frame used to support markers used in
the optometry process. The design proposed in this paper assumes that the system used can be used
while the glasses are mounted on the patient’s face, without influencing in any way their position
in front of the patient’s eyes. Furthermore, the system must allow assembly and disassembly with
minimal effort, to allow the patient to perform some movements without changing the position of
the frame, as well as the easy access to the markers mounted on the spectacle frame. The main scope
of the paper is to design and choose the correct constructive solution of a compliant mechanism
for this important clinical optometric application in terms of geometric parameters, material and
technology used to obtain appropriate performances. The authors highlight how the parameters
and manufacturing technology for the device were chosen, and a finite element analysis is used to
simulate the mechanical behaviour of the mechanism and to choose the optimal variant in terms of
the desired displacement between three proposed materials for the given application. After justifying
the choice of the constructive solution, several physical models of optometric support markers were
realised using Fused Deposition Modeling (FDM), and Polyethylene terephthalate glycol (PETG)
or polylactic acid as materials. Furthermore, an electro-pneumatic experimental test stand was
developed to simulate and test the functionality of the device and to validate the proposed model.
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1. Introduction

The use of multiple types of measuring systems is widespread in the field of op-
tometry, and specialists rely on such devices along with specific methods to determine
a patient’s specific needs in regard to customizing lenses. In this regard, certain aspects
of measuring these parameters are perceived as being mandatory, such as determining
the user’s perceived effect of the lenses on vision in a real-world environment: reading a
computer screen, a book, looking in the distance. One such aspect is that the glasses and
lenses should be mounted on the patient’s face, and their position should not be in any way
modified by the measuring apparatus. This is especially true when it comes to personalised
progressive lenses. As such, certain requirements have been identified, as explained below:
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- High elasticity—the mount should allow for usage with a wide array of models
of glasses.

- Maximum weight 5 g—total weight of the system will be two such mechanisms, for a
total of 10 g. It was considered that the mounting bracket should not be heavier than
one of the lightest pairs of glasses. This is mostly an empirical parameter, based on
previous iterations of such systems.

- Good resistance to repeated usage—the system should not be prone to easily breaking
while being used for multiple dimensions of seeing glasses.

- Easy to manufacture, but especially easy to modify between product iterations due to
the shifting fashions in eyewear; the mounting bracket should easily follow suit.

- Low cost and good aesthetics

- Made in one part—measuring accuracy will greatly depend on how well the system
is assembled. Related to this last point, a special model of a compliant mechanism
that achieves the transmission of force and motion through its own elastic body
transformation was proposed. Through several iterations, a shape was obtained,
mostly being designed around the normal shape of a user’s glasses frames.

Figure 1 shows two views of the proposed mechanism (side and isometric view),
which is equipped with two handles.
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Figure 1. General view of mechanism.

A force of approximately 35 N (each) will be exerted on them, which is necessary
to open the mechanism with a total stroke of 30 mm. The forces necessary to open the
mechanism are determined following the study in the specialized literature [1], and of some
simple tests performed in the laboratory—allowing an average user to open the device
with minimal effort.

Similar systems have been developed for use in the field of optometry. Such systems,
currently employed throughout optometry clinics allow for easy measurement, with rela-
tively low errors of a small number of parameters, such as interpupillary distance, total,
left and right, as well as a basic calculation of the boxing parameters needed when cutting
and fitting the lens to a specific frame. One such example is the VisionFit Dispensing
System [2], which allows for measurement of interpupillary distances both for near and
far, boxing measurements, as well as some fitting parameters of the frames. This system
does not, however, allow for complex measurements to be taken (curvature of frames and
pantoscopic angle). Another such system is the Optikam [3], which allows measurement of
a much larger number of parameters, but does feature a very large and complex system
for attaching the markers to the patient’s face, and thus runs the risk of interfering with
the natural position the frame would otherwise have on the patient’s face. Another such
system is the DigiFit, which allows for measurements of a large number of parameters,
but does, however, generally require the lens to be taken out of the frame. Since some
corrections, such as squinting, are made by the lens, a complex system must be employed
to allow for corrections to the lens’s optic centre [4].

While the systems presented thus far allow for some parameters to be measured, there
are systems under use that allow for all parameters to be obtained. These, however, are
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very expensive and usually require special training and occupy a large part of the clinic for
use. One such system is the highly capable ZEISS i.Terminal 2 [5].

An important aspect in choosing the technology used is also the ease with which the
mechanism can be manufactured, without the need for specialized training and in proximity
to the field of operation (optometry). It is also important to consider the biocompatibility
of the materials used, as this mechanism will be used in the immediate vicinity of patients,
it is desirable that it does not affect their health in any way. One last important aspect is the
possibility of recycling these devices. Choosing a metal or composite material will make it
difficult to recycle the material to produce other devices [6].

Starting from the conditions listed above, several more variants of materials and
manufacturing technologies have been considered. These include:

- Plastic injection—the first of the technologies considered has the disadvantage of the
very high initial cost (mould cost), as well as the difficulties encountered in case of
modification to the initial model [7-10]

This technological process can only be considered if it is desired to produce a very
large number of components, without changing their shape [7-10].

- Selective laser sintering—this technology allows rapid modification of the model used,
is compatible with elastic materials, but the prohibitive costs and special conditions of
use make it unsuitable for the requested model [11-14].

- Stereolithography—this technology has several advantages, such as the relatively low
price of the equipment and ease of use, while disadvantages include the high cost of
the polymer and the fact that it requires ventilation installation [15-18].

- Thermoplastic extrusion—FDM technology allows the realization of prototypes in a
very short time, from a very wide range of materials that have a low price and are
affordable [19-22].

The wide spread of this technology has allowed for the very rapid development of
both commercial solutions for depositing plastic in layers and materials. FDM technology
involves the deposition of a continuous flow of material in the form of a heated filament to
obtain geometric shapes, under the control of a computer system. Deposition usually occurs
on the x and y axes (plane) with the increment of the Z axis after complete deposition
of the material on the current layer. The thermoplastic materials used are part of an
extraordinarily wide range and include Polylactic acid PLA, Acrylonitrile Butadiene Styrene
ABS, Thermoplastic Polyurethane TPU, Nylon, Polyethylene terephthalate glycol PETG,
and other variations of them or composite materials.

Among the presented solutions, the FDM technology corresponds in terms of cost and
quality for the execution of the compliant mechanism [23].

The materials used to make the mechanism were chosen based on the mechanical
characteristics, availability, and cost price: PLA, ABS and TPU. The shape of the mechanism
was determined after multiple experiments over several iterations and using the pros and
cons of current marked solutions. Regarding the size and stroke of the mechanism, they
were determined by measuring the lowest and highest frame sizes usually encountered in
the industry. Furthermore, a key determining factor of the size was the industry standards
in terms of lens size before it is cut to fit the frames (between 60-70 mm). Along with
this, the shape allows for easy dimensioning up or down, with regards to using FDM
technology.

The shape and usability cases for the device were based on tens of years of experience
in the field of optometry. For the shape and requirements for the system, feedback received
from users who have employed similar systems for a number of years was considered.
Since the device will come into contact directly with both the optometrist and the patients,
it was very important that their feedback be the starting point for the design, and also, that
ease of use was a significant factor in determining the final shape of the frame. There are
no similar devices on the market in terms of the shape of the device, method of use, or
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technologies used to produce it. Table 1 presents several constructive solutions proposed
by the authors with the characteristics described.

Table 1. Several proposed designed shapes for the compliant mechanism.

Model

Explanation

Version 1—Loosely based on a half open contour of
glasses frames, the two-sided handles allow force
to be applied, and thus obtain an almost vertical
movement of the three prongs in the right of the
picture. These three points will allow for secure
fastening to the frames. The model was found
lacking for multiple reasons, especially due to the
fact that applying the necessary force was difficult.

Version 2—The improved design of the handles
allows force to be applied much more easily, and
thus obtain a better overall behaviour. However, in
this version, it was first noticed that the new
support interfered with the patient, since the actual
body of the marker support system pushed against
the patient’s face.

Version 3—Prongs were extended laterally to move
the entire support in a plane parallel to the user’s
glasses, and as such, no longer pushed against the
patient’s face. Modifications were also made to the
handles with minor improvements to the overall
usability of the system.

Version 4—Further improvements were made to
the design, and handles were reverted to the initial
profile, as the previous one was proven to fail
under repeated stress in terms of both simulations
and practical use.

Version 5—To allow for a larger opening of the
device, the orientation of the handles was changed.
Furthermore, the prongs were made
detachable—this is due to the technological aspects
of FDM, as it allows for much better control of the
settings used for each part of the frame.
Furthermore, since the prongs are in direct contact
with the frames, they must be coated to ensure that
they do not scratch the surface.

Version 6—Final version of the design, with minor
modifications in terms of the retention system for
prongs, infill, as well as very small dimensional
changes. This is the version that has been used in
the paper.

55



Appl. Sci. 2023, 13, 2859

2. Finite Element Analysis of Proposed Shape

In order to predict the displacement of the proposed system and, in this sense, to
choose the optimal material to realize the physical model for the given application, the
designed structures were simulated using the finite element method, starting with three
materials frequently used in FDM technology.

With the help of finite element method analysis, the 3D model was simulated assuming
that it was divided into several smaller elements, with their size and number depending
on the fineness of the meshing.

Exact numerical models should predict the mechanical behaviour of an investigated
structure, but in most cases these models must be validated. To be confirmed first, the
correct geometry and the corresponding characteristics of the materials used are required.
Furthermore, the exactness of the values obtained by the finite element method analysis
depends to a large extent on the fineness of the measurement and discretization parame-
ters, but, at the same time, it also depends on the correct application of mechanical loads.
The combination of Finite Element Analysis FEA with experimental validation of the me-
chanical behaviour of the compliant mechanisms investigated can be considered the most
appropriate way to study, compare, and choose the optimal materials and/or manufactur-
ing technologies for this application, and when the results of numerical and experimental
methods are close, the developed structure can be validated.

In this FEM study, three thermoplastic materials were used that could be possible
candidates for the marker clamp systems used in the optometric field—acrylonitrile butadi-
ene styrene (ABS) [24-27], polylactic acid (PLA) [28-31], and thermoplastic polyurethane
(TPU) [32-35], and as a medium, SolidWorks was used for the simulation. The main me-
chanical properties for the materials used in the study are represented in Table 2 [36-38],
which are essential elements for the correctness of the results obtained by Finite Element
Method FEM analysis. The main steps for performing the numerical simulation can be
highlighted are the application of the material, the definition of the fixed geometries, the
application of the loads, and their division into finite elements—the meshing. The following
measurement parameters were used in this study:

- Mesh type: Solid Mesh

- Element Size: 1.43838 mm

- Tolerance: 0.0719189 mm

- Mesh Quality: High

- Total Nodes: 15,490

- Total Elements: 8368

- Maximum Aspect Ratio: 13,989

- % of elements with Aspect Ratio < 3: 96.5

- % of elements with Aspect Ratio > 10: 0.0956
- % of distorted elements (Jacobian): 0

Table 2. Properties of materials used in the study.

Property ABS PLA TPU
Density 1.02 g/cm? 1.252 g/cm? 1.18 g/cm?
Young Modulus 1.18 GPa 1.59 GPa 0.396 GPa
Poisson ratio 0.35 0.36 0.3897
Yield strength 45 MPa 70 MPa 65.85 MPa

Figure 2 shows some simulation steps and the results obtained for TPU when applying
a force of 35 N, also observing the way in which the structure is deformed.

56



Appl. Sci. 2023,13, 2859

URES (mm) URES (mm)

r / g =
l 17.66 17.66
1606 16.05
1445 1445
) 1281
I 11.24
L o963 - 9.631
L 0%, - 8.026
| o - 6421
e 4815
3.210 82210
I Le0s — WA I 1.605

1.000 x 10% d 1.000 x 10%

von Mises (N/m"2) ESTRN

l 6.068 x 107 / 1.087 x 10"
5.562 x 107 l 9.966 x 10*

© 5.056x 107 - 9.060 102
4551107 8.154x 102
4045 X107 - 7.248x10%

- 3540 x 107 6.342x10?
L 3.034x107 I 5436x102
- 2528 x107 1530 x102
2,023 x 107 - 3.624x102

- 1517x107 - 2718x10%
1011 x 107 1812x10?
5.056 x 10° \ 9.060 x 10°
5.613x10* 3.601 x 1072

> Yield strength: 6.585 x 107

Figure 2. Some steps of FEM simulation of the TPU compliant mechanism at 35 N applied force:
(a)-geometry model designing; (b)-fixing geometry, applying force and meshing; (c)-displacement
results (undeformed model); (d)-displacement results (deformed model); (e)-Von Mises stress results;
(f)-strain results (the arrows represent the mode of action of the force).

Figure 3 shows the results obtained for the mechanical characteristics of interest:
the equivalent Von Mises stresses and the maximum opening or distance/displacement
obtained between the two fastening elements. The Von Mises stresses obtained for all
three investigated materials are presented in Figure 3a,c,e, and it can be observed that for
the ABS material the value of Von Mises stress at 35 N exceeds the yield strength of the
material. To obtain the results of the maximum opening of the compliant mechanism as a
result of applying the request, it was set from SW to only display the results of the entities
of interest, as shown in Figure 3b,df, the total distance obtained by summing the resulting
displacements of the two clamping elements.

Figure 4 shows the comparative results of the displacements at the same applied
force (35 N) for the three materials used in the study, clearly observing the much higher
degree of deformation of the compliant mechanism of TPU, especially due to its mechanical
properties being much more suitable for this application. Therefore, for the same applied
force of 35 N, a maximum aperture of 27.86 mm is obtained for TPU (which corresponds to
the real displacement range for the application of the compliant mechanism), a much higher
value compared to those obtained for ABS and PLA—9.74 mm and 7.17 mm, respectively.
Table 3 shows the simulation results obtained for the three materials studied in a certain
force range (5-35 N) for the equivalent Von Mises stresses and the maximum openings
of the compliant mechanism. It can be seen from the table, that at applied forces greater
than 25 N, for ABS, the Von Mises stresses exceed the material yield limit, which indicates
possible plastic deformation in some areas where this value is exceeded; an undesirable
aspect for the application of the compliant mechanism.
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Figure 3. Comparison of obtained mechanical characteristics results for three investigated materials
(35 N applied force in all cases): (a)-TPU mechanism Von Mises stress results; (b)-TPU mechanism dis-
placement results between gripping elements; (c)-ABS mechanism Von Mises stress results; (d)-ABS
mechanism displacement results between gripping elements; (e)-PLA mechanism Von Mises stress
results; (f)-PLA mechanism displacement results between gripping elements.

Figure 5 shows the comparative results of the displacements of the fastening elements
obtained according to the force for all three studied materials, where the much higher
values for TPU of the displacements at the same applied force compared to acrylonitrile
butadiene styrene and polylactic acid are clearly highlighted, to conclude that this material
seems to be the most suitable candidate for the realization of the fastening systems applied
in the field of clinical optometry discussed in this paper. This is due to its special mechanical
properties that are manifested by increased elasticity and other important properties that
recommend it for this application in the field of optometry. Between PLA and ABS, the
former proved to have more suitable properties after simulation tests.
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Figure 4. Comparison of resulted displacement and degree deformation at the same applied

TPU

force-35 N for all investigated materials.

Table 3. Obtained results for Von Mises stress and displacement between gripping elements.

TPU (oy = 65.85 MPa) ABS (oy = 45 MPa) PLA (oy = 70 MPa)
D L SR L AR L L N
5 4.03 8.4 1.35 8.35 1.03 8.3
10 8.16 17.16 2.72 16.84 2.01 16.72
15 12.32 26.11 411 25.47 3.03 25.25
20 16.42 35.07 5.51 34.21 4.05 33.87
25 20.4 43.87 6.91 43.05 5.09 42.58
30 24.23 52.45 8.32 51.96 6.12 51.36
35 27.86 60.68 9.74 60.93 7.17 60.21
30
25

Displacement [mm]
fury
G
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5
0 ~
0 5 10 15 20 25 30 35
Force [N]
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Figure 5. Comparison of force-displacement characteristics for investigated materials.
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Figure 6 shows the simulation results (35 N applied force) for a constructive variant
consisting of four fastening elements, which can be used to fasten circular glasses. In
this case, a maximum opening between the outer fasteners of 29.16 mm is obtained at an
applied force of 35 N. In both constructive cases (with three and four gripping elements),
following the FEM analysis, the most suitable material for the given application is TPU,
where the closest displacement compared to the desired displacement is obtained according
to theoretical considerations.
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Figure 6. Obtained results for compliant mechanism with four gripping elements.

3. Physically Developed Prototype of Mechanism

The mechanism was manufactured using FDM technology from PLA, ABS, and
TPU (Figure 7). When using each material, the particularities of each thermoplastic used
were considered. No special problems were encountered in the realization of the three
variants, but noticeable differences were observed between the times necessary to print
the mechanisms. Thus, the TPU material is the most expensive in terms of time, being
necessary to use it at very low speeds (10-20 mm/s-Figure 8), compared to PLA/ABS
(30-35 mm/s), the results being similar in terms of aesthetics.

Figure 7. Principle of operation and PLA manufactured compliant mechanism.
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Figure 8. Working parameters used for compliant mechanism.

As expected from the point of view of the use of the materials presented, the differ-
ences between the three are obvious. For the following conclusions, a series of tests were
performed with the help of human users. Their automatic testing was performed in the
next part of the paper.

The PLA material variants used give way after several uses, but are the easiest to
obtain and, from an aesthetic point of view, they correspond to the requirements. The
approximate weight obtained is 4 g.

The ABS material presents, as expected, problems in terms of realization, it being
necessary to add a layer of sacrifice. The results are similar to those obtained for PLA:
although appropriate from an aesthetic point of view and with a very wide range of colours,
the pieces made do not correspond, in terms of elasticity, to the requirements and give way
after several uses.

Thermoplastic polyurethane (TPU)—from the variants used and commercially avail-
able, the NinjaTek Armadillo variant was chosen, which was also used for the simulations
presented above [38]. Although it presents a series of challenges in terms of use in the FDM
process, this material is mechanically the most suitable, obtaining the desired displacements
for the forces that can be exerted during use by a human user.

Among the materials used, the best results were obtained for TPU, with the disad-
vantage of having less pleasant surfaces from an aesthetic point of view, and with some
difficulties in printing the parts. This contradicts some of the conditions imposed at the
beginning of the work—the possibility of realizing these mechanisms without a specialized
training, with the help of common 3D printers. This material is also biocompatible, as
stated by the manufacturer.

4. Testing of Manufactured Device

In order to test and validate the structures made by FDM technology, but also to
compare the results obtained by simulation with the results of the experimental model, a
physical system was developed that simulated the functioning of the proposed mechanisms
for the given application. The experimental stand proposed in the paper presents the
possibility of fixing the tested part in a support that allows its displacement, especially
on the X axis and the rotation around the Z axis of the compliant mechanism. The testing
rig was specially made for the tests and is not part of any patent or technical solution. Its
purpose was to determine if the mechanism could be used for a reasonable number of times,
less than a couple hundred, without it breaking or losing its mechanical characteristics, and
testing was continuously performed.

However, the part was not fixed on any axis; the assembly was made with high
tolerances. At each of the moving ends of the mechanism, end-of-travel sensors were
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mounted, as shown, for clarity, as mechanical microswitches in the diagram in Figure 9,
but optical sensors in the stand were made. Actuation was conducted with the help of two
linear pneumatic motors with double action (Figure 10), dimensioned so as to produce a
force of, at most, 35 N at the working pressure (3 bar). The two motors were mounted in
opposition on the same Y axis of the system, in the direction of the red arrows in Figure 9.
The movement of the two motors simultaneously occurred, according to the proposed
control algorithm.
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Figure 9. Principle schematics of testing.
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Figure 10. Pneumatic actuation schematics.

The control and monitoring of the system was conducted with the help of an electronic
system based on an ESP microcontroller, together with the signal adaptation electronics
necessary for the interface with the distributors and limit switches used.

Figure 11 shows a schematic diagram of the algorithm implemented for control.
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Figure 11. Control algorithm schematics.

Figure 12a shows the complete scheme of the system made for testing the parts.
A simple PC-level application was developed to control the application. This opens a
bidirectional TCP port and allows for the initiation of commands and the reception of data
from the limit switches mounted on the construction. The advance and withdrawal strokes
along with the signals from the end-of-travel sensors were counted at the controller level
and transmitted to the PC.
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Figure 12. (a)—Control schematics; (b)—Real system.

Figure 12b shows an overview of the test stand made for testing this solution and
obtained preliminary results to confirm those obtained by the simulation. It contains the
elements presented above and works according to those described.

As expected, the system poorly performs for both ABS and PLA, with minimal elastic-
ity of the parts, and they fail after only a few uses. TPU parts, however, perform generally
better, as tested, with no obvious issues to the mechanism after a few tries.

5. Conclusions

This paper presents the the right choice of materials, a finite element analysis simula-
tion, technologies, and the realization and testing of mechanisms to be used in the field of
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optometry. Following the research, the chosen thermoplastic polyurethane (TPU) material
proved to be the most suitable, both in terms of elastic properties, biocompatibility, the
possibility of recycling materials, and all criteria stated at the beginning of the paper. From
a scientific standpoint, the model is set to serve as part of a low-cost, low-maintenance
system with a reasonable error parameter needed for custom-built lenses for users with
specific needs. This is set to lower the cost of such procedures, which is currently high, and
is also expected to assist in giving better medical care to a larger array of individuals.

In the future, we want to test this mechanism in a complete set, but also perform tests
with as many patients as possible, so that the possible problems related to the use and
implementation of the mechanism described in this paper can be determined and solved.
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Abstract: Fragility fractures, caused by low-energy trauma, are a significant global health concern,
with 158 million people aged 50 and over at risk. Hip fractures, a common issue in elderly patients,
are often linked to underlying conditions such as osteoporosis. This study proposed a cost-effective
solution using a non-wheeled smart walker with load sensors to measure gait parameters, addressing
the high cost of traditional gait analysis equipment, the prototype used PASCO load cells PS2200
for force measurement, eliminating the need for Arduino UNO or microcontroller-based hardware.
A lightweight amplifier PS2198 amplified the signal, which was transmitted via USB to a personal
computer. PASCO capstone software was used for data recording and visualization. The smart
walker was tested on forty volunteers divided into two equal groups: those with osteoporosis and
those without, by performing a 10 m walk test three times. ANOVA comparing spatiotemporal
parameters (TSPs) of the two participant groups (« = 0.05) showed that significant differences lay
in terms of time taken to complete the walk test (p < 0.01), left step length (p = 0.03), walking speed
(p = 0.02), and stride length (p < 0.02). The results indicate that this smart walker is a reliable tool for
assessing gait patterns in individuals with osteoporosis. The proposed system can be an alternative
for time consuming and costly methods such as motion capture, and for socially stigmatizing devices
such as exoskeletons. It can also be used further to identify risk factors of osteoporosis.

Keywords: fracture prevention; bone health; mobility aid geriatric care; spatiotemporal analysis; osteo-
porotic fractures; hip fracture; elderly healthcare; biomechanical assessment; fall prevention; osteoporosis
management; physical therapy; musculoskeletal disorders; aging population; medical technology; clini-
cal research; bone density; patient rehabilitation; functional mobility; osteoporosis diagnosis

1. Introduction

Osteoporosis is a medical condition distinguished by a reduction in bone mineral
density. It can be coupled with a decline in muscle mass and an increase in the deposition
of adipose tissue. These physiological alterations can influence an individual’s gait and
equilibrium, increasing their vulnerability to falls and fractures [1]. The decrease in bone
density in osteoporosis causes injury to the hip joint by exposing it to heightened stress
levels. This phenomenon is notably prevalent in postmenopausal females. The increased
stress makes seemingly healthy hip joints susceptible to osteoarthritis through perturbations
to the typical patterns of gait and balance [2].
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While conventional methods for assessing gait disturbances and fear of falling in
persons with bone diseases exist, they often necessitate manual patient evaluations, which
can be cumbersome for both the patient and the clinician. For instance, the dual cognitive
task test can gauge gait abnormalities in individuals afflicted with osteoporosis and a fear
of falling [3], while the ten-meter test assesses the impact of training programs on balance,
gait velocity, and muscle strength in people with osteoporosis [4]. However, these manual
assessments mandate specialized testing facilities and trained therapists to administer
them, rendering them impractical in various settings.

To address these challenges, alternative automated systems have emerged to conduct
gait analysis and assessments [5]. These systems encompass a wide array of technologies,
including motion capture systems [6,7], and video cameras [8]. While undeniably effective
in suitable contexts with the requisite infrastructure and trained personnel, these methods
are not universally accessible or convenient.

Another avenue involves the utilization of sensors, such as inertial measurement units
(IMUs) [9], wearable sensors [10], or insole foot pressure sensors and accelerometers [11,12].
These sensors offer the advantage of portability and can be employed in diverse environments.
However, they necessitate attachment to specific body locations, which may not always be
convenient or comfortable for the user.

A promising solution to these challenges lies in the integration of gait-monitoring
sensors into mobility aids commonly used by individuals, such as rollators [13-15], and
canes [16,17]. This innovative approach ensures that gait analysis is accessible irrespective
of location or time, without requiring specific body attachments. Nonetheless, it is essential
to note that this method may yield approximated gait information and, consequently, is
susceptible to a margin of error compared to more intricate systems [18].

Moreover, the current focus primarily gravitates towards rollators, often equipped
with wheel encoders to estimate the distance covered. However, an often-overlooked
segment of the population consists of users with pronounced instability, rendering rollators
impractical and even hazardous during routine activities or gait monitoring. Consequently,
non-wheeled walkers emerge as a pertinent alternative in facilitating gait analysis for
individuals grappling with high instability and an aversion to the risks associated with
traditional rollators.

Numerous studies have been conducted to analyze gait through different techniques.
The four common techniques including the use of a cane, robotic walker, pick up standard
walker, and smart walker/rollator are presented in Table 1.

Table 1. Related work based on robotic walkers, canes, wheeled walkers, and standard walkers.

Robotic Walkers
Reference Technology Methods Results Limitation Year
Mobility
[19] Assistance Robotic Data was COHeCted.by Detected gait phases Userg needed to 2014
rollator using a Laser range finder wear fitted clothes
A proximity Sensor was Controlled forward
used by a robotic walker walking speed of the Only distance and
[20] Assistive Robot to measure the distance robot according to walking speed 2018
between the user’sleg and  distance between the were detected.
the robot. user and robot.
Biomechanical
Multi-camera and analysis of posture and
[21] Robotic Walker; multimodal dataset was gait, pose estimation, Ne;fjdtor;vsggrflull 2022
Walk-IT used for and human gait Y

biomechanical analysis.

detection and
tracking algorithm.

tracking system.
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Table 1. Cont.

Canes
Reference Technology Methods Results Limitation Year
A Force sensor was megs(?rz;l;iltlizm No temporal-spatial gait
[16] Cane attached to measure . . & parameters were 2019
the load on the cane weight bearing estimated in this study.
’ during walking ’
Laser range finders Spatiotemporal gait Users needed to wear
[22] Cane Robot were used to detect the parameters tight pants or short skirts 2022
user’s leg motion. were measured during monitoring.
Wheeled Walkers
Reference Technology Method Results Limitation Year
Force sensors were
. embedded on Egtracted The user needed to put a
[14] i-Walker Platform handlebars of spatiotemporal mass of at least 3 kg on the 2015
the walker gait parameters. walker handlebars for use
Ga1t monitoring by Spatial patterns are
using feet position and . .
. . . reported in this study Spatiotemporal
orientation by using .
[23] Smart Walker ISIR’s smart walker by using a camera parameters were not 2015
rototvpe with Active depth sensor reported in this study.
p dgg)th sensor without markers.
Important gait parameters
Microwave Doppler . . for diagnosis of the user’s
radars are embedded . Ga.lt velocity condition are not the
[24] Wheeled Walker . estimation for normal . 2015
in the four wheels of : scope of this study for
and abnormal gait. .
the walker. instance cadence, step
length, etc.
This system was
Estimated force interfaced with the
. Embe.dded force difference of optotrack system and a
[18] i-Walker Platform sensors in handlebars . . 2016
of the walker handlebar sensors treadmill, so it needed a
’ during walking confined environment
for operation.
Data of volunteers .
using a smart rollator Fo'und distinct
based on a force walking-age groups For assessment only two
according to walking
Smart Rollator, sensor, an parameters were known
[25] . speed, the forces . . 2018
i-Walker accelerometer, and a i.e., walking speed
exerted by the
gyroscope was o and force.
classified using mch\.ndual on the
machine learning. i-Walker.
Smart Walker based on . This walker only
functionalities g;lg;ﬁ;;g;rsnzf;; determined temporal gait
sit-stand assistance, y - parameters and extraction
[26] Smart Walker . walker and GaitRite . . 2019
navigation system, of spatlal gait parameters
. were concurrently .
and obstacle detection validated are not in the scope of
with gait monitoring. ’ this system.
The main draw of this
Open-source device was that it needed
modular-based rollator Assessment of users’ leg visibility during
. L. . . rollator use due to a
for gait monitoring spat1otempora1 gait 1 based eai lvsi
Smart Rollator and support. It parameters by leg aser-basec gait ana.ysis
[27] ) system. Walk-IT also 2022

Walk-IT

included force sensors,
encoders in the wheel,
and light detection
and ranging sensors.

speed information and
weight bearing
of users.

encountered visibility
issues when it came to
tracking steps, a crucial
element for
gait assessment.
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Table 1. Cont.

Standard Walker

Reference Technology Method Results Limitation Year

In th}s study fo.rce SENsors, Force unbalance on the Spatiotemporal

. light detection and ) .

Pick up . walker’s leg and gait parameters
[28] ranging sensors were . L . 2018

standard walker . motor incoordination were not in the

embedded in the . .
was estimated. scope of this study.

walker’s legs.

While assessing rehabilitative devices and identifying functional limits resulting
from pathologies, three-dimensional instrumented gait analysis is a useful technique.
Typical components of gait analysis include analysis of spatiotemporal parameters, joint
kinetics (moments and power), kinematics (joint angles and ranges of motion), and ground
reaction force analysis [29]. Research in gait analysis has been limited by focusing on
specific parameters such as walking speed, and spatiotemporal parameters [23,25,26]. These
parameters provide valuable insights into individual gait pattern s [30] but only represent
a portion of the multifaceted domain. Walkers have been used to measure temporal,
and spatial parameters [26], but often interconnected with other systems like GaitRite or
treadmills, limiting their applicability to controlled environments. Alternative solutions
such as the cane robot [22], Robotic walker Walk-IT [21], and smart rollator walker [19]
have been employed to assess gait parameters, but they impose certain prerequisites
on participants, such as wearing tight-fitting clothing or short skirts for enhanced leg
movement visibility. Other devices such as the JARoW [31], i-Walker [32], and FriWalk
robotic walker [33] have also been proposed and offer a good range of sensory and motor
applications [34]. However, these devices are either too expensive for a developing country
end-user or are too complicated to be operated by the user without the help of a specialist.

In response to these limitations, the present study endeavors to fill the gap by intro-
ducing a smart walker specifically designed to facilitate a detailed gait analysis. The smart
walker allows for analysis of spatiotemporal gait parameters and offers users valuable
support while minimizing the risk of fall-related injuries, a concern often associated with
traditional wheeled walkers. The design of the walker places minimal weight-bearing de-
mands on the user, making it suitable for individuals with walking disabilities undergoing
rehabilitation treatment using standard walkers.

To assess the device’s effectiveness, we conducted a pilot study involving 40 participants
in an urban setting. The study included a detailed gait analysis of differences between
individuals with and without osteoporosis to validate the proposed smart walkers’ utility in
people with osteoporosis. Our findings show that the benefits of the smart walker extend
beyond its functional capabilities. The lack of specific attire during gait monitoring promotes
greater convenience and ease of use. Specific infrastructure, such as treadmills or video
cameras, is not required for its operation. This makes it suitable for a wide range of clinical
and healthcare settings, including rehabilitation centers, homes, and outdoor environments.

Notably, the versatility of this developed smart walker extends beyond its functional
capabilities; it does not depend on any specific infrastructure, such as treadmills or video
cameras, for its operation. This feature significantly enhances its suitability for a wide range
of clinical and healthcare settings, including rehabilitation centers, homes, and outdoor
environments, effectively eliminating the need for participants to wear specific attire during
gait monitoring, thereby promoting greater convenience and ease of use.

2. Materials and Methods

A smart walker prototype was designed to facilitate the monitoring of gait patterns in
people with osteoporosis during the rehabilitation process. The prototype featured onboard
force sensors integrated into the walking aid. These sensors enabled the acquisition of
spatiotemporal gait parameters, including walking speed, cadence, step length, step time,
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stride time, and stride length. The prototype’s design aimed to obviate the need for
participants to wear external sensors or rely on specialized equipment such as treadmills,
electronic walkways, or post-processing-dependent video cameras.

The prototype was tested on 40 volunteers, comprising 20 healthy elderly individu-
als and 20 older individuals diagnosed with osteoporosis. The study design was quasi-
experimental, where a physiotherapist administered a standardized 10 m walk test, system-
atically. Spatiotemporal parameters were acquired through the smart walker including the
time of walk, walking speed, cadence, step length, step time, stride time, and stride length.

Figure 1 shows Smart Walker prototype equipped with PS2200 Force Sensors. In
total, four force sensors were attached on walkers legs including Force sensor on rear
right side (FsRRs),Force Sensor on rear left side (FsRLs), Force Sensor on front left side
(FsFLs), and Force Sensor on front right side (FsFRs).The developed prototype smart walker
with the positions of sensors and electronic components labelled, walker with on board
sensors, providing a visual representation of the device that was used to collect data in
this study. A walker made up of aluminum body and soft rubber pads on the handlebars
was utilized to assist people with osteoporosis in maintaining gait balance, stability and
support during their rehabilitation process. We equipped this commercially available
walker with four sensors, which were placed at the front and rear legs of the walker to
measure the upper limb forces during walking. The sensors were embedded at a distance of
0.7112 m (28 inches) away from the handgrips to avoid damage from overloading. PASCO
load cells PS2200 were used as a sensor in this prototype, which measured forces in all
directions, eliminating the need for Arduino UNO or microcontroller-based hardware for
data transmission. A lightweight load cell amplifier PS2198 was used to amplify the sensor
signal, which was then transmitted to a personal computer via USB interface. The sensor
signal amplifier PS2198 and USB interface PS2100 are light weight and easily travel with
handheld data loggers. For data recording and visualization, PASCO capstone software
v 2.0 (free trial) was used, displaying a graph of forces of right and left hands on the
handlebars of walkers versus time of the walk. The system is wired but this cannot affect
the measurements due to the Well-fitted sockets (six-pin mini-DIN jacks) of amplifier and
USB interface which connects walker sensors to personal computer for data recording. Due
to wired connections, the current design allowed users to walk up to 15 m. To record gait
daily or weekly the user at home needs to setup the hardware and software as follows:

Hardware setup:

i Connect four separate load cells to the input ports of the amplifier.
ii. Connect the cable of the load cell amplifier to a PASPORT interface.
iii. Connect the PASPORT interface to Personal Computer USB port.

Software setup (Data studio):

i Once you connect the load cell amplifier to the computer via a PASPORT interface,
the PASPortal window will open automatically as shown in Figure 2.
ii. Select launch Data Studio in PASPortal window.

Click

Users can save recorded data and can share it with therapist electronically for gait
assessment. After recording data, the user can disconnect the amplifier and USB interface
from sensor to use walker for gait support and rehabilitation every time and everywhere.

The software setup image shown in Figure 2 is taken from https:/ /www.conatex.be/
media/manuals/BAEN/BLEN_1091161.pdf source (accessed on 1 October 2023).

iii. to begin data collection.
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Figure 1. Smart Walker with on board sensors.

PASPortal i
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r——
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Launch EZ-SCREEN Launch DataStudo Ignoee The Sensor

Figure 2. PASPortal window, software operation during data collection.

2.1. Sensor Specifications and Calibration

The ranges of force sensors PS2200 used in this study are 100 £ 5 N with safe overloads
of up to £150 N. The average sampling rate in our recorded data is 20 Hz, the sensor has
taken a new sample after every 0.05 s. The maximum sampling rate of sensor can be
increased up to 500 Hz. The accuracy of sensor signal amplifier is £+ 1 N, and a resolution
of 0.003 N. We calibrated force sensors to ensure the accuracy and consistency of data
recording. Calibration of force sensors were performed by hanging standard weights of
1 kg, 2 kg, 3 kg, and 4 kg on middle of handlebars of walker on right and left side. The
hanging weight was distributed in rear and front sensor. By using Equations (1) and (2), the
weight distributed on the rear and front sensors were summed which was approximately
same to the standard weights hung on the handlebars of the walker. FL in Equation (1)
shows total force on left handlebar and in Equation (2) FR shows total force on right
handlebar of walker. The accuracy of the sensors was presented in Figure 3. The percentage
error of the left force sensors was 1.36% and of the right force sensors were 1.18%.

FL = FsRLs + FsFLs 1)

FR =FsRRs + FsFRs 2)
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Figure 3. Validation of sensor measurement after calibration. (a) The sensor on the right handlebar,
and (b) the sensor on the left handlebar.

2.2. Gait Parameters Estimation from Smart Walker with Onboard Sensors

The participant’s weight distribution during walking was measured using the pro-
totype Smart Walker. Figure 4 shows both left- and right-side forces recording from the
four sensors with respect to time. Since the walker was easy to use for both groups of
participants, and osteoporosis participants have experience in walker usage; thus, the data
received have no significant errors and missing values. Therefore, no filters were used for
data preprocessing before data analysis. The participants initiated walks by striking their
right heel to the ground. At each heel strike we obtain the peak of force. The fluctuations
in forces gave valuable information for the calculation of spatiotemporal gait parameters
including time, stride time, stride length, cadence, step length, step time, and velocity. The
force on the handlebar increased on the same side and lowered on the opposing side when
users initiated a heel strike [14]. Hence, the number of steps taken by the users were easily
determined by counting the number of inflection points as shown in Figure 4.
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Figure 4. Force sensor reading. Force sensor on rear right side (FsRRs (N)), force sensor on rear left side
(FsRLs (N)), force sensor on front right side (FsFRs (N)), and force sensor on front left side (FsFLs (N)).

For simplified data visualization, forces of two sensors attached on the left side
(FsRLs + FsFLs) were added and resulted in a single force peak signal for the left heel strike,
presented as the FLeft heel strike peak in Figure 5. Similarly, force measurements from the
two sensors on the right side (FsRRs + FsFRs) were added to obtain one force peak signal,
presented as the Fright heel strike peak in Figure 5.

Force of Healthy Participant VI

140 - F.right heel strike peak
F.left heel strike peak
120
100
—
Z 80
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S &
w
40 "‘,/"
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0 ” \
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Time(s)

Figure 5. Sum of forces measured by sensor on rear and front (left) and on rear and front (right)
during walk test using smart walker.

The differences in the forces recorded from left and right sides, occurrence of peaks at
specific time and distance covered by the user, the following gait parameters were measured:

Fdiff = Fright heel strike peak — Fleft heel strike peak 3)

Moreover, the following parameters were also measured:
Step Time: Average time in seconds between minimum-maximum (right) and minimum-
maximum (left).
Stride Time: Average time in seconds between maximum-maximum (right) and minimum-
minimum (left).
Number of steps: Number of inflection points.
Time required to complete walk: Number of seconds that a user takes to complete the walk.
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Cadence: Number of steps taken * 60/time required to complete the walk.

Distance: The distance covered by user during testi.e., 10 m.

Walking Speed: Walking speed can be found by using distance (m)/time required to cover

marked distance(s).

Stride length: Walking speed (m/s) * Average time in seconds between maximum-maximum
(right) and minimum-minimum (left).

Step Length: walking speed (m/s) * Average time in seconds between minimum-maximum

(right) and minimum-maximum (left).

User Support = Fright heel strike peak + Fleft heel strike peak (4)

After aggregating the forces exerted on the walker by the left and right sides for all
walking steps, we determined the level of support provided by the user for propulsion.
Equation (4) was used to calculate the amount of user support, with higher values indicating
that the participant relied heavily on the walker for propulsion due to weak bone and
muscle strength, resulting in high gait instability and balance issues. Conversely, lower
values of user support indicated participants with better gait stability and balance who did
not heavily rely on the walker for propulsion. Therefore, higher values of forces during
walking were associated with gait abnormalities such as gait instability and balance issues.

2.3. Study Participants

Forty participants were recruited from The Ziauddin Hospital’s Physical Therapy
and Rehabilitation Centre in Karachi, Pakistan, as well as from three old age homes
within Karachi, namely Anmol Zindagi, Gill Shelter Home, and Agosha-e-Afiyat. We
studied 20 people with osteoporosis and 20 people without osteoporosis. In the group with
osteoporosis, there were 6 males and 14 females, with a mean age of 70.85 & 10.18 years. In
the comparison group without osteoporosis, there were 11 males and 9 females with an
average age of 69.85 & 10.17 years.

The inclusion criteria for people with and without osteoporosis included being aged
between 50 and 90 years old with the ability to use a walker. The group with osteoporosis
included people with osteoporosis who were undergoing gait retraining using a standard
walker as a rehabilitative aid and who were able to walk with a standard walker to perform
their daily living activities. Exclusion criteria included individuals who had cerebral,
neurological, cardiovascular or vision disorders other than osteoporosis, or individuals
with osteoporosis plus othe disorders like stroke, ataxia, etc. We also excluded people who
had a medical condition that affected their gait.

Ethical Approval

The Ziauddin university ethical approval policies for research conduct were followed,
and informed consent was acquired from all participants.

2.4. Smart Walker Testing and Data Recording

All participants performed three walk tests at a distance of 10 m (10 m walk test) using
the smart walker in the rehabilitation center, at the Ziauddin University Faculty of Physical
Therapy under the supervision of a physical therapist and a nurse, as shown in Figure 6. A
rehabilitation room with a plain smooth tiled floor was selected, and the volunteers were
asked to walk using the smart walker on a smooth floor with shoes soaked with ink to
produce marks on the floor. The participants were instructed to walk along a designated
pathway while a therapist recorded the time using a stopwatch. In addition, step lengths
(both right and left) and stride length were measured using a measuring tape. The walk
test was used as a benchmark to validate our proposed system.

74



Appl. Sci. 2023, 13, 12017

Figure 6. A 55-year-old female volunteer from the osteoporosis group performing a walk test.

3. Results

We conducted a 10 m walk test on the study participants using the smart walker
to study gait patterns and associated forces exerted on the walker’s handlebars during
ambulation. The results showed significant differences in participants’ gait dynamics.
Specifically, as the participants initiated heel contact with the ground during their stride,
discernible changes in the forces applied to the walker’s handlebars were observed. This
phenomenon was particularly evident when the participants made contact with their right
heel, which correspondingly led to an augmentation in the forces registered on the right
side of the walker’s legs. Simultaneously, a reciprocal reduction in force was documented
on the opposite side of the walker as illustrated in Figure 7.

Our analysis revealed that the inflection points in the force profiles corresponded to
the instances of heel strikes during the participants’ gait. This analysis allowed us to discern
not only the number of heel strikes, but also the sequence in which they occurred. Evidently,
the first heel strike typically originated from the right foot, marking the commencement of
the gait cycle. The observation and quantification of these inflection points and heel strikes
provided us with a precise and quantifiable measure of the number of steps taken by each
participant during the 10 m walk test.

Figure 7 shows the generated graphs in Pasco Capstone software for the sensor
recording on the walker, which measured the forces exerted by the upper limbs on the
handlebars of the walker during walking. The graphical data was exported to an MS Excel
file for the extraction of gait parameters. Analysis of the data revealed that users with
osteoporosis exerted more force on the walker for propulsion compared to healthy users,
as seen in Figure 7. Specifically, in Figure 7b, people with osteoporosis put over 100 N of
body weight on the walker, while in Figure 7a, people without osteoporosis placed less
than 100 N of their body weight on the walker.
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Figure 7. Force sensor readings at every heel strike during the 10 m walk test. (a) People without

osteoporosis, (b) people with osteoporosis.

1.

The one-way analysis of variance (ANOVA) or F test was performed in order to compare
the two participant groups in terms of gait parameters. The results of this analysis, as well as
the participants” demographic characteristics, are shown in Table 2. The results of the F test
showed that the two groups were significantly different for the following four variables:

For average left step length, the p-value was 0.03, (p(x < F) = 0.01). The test statis-
tic F was 0.350, which was not in the 95% region of acceptance: [0.3958: 2.5265].
51/S2 = 0.59, was not in the 95% region of acceptance: [0.629: 1.589]. The 95%
confidence interval of 012/022 was: [0.138, 0.886].

The p-value for time was found to be 0.00, (p(x < F) = 0.000). The test statistic F was
0.186, which was not in the 95% region of acceptance: [0.395: 2.526]. S1/52 = 0.43,
was not in the 95% region of acceptance: [0.629: 1.589]. The 95% confidence interval
of 012/022 was: [0.073, 0.470].

For walking speed, the p-value was found to be 0.02, (p(x < F) = 0.988). The test
statistic F was 2.961, which was not in the 95% region of acceptance: [0.395: 2.526.
51/S2 = 1.72, was not in the 95% region of acceptance: [0.629: 1.589]. The 95%
confidence interval of 012/022 was: [1.172,7.481].

The p-value for average stride length was 0.02, (p(x < F) = 0.012). The test statistic F
was 0.342, which was not in the 95% region of acceptance: [0.395: 2.526]. S1/52 =0.591,
was not in the 95% region of acceptance: [0.629: 1.589]. The 95% confidence interval
of 012/022 was: [0.135, 0.865].
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Table 2. Comparison of spatiotemporal parameters between participants with and without osteo-
porosis taken from the smart walker, after a 10 m walk test while using the smart walker prototype.

Bold p-values represent significant differences.

Participants without Osteoporosis

Participants with Osteoporosis

Gait Parameters . — p-Value
Mean + Standard Deviation Mean =+ Standard Deviation
Age 69.85 £ 10.17 70.85 £ 10.18

Total Distance covered (m) 10 £+ 0.00 10 £+ 0.00
The number of steps counted 19.00 + 2.83 26.4 £+ 2.65 0.69
Time (s) 14.474+ 3.23 33.75 +7.48 0.00
Average Left Step Length (m) 0.49 +0.05 0.25 +0.09 0.03
Average Right Step Length (m) 0.51 £+ 0.08 0.29 +£0.12 0.08
Average Left Step Time (s) 0.63 £0.13 0.90 £0.21 0.15
Average Right Step Time (s) 0.68 £ 0.12 0.99 £ 0.26 0.57
Walking speed (m/s) 0.72 £0.13 0.31 +£0.07 0.02
Cadence (steps/min) 83.49 £+ 15.37 47.72 + 12.28 0.15
Average Stride Time (s) 1.35+0.23 1.834+0.23 0.56
Average Stride Length (m) 0.99 £+ 0.11 0.54 +0.18 0.02

For the rest of the parameters, the two participant groups did not differ significantly

(p > 0.05).

The results of the 10 m walk test showed that the people with osteoporosis tended
to swing their leg slowly while walking, which significantly increased the time taken to
take the next step. Consequently, their right and left step time, stride time, and time to
complete the walk test were prolonged as shown in Figure 8. The average stride length of
the people with osteoporosis decreased by 58.82% in comparison to that of people without

osteoporosis while their cadence was higher compared to the people without osteoporosis,

as shown in Figure 9. Moreover, People with osteoporosis walked 20.38% slower than
people without osteoporosis, as can be seen in Figure 10.
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Figure 8. Graphical representation of spatiotemporal gait parameters of people with and without
osteoporosis. (a) Average right step time, (b) average left step time, (c) stride time, and (d) average

time taken to complete walk test.
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(d) average cadence.
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Figure 10. Average walking speed of people with and without osteoporosis.

4. Discussion

In this study, we developed and tested a smart walker prototype for monitoring gait
along with providing support to users with walking disabilities. We found statistical
differences in spatiotemporal gait parameters comparing people in Karachi, Pakistan, aged
50 to 90 years with and without osteoporosis. The smart walker does not need specific
clothes, infrastructure, treadmills, or wearable devices. It can be used daily to assess the
efficacy of therapeutic interventions provided by a physical therapist during rehabilitation
process at home through self-monitoring of the number of force peaks recorded at a fixed
distance. As the user’s gait improves, the number of steps taken will decrease while the
length of their stride will increase. The recorded data can be electronically shared with the
therapist for evaluation to guide future follow-up sessions.
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The gait parameters were highly affected in participants with osteoporosis compared
with healthy users. It was seen that healthy adults in the age range of 50 to 90 years who
do not have any significant chronic health conditions have a greater stride length, step
length, cadence, and walking velocity; moreover, the stride time and average step time
were lower compared with those of the osteoporotic participants because a healthy adult
participant would have little or no fear of falling [35]. Thereby, people without osteoporosis
took longer and a smaller number of steps to cover the 10 m marked distance compared
with people with osteoporosis. The data acquired by our prototype are in accordance with
the previous literature. For example, short maximal step length and slow 10 m walking
speed are associated with osteoporosis in elderly women [36].

Pain due to osteoporosis may also be a factor affecting in altering spatiotemporal gait
parameters. Most of our participants with osteoporosis expressed that they have trouble
walking at a brisk pace and take short strides due to pain in their lower limbs while walking.
Out of these patients, 16 were unable to provide us with three consecutive walk tests on
the same day for the purpose of obtaining an average reading. As a result, we allocated
three days to each of these patients, conducting one test per day.

A primary purpose of a standard walker is partial weight bearing of the user [37].
It was observed that the people with osteoporosis put more force on the walker while
walking, in comparison to the people without osteoporosis. Since the metabolic cost of
using a four-footed walker is already high [38], in the absence of any preliminary data, we
cannot make a conclusive deduction. It is possible that the damage done to the bones and
joints by osteoporosis increases the overall metabolic cost of walking and thus increases
the force applied on our smart walker even higher [16]. Further research can explore if any
correlation exists between osteoporosis and increased weight bearing.

The advantages of our proposed system include that it is portable, can be used any-
where at any time, and is economical. It has been validated with both healthy and unhealthy
participants, and tests have successfully shown that the resulting gait parameters are consis-
tent with those obtained from clinical studies. The results of our methodology are relevant
to the diagnosis of people with osteoporosis by therapists. The system is easy to operate
at home, allowing the user to avoid daily trips to the clinic for monitoring and enabling
the recorded data to be saved according to date. By daily monitoring of the user’s gait
parameters, a clinician can assess the effectiveness of recommended treatment plans on a
daily and weekly basis and make informed decisions about the best course of treatment for
people with osteoporosis.

Usually, instrumented gait analysis via smart assistive devices is more economical
in comparison to the conventional method of motion capture. Even these devices have
a starting range of USD 6000 [39]. Our proposed system costs only USD 1000, making it
more affordable for people in general, and for people in developing countries in particular.
In addition to being cost-effective, our proposed system also offers a user-friendly interface
and easy setup, eliminating the need for specialized training or technical expertise. This
makes it accessible to a wider range of users, including those with limited resources or
knowledge in gait analysis.

Smart Walker did not take into account how confounding variables given by various
other factors might affect the gait; it is expected that in a clinical setting, people with
osteoporosis also have comorbidities that impact the gait, some of them being quite com-
mon, such as joint pain, sores on feet, calluses, ingrown toenails, inner ear issues, poor
lower limb circulation, poor vision, etc., whereas others are more serious, such as arthritis,
herniated disk, or stroke [40]. The smart walker is wired, and users need to use the device
at a fixed distance during gait monitoring; there is no direct transmission of data from
walker to clinicians. This is rather a technical limitation that we considered acceptable in
our prototype which focused on collecting data and identifying gait patterns related to
osteoporosis. Future wireless prototypes with the ability to transmit data to the clinician
will add to the functionality of the smart walker.

79



Appl. Sci. 2023,13,12017

Further research is needed to analyze how other conditions might affect the accuracy
of our proposed method and to determine if the smart walker may be useful in evaluating
these conditions as risk factors for gait impairment.

5. Conclusions

The gait of people with osteoporosis observed via the proposed non-wheeled smart
walker differed from that of people without osteoporosis, in terms of walking step length,
stride length and the time taken to complete the 10 m walk test. The smart walker was
successful in capturing gait characteristics in real-time, without the hassle of any wearable
sensors or motion capture. Additional investigation is required to ascertain whether the
smart walker could be a practical tool in assessing these conditions as risk factors for
gait impairment and to examine how other conditions might impact the accuracy of our
proposed method.

6. Patents

We filed a patent for a smart walker for lower limb disabilities at the international
property organization of Pakistan (IPO).
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Abstract: The precision needed in optometric measurements for the correct customization of pro-
gressive lenses usually falls short of what is required for accurate prescriptions. This usually stems
from the fact that most measurements are obtained using outdated methods, employing either rulers
or protractors. While there is equipment available for precise measurements, the cost of purchase
and ownership is usually prohibitive. In this context, due to constant progress in high-resolution
cameras along with the processing power of handheld devices, another solution has presented itself
in different iterations in the past decade, as put forward by different manufacturers of optical lenses.
Such a system comprises a mobile computing device with image capture and processing capabilities
(tablet or smartphone), along with a marker support system to be mounted on the user’s glasses
frames. Aside from cost, the ease of implementation and usage, the advantage of such a system
is that the parameters, as measured, allow for better customization, since the eyewear is already
in the position in which it will be used. It allows the optometrist to measure parameters such as
interpupillary distance, pantoscopic angle and the curvature of the eyewear in relation to the user’s
own specific shape and size. This paper proposes a model of a marker support system that is easy to
use, precise, low in cost and has minimal impact on the measurements obtained by the optometrist.
As such, this paper examines the steps for determining the shape needed for supports in relation to
the measurements that need to be taken; a finite element analysis of the support was proposed, along
with various tests and modifications that were made to the device until a specific shape and material
combination was found that satisfied all of the parameters required. An experimental model of the
system was produced and tested on a wide variety of glasses frames with good results, as presented
in the following work.

Keywords: compliant mechanism; optometry; progressive lens customisation; additive manufacturing

1. Introduction

A model for a compliant mechanism to be used in the structure of a marker support
system was developed and tested by various methods [1], with a final result being obtained in
the form of the shape in Figure 1. The model took into account a force of 35 N maximum to be
applied to each side of the marker support system, with PLA being used as a material to build
the part by using Fusion Deposition Methods—thus obtaining a total stroke of approximately
30 mm, allowing for eyewear with a total height of up to 60 mm to be measured.

The first applications of additive manufacturing (AM) technologies in medicine date
back to the end of the 20th century and refer to achievements in dental prosthetics and
implantology [2,3]. Since then, these manufacturing methods have greatly developed,
have exponentially progressed and are applied in almost all branches of the medical field,
opening new horizons for mankind and improving the quality of life [4]. Nowadays, there
are many uses of 3D printing for various complex prosthetic constructions applied in the
dental field, or other types of orthopaedic prostheses [5-7], and these uses include making
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models and prototypes for educational purposes [8], preparing/planning operations [9],
creating surgical instruments [10] and other personalized medical tools that are anatomi-
cally suitable for each patient, applications in the field of pharmacology research [11] and
even the creation of living tissues or cells [12].

Figure 1. Front and isometric views of the model used for lateral marker support.

There have been recent evolutions in the optical and optometric fields, and the new
applications of additive technologies have been felt [13,14]. For example, the appearance of
personalized glasses frames obtained using additive technologies [15] can be considered a
beginning for the further development and revolutionizing of the optometric field, respect-
ing all the physiological and anatomical features of a person and taking into account the
client’s desires and his anthropometric data. Selective laser deposition technology [16,17]
using metal/polymeric powders has proven to be the most suitable for the manufacturing
of frames, and its advantage is the almost complete absence of scraps, unlike traditional
production where considerable material losses are recorded. Additive technologies can
also allow for the production of various lenses [18] and innovative and multifunctional
components, which can simplify, optimize and miniaturize optical systems, being able to
perfect medical instruments, equipment for scientific research or household equipment.
It is also worth mentioning the efforts and special progress made in the ophthalmologi-
cal field, using bioprinting for corneal reconstruction and regeneration or the creation of
other eye tissues such as retina or conjunctiva [19-21]. Such research is in the advanced
testing /research phase and has great prospects for use in the field in the future, bringing
important contributions to the development of this medical area and major benefits for
people with ocular disabilities.

Therefore, surely 3D printing will radically change the activity of an ophthalmologist,
optician or optometrist for the better. The application described in this paper can fall into
the category of assistive systems for optometric applications, and, as a basis for realization,
utilized thermoplastic extrusion technology—FDM (fused deposition modelling) [1,22].

This paper demonstrates the steps that were taken in the design, preliminary finite
element analysis, fabrication and testing of a novel shape and model of a marker support
system for evaluating the measurements needed for obtaining specific parameters in the
customisation of progressive lenses. The model was designed using flexible parts that
would allow the position of markers mounted on the system to be influenced by specific
parameters in a glasses’ frame, as well as the relative position of the frame to the patient.
The marker support system was 3D modelled and simulated with good results, which
prompted the manufacturing of the system using FDM technology. Following initial tests,
the support system was employed to test for specific parameters with good results in
simple, preliminary trials.

2. Complete System Description

Shapes and materials previously studied [1] were used to create and assemble the
system as presented in Figure 2a,b. The first of the two shows a frontal view of the marker
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support system, as viewed by the optometrist. It comprises two compliant mechanisms:
(1), one for each of the two openings of the glasses frames on which the system will sit by
means of supports (2), (3) and (4). A large number of supports is needed to accommodate
a large number of the shapes and sizes of glasses frames. As such, the mounting of the
device onto a pair of glasses is performed by applying a force of up to 30 N to each side
of the frame using handles (8), resulting in a larger opening between supports (2) and
(4), as well as (2) and (3). Next, supports (3) and (4) are placed on the upper side of the
frame, (2) is placed on the lower side and the force is removed. The bridge between the two
lateral compliant mechanisms is flexible, allowing the support to match the glasses frame’s
curvature. The bridge comprises a central fixed section (6), a flexible portion (5) and a fixed
marker support section (7). Lateral marker support is offered by means of support (9).

7 5 7

(a)

(b)

Figure 2. Views of the complete optometric model used for lateral marker support: (a)—front view;

(b)—isometric and lateral views.

The device is built in modules to both allow, in some instances, for different materials
to be used and improve on some of the parameters of the final product. Printing three
separate parts allows for better quality, lower print times and a wider range of desktop
printers that might be used to manufacture the device.

Regarding the movement of the markers due to the deformation of the device, both the
lateral (side) markers and the central ones are mounted on small, single cantilever plates
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that are not deformed during the mounting process. The distance between these points
is known (calibrated) and serves as a reference during the measurements. The idea of
directly printing the colour markers was certainly considered; issues with material colour
consistency convinced us to use conventionally printed colour markers.

The support is used to position a set of markers relative to a user’s face and determine,
using a method to be discussed in another paper, dimensions specific to the user’s facial
parameters and chosen glasses frames. It allows for the acquisition of parameters such
as the following: pupillary and interpupillary distance, curvature of the glasses frames,
pantoscopic angle on both sides of the user’s face as well as measurements related to
customizing the lens to the glasses frames. The markers used are manufactured on adhesive,
low-gloss paper of a specific colour and are positioned using a specially made stencil in
order to guarantee their position. Figure 3 shows a chart of the measurements that can be
taken using this system. This system allows all necessary parameters to be determined
by taking both a close-up and a far picture of the patient wearing the glasses and marker
support assembly.

Lw Lw
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\
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Figure 3. Measurements taken by the system.

Among the measurements that can be taken are the following: IDR (interpupillary
distance, total as well as right IDR and left IDL), LW (lens width, both left and right), LH
(lens height, left and right), BW (Bridge Width), BHR and BHL (pupil distance to lower
part of lens) as well as BIL and BIR (pupil distance to lower part of lens). Along these,
measurements related to vertex distance (VL and VD), distance between the pupil and lens,
PAR and PAL (left and right pantoscopic angle) as well as the glasses frame curvature FC
are included.

3. General Estimation of the Assembly’s Mechanical Behaviour before Manufacturing

This chapter is centred on analysing the mechanical behaviour of the proposed
structure, using specific numerical engineering simulation tools and the finite element
method [1,23]. Currently, finite element simulations are powerful analysis instruments that
have a deep theoretical basis in the solving of a wide range of technical problems [24-33],
not least in the biomedical field [34,35] and including the ophthalmology/optometric
field [1,36], to improve medical devices before their realization. Considering the nature of
the physical and mechanical properties of the thermoplastic materials used for the FDM
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process, but also due to the specific peculiarities of the layered structure that make it
difficult to establish a simulated numerical solution as close to reality as possible, the aim
of this study is to approximate the behaviour of the structure, according to applied loads
during operation, on a given type of glasses before the manufacturing of the system and
to obtain preliminary results and an estimate of the displacement of the marker support
system. For this purpose, a structural static type of analysis was used, and polylactic acid
(PLA) was chosen as the base material in the simulation—the properties attributed to the
material being the same as in the previous authors” paper [1]—with Young’s modulus
established experimentally [37,38].

The following paragraphs will present the stages and results obtained from the sim-
ulation of the structure of the complete compliant mechanism proposed, using the FEA
method, as well as the mechanical loads that occur during its operation, using the Solid
Works program. The following classical steps regarding FEA simulation were applied:
designing and modelling the structure, creating the mathematical model and physical
conditions—choosing the multiphysics module, assigning the material, establishing fixed
geometries, assigning the loads, dividing the loads into finite elements and running and
interpreting the results.

The central element of the bridge was established as fixed geometry, and mechanical
loads were established as input data; a normal force of 15 N was applied to the four
faces of the grasping structure, according to the loads proposed from a previous paper [1].
Additionally, torques of the absolute value of 0.002 N-m, with opposite signs around an
imaginary vertical axis on the lateral faces of the bridge, were applied.

Figure 4 presents the results obtained from the FEA simulation of the complete struc-
ture proposed for the optometric application, regarding the resultant displacement on
all three axes and equivalent von Mises stress. It is possible to observe how the highest
values intervene in the inferior area of the grasping elements with the maximum resultant
displacement value of 39.39 mm. Regarding the equivalent von Mises stresses, the most
affected regions appear at the flexible part of the bridge but also appear in some areas of
the grasping element, with all values nevertheless being below the yield strength of the
material for the loads applied, validating the model proposed.

In Figure 5a, it is possible to notice the displacements obtained on the vertical axis (Z),
i.e., the maximum openings of the mechanism resulting from the loads applied. These are
values of interest, because they indicate the size of the eyeglasses on which the mechanism
can operate. For example, the maximum and minimum values can be identified on the
figure, i.e., the maximum displacements from the initial position of hypothetical contact
surfaces with eyeglasses (11.653 mm and —1.387 mm, respectively). Summing up their
absolute values, an opening of 13.04 mm can be obtained from the initial distance between
the grasping elements (namely contact surfaces with eyeglasses); therefore, in the case of
simulation with the proposed material and applied loads mentioned above, this mechanism
is able to operate on eyeglasses with a size greater than 13 mm, compared to the initial
design distance of the grasping elements of the compliant mechanism (falls within the
range of eyeglasses size with which the proposed mechanism can operate). In Figure 5b,
some details regarding the results of the displacement on the Y axis can be identified,
following the torque applied in the area of the lateral part of the bridge, where maximum
values of over 10 mm are obtained. Figure 5c illustrates the results of the movement on the
Z-axis—only for the grasping elements where the maximum values, minimum values and
distribution of displacements can only be seen in the mentioned areas of interest. In all of
the cases in Figure 5, the initial positions of the entities of the structure are highlighted.
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URES (mm)

39.390
36.108
32.825
- 29543
~ 26.260
- 22978
19.695
16.413
13.130
~ 9.848
6.565
3.283
0.000

von Mises (N/m”2)

5.457 x 107
5.002 x 107
- 4.547 x107
- 4.092 x107
- 3.638 x107
3.138 x107
2.728 x107
2.274 x107
1.819 x 107
1.364 x 107
9.094 x10¢
4.547 x10¢

\ 1.494

P Yield strength: 7.000 x 107

Figure 4. Obtained displacements (resultant displacement) and von Mises stress results for the
compliant mechanism.

UZ (mm)

11653
10567

- 9.480

- 8393

- 7307

- 6220
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4.047
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-0.300
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Figure 5. Some details of the results obtained after a FEA estimation of the structure proposed:
(a)—Resulting opening of the mechanism (vertical Z axis) at 13.04 mm after load application;
(b)—Y axis displacement of the lateral part of the bridge; (c)—Z axis displacement of the grasp-
ing elements.
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Figure 6 presents an image depicting the simulation of the compliant mechanism'’s
operation; in this, it is possible to observe the grasping of a certain type of eyeglasses,
thereby validating the complete system model of the compliant mechanism proposed and
being able to proceed with its realization and testing.

Figure 6. A simulation of the operation of the compliant mechanism proposed for the optometric field.

4. Manufacturing of a Prototype and Preliminary System Testing

Current additive manufacturing technologies allow for complex mechanisms to be
tested before mass production—however, in some instances, they even allow for direct-
to-customer-use manufacturing. For our designed mechanism, such a path was chosen,
in that small batches could be produced and modified for specific needs in terms of the
shapes of glasses frames. It is also important to note here that the current wide array of
both materials, as well as composites, allow for the mechanism to be customized even
further in terms of mechanical properties, look and feel, while taking into consideration
that almost all of the changes to the material will, in some capacity, modify the way the
mechanism transmits force and motion through elastic body transformation.

To this end, several materials were considered, of course, principally taking into
consideration the notion that they should be inherently chemically inert to external use
with the person wearing the glasses and the support system. Using this as a starting
point and after some tests and consideration, as presented in a previous study [1], a
specific version of thermoplastic polyurethane was chosen [1], with some of the material’s
properties being density 1.18 g/cm?, a Young modulus of 0.396 GPa and a yield strength
of 65.85 MPa. While these parameters are specific to this material and do allow for the
imposed travel of the mechanism’s supports at approximately 30 mm at a 35 N-applied
force on each end, further research has proven that such mechanical behaviour can also be
obtained by using other materials, such as specific variants of Polylactic acid PLA. Also,
some studies could be performed in order to determine to what extent, for this specific
shape and purpose, slicing and FDM [37-42] parameters influence compliant behaviour, as
well as long term use of the system.

Regarding FDM parameters, while a general-purpose FDM slicing software was used,
specific parameters were tested in order to allow for the best results, both cosmetic and
structural. Regarding the actual additive manufacturing system, a general-purpose desktop
cartesian system was used, Prusa i3 model, capable of temperatures that are compatible
with working with materials such as TPU or Nylon. It should be noted here that, since
the material is flexible, a direct drive extruder is needed, with adjustments made to the
pretensioning mechanism, specific to the elasticity of the material used. As for some of the
specific parameters used during slicing, a low speed was selected (20 mm/s) for the infill,
with an even lower speed of 15 mm/s for the outer walls. Infill was selected as full (100%),
with a wall thickness of 0.8 mm, with bottom and top walls at a minim of 1.2 mm. During
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several tests performed, it was concluded that, in order to obtain the best results in both
elasticity and overall mechanism usability, an infill of 100% should be used. There was also
no advantage to be had by experimenting with other infill percentages since, with these
current parameters, all of the requirements, such as shape and weight, were met.

The physical model was tested on a wide array of shapes of glasses, with a height from
approximately 27 mm up to 60 mm, with good results in terms of both ease in fixing the
support and maintaining its position in use. The model was proven to allow for accurate
measurements of previously specified parameters (see Figure 3). Also, the model proved to
allow for movement on behalf of the patient, without disturbing the position of the device
once it was fixed to the frames.

During the tests, it was determined that, while certain rarer models of frames might
pose an issue—such as extremely large or small models, as the ones encountered in use for
children—the model could be easily modified to fit such situations. In some cases, this can
be done by simply removing the supports used to fix the device to the frames. Figure 7a—c
shows the support mounted on different shapes of glasses, as empirically determined to be
among the most chosen by users.

Figure 7. (a) “Regular”-shaped glasses frames. (b) Large glasses frames in terms of both width and
height. (c) Round-shaped glasses frames.

Given the good results obtained in testing the marker support system for almost all
pairs of glasses tested—with the exception of extremely small or overly large frames, with
heights either under 25 mm or above 65 mm—it was concluded that tests could be performed
with an actual patient to determine how wearing the supports would influence the measure-
ments taken. While preliminary tests could be performed without a human subject, some
parameters could not be simulated—for example, the user might wear the glasses slightly
tilted to one side, or certain asymmetries might influence the position of the marker support
system in such a way that measurements might be harder to obtain. For this purpose, a
human test subject was involved in further investigation, as described in Section 5.
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5. Evaluation of the Compliant Mechanism on a Human Patient

In order to confirm that the designed frame would indeed hold its shape when worn
by a user and allow for the system to capture certain parameters, tests were performed that
involved the device being fixed to a user’s glasses, and information was obtained via visual, then
computerized, confirmation that the user’s parameters were indeed similar to those measured
by other means. Such an example is shown in Figure 8a—c, discussed in detail as follows.

(b)

Figure 8. (a) Front view of the patient wearing test glasses and the marker support system. (b) Lateral
view of the patient wearing the glasses and the marker support system. (c) Upper view of the glasses
with the marker support system.
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Figure 8a exhibits a user wearing a “regular” type of glasses frames, along with the
marker support system. As can be observed, the supports are not, in any way, inconvenient
to the user and allow the optometrist to easily monitor the user’s eyes in order to easily
monitor for different conditions, such as the squinting that might only occur during specific
actions taken by the patient. Since the marker’s weight is under 12 g, its effect on the angle
of the glasses frames that is relative to the patient is minimal and can be neglected.

Figure 8b allows for a view of the patient wearing the supports along with the glasses
frames. This view also allows for confirmation that the markers will, at least visually (to be later
confirmed by image processing), allow for an approximation of the user’s pantoscopic angle.
While it is usual to take only one pantoscopic angle into consideration, the system was designed
to allow for different measurements to be taken both for the user’s left-side and right-side
pantoscopic angle. This view also confirms that, due to the offset of the support system relative
to the glasses frames, there is no interaction between the user and the compliant mechanism.

Figure 8c consists of a top-down view of the glasses and compliant mechanism,
allowing for confirmation that the curvature of the frames is indeed transferred to the
measuring system. Due to the very low force needed to bend the bridge between the two
C-shaped main supports, the influence of the marker support system on the curvature of
the glasses can be considered non-existent.

As such, it was indeed confirmed that the device mimics the user’s pantoscopic angle
and the frame’s curvature, allowing for an easy measurement of the distance between
the lens and the patient’s eyes, as well as simpler measurements, such as interpupillary
distance, lens size, etc. The methods used to determine these parameters will be described
in detail in further work and are the subject of a different side of the research that was
undertaken in the creation of the system.

Overall, the mechanism was proven to be easy to use and appropriately sized when
mounted on most pairs of glasses frames, with minimal or no effect on the position of the
frames relative to the user’s face. Also, the support was easy to mount and was in no way
inconvenient to the patient.

Using the images captured of the patient wearing the glasses mounted with the marker
support system, several tests were conducted to confirm the validity of the assumptions
made by the authors during the design process. As such, using a pre-alpha test application,
also developed during the work done in this paper (preliminary results have indeed been
found to confirm that the measurements taken are close to reality), was conducted by
comparing image processing results with those obtained using the usual measurements.
Figure 9 depicts the results obtained by analysing an image similar to that in Figure 8a,
with markers added in their respective positions.

Measurement results

Dip  62.30
MpD 3414
MpS 28.16
HD 1937
HS  19.56
PpD  31.21
PpS 3371
Br  19.81

RETAKE PHOTO MEASURE AGAIN

Figure 9. Results obtained during preliminary image recognition measurements.
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6. Conclusions

Some of the harder-to-overcome obstacles encountered in the building of these pro-
totypes were shape design, material choice and additive manufacturing techniques to be
employed in the manufacturing of the compliant mechanism.

Regarding shape, the design can be split into two separate points to be addressed: one
responsible for fixing the support to the frames as well as a bridge that would join the two
C-shaped supports. While the initial design of the C-shaped supports was proposed and
tested in previous works, adding a bridge introduced a number of issues previously not
accounted for: rotation around the Y-axis of the frames, partially compensated by the shape
of the joints between the bridge and supports, as well as a larger Y-axis dimension for the
bridge, allowing for less rotational movement. The bridge, however, needed to be flexible
enough to allow the entire system to follow the curvature of the frames.

The materials used were also scrutinized in terms of weight, ease of use, availability
and, last but not least, compatibility with use in close proximity to human skin. While it
might be argued that the support itself should not touch the patient at any time, it was
considered necessary to guarantee that all the materials used were biologically inert to
humans. That being said, while materials such as PLA or TPU, as used in this work, are
commonly used around humans, a further scaling or usage of the system with different
types of frames might prove to be necessary in order to explore other options.

Following these two choices, a preliminary FEM analysis was performed in order
to estimate what could be expected of the mechanism without actually manufacturing
it. General estimations performed during this stage were consistent with initial expected
results, and this allowed the shape to be tweaked.

The additive technology used for the purposes of this work was FDM, but other
candidates might also be considered, such as Digital Light Processing DLP or event Selective
Laser Sintering SLS. While the obvious advantage of FDM is its accessibility, high-precision
and more advanced materials might require different additive techniques to be used in
order to obtain desired results in the mechanical behaviour of a device. There is also the
concern of aesthetics—while FDM is precise enough to allow for usability, it is hardly the
best in terms of surface quality.

Further work will be performed to design and perfect an application to be used
alongside the marker support system in order to obtain measurements. This application
will also allow for tests to be made that will further allow for possible modifications to
be made to the shape of the part. This application will allow for a mobile computing and
image capture device in order to use the markers mounted on the support for determining
some parameters relevant to the construction of highly customised progressive lenses. Also,
this application will allow for the user’s details to be saved in a database and monitored
over time, resulting in higher standards in healthcare. This application might even be
connected to an online store and might allow users to directly customise their lenses after
their measurements have been taken.

While the manufactured and tested marker support system has yielded good results,
including in preliminary software tests not depicted in this paper, further extensive mea-
surements need to be made using the system, and a full in-depth evaluation should be
performed to assess the viability of the model proposed. There is also a valid point to be
made for the pursual, to a specific extent, of a parametric automated design for elastic
elements in order for more shapes and sizes of frames to be measured.

The advantages of such a system stem from the fact that small changes can be made to
the shapes so that all the models of the frames can be measured using this device. It is also
understood that this system takes full advantage of the fact that FDM technologies have
advanced and are regularly available in most areas of the world. Long-term, the gathering
of measurement data through such a device would allow for certain approximations to be
made by means of big data processing and, of course, including the results in the obtention
of better and better measurements and more precise prescriptions for patients.
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It is expected that this device will allow for more precise, cost-effective measurements
to be taken in order to allow for a much better customisation of lenses in general, and
progressive lenses in particular, ultimately allowing for better eye healthcare to be brought
to a much wider range of patients.
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Abstract: The work presented in the paper describes a mechatronic test stand and technique employed
to determine the accuracy of a system developed by the authors to assist optometrists in measuring
parameters used in the customization of progressive lenses, as well as regular lenses. The system
aims to offer information about interpupillary distance, pantoscopic angle, and vertex distance, as
well as measurements useful in correctly mounting the lenses in the frames. This is conducted by
attaching a marker support system to the user’s frame and determining the user’s dimensions by
using image acquisition techniques performed via a custom application built for this purpose. In this
paper, a test mannequin is used to determine the accuracy of the system, with measurements being
compared to those obtained by using classic methods. This method is used to determine the accuracy
of the measurements in a controlled environment. Following the good results obtained in this paper
and pending some improvements to the application, clinical tests will be performed on a small scale
in selected optometrist offices.

Keywords: mechatronic system; characterization; optometry; automatic testing

1. Introduction

The present work represents a logical continuation of the research developed by
the authors in the previously published papers [1,2] that refer to the complaint system
executed by additive technologies with possible uses in the field of personalized clinical
optometry. The first paper [1] is mainly based on the design and technology of obtaining an
important part of the proposed system-compliant mechanism for marker support, which
directly fastens the glasses. Following the research carried out, several constructive options
were proposed for the mechanism, and in the end, the optimal geometry was chosen for
the given application, taking into account the anatomical, technical, and other important
aspects that can intervene and complicate the process of use and/or may possibly affect
the correctness of the data obtained during use. The choice of the optimal materials and
technology for obtaining the structures was also discussed, and justified-thermoplastic
materials and respectively Fused Deposition Modeling (FDM) technology from the family
of additive manufacturing were chosen. The choice of technology is mainly due to the
following considerations: the ease of use of the technology, the possibility of obtaining
complicated and personalized geometries in a relatively short time, and, at the same time,
the low production cost. Regarding the materials for the compliant mechanism, usual
thermoplastic materials used in FDM technology were proposed (PLA (Polylactic acid),
ABS (Acrylonitrile Butadiene Styrene), and TPU (Thermoplastic polyurethane)) based
on their adequate mechanical properties and availability. The sizing of the compliant
mechanism was based on the standards used in optometry regarding the dimensions of
spectacle frames and the lenses before they were cut and adjusted in the frames. In order
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to evaluate the displacement by applying the necessary force and implicitly the opening
of the gripping elements for fastening the glasses, a study was also carried out using the
finite element method, after which the mechanical behavior of the compliant mechanism
was estimated, and mechanical characteristics were determined such as the degree of
displacement, von Mises stress and equivalent strain for the three thermoplastic materials
proposed, comparing their mechanical performances of the materials when applying certain
loads. Furthermore, a comparative discussion about the 3D printed parts obtained by FDM
technology from three thermoplastic materials used and their 3D printing conditions and
parameters was addressed in the paper [1]; the authors also proposed an electro-pneumatic
experimental rig for testing 3D printed compliant mechanisms for marker supports.

The second paper of the authors [2] approaches the continuation, development, and
deepening of the studies in the first article and refers to the design and testing of the fully
compliant mechanism for complex personalized lenses in the field of clinical optometry.
In this study, the component elements that govern the interesting mechanical behavior of
the structures are introduced, as well as the optometric parameters that can be measured
and determined with the help of the developed compliant mechanisms: interpupillary
distance (both left and right), lens width (both left and right), lens height, bridge width,
pupil distance to lower part of the lens and so on. Also, mechanical analysis using finite
element method tools was performed for the fully compliant system in order to estimate
the behavior of the structure in the function of applied loads of work conditions for a
certain type of glasses before the execution of the mechanisms and to determine mechanical
characteristics of interest. Finally, the second study discusses the manufacturing testing
of developed different types of glasses, preliminarily evaluates the compliant mechanism
on a human patient, and presents the results obtained during the first image recognition
determination.

Figure 1 [1,2] shows the graphical summary and synthesis regarding the research
subjects of previous papers of the authors. The first case (left part of the figure) is about the
design, simulation, manufacturing, and testing of one of the most important components
of the mechanical structure of the system-grasping element [1], and the second paper
discussed similar things about the complete system of compliant mechanism (right part
of the figure) [2]. As shown in Figure 2, the complete system of the proposed compliant
mechanism consists mainly of several sections that allow the positioning of the marker
support (MS) sections in view of the measurements of interest of the specific optometric
parameters and the grasping mechanisms that practically fix the glasses to be investigated.
More details about the working principle and the mechanical behavior of the complete
compliant mechanism can be found in the previous paper of the authors [2].

The system supports the placement of markers in relation to a user’s face, enabling
the determination of specific dimensions based on the user’s facial features and selected
glasses frames. These dimensions include pupillary and interpupillary distance, glasses
frame curvature, pantoscopic angle on each side of the user’s face, and measurements
required for customizing the lens to fit the frames [3]. The markers, made of specific-colored
adhesive low-gloss paper, are positioned with a custom stencil to ensure accuracy. A chart
in Figure 3 illustrates the measurements possible with this system. By capturing close-
up and distant photos of the patient wearing the glasses and marker support setup, all
necessary parameters can be accurately determined.

Some of the measurements that can be obtained include the following:

- Interpupillary Distance (IDR) which consists of total, right, and left measurements
- Lens Width (LW) for both the left and right lenses

- Lens Height (LH) for the left and right lenses

- Bridge Width (BW)

- Distance from the pupils to the lower part of the lens (BHR and BHL)

- Pupil distance to the lower part of the lens for both eyes (BIL and BIR)

- Vertex Distance (VL and VD)

- Distance between the pupil and the lens (PAR and PAL)
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Figure 3. Measurements taken by the system [2].

Recent advancements in the optical and optometric fields, driven by additive tech-
nologies [4], have enabled the creation of personalized glass frames through additive
manufacturing [5-7]. This development marks the beginning of a transformative era in
optometry, allowing for highly customized frames. Selective laser deposition technology,
using metal or polymeric powders, has proven efficient in producing these frames with
minimal waste. Additionally, additive technologies facilitate the production of various
lenses and multifunctional components, enhancing optical systems and devices [8,9]. In
ophthalmology, bioprinting techniques for corneal reconstruction and other eye tissues
are showing promising results in advanced testing phases, offering significant future
benefits [10,11].

3D printing in medicine enables the creation of customized implants, prosthetics,
and surgical tools tailored to individual patients. It facilitates bioprinting for tissue and
organ regeneration, such as corneal and cartilage reconstruction. This technology enhances
precision in medical procedures, accelerates innovation, and significantly improves pa-
tient outcomes. This can be easily paired with image acquisition techniques that involve
capturing detailed images of the eye using technologies like OCT (Optical Coherence
Tomography), fundus photography, and corneal topography [12-15]. These images help
diagnose and monitor eye conditions, assess retinal health, and guide treatments, ensuring
accurate and effective patient care. This can be easily paired with the field of mechatronics,
which integrates robotics, electronics, and computer control for advanced surgical tools,
diagnostic devices, and patient care automation.

Considering the lines discussed above, the present paper aims to continue the research
topic by the authors, namely to conceive and develop a mechatronic rig device for the
testing and measuring the specific optometric parameters with the help of the complete
compliant mechanism in order to collect and to process the data obtained in the function
of some technical aspects of the measurements and to correct and choose the optimal
measurement conditions for possible implementation and use of this solution in clinical
and practical optometry.

In this paper, a semi-automatic test bench was built to allow the authors to test out
the marker support system and application proposed previously on a mannequin, starting
from known dimensions. This allows for a comparison to be made between classic methods
of obtaining key parameters as opposed to those obtained by means of the application
proposed in this paper. In this stage, the setup allows for testing of the method without
having to take into account the patient’s movement. Also, the system allows for a very large
number of measurements to be taken of the same subject-impossible with a human patient.
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2. Mechatronic Testing Device Design and Construction

In order to allow the apparatus to be tested, as well as calibrated for real-life measure-
ments, a test bench was designed and manufactured. The basic schematic for this is shown
in Figures 4 and 5. A mannequin head (3) is placed on a rotary platform (4) connected to a
stepper motor. This allows for movement in three increments: at 0, 90, and 180 degrees,
with the 90-degree position corresponding to the patient facing the tablet’s camera (1) while
the other two positions correspond to the user looking left and right. The assembly is
placed on a screw-driven linear axis (5 and 6), actuated by using a second stepper motor (8).
This allows the head to be placed at various distance increments relative to the camera of
the tablet and allows the impact of said distance on the measurements to be viewed. The
distances chosen are between 50 and 100 cm, with a 10 cm increment. These were chosen to
allow for the subject to be in full view of the camera at the closest range and the maximum
distance at which the markers (2) are still detected by the application. The tablet is placed
on a fixed support (9) that allows for the best in-focus position (10) of the camera relative to
the mannequin’s head. The entire assembly is placed on a support plate (7).

1

Y, 2\ \/3

=

4

8/ N 7 \6 \5

Figure 4. Basic schematic of the test stand, side view.

-

L 1

Figure 5. Basic schematic of the test stand, front.

The proposed system was designed using 3D software and assembled using a standard
20 mm X 20 mm aluminum extruded profile, along with connectors and t-slot fastening
elements (Figure 6). Stepper motors used are common Nema 23 standard, along with
TB6560 drivers and ESP32 microcontrollers. Head positioning is conducted in an open
loop, while the linear axis is equipped with end stops.
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Figure 6. Mechatronic test bench, side view.

The designed system allows faster measurements to be taken since a human is no
longer involved, through automation of certain steps, but also for much better repeatability
and an overall lower level of errors. This also allowed us to determine what part of the
errors was due to human interaction with the system.

A total of three images can be captured using the device (Figure 7): one front and one
for each side of the test mannequin. The measurements that can be taken from this are
explained in Table 1.

Figure 7. Overview of the test stand.

Table 1. Optometric parameters that can be taken by measurements.

Image Step/Stepper Motor Angle Parameters

Interpupillary Distance, Semi-pupillary distance left
and right, Frame curvature, Lens height and width
Left/+90 degrees Pantoscopic angle left, Vertex distance left

Right/—90 degrees Pantoscopic angle right, Vertex distance right

Front/0 degrees

3. Methodology Used for Measurements

The application to be used is developed solely for this purpose and features elements
that will allow the optometrist to explain the functionality of specific lens types, measure
the patient’s parameters using the software and marker frame, order lenses, and other
activities specific to their work, beyond the scope of this paper. As such, the paper will
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focus only on the measurement aspects and will only briefly mention the other parts of
the application.

The measurement module of the application allows for two modes of acquisition using
two different measurement modules. These are:

- Simple measurements: allowing for interpupillary distance and semi-pupillary dis-
tance for each eye. Along with these, measurements for the bridge of the frames, lens
mounting height, lateral parameters (pupillary height), and lens width and height will
be performed in this stage. This is performed for both far and close mounting of the
glasses so as to allow for customization of the final, regarding the different parameters
typically obtained in each case.

- Complex measurements: These complete measurements also allow for vertex distance
acquisition (distance from the pupil to the lens’s plane) as well as pantoscopic angle
for each side of the patient (left and right). Two measurements are taken to allow for
maximum customization of both the frames and progressive lenses.

The steps taken in each of the two measuring modes are presented in Figures 8 and 9.

With the system in the reference position (distance of 50 cm from the tablet, man-
nequin in front position), a frontal image is captured, and automatic marker recognition
is performed (Figure 10), followed by a boxing stage in which the edges of the glasses
frames are identified. This allows for measurements corresponding to Image Step 1 from
Table 1 to be acquired. Following this stage, the head is rotated 90 degrees to the left for
Step 2 (Figure 11). Following automatic marker recognition and measurements (panto-
scopic angle and vertex), the head is again rotated in the opposite direction, 180 degrees.
Acquisition of images relevant to Step 3 is performed, and measurements are taken. Even
though automatic color marker recognition and pupil recognition are automatic, some
adjustments are necessary and are performed by a human operator. The steps are repeated
for a number of 50 measurements, and then the mannequin is moved 10 cm further away
from the tablet. The previous steps are then redone, and the results are logged into the
application’s database.

< START >

] Markers are fitted to the glasses frames and Patient is asked to look directly ahead, over the
correctly positioned on the patient’s face camera and focus as far away as possible

. . . First picture is taken. Color markers are
Boxing procedure is perfromed on the same image 3

automatically placed on the image and retinal
markers placed manually

move forward to the next step or retake the photo, holding the tablet and taking the picture as if

5 The optometrist obtains the results and can either 6 Process is repeated, this time with the patient
going back to step 3 reading from a book

If needed, the measurements can be later on Measurement results are presented to the
edited or retaken using the same images optometrist and then saved on the server, along
with the pictures taken.

Figure 8. Simple measurements logic diagram.
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(' START )
¥

Markers are fitted to the glasses frames and
correctly positioned on the patient’s face

Patient is asked to look directly ahead, over the
camera and focus as far away as possible

3 First picture is taken. Color markers are

automatically placed on the image and retinal
markers placed manually

Second image is taken. Color markers are identified =
g 5

automatically and vertex marker placed manually

Patient rotates 180 degrees to the right

Process is repeated, this time with the patient
holding the tablet and taking the picture as if
reading from a book

Measurement results are presented to the
optometrist and then saved on the server, along
]] with the pictures taken.
If needed, the measurements can be later on
edited or retaken using the same images

Figure 9. Complex measurements logic diagram.

» 4 Boxing procedure is performed on the same image

Patient rotates 90 degrees to the left

Third image is taken. Color markers are identified
automatically and vertex marker placed manually

If needed any of the previous images can be
redone

Figure 10. Frontal measurements automatic color and eye recognition.
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Figure 11. Side image automatic marker recognition.

4. Results and Discussion
The proposed system was tested in the following conditions:

- Measurements were taken by an optometrist with no previous experience with the
application. Also, the optometrist was not given any information about the algorithm
used to determine the measured parameters so as not to influence the final result. In
addition to this, the real measurements were not communicated to the operator prior
to finishing the measurement cycle. Initial data is obtained by measuring the distances
and angles using basic methods: rulers and protactors.

- A total of approximately 50 measurements was taken for each point along the x-axis,
at 50, 60, 70, 80, 90, and 100 cm. Each measurement consisted of one frontal, one right,
and one left image. An average total of 150 images was captured and interpreted at 50
cm before moving on to 60 cm and so on.

- Intotal, over 300 measurements were taken, with over 900 images interpreted in total.

- Actual mannequin measurements are as follows:

Interpupillary distance (ID): 51.5 mm
Semi-distance left (IDL): 26.5 mm
Semi-distance right (IDR): 25 mm
Pantoscopic angle (PA): 8 degrees
Vertex distance (VD): 11.5 mm

In the following part of the paper, the results obtained after the measurements are
presented and discussed as needed.

As previously mentioned, the results were determined for the interpupillary distance
(total (ID) and semi-distances (IDL and IDR)), pantoscopic angle, and vertex distance
depending on the distance to the target and compared with the real data.

The data obtained was interpreted in graphic form both for individual distances to the
target and concatenated in order to compare the dispersion of the results on all the distances
to the target approached. In addition, average measured distance, average absolute error
(modulus of the difference between the measured data and the real data), and standard
deviations for all parameters of interest were calculated and presented in graphic and
tabular form.

During the measurements, each set of data was uploaded individually to an online
private database and later downloaded for processing. The data revealed a clear difference
between taking the measurements at different distances from the mannequin, with absolute

OO0OO0OO0O0

104



Appl. Sci. 2024, 14, 5345

errors increasing for interpupillary distance from an average of 0.5 mm to over 2 mm, as

shown in Figures 12 and 13.
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Figure 12. (a) Interpupillary measurement at 50 cm; (b) Interpupillary measurement at 60 cm;
(c) Interpupillary measurement at 70 cm; (d) Interpupillary measurement at 80 cm; (e) Interpupillary
measurement at 90 cm; (f) Interpupillary measurement at 100 cm; (g) Comparison chart of error
distribution obtained for interpupillary distance.
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Figure 13. Comparative analysis of obtained results regarding the interpupillary distance measurement.

A detailed description of the errors at each distance was needed, as shown in Figure 12a—f.
Each of these graphs shows the actual average distance measured as line plots, as well as
the actual measured distance as points in each of the charts.

To further allow a trend to be observed, a general chart of the measurements was
plotted, as shown in Figure 12g. There is a clear increase in error over 70 cm, with the error
increasing the further the mannequin is from the tablet.

In the current case, the absolute errors for each distance could be attributed to the
movement of the camera by the optometrist during image acquisition or errors in image
recognition (color and pupillary markers).

Interpupillary distance measurement has also produced the semi-pupillary distance,
the distance between the center of the mannequin’s face and pupil. These measurements
were also plotted in graphs shown in Figure 14a—f, with a concatenated view in the graph
shown in Figure 14g. The same behavior can be observed as the absolute error increases
with lower precision in the obtained images.

The pantoscopic angle is the tilt of eyeglass lenses towards the cheeks, enhancing
vision and comfort. Vertex distance is the space between the back of the lens and the
front of the eye. Both are crucial for optimal lens performance, affecting visual clarity and
prescription accuracy.

As stated previously, measurements were also performed for the pantoscopic angle as
well as the vertex distance (distance between the pupil and the plane of the lens). Results
have shown that similar to interpupillary measurements, vertex distance is affected by
the distance at which the images are captured. This is shown in the other measurements
discussed further in the paper. The behavior is best observed in the latter, with the mea-
surements “drifting” towards lower values, with the increase in distance between the tablet
and the markers.

However, very little, if any, effect of distance over the pantoscopic angle was observed.
Regarding these measurements, since the mannequin does not feature any asymmetrical
characteristics, the measurements were considered identical for each side. These are also
shown in Figure 16a—f for each distance, along with Figure 16g, which offers a general
overview of the trend in the obtained values.
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Figure 14. (a) Interpupillary measurement at 50 cm; (b) Interpupillary measurement at 60 cm;
(c) Interpupillary measurement at 70 cm; (d) Interpupillary measurement at 80 cm; (e) Interpupillary
measurement at 90 cm; (f) Interpupillary measurement at 100 cm; (g) Comparison chart of error
distribution obtained for interpupillary distance.
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The following will present the main interpretations and findings resulting from the
experimental determinations according to the obtained parameters.

Analyzing the graphs in Figures 12 and 13 and Table 2, it is clearly seen how the
measured average ID increases and deviates from reality as the distance to the target
increases. The same general tendency can be observed in the case of average absolute
errors and standard deviations. Therefore, for a distance of 50 cm from the target, the
following data were obtained for the interpupillary distance: average measured distance
of 51.115 mm with a standard deviation (SD) of 0.416 and with maximum and minimum
values of 52.23 mm and of 50.34 mm, respectively and absolute average error from the
actual distance of 0.503 mm, appearing to be the most optimal distance from the target
among those investigated for the correctness of the measurements of this parameter. If
at 60 cm to target, the deviations from reality do not seem to increase significantly, being
comparable to those at 50 cm, starting with a distance to target of 70 cm, the results of
the measurements become more and more distant from the actual data, for example at 90
and 100 cm to target, having an average absolute error of 2.438 mm and 2.374 mm, almost
five times higher compared to a distance of 50 cm to target. Regarding the determined
semi-distances ((IDL and IDR) Figures 14 and 15 and Tables 3 and 4), it was found, in
general, a greater predisposition to errors for IDR—starting with a distance of 60 cm to
target—the average absolute errors exceed 1.25 mm (for IDL, the average absolute error
exceeds 1 mm compared to the real data only for the distance of 100 cm to target). Also, at
a distance of 100 cm, some significantly different results appear compared to the rest of the
measurements, this being visible on the graphs in Figure 14f,g through the points further
away from the rest of the data—very large distance to target representing an amplification
of possible errors caused by the human factor.

Table 2. Obtained data for interpupillary distance measurement.

Distance to Actual Distance Average Measured Average Maximum Value Minimum Value

. Absolute Error
Target [cm] [mm] Distance &= SD [mm] [mm] [mm] [mm]
50 51.115 £ 0.416 0.503 52.23 50.34
60 52.073 £ 0.366 0.598 52.73 51.09
70 515 52.881 + 0.669 1.381 54.11 51.65
80 ’ 53.621 + 0.643 2121 54.92 52.09
90 53.938 + 0.851 2438 56.29 52.46
100 53.874 + 0.826 2.374 55.35 51.92

2000 _

27.000 =~ 1.800 §

E , 1.600 é

S 26.000 1.400 &

% i it 1.200 =

i | i 41 5

= H 4 1.000 5

& 25000 ; ni 0500 2

& R 4 8

= ! \ ’ 0.600

= ! N 7 T

Z 24000 ; § 0.400 <

i [

i 0200 &

i <

23.000 , 0.000
50 60 70 80 20 100
DISTANCETO TARGET[CM]
{ZZZIID Left IP RightIP = %= Left abs. error Right abs. error

Figure 15. Comparative analysis of obtained results regarding the interpupillary distance measure-
ments (left and right).
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Table 3. Obtained data for interpupillary distance measurement (left).

Distance to Actual Distance Average Measured Average Maximum Value Minimum Value
. Absolute Error
Target [cm] [mm] Distance + SD [mm] [mm] [mm] [mm]
50 25.806 + 0.286 0.710 26.94 25.34
60 25.774 + 0.220 0.726 26.38 25.27
70 %5 26.266 £ 0.451 0.384 27.00 25.25
80 ’ 26.815 + 0.415 0.438 27.46 25.88
90 27.252 + 0.447 0.752 28.48 26.53
100 26.989 + 1.406 1.142 28.42 21.73
Table 4. Obtained data for interpupillary distance measurement (right).
. . Average . ..
Distance to Actual Distance Average Measured Maximum Value Minimum Value
. Absolute Error
Target [cm] [mm] Distance = SD [mm] [mm] [mm] [mm]
50 25.309 + 0.239 0.330 25.75 24.81
60 26.298 £ 0.291 1.298 26.92 25.56
70 o5 26.616 + 0.465 1.616 27.38 25.46
80 26.806 + 0.471 1.806 27.85 25.98
90 26.688 + 0.555 1.688 28.04 25.52
100 26.885 + 1.423 1.885 32.11 25.50

When it comes to the pantoscopic angle (Figures 16 and 17 and Table 5), there is
generally a tendency to decrease the measured angle and move away from the real angle
when the distance to the target increases. The closest results to reality this time, too, are
obtained for the distance to the target of 50 cm. The distance to the target for measuring
the pantoscopic angle does not greatly affect the dispersion of the results compared to the
obtained averages nor the average absolute errors up to a distance to the target of 80 cm
(inclusive); the visible differences in the absolute errors becoming apparent at 90 cm and
100 cm to target. Finally, vertex distance measurements (Figures 18 and 19 and Table 6)
confirm that the distance of 50 cm to the target is the most suitable for performing the
measurements in terms of accordance with the actual data. With the increase of the distance
to the target, a successive increase of the vertex distance and a distance from the actual
vertex up to a distance to the target of 90 cm can be observed, at the same time increasing
the average absolute errors. However, the deviations from the average obtained for the
measured values are located in an approximately comparable range for all the distances
involved in the experimental research to determine the vertex distance.
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Figure 16. Cont.
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Figure 16. (a) Pantoscopic angle measurement at 50 cm; (b) Pantoscopic angle measurement at
60 cm; (c) Pantoscopic angle measurement at 70 cm; (d) Pantoscopic angle measurement at 80
cm; (e) Pantoscopic angle measurement at 90 cm; (f) Pantoscopic angle measurement at 100 cm;
(g) Comparison chart of error distribution obtained for pantoscopic angle.
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Figure 17. Comparative analysis of obtained results regarding the pantoscopic angle measurements.
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Figure 18. (a) Interpupillary measurement at 50 cm; (b) Interpupillary measurement at 60 cm;
(c) Interpupillary measurement at 70 cm; (d) Interpupillary measurement at 80 cm; (e) Interpupillary
measurement at 90 cm; (f) Interpupillary measurement at 100 cm; (g) Comparison chart of error

distribution obtained for vertex distance.
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Figure 19. Comparative analysis of obtained results regarding the vertex distance measurements.
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Table 5. Obtained data for pantoscopic angle measurements.

Distance to Target Actual Angle [°] Mea?lr::;g:ngle Average . Maximltm Value Minimuom Value
[em] o Absolute Error [°] [°] [°]
£ SDI[°]
50 8.084 £ 0.461 0.387 8.79 7.24
60 7.767 £ 0.467 0.443 8.60 7.07
70 7.853 £ 0.485 0.406 8.51 7.04
80 8 7.686 £ 0.396 0.409 8.38 6.81
90 7.336 £+ 0.465 0.689 8.18 6.60
100 7.333 £0.443 0.695 8.18 6.69

Table 6. Obtained data for vertex distance measurements.

Average

Distance to Target Actual Distance Measured Average Maximum Value Minimum Value
. Absolute Error
[cm] [mm] Distance &= SD [mm] [mm]
[mm]
[mm]
50 11.519 + 0.342 0.298 12.10 10.94
60 11.680 £ 0.339 0.320 12.27 11.17
70 115 11.766 + 0.399 0.414 12.28 11.10
80 ’ 11.965 + 0.409 0.537 12.49 11.30
90 12.122 £ 0.353 0.622 12.67 11.56
100 12.075 £+ 0.324 0.575 12.66 11.56

5. Conclusions

In the field of optometry, there is a constant demand for more precise and user-
friendly equipment that enhances the customization of lenses. This paper presents a system
designed to meet this need, addressing both hardware implementation and software used
for processing. Previous research has detailed the development of a compliant mechanism
created through additive manufacturing, which supports color markers to determine the
position of glass frames relative to the patient’s eyes.

A software application featuring a measurement module, whose usage and results
are highlighted in this paper, was developed. This module captures and processes im-
ages, automatically detecting color markers and facial features, particularly the pupils.
Using this data, an algorithm embedded in the application (not detailed in this paper)
provides measurements crucial for lens customization: interpupillary distance, pantoscopic
angle, vertex distance, and other parameters necessary for fitting the lens template to the
user’s frames.

The authors have also developed a mechatronic test bench and a methodology for
testing the proposed system, comparing the application’s results with real-world values.
This setup ensures that external disturbances minimally impact the measurement results.

Analyzing the graphs shown in the paper, it is clearly seen how the measured average
interpupillary distance increases and departs from reality as the distance to the target
increases. The same general tendency can be observed in the case of average absolute
errors and standard deviations. Therefore, a standard distance needs to be imposed during
measurements, or a compensation mechanism needs to be implemented on the software
side in order to allow for measurements to be taken from different distances.

The data obtained were interpreted graphically for individual target distances and
combined to compare result dispersion across all target distances. Average measured
distance, average absolute error, and standard deviations for all relevant parameters were
calculated and displayed in both graphic and tabular forms.

The data, saved in an online database and later processed, showed significant dif-
ferences based on the distance from the mannequin. Absolute errors for interpupillary
distance increased from an average of 0.5 mm to over 2 mm. Detailed error analysis for
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each distance is presented in the paper figures, depicting actual distances and average
measured distances with line plots and data points.

A general trend chart demonstrated a clear increase in errors beyond 70 cm, with
errors rising as the mannequin’s distance from the tablet increased. The absolute errors
at each distance were likely due to camera movement by the optometrist during image
acquisition or errors in image recognition (color and pupillary markers).

Using the current results as a starting point, further work will be conducted to prepare
the system for real-life testing. Efforts are currently being made to introduce the system in
a number of optometrist’s offices, where, with the help of qualified professionals, a first set
of information will be used to perfect the system further.
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Abstract: To realize the design process of bionic mechatronic systems, involving mapping from
engineering to biology and inversion from biology to engineering, a novel design paradigm is
introduced that integrates BioTRIZ with multi-factor coupling bionics. In the mapping stage from
engineering to biology, BioTRIZ is employed to frame the concrete engineering issue as a general
conflicting problem. The biological solution is refined by amalgamating the BioTRIZ solution
derived from the contradiction matrix with biological instances. In the inversion stage of biology
to engineering, a novel approach is proposed for constructing a bionic multi-factor coupling model,
drawing inspiration from the establishment of biological multi-factor coupling model. This allows
for a seamless correspondence between biological elements, such as morphology and behavior, and
their respective engineering counterparts, including structure and algorithms. This correspondence
ultimately achieves the engineering conceptual model that is rooted in biological principles. The
practical application of this methodology is exemplified through a multi-biometric fusion bionic
active vision system, underscoring its feasibility and efficacy.

Keywords: bio-inspired design; relationship mapping inversion; BioTRIZ; multi-factor coupling
bionics; mechatronic system

1. Introduction

To adapt to changes in climate, habitat, and food sources, creatures have undergone
diverse morphological, structural, and functional evolutions through “natural selection”,
enabling them to thrive in their respective environments. These adaptations have garnered
significant interest not only from biologists but also from engineers seeking to harness this
biodiversity through bionic principles [1-6].

Problem-driven biomimetic approaches aim to discover solutions in the biological
realm for specific engineering issues. Nevertheless, evolution often reflects compromises
among multiple survival necessities. For instance, the evolution of the finch beak bal-
ances various functions, such as singing, attracting mates, and grooming, rendering its
structure not necessarily optimal solely for grinding food [7]. When applied to enhance
the pulverizing efficiency of a jackhammer, the outcome is not an optimal but a feasible
solution. On the other hand, solution-driven biomimetic approaches necessitate extract-
ing relevant knowledge from extensive studies of living organisms to create or enhance
artificial products [8,9]. However, in the context of mechatronic systems, which integrate
structures, drivers, control algorithms, and more, abstracting biological knowledge into a
singular mathematical, physical, or structural model not only falls short of fully describing
the system overall functionality but also struggles to represent the relationships between
its engineering modules.

The design of a bionic mechatronic system necessitates the realization of a comprehen-
sive process that involves an engineering-to-biology mapping and biology-to-engineering
inversion. To this end, we introduce a bio-inspired design paradigm that integrates
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BioTRIZ [10] with the Extensive Model of Multi-factor Coupling Bionics (EM-MCB) [11,12].
This paradigm is based on relationship mapping inversion. We employ bionic active vi-
sion system as a representative example to illustrate the design framework of the bionic
mechatronic system, which is depicted in Figure 1.
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Figure 1. Bio-inspired design framework. The engineering issue is mapped onto the bio-space using
BioTRIZ. Once the BioTRIZ solution and relevant biological instances are identified, the EM-MCB is
constructed by examining the coupling elements that impact the biological function. Subsequently,

the biological solution is translated back into the engineering domain to derive the engineering
conceptual model.

In the mapping stage from engineering to biology, the engineering issue is first ab-
stracted into a BioTRIZ conflicting problem. Through the contradiction matrix, the BioTRIZ
solution is obtained. It is then combined with multiple prototypes from biological database
to form a complete biological solution. This combination enables the analysis of common
features and evolutionary trends observed in various creatures, and allows for a systematic
analysis of the engineering requirements and a widened search range of biological in-
stances.

In the inversion stage of biology to engineering, in order to correspond the morpho-
logical and behavioral elements of the biological system with the structure, algorithm, and
other modules of the mechatronic system, a biological coupling model and an extensive
model are established based on the principle of multi-factor coupling bionics. By establish-
ing the bionic coupling model and extensive model analogously, a correspondence with
the biological models is formed at the coupling element level, which in turn converts the
biological solution into an engineering conceptual model.

2. Related Works

Both problem-driven and solution-driven approaches in bio-inspired design neces-
sitate bridging the gaps between disciplines through knowledge cross-domain mapping.
Vincent et al. [10] proposed BioTRIZ, which integrates classical TRIZ theory with bionic
principles, to establish a “bridge” between engineering and biology. Snell-Rood et al. [13]
expanded the search scope for biologically inspired solutions by transforming engineering
issues into biological ones based on the concept of “functionality”. Bian et al. [14] leveraged
the pre-trained BERT model [15] to assess the semantic similarity between engineering
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and biological terms, facilitating bionic inference. Deng et al. [16] proposed a human-
machine collaborative deep generative model for bionic design, visually depicting potential
mappings between biomorphic forms and product shapes. Kruiper et al. [17] developed
the Focused Open Biology Information Extraction (FOBIE) dataset, which is aimed at
discovering relevant cross-domain scientific literature for bionics research. Numerous other
scholars [18-23] have also contributed various computer-aided tools that rely on functional
similarity to perform the crucial cross-domain mapping of knowledge in bionic design.

The fundamental objective of bionics is to harness insights from biological instances to
tackle engineering issues, and a thorough understanding of biological prototypes serves as
the foundation for achieving this. In pursuit of this goal, Ren et al. [11,12] introduced the
Extensive Model of Multi-factor Coupling Bionics (EM-MCB). This model offers an efficient
tool for engineering biomimetic design by delving into the mechanisms of biological pro-
totypes and elucidating the principles of biological coupling. Nagel et al. [24] developed
AskNature, an online database that employs functional representation and abstraction tech-
niques to identify and access biological prototypes. Abdala et al. [25] created a knowledge
base focused on biological effects grounded in TRIZ principles. Liu et al. [26] evaluated and
selected biological prototypes based on topological, role, strategic, and structural similarity.
Mak et al. [27] proposed a hierarchical approach that organizes biological phenomena into
form, behavior, and principle. This structure presents a latent analogy that can inspire
design solutions. Cao et al. [28] suggested abstracting biological prototypes based on their
function, behavior, and structure. They further evaluated the fitness of these prototypes for
engineering applications using a fuzzy triangular numbers-based algorithm. Hou et al. [29]
designed a knowledge base focused on multi-biological effects and integrated TRIZ to
establish a design process model by combining product functions. Bai et al. [30] combined
BioTRIZ with biological coupling analysis, orthogonal analysis, and scheme merit value
calculation to construct a multi-biological prototype bionic model.

In brief, bionics research has frequently focused on particular links within the biomimetic
chain. Scholars endeavor to refine tools and bridge disciplinary divides, rather than address
the entirety of the complex process. Much of these works have revolved around single-
factor bionics. With the focus gradually shifting towards multi-factor bionics, this paper
aims to combine methodology and practical application to explain the bio-inspired design
paradigm, and use a typical mechatronic system to elucidate this multi-factor bio-inspired
design framework more clearly.

3. Engineering-to-Biology Mapping
3.1. Problem Description

Vision, as a crucial avenue for humans and numerous vertebrates to gather envi-
ronmental information, has garnered extensive research in biology [31-35]. In an effort
to endow robots with comparable perceptual abilities, bionic active vision systems have
become a significant focus of interest in recent years [36,37].

“Eyes in the front, the animal hunts. Eyes on the side, the animal hides” encapsulates
the inherent trade-off between a wide vision field and precise visual localization in nature.
Predators, with their powerful stereoscopic vision, can pinpoint the exact location of their
prey, but may sacrifice a comprehensive awareness of their surroundings. Conversely, prey
animals possess a broad vision field that allows them to detect potential predators in their
environment, but this comes at the cost of developing binocular stereo vision, making
precise localization nearly impossible.

The majority of existing bionic active vision systems adopt a binocular structure, and
are utilized for environmental monitoring, situational awareness, object detection, and
tracking, among other applications [38—41]. These systems typically emulate the visual
system of a specific vertebrate [42—44], either by modeling binocular stereo vision for 3D
measurements or by replicating a wide vision field for environmental monitoring and scene
comprehension. Additionally, there are visual systems that enable switching between these
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two functions through mimicking eye movements, offering a compromise between the two,
but they cannot simultaneously acquire both global vision and precise information [45].

The application environment of machine vision is increasingly unstructured and
complex. Our objective is to devise a bionic vision system that can simultaneously maintain
a global vision field and acquire accurate local information. To achieve this, we incorporate
a bio-inspired design paradigm that implements engineering-to-biology mapping and
biology-to-engineering inversion during the design process.

3.2. BioTRIZ

Engineering-to-biology mapping is essentially a cross-domain knowledge translation.
Through numerous patent analysis, TRIZ [46] has revealed that every creative patent is
essentially solving a conflicting problem, and that the basic principles for addressing these
contradictions are highly reusable.

Possessing a wide vision field and acquiring precise information often present a
conflicting pair: an improvement in one aspect typically leads to a deterioration in the
other. In this context, the application of TRIZ becomes a viable solution. Notably, TRIZ
is a systematic theory that emerges from the refinement and reorganization of existing
knowledge across diverse fields [47]. Its strength lies in the ability to address problems in
various domains using common principles, facilitating the knowledge transfer from one
field to another. This aligns well with the fundamental requirements of bio-inspired design,
which aims to translate functions, structures, and principles across different domains [48].

TRIZ has distilled 39 widely applicable Engineering Parameters (EPs) from numerous
patents and introduced 40 universally relevant Inventive Principles (IPs). These IPs are
grounded in the common “technical contradiction” where one parameter improves while
another deteriorates. However, TRIZ originated in the field of things artificial, non-living,
technical, and engineering. To integrate TRIZ with the biology domain and cater to the
demands of bionics, Vincent et al. proposed BioTRIZ [10]. BioTRIZ replaces the 39 EPs
with 6 Operational Fields (OFs): substance, structure, space, time, energy, and information.
Furthermore, it established the BioTRIZ contradiction matrix, as presented in Table 1. This
shift to OFs not only condenses the original EPs and IPs of TRIZ, but also simplifies and
streamlines the invention process, making it more logical and accessible.

Table 1. BioTRIZ contradiction matrix [10]. Select one OF that needs to be improved from the six
arranged vertically, and then identify the OF that will be deteriorative from the six listed horizontally.
The intersection of the selected row and column will indicate the corresponding IPs, which constitutes

the BioTRIZ solution.
Fields Substance Structure Space Time Energy Information
Substance 13151720 31 40 1-31524 26 15131531 1519272930 369253135 32526
Structure 1101519 1151924 34 10 124 124 1341519242535
Space 3141525 2-5101519 45361417 11929 1341519 3152124
Time 1315202538 1-46151719 1-4738 23112026 3915202225 1-31019 23
Energy 131314172531 1356253640 1341525 310232535 35922253237 134151625
Information 1622 136182224323440 320222533 2391722 1362232 310162325

We apply BioTRIZ in the mapping stage from engineering to biology, as illustrated
in Figure 2. Initially, the engineering issue is formulated as a BioTRIZ conflicting pair.
Subsequently, a BioTRIZ solution is retrieved from the contradiction matrix. Ultimately,
this solution is integrated with biological instances to derive a complete biological solution.
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Figure 2. BioTRIZ implementation. When tackling an invention problem with BioTRIZ, the initial
step involves modeling the engineering issue as a BioTRIZ issue, utilizing OFs to articulate the
conflicts. Subsequently, IPs that align with the requirements are acquired by referencing the BioTRIZ
contradiction matrix. Lastly, biological solutions are derived by amalgamating the IPs with prototypes
present in the biological database.

3.3. BioTRIZ Solution

To resolve the problem presented in Section 3.1, the engineering contradiction between
achieving a wide vision field and precise information acquisition is initially converted into
a BioTRIZ contradiction.

The parameters related to the vision field in a bionic binocular vision system typically
encompass factors such as the viewing angle of image sensors and the direction of optical
axis related to the system midline, as illustrated in Figure 3. The image captured by cameras
encompasses a three-dimensional space. If the sensor is mounted on a gimbal, it can be
regarded as a moving object; otherwise, it is considered a stationary object. Consequently,
the issues pertaining to the vision field can be framed as

*  EP7 Volume of moving object; or EP8 Volume of stationary object.

The direction of optical axis determines the appearance of the system, which can be
abstracted as

e EP12 Shape.

Furthermore, a wide vision field results in a lack of precise information, and a narrow
vision field leads to insufficient global information, which can be abstracted as

e EP24 Loss of information.

According to Appendix 2 of the literature [10], EP7, EP8, and EP12 fall under the space
field, whereas EP24 pertains to the information field. Consequently, the BioTRIZ problem
we aim to address is to prevent deterioration of the information field when optimizing the
space field. This aligns with the observations made in biological vision system, where both
predator and prey vision systems experience a loss of either global or local information.
The intersection of the space field and the information field in Table 1 represents potential
BioTRIZ solutions, including the following IPs:

e IP3 Local Quality.

—  IP3-1: Change an object’s structure, action, environment, or external influence/
impact from uniform to non-uniform.

-  IP3-2: Make each part of an object function in conditions most suitable for
its operation.
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- IP3-3: Make each part of an object fulfil a different and/or complementary
useful function.

e IP15 Dynamics.

-  IP15-1: Change the object (or outside environment) for optimal performance at
every stage of operation, make them adaptable.

- IP15-2: Divide an object into parts capable of movement relative to each other.

- IP15-3: Change from immobile to mobile.

- IP15-4: Increase the degree of free motion.

o IP21 Skipping.

- Conduct a process or stages of it (e.g., destructive, harmful, hazardous operations)
at high speed.

o P24 Intermediary.
—  IP24-1: Use an intermediary carrier article or intermediary process.
- 1P24-2: Merge one object temporarily with another.

Midline Anterior

Binocular Overlap \‘I

Direction of Optical Axis

/
/

Posterior

Figure 3. Illustration of the bionic binocular vision system parameters. The viewing angle of an
image sensor represents the monocular vision field range. The direction of optical axis dictates the
extent of binocular overlap. The overall vision field is comprised of the left and right lateral vision
fields and the binocular overlap. Regions beyond these are designated as blind areas.

3.4. Biological Prototypes

Combining the IPs with biological instances can result in a complete biological so-
lution, as presented in Table 2. We utilize strategies related to “eyes” and “vision” from
the AskNature online database [24] as biological prototypes. The biological instances
indicate several key evolutionary directions in solving survival problems similar to our
engineering issues:

* Adding auxiliary eyes to enhance the existing capability of visual systems.

e Differentiating the functional roles of the left and right eyes, which originally served
identical purposes, allowing them to independently fulfill distinct functional requirements.

*  Modifying the internal structure of the eyes to enable different parts to perform
specialized functions, thus increasing the versatility and efficiency of the visual system.

*  Enhancing the range and speed of eye movements to achieve functional transitions
between a wide vision field and local information acquisition.
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Table 2. BioTRIZ solutions and biological instances. The table comprises three columns that present
the results obtained in engineering-to-biology mapping, arranged from left to right. Column 1
exhibits the BioTRIZ issues (OFs), column 2 displays the BioTRIZ solutions (IPs), and column 3
illustrates the corresponding biological instances. This table serves as complete biological solution
for engineering-to-biology inversion.

OFs IPs Supporting Biological Instances
Improved: IP3 *  Six-eyed spookfish’s eyes: Two pairs auxiliary, one pair primary.
Space Local Qual- o Jumping spider’s eyes: Eight total, two for stereoscopic vision, six for omnidirectional.

ity *  Brownsnout spookfish’s auxiliary eyes: Create clear images via light reflection and focusing.
Deteriorated: e  Whirligig beetle’s eyes: One submerged underwater to hunt for prey, one above the water to
Information  IP15 keep watch for predators.

Dynamics . Starling’s eyes: One for overall scene, one for details.

*  Anableps anableps’ lens: Thicker lower part for underwater gaze, upper part for air scanning.
P21 *  Nocturnal gecko’s multifocal lens: Different parts of the lens focus a different range of wave-
Skipping lengths onto the eye’s light-sensitive cells.

®  Scallop’s retinas: One responds to light, the other to sudden darkness.
P24 e  Hammerhead shark’s eyes: Located on “hammer” sides, enhancing stereoscopic perception and
Intermediary wide view.

Ghost crab’s eyes: On movable stalks, providing full range of vision.

Vertebrate’s reflective tapetum: Improves low-light visual sensitivity.
Horseshoe crab’s eyes: Sensitive to polarized light, reducing sun glare.
Jewel scarab beetle’s eyes: Distinguish polarized from unpolarized light.
Lobster’s eyes: Feature square tubes focusing reflected light on retina.
West Indian wood snake’s eyes: Release blood to deter predators.
Locust’s eyes: Recognize only movement interfering with flight path.

real and apparent prey depth.
Kestrel’s eyes: Four reflexes enable focus during body movement.

*  Dragonfly’s eyes: Capture up to 300 images/second, enhancing movement perception and

compensating for lack of visual sharpness.

A single biological instance often balances multiple survival needs, making it difficult
to derive optimal solutions to engineering problems by mimicking a specific species.
Instead, we aim to integrate various demand-fulfilling features from the above evolutionary
directions to effectively address engineering issues.

4. Biology-to-Engineering Inversion
4.1. Extensive Model of Multi-Factor Coupling Bionics

After obtaining the biological instances and inventive principles, the biological solu-
tions need to be inverted to the engineering domain, as depicted in Figure 4. In traditional
single-factor bionics, engineers tend to focus on a single aspect of morphology, structure,
or neural mechanism and design the bionic model or algorithm based solely on that factor.
Nevertheless, the adaptive functions displayed by organisms are actually the outcome
of the interplay between various related factors. Likewise, in a mechatronic system, the
mechanical structure, actuator, and software must collaborate seamlessly. In this case, it
is difficult to describe the interactions between these engineering modules using solely
mathematical, physical, or structural model.
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Figure 4. Biology to engineering inversion. Once a solution is derived from the biology domain,
the translation of biological properties into engineering realizations becomes necessary. Initially,
appropriate biological prototypes are identified as bionic targets, and their distinctive features, such as
structure, morphology, and neural mechanism, are thoroughly analyzed. Subsequently, the EM-MCB
is constructed using these BCEs and analogous principles in the engineering domain. Eventually,
a comprehensive bionic system and an engineering conceptual model with several modules can
be created.

To provide a comprehensive understanding of the biological coupling mechanism, Ren
et al. introduced the Extensive Model of Multi-factor Coupling Bionics (EM-MCB) [11,12].
This model defines the diverse elements that impact biological functions as Biological
Coupling Elements (BCEs) and the ways of interaction between these elements as Biological
Coupling Ways (BCWs). To mirror similar coupling mechanisms in mechatronic systems,
we have analogously established an EM-MCB framework in the engineering realm. Within
this framework, the elements that shape system functions are designated as Engineering
Coupling Elements (ECEs), while the ways of association between these modules are
termed Engineering Coupling Ways (ECWs). By integrating the multi-factor coupling
model of the bionic system with the biological solution, we arrive at the engineering
conceptual model. Once the structure, specifications, and algorithms of this conceptual
model are firmly established, it can be instantiated into engineering forms.

4.2. Biological Model

A biological model of EM-MCB comprises two primary components: a coupling
model and an extensive model. The coupling model delves into the biological coupling
mechanism, identifying all the coupling elements that impact the biological function. The
extensive model, rooted in the theory of extenics primitives and the theory of conjugate
analysis [49], treats all these coupling elements as the hard part and the relationships
between them as the soft part.

To synthesize the visual advantages observed in various biological prototypes, we have
established a biological coupling model that is based on the shared features of vertebrate
oculomotor and ocular structures, as illustrated in Figure 5. From this model, it becomes
evident that visual perception arises from the integration of multiple components, including
eye layout, eyeball structure, and the optic nerve. The extraocular muscles play a crucial
role in controlling eye movements such as scanning and fixating. Meanwhile, the optic
nerve implements visual attention and transmits sensory stimuli to the cerebral cortex for
higher-level visual processing.
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Figure 5. The Biological Coupling Model of Binocular Vision for Vertebrates. In this model, BCEs
represent the factors that affect the visual perception of vertebrates. These elements encompass
binocular configuration, which involves the eyes’ positional relationship, head position, and orienta-
tion, as well as eyeball shape and structure. The optic nerve conducts visual signals to the cerebral
cortex, forming the visual pathway, while extraocular muscles enable eye rotations for sweeping and

gazing movements.

Importantly, the number of BCEs included in the model can be expanded based on the
specific research objectives. Similarly, the descriptions of BCEs can be progressively refined
in a hierarchical manner to meet the evolving needs of the study. This flexibility allows
the model to serve as a dynamic tool for exploring and understanding the complexities of
vertebrate vision.

After further analyzing BCEs and referring to the values provided in [50-60], the BCEs
depicted in Figure 5 can be described as follows:
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= Complete Vision Field: 150° ~ 360°
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Speed: < 600°/s
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The BCWs can be described as follows:

[Coupling Way Previous:M;
Next: M;
Coupling Degree: v3
Position Relationship: vy (6)

Permanency: v,

In this matrix, M; and M represent the i-th and j-th BCE, respectively, where both i
and j are integers satisfying 1 < i,j < 5. And v3, v4, and vy, satisfy the following formulas:

v3 = {Compounding, fusion, compounding, chimerism, unionization, ...}
vy = {Top-Bottom, Left-Right, Front-Back, Stacked, ...}

vy = {Permanent, temporary }
The biological EM-MCB can be summarized as follows:

B=M;® My®dM;zDPMyd MsDR

Biological Coupling Function Monitoring, hunting, hiding, etc.

7 BCE Mi A My A Mz A My A Ms )
- BCW R
Working Env Air A Water

where @ signifies the generalized connection between coupling elements, while A repre-
sents logical AND.

4.3. Bionic Model

The bionic EM-MCB aims to analogize and modify the biological EM-MCB based on
engineering requirements through the application of bionics principles. This model not only
embodies the principles of biological coupling but also incorporates engineering needs.

Referring to the biological model, a bionic EM-MCB also encompasses a coupling
model and an extensive model. Based on the commonly accepted structure of a bionic
active vision system [40—46], a coupling model for the bionic system is established, as
illustrated in Figure 6. The perception of the bionic visual system is influenced by a range
of factors including binocular configuration, image sensors, information transmission, and
more. The motion mechanism is used to mimic the eye movements of vertebrates. Bionic
algorithms are employed to accomplish visual perception tasks. These ECEs align closely
with those of the biological BCEs: image sensor corresponds to eyeball, mechanism to
extraocular muscles, motion control to eye movement pattern, and so on. Likewise, the
ECEs in the model can be increased as the research progresses, and the description of a
single ECE can be further stratified and refined according to the requirements.

Analogous to Figure 5, we have constructed the bionic coupling model tailored for
engineering applications, as depicted in Figure 6. Owing to different specific applica-
tions, there exist notable variations in the implementation of sensors, algorithms, and
performance metrics employed in bionic systems. In an extensive model, features must be
quantitatively represented. Our objective is to introduce a general conceptual framework,
so we will refrain from delving into constructing a specific extensive model.
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Figure 6. The coupling model of the bionic active vision system. This model encompasses several
ECEs and their features. The binocular configuration involves the relative positioning of the eyes and
orientations. Image sensors can be a variety of different wavelengths and vision fields. Information
transmission relies on visual perception algorithms and communication with higher-level computa-
tional units. The motion mechanism enables the rotation and shifting of image sensors, while motion

control achieves sweeping and gazing movements.

4.4. Engineering Conceptual Model
By combining the BioTIRZ solution, the shared characteristics of biological instances,
and the bionic EM-MCB, we can ultimately derive an engineering conceptual model, as

illustrated in Figure 7.
The bionic active vision system must concurrently scan the global visual field and cap-

ture local precise information. To achieve this, the following ECEs have been implemented:

e ECE1 Binocular Configuration.
-  Drawing inspiration from the binocular arrangement of prey animals, we have
adopted a lateral layout with optical axes perpendicular to the system midline,
ensuring a wide vision field.

e ECE2 Image Sensors.

—  Inspired by the visual enhancement observed in auxiliary eyes of jumping spiders
and six-eyed ghostfish, the retinal and foveal advantages in visual information
acquisition, the double foveal distribution in raptors [50,51,55,60], and recommen-
dations from IP3-2, we have increased the number of image sensors. Wide-angle
cameras O; and O, perform global searching, while narrow-angle cameras Cy, Cy,
C3, and Cy4 are dedicated to capturing local details. In Figure 7, assuming random
target appearance within the panoramic range, four cameras are positioned at 90°
intervals, echoing the auxiliary eye count in biological instances.

»  ECE3 Information Transmission.

- Mimicking the optic nerve conduction and visual attention pathway [61], we
process the panoramic imagery using a dynamic target recognition algorithm
akin to frog or eagle vision. Recognition results then guide the narrow-angle
cameras to track and acquire detailed target information.

e  ECE4 Motion Mechanism.

-  The wide-angle cameras stay fixed. The narrow-angle cameras can be mounted
on series or parallel mechanisms, drawing from the characteristics of extraocular
muscles and IP3-3. The platform’s degrees of freedom and angular range are
tailored to practical requirements.
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e ECE5 Motion Control.

-  Based on specific requirements, including single or multi-target tracking and
3D measurements, the gimbals equipped with narrow-angle cameras have the
capability to mimic chameleon-like independent eye movements, in addition to
binocular synergistic eye movements, such as scanning and gazing.
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Figure 7. Engineering conceptual model of the bionic active vision system. The schematic provides
a comprehensive overview of the mechatronic system structure, driver, and algorithms. It features
wide-angle cameras O and O, mounted back-to-back, offering a 360° panoramic view. This design
mimics prey animals’ eye structure, enabling quick object localization within the panoramic range
using detection algorithms. Additionally, narrow-angle cameras Cy, Cy, C3, and Cy4 are positioned
at 90° intervals and equipped with motion mechanisms for orientation changes. Once a tracking
target is identified, one or two of these narrow-angle cameras are activated for tracking purposes
or 3D measurement. Advanced Intelligent Decision is used to mimic the visual cortex of the brain.
When considering the bionic active vision system as a perceptual module, the decision unit is capable
of making high-level decisions for mechatronic systems, such as robots, through the analysis of
information abstracted from the visual perception module.

5. Conclusions

This paper endeavors to introduce a novel bionic design paradigm, which integrates
BioTRIZ with multi-factor coupling bionics. This methodology provides a general concep-
tual design framework for the bionic systems that necessitate the realization of a comprehensive
process that involves engineering-to-biology mapping and biology-to-engineering inversion.

To intuitively explain the framework, the design process of a bionic vision system
integrating multiple biological characteristics is presented. The design results show that
this system not only draws inspiration from biological instances but also enhances the
original capabilities of these living creatures. As a result, it offers a remarkable bionic
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solution for synchronously achieving omnidirectional surveillance, precise localization,
and multi-target tracking in engineering applications.

Our future research will be directed towards refining this general framework to more
precisely align with the design imperatives of specific engineering challenges. Additionally,
we will concentrate on the concrete implementation strategies for the engineering concep-
tual model of the bionic active vision system designed in this study, meticulously selecting
appropriate mechanical structures and equipment models to facilitate the acquisition of
more quantifiable performance metrics.

Author Contributions: Formal analysis, B.W.; Methodology, B.W.; Project administration, D.Y,;
Supervision, D.Y.; Writing—original draft, B.W.; Writing—review and editing, D.Y. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China under
Grant No. 51375368.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Conflicts of Interest: The paper is original in its contents and is not under consideration for publica-
tion in any other journals or proceedings. On behalf of all authors, the corresponding author states
that there are no competing financial interests or personal relationships that could have appeared to
influence the work reported in this paper. The funders had no role in the design of the study; in the
collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to

publish the results.

References

1. Cheong, H.; Shu, L. Using templates and mapping strategies to support analogical transfer in biomimetic design. Des. Stud. 2013,
34,706-728. [CrossRef]

2. Helms, M.; Vattam, S.S.; Goel, A.K. Biologically inspired design: Process and products. Des. Stud. 2009, 30, 606-622. [CrossRef]

3. Mak, T.; Shu, L. Using descriptions of biological phenomena for idea generation. Res. Eng. Des. 2008, 19, 21-28. [CrossRef]

4. Benyus, ].M. Biomimicry: Innovation Inspired by Nature; Harper Perennial: New York, NY, USA, 1997.

5. Nagel, R.L.; Midha, PA_; Tinsley, A.; Stone, R.B.; McAdams, D.A.; Shu, L. Exploring the use of functional models in biomimetic
conceptual design. J. Mech. Des. 2008, 130, 121102. [CrossRef]

6. Hoyos, C.M,; Fiorentino, C. Bio-utilization. Int. ]. Des. Objects 2017, 10, 1.

7. Snell-Rood, E.C.; Smirnoff, D. Biology for biomimetics I: Function as an interdisciplinary bridge in bio-inspired design. Bioinspir.
Biomimetics 2023, 18, 052001. [CrossRef]

8.  Nkandu, M.L; Alibaba, H.Z. Biomimicry as an alternative approach to sustainability. Archit. Res. 2018, 8, 1-11.

9.  Dash, S.P. Application of biomimicry in building design. Int. J. Civ. Eng. Technol. 2018, 9, 644—660.

10. Vincent, J.F.; Bogatyreva, O.A.; Bogatyrev, N.R.; Bowyer, A.; Pahl, A.K. Biomimetics: Its practice and theory. . R. Soc. Interface
2006, 3, 471-482. [CrossRef]

11.  Ren, L,; Liang, Y. Biological couplings: Classification and characteristic rules. Sci. China Ser. Technol. Sci. 2009, 52, 2791-2800.
[CrossRef]

12.  Ren, L,; Liang, Y. Biological couplings: Function, characteristics and implementation mode. Sci. China Technol. Sci. 2010,
53,379-387. [CrossRef]

13.  Snell-Rood, E. Interdisciplinarity: Bring biologists into biomimetics. Nature 2016, 529, 277-278. [CrossRef]

14. Bian, Z.; Luo, S.; Zheng, F; Wang, L.; Shan, P. Semantic reasoning of product biologically inspired design based on BERT. Appl.
Sci. 2021, 11, 12082. [CrossRef]

15. Devlin, J.; Chang, M.W.,; Lee, K,; Toutanova, K. Bert: Pre-training of deep bidirectional transformers for language understanding.
arXiv 2018, arXiv:1810.04805. https://doi.org/10.48550/arXiv.1810.04805.

16. Deng, Z.; Ly, J.; Liu, X.; Hou, Y. Bionic Design Model for Co-creative Product Innovation Based on Deep Generative and BID. Int.
J. Comput. Intell. Syst. 2023, 16, 8. [CrossRef]

17.  Kruiper, R.; Vincent, J.F,; Chen-Burger, J.; Desmulliez, M.P,; Konstas, I. A scientific information extraction dataset for nature
inspired engineering. arXiv 2020, arXiv:2005.07753.

18. Vandevenne, D.; Verhaegen, P.A.; Dewulf, S.; Duflou, J.R. A scalable approach for ideation in biologically inspired design. Al
EDAM 2015, 29, 19-31. [CrossRef]

19. Vandevenne, D.; Pieters, T.; Duflou, ].R. Enhancing novelty with knowledge-based support for Biologically-Inspired Design. Des.
Stud. 2016, 46, 152-173. [CrossRef]

20. Shu, L.; Cheong, H. A Natural Language Approach to Biomimetic Design In Biologically Inspired Design: Computational Methods

and Tools; Springer: London, UK, 2014; pp. 29-61, ISBN 978-1-4471-5248-4 [CrossRef]

128



Appl. Sci. 2024, 14, 6021

21.

22.

23.

24.

25.

26.

27.
28.

29.

30.

31.

32.
33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

Cheong, H.; Shu, L. Retrieving causally related functions from natural-language text for biomimetic design. J. Mech. Des. 2014,
136, 081008. [CrossRef]

Rugaber, S.; Bhati, S.; Goswami, V.; Spiliopoulou, E.; Azad, S.; Koushik, S.; Kulkarni, R.; Kumble, M.; Sarathy, S.; Goel,
A. Knowledge extraction and annotation for cross-domain textual case-based reasoning in biologically inspired design. In
Proceedings of the Case-Based Reasoning Research and Development: 24th International Conference, ICCBR 2016, Atlanta, GA,
USA, 31 October—2 November 2016; Proceedings 24; Springer: Berlin/Heidelberg, Germany, 2016; pp. 342-355. [CrossRef]
Zhao, Y.; Baldini, I.; Sattigeri, P.; Padhi, I.; Lee, Y.K.; Smith, E. Data driven techniques for organizing scientific articles relevant to
biomimicry. In Proceedings of the 2018 AAAI/ACM Conference on Al, Ethics, and Society, New Orleans, LA, USA, 2-3 February
2018; pp. 347-353. [CrossRef]

Nagel, ].K.; Nagel, R.L.; Stone, R.B.; McAdams, D.A. Function-based, biologically inspired concept generation. Ai Edam 2010,
24, 521-535. [CrossRef]

Abdala, L.N.; Fernandes, R.B.; Ogliari, A.; Léwer, M.; Feldhusen, ]. Creative contributions of the methods of inventive principles
of TRIZ and BioTRIZ to problem solving. J. Mech. Des. 2017, 139, 082001. [CrossRef]

Liu, X.; Li, J.; Chen, L.; Cheng, G. Bionic prototype acquisition incorporating extension and multi-level knowledge modeling.
J. Mech. Eng. 2019, 55, 150-160.

Mak, T.; Shu, L. Abstraction of biological analogies for design. Cirp Ann. 2004, 53, 117-120. [CrossRef]

Cao, G.; Sun, Y;; Tan, R.; Zhang, J.; Liu, W. A function-oriented biologically analogical approach for constructing the design
concept of smart product in Industry 4.0. Adv. Eng. Inform. 2021, 49, 101352. [CrossRef]

Hou, X.T; Liu, W,; Cao, G.Z.; Wu, Z.f.; Guo, Z.B. Research on design method of function combination product based on multi
biological effects. Chin. J. Eng. Des. 2017, 24, 18-26.

Bai, Z.; Song, M.; Zhang, X.; Zhang, J. Biological Prototype Acquisition Based on Biological Coupling in Bionic Design. Appl.
Bionics Biomech. 2022, 2022, 8458243. [CrossRef]

Heesy, C.P. Seeing in stereo: The ecology and evolution of primate binocular vision and stereopsis. Evol. Anthropol. Issues News
Rev. 2009, 18, 21-35. [CrossRef]

Read, J.C. Binocular vision and stereopsis across the animal kingdom. Annu. Rev. Vis. Sci. 2021, 7, 389-415. [CrossRef]

Tyrrell, L.P,; Ferndndez-Juricic, E. Avian binocular vision: It’s not just about what birds can see, it’s also about what they can’t.
PLoS ONE 2017, 12, €0173235. [CrossRef]

Potier, S.; Mitkus, M.; Kelber, A. Visual adaptations of diurnal and nocturnal raptors. In Seminars in Cell & Developmental Biology;
Elsevier: London, UK, 2020; Volume 106, pp. 116-126. [CrossRef]

Nilsson, D.E. The diversity of eyes and vision. Annu. Rev. Vis. Sci. 2021, 7, 19-41. [CrossRef]

Zhang, H.; Lee, S. Robot bionic vision technologies: A review. Appl. Sci. 2022, 12, 7970. [CrossRef]

Zhai, G.; Zhang, W.; Hu, W.; Ji, Z. Coal mine rescue robots based on binocular vision: A review of the state of the art. IEEE Access
2020, 8, 130561-130575. [CrossRef]

Zhang, S.; Li, B.; Ren, F,; Dong, R. High-precision measurement of binocular telecentric vision system with novel calibration and
matching methods. IEEE Access 2019, 7, 54682-54692. [CrossRef]

Liu, Y,; Zhu, D.; Peng, J.; Wang, X.; Wang, L.; Chen, L.; Li, J.; Zhang, X. Real-time robust stereo visual SLAM system based on
bionic eyes. IEEE Trans. Med. Robot. Bionics 2020, 2, 391-398. [CrossRef]

Hu, L.; Shen, C. A study of visual servo system based on binocular camera. In Proceedings of the 5th International Conference on
Electrical Engineering and Automatic Control; Springer: Berlin/Heidelberg, Germany, 2016; pp. 1105-1112. [CrossRef]

Hu, P; Hao, X;; Li, J.; Cheng, C.; Wang, A. Design and implementation of binocular vision system with an adjustable baseline and
high synchronization. In Proceedings of the 2018 IEEE 3rd International Conference on Image, Vision and Computing (ICIVC),
Chonggqing, China, 27-29 June 2018; IEEE: New York, NY, USA, 2018; pp. 566-570. [CrossRef]

Xu, X.; Sun, Y;; Duan, H.; Deng, Y.; Zeng, Z. Maritime Target Saliency Detection for UAV Based on the Stimulation Competition
Selection Mechanism of Raptor Vision. Guid. Navig. Control. 2023, 3, 2350012. [CrossRef]

Jia, H.; Li, S. Scene Analysis Based on Horse Vision System. In Proceedings of the MVA 2011 IAPR Conference on Machine Vision
Applications, Nara, Japan, 13-15 June 2011; pp. 267-270.

Xu, Y,; Liu, C,; Cui, H,; Song, Y.; Yue, X.; Feng, L.; Wu, L. Environment Perception with Chameleon-Inspired Active Vision Based
on Shifty Behavior for WMRs. Appl. Sci. 2023, 13, 6069. [CrossRef]

Wang, B.; Zhang, B.; Yu, D. The Bionic Research on Avian Visual Structure in Multi-Target Monitoring. In Proceedings of the
5th International Conference on Advanced Design and Manufacturing Engineering, Shenzhen, China, 19-20 September 2015;
Atlantis Press: Paris, France, 2015; pp. 340-346. [CrossRef]

Bogatyreva, O.; Shillerov, A.; Bogatyrev, N. Patterns in TRIZ contradiction matrix: Integrated and distributed systems. In
Proceedings of the 4th ETRIA Symposium, Florence, Italy, 3-5 November 2004; pp. 35-42.

Batemanazan, V.; Jaafar, A.; Kadir, R.A.; Nayan, N.M. Improving usability with TRIZ: A review. In Proceedings of the Advances
in Visual Informatics: 5th International Visual Informatics Conference, IVIC 2017, Bangi, Malaysia, 28-30 November 2017;
Proceedings 5; Springer: Berlin/Heidelberg, Germany, 2017; pp. 625-635. [CrossRef]

Lv, B.; Xue, Z.; Wei, H.; Li, Y. Exploration of Design Methods Based on Bionic Functional Modules. In Journal of Physics: Conference
Series; IOP Publishing: Bristol, UK 2021; Volume 1939, p. 012078. [CrossRef]

129



Appl. Sci. 2024, 14, 6021

49.

50.

51.

52.

53.

54.

55.

56.
57.

58.

59.

60.
61.

Yongquan, Y.; Ying, H.; Minghui, W. The related matter-elements in extension detecting and application. In Proceedings of the
Third International Conference on Information Technology and Applications (ICITA’05), Sydney, Australia, 4-7 July 2005; IEEE:
New York, NY, USA, 2005; Volume 1, pp. 411-414. [CrossRef]

Jones, M.P,; Pierce, K.E., Jr.; Ward, D. Avian vision: A review of form and function with special consideration to birds of prey.
J. Exot. Pet Med. 2007, 16, 69-87. [CrossRef]

Pettigrew, J.D. Evolution of Binocular Vision. In Visual Neuroscience; Cambridge University Press: Cambridge, UK, 1986;
pp. 208-222, ISBN 0521258294.

McComb, D.; Tricas, T.; Kajiura, S. Enhanced visual fields in hammerhead sharks. J. Exp. Biol. 2009, 212, 4010-4018. [CrossRef]
[PubMed]

Clarke, P.; Whitteridge, D. The projection of the retina, including the ‘red area’, on to the optic tectum of the pigeon. Q. J. Exp.
Physiol. Cogn. Med. Sci. Transl. Integr. 1976, 61, 351-358. [CrossRef]

O'Rourke, C.T.; Hall, M.I; Pitlik, T.; Ferndndez-Juricic, E. Hawk eyes I: Diurnal raptors differ in visual fields and degree of eye
movement. PLoS ONE 2010, 5, €12802. [CrossRef]

Gregory-Evans, C.Y.; Gregory-Evans, K. Foveal hypoplasia: The case for arrested development. Expert Rev. Ophthalmol. 2011,
6, 565-574. [CrossRef]

Fite, K.V,; Lister, B.C. Bifoveal vision in Anolis lizards. Brain, Behav. Evol. 1981, 19, 144-154. [CrossRef] [PubMed]

Tucker, V.A. The deep fovea, sideways vision and spiral flight paths in raptors. J. Exp. Biol. 2000, 203, 3745-3754. [CrossRef]
[PubMed]

Pettigrew, ].D.; Collin, S.P.,; Ott, M. Convergence of specialised behaviour, eye movements and visual optics in the sandlance
(Teleostei) and the chameleon (Reptilia). Curr. Biol. 1999, 9, 421-424. [CrossRef]

Land, M.F. Eye movements of vertebrates and their relation to eye form and function. J. Comp. Physiol. A 2015, 201, 195-214.
[CrossRef] [PubMed]

Waldvogel, J.A. The bird’s eye view. Am. Sci. 1990, 78, 342-353.

Tanner, J; Itti, L. A top-down saliency model with goal relevance. |. Vis. 2019, 19, 11. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

130



E applied sciences m\py

Article
Applied Mechatronic: A Sensor-Based Modification of an
External Fixator According to Mitkovic

Vladimir Antié¢ 1, Miodrag Mani¢ 2 Milan Mitkovi¢ 3, Nikola Korunovié 2, Danijela Proti¢ 1 Radomir Prodanovié¢ 1/,
Denis Kutevi¢ 4, Gordana Ostoji¢ > and Stevan Stankovski °

1 Center for Applied Mathematics and Electronics, 11000 Belgrade, Serbia; avladimir@ptt.rs (V.A.);
danijelaprotic318@gmail.com (D.P.)

Faculty of Mechanical Engineering, University of Nis, 18000 Nis, Serbia;
miodrag.manic@masfak.ni.ac.rs (M.M.); korunovic.nikola@gmail.com (N.K.)

Medical Faculty, University of Nis, 18000 Nis, Serbia; milanmitkovic@hotmail.com

Faculty of Agriculture, University of Novi Sad, 21000 Novi Sad, Serbia; denis.kucevic@stocarstvo.edu.rs
Center for Identification Technology, Faculty of Technical Sciences, University of Novi Sad,

21000 Novi Sad, Serbia; goca@uns.ac.rs (G.O.); stevan@uns.ac.1s (S.S.)

Correspondence: radomir.prodanovic@vs.rs

Abstract: External fixators are frequently used to treat complex fractures with multiple bone
fragments and soft tissue injuries. Inaccurate assessment of bone union and premature
removal of the fixator may necessitate revisions and prolong treatment. The decision
to remove an external fixator typically depends on an orthopedist’s experience. The
accuracy of diagnosis can be improved by using a force sensor integrated into the modified
external fixator according to Mitkovic. A sensor measuring axial compressive force is
mounted between two vertical rods. Experiments with the modified external fixator were
carried out using three different axial loads delivered by the universal electromechanical
testing machine (UETM) and a sensor that detected the corresponding axial force. Springs
with variable rigidity were used to simulate bone callus stiffness. Low rigidity springs
represented a high elasticity callus, whereas high rigidity springs represented a callus with
lower elasticity. The results show that the force detected by the sensor was nearly identical
to the force delivered by the UETM while the callus did not form, decreased as spring
rigidity increased, and eventually zeroed out as the leg healed. The findings indicated that
using modified external fixator according to Mitkovic can help orthopedists assess bone
healing more accurately.

Keywords: bone healing; external fixation; sensors; wireless transmission; axial load
measurement; increased precision

1. Introduction

A bone fracture can be partial or complete and is usually caused by a fall from a height,
accident, osteoporosis, and overuse [1]. In [2], the authors describe four phases of secondary
bone fracture healing: hematoma formation (1-2 weeks), granulation tissue formation
(24 weeks), bone callus formation (4-8 weeks), and bone remodeling (8-12+ weeks).
Callus is the new bone tissue formed at the fracture site. It is elastic and hardens over
time, reaching the stiffness of healthy bones by the end of healing. The callus deflection is
greatest at the beginning and the lowest at the end of healing, when it is equivalent to the
deflection of a healthy bone.

The bone healing process requires a short distance between fracture fragments with
very small freedom of movement until new bone tissue develops. Until the twentieth
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century, immobilization was the primary technique to hold bone fragments in place. Bone
fixation implants emerged with the development of medicine. There are two types of
severe bone fracture fixation. Internal fixation involves inserting the entire fixation implant
under the skin, while external fixation uses pins inserted into the bone, passed through
the soft tissues and skin, and attached to a frame outside the body [3]. Discomfort and
possible pin tract infection are considered disadvantages of external fixation [4]. An external
fixator, according to Mitkovic, is a minimally invasive 3D fixation system typically used
to treat open fractures with a higher risk of infection, complex fractures, and fractures
with severe trauma of the surrounding nerves and blood vessels [5]. It consists of bars,
adjustable clamps, and clamp-carriers designed to be highly adaptable to different fracture
fragments position.

Long bones fractures (femur, tibia, etc.) are the most common types of injuries that,
in addition to expected discomfort, can lead to reduced or lost limb function [6-8] and,
also, to complications such as deep infection, vascular or nerve damage [9], delayed union,
malunion, and nonunion [10-13]. Delayed union occurs when bone does not heal at the
expected rate, malunion is followed by bone healing but not in the proper position, whereas
nonunion occurs when broken fragments fail to be connected by the new bone [10]. The
authors of [11] conducted a study on the rate and predictions of patient readmission for
surgical treatment due to bone healing complications (8% of patients were readmitted to the
hospital). In [12], the authors found that vulnerability of the soft tissues surrounding the
fracture increases the susceptibility to non-union and infection. The authors of [13] discuss
a morbidity associated with a long bone nonunion. In addition, several studies [14-17]
discuss emergency fracture care in cattle orthopedics. The authors of [14,15,17] discuss
external skeletal fixation (ESF) as a rigid immobilization, while the author of [16] discusses
long bone fractures complications. However, the external fixation on the cattle is outside of
the scope of this study.

Integration of a sensor technology into the external fixator is a strategy that provides a
more accurate decision on bone healing. A modified external fixator according to Mitkovic
is an electrically active system in which force is detected by a sensor integrated into the
existing structure [18]. At the beginning of the treatment, the sensor readings correspond
to half of the patient’s weight, implying that the broken leg was not loaded. When the
callus hardens, the sensor deflection changes due to the axial load. As the force in the leg
increases the force detected by the sensor drops to near-zero levels.

In the experiments, three different axial loads delivered by the Shimadzu universal
electromechanical testing machine (UETM) (50 N, 250 N, and 500 N) are compared with
axial forces detected by the sensor, with three springs of different rigidity (k = 1.5 N/mm,
k =3.8 N/mm, and k = 7.5 N/mm) used to simulate different stages of callus hardening [2].
The results show that the force detected by the sensor was almost identical to the force
delivered by the UETM (k = 0 N/mm) and decreased as the spring rigidity increased.
When the patient fully recovers, the sensor detects only minor elastic deformation caused
by deflection of the bone and weight of fixator parts located above the sensor.

From a technical perspective, the fixator may be removed when sensor reading ap-
proaches zero. However, from a medical perspective, the choice to remove the fixator is
influenced by the orthopedist’s subjective assessment. The results of this research indicate
that the functional upgrades to the external fixator according to Mitkovic corroborate the
evaluations made by orthopedists. An objective approach to using data from the sensor can
facilitate clinical decision-making. It is important to highlight that the findings discussed
in this article are based on mechanical tests, with plans for clinical trials to be carried out in
the future.
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2. Related Work

External fixator systems are characterized by their simplicity and versatility of use,
ability to reduce soft-tissue damage, stability at the bone screw interface, and rigidity [19].
The decision to remove an external fixator is typically based on the interpretation of
clinical results and the experience of an orthopedist. In [20] the authors discuss the lack
of standardized methods for assessing bone union that result in significant disagreements
among orthopedists in both clinical practice and research. Currently, X-rays and magnetic
resonance imaging are the primary but unsafe diagnostic tool used to assess the callus
formation and the mechanical stability of the bone. Other clinical evaluation parameters
assessed by the orthopedist include the pain, soft tissue healing, (in)stability of the patient,
and weight bearing [21]. In addition, mechanical assessment tools can be used to decide
about the stiffness of the callus from the early stages of its formation until complete
union. Direct methods (i.e., assessing the fracture stiffness by measuring the deflection at
the fracture site) have the major disadvantage of removing the external fixator for each
measurement. Indirect approaches (i.e., measuring strain via external fixation) have been
more extensively applied. However, only a few studies have examined the displacement of
external fixator components as a mean of monitoring the fracture healing.

In [22] the authors present design of a dynamic external fixator system used to treat
open tibial fractures. It consists of an inner rod with axial motion in the outer tube for
dynamization to improve bone healing. Clamps for rods and tube provide six degrees of
freedom. An open clamp is designed to limit tube movement. Distal nuts are used for bone
gap closure function. This design is developed based on the benefits of dynamization (a
gradually decreasing construct-stability of a fixator as a therapy used for the final phase of
fracture healing), increased union rate and the simplicity of mono-lateral frame. It is simple
to use, safe, and provide a stable structure in which rigidity and alignment can be adjusted
as needed during the treatment. In [23], the authors describe three-step dynamization
of the hexapod circular external fixator that is primary based on the experience of an
orthopedist, with no set criteria. The first step is to loosen two struts arbitrarily, then
remove the loosened struts, and finally remove the remaining struts one at a time. The
authors of [24] propose a non-invasive method based on changes in stress transmission,
the location of stress-sensitive points, and the displacement in an external fixator system
during healing process of tibial fractures. Their research focuses on developing finite
element models for fractures treated with unilateral external fixation. The intersections
of the lowest screw and the bone cortex, as well as the second screw and the connecting
rod, can be used as sensitive points for monitoring the healing. As a next research step, the
authors propose investigating the feasibility of placing non-invasive, compact sensors on
external fixators. This can assist orthopedists to accurately assess fracture healing, allowing
for more informed treatment decisions, including removal of the external fixator.

The orthopedist can remove the vertical rod of the fixator to check the bone healing
process. If the pain persists during the orthopedist’s manual pressure at both sides of
the fixator, the vertical rod should be reinserted into the device and treatment should be
continued. To facilitate the assessment of the callus hardening without requiring numerous
X-ray images, we have modified an external fixator according to Mitkovic [25] that detects
micromovements between bone fragments and have provided data on callus elasticity
based on sensor readings.

3. Modified External Fixator According to Mitkovic

In [25], the authors describe an external fixator according to Mitkovic as an external
fixator that allows for gradual reduction in fixation stiffness and leads to a high rate of
successful healing. The fracture fixation device facilitates the achievements of a balanced
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3D wedge configuration at an angle of 90°, as well as at any other desired angle [26]. This
design represents the simplest concept of external fixation, consisting of a road, clamp
carriers, clamps, and pins, which can be interconnected in various configurations to form
frames suitable for all trauma care requirements, primarily those that are complex and
have associated soft tissue damage [27,28]. An external fixator according to Mitkovic is
shown in Figure 1a. However, despite the fact that this fixator has a number of benefits,
precise indicators for its removal have yet to be properly established [18]. The modified
external fixator according to Mitkovic is shown in Figure 1b.

(a) (b)

Figure 1. External fixators: (a) external fixator according to Mitkovic; (b) modified external fixator
according to Mitkovic.

The sensor is a cylinder with threaded holes on both its upper and lower surfaces,
built-in between two vertical rods connecting the upper and lower parts of the supporting
structure. The measuring unit is a steel loaded element with mounted strain gages. Flanges
are attached to the ends of the rods and are connected to the upper and lower sides of the
sensor. With this design, there is no need to loosen the screws in the clamps fixing the
parts of the vertical rod during the recovery period. The disadvantage of the design is that
it does not prevent the sensor from being loaded by a bending moment resulting from
eccentric action of axial comprehensive force. The alternative that best fits the experimental
settings is the bending moment determined by the patient’s weight. A sensor capable of
measuring forces up to 10 kN (~1000 kg weight) can withstand a bending moment of 120
Nm. The compressive axial loads are related to the distances between two parts of the
fractured bone. The sensor unit can be easily integrated with the external fixator and used
to distinguish the external wedges relative displacements to provide information on the
callus stiffness, determined as follows:

F
stiffness = K D)

where d represents the displacement and F represents the force exerted through the leg.

For the purpose of this research, the U93A force sensor is used to detect small changes
in force and to convert mechanical stimuli into an electrical signal, in response to the
force exerted trough the leg [18]. The sensor dimensions are ®35 x 30. It has four M5
threaded holes on the upper and lower surfaces. The U93A models with 0-10 V or 4-20 mA
configurations are available, as well as a digital module featuring an I/O-link interface. A
significant feature of this sensor is the 0.05 mm deflection at the full load.
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Since the sensor does not measure force directly but detects it through deflection,
calibration is performed before use, through the manufacturer’s application. When an
axial load is applied, the measurement body deforms, which leads to strain near the strain
gages. These gages are configured to create a Wheatstone bridge circuit, generating an
output signal proportional to the variation in resistance and, consequently, the magnitude
of the force, when it is under voltage. The relationship between the force F [N] and the
sensor sensitivity S [mV/V]is linear (F = k - S). The calibration factor k is determined by
manufacturer based on two reference points: the origin and the maximum nominal load of
10 kN, which corresponds to a generated electrical signal of 1.2144 mV/V (Figure 2).
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Figure 2. Relation between axial force and sensor sensitivity.

The sensor is connected to a smartphone or tablet via Bluetooth and a free app,
allowing measurement results to be displayed and recorded for future data analysis. The
communication module is connected to the sensor via cable and has its own power supply
(it is also power supply for the sensor).

A Mantracourt B24-SSBC-A (B24) is used for wireless transmission between the sensor
and a mobile device. The B24 telemetry strain bridge sensor transmitter is designed to
provide measurement systems with user-friendly access (C style enclosure with integrated
battery). It enables strain measurements at close range allowing immediate engagement
with data and projects. Effective power electronic provides high input sensitivity of
+6mV/V, £12mV/V, £24 mV/V, and £48 mV/V. It aims to work for up to 3 months of
continuous use of three samples per second for a close range up to 90 m, and ideally up to
12 transmitters by a single device. The transmission rate is adjustable from 10 times/second
to once per 10 s. The B24 can be calibrated in kilograms and other weight units such as
tons or pounds. The B24 iOS and Android App for B24 Bluetooth Transmitter interface
(B24 App) generate dashboards for hands-on measurements, and display data from the
strain bridge module directly on Android or iOS. In addition, the B24 App creates real-time
measuring projects and can select 5 different tiles to customize dashboard. Data can be
expressed as mathematical equations to describe exactly what is displayed. The B24.NET
Driver Pack contains. NET drivers for configuring and calibrating B24 modules from a PC.

4. Experimental Results

The experiments were carried out in March and April 2025, at the Faculty of Mechan-
ical Engineering, University of Nis. The objective of the experiments was to analyze the
design and operational aspects of the modified fixator as a means for qualitatively assessing
the healing of fractured bones.
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4.1. Experiment Setup

The experiments are conducted on a fixator equipped with a U93A sensor. A sensor
design sensor includes flanges that precisely match the sensor’s upper and lower surfaces.
The connection is secured with four M5 screws to replicate real-world conditions; the rod
and sensor are fixed until the end of the treatment.

The Shimadzu computer-controlled UETM is used to measure the compressive axial
load. The UETM with the sensor inserted between joints for compression tests is shown in
Figure 3a. Sensor inserted in the middle of the vertical rod is shown in Figure 3b.

Figure 3. Experimental setup for testing the modified external fixator according to Mitkovic. (a) The
sensor is inserted between the joints of UETM. (b) The sensor is integrated in the middle of the
vertical rod.

UETM is suitable for extensive testing of metallic and non-metallic materials in tension,
compression, bending, torsion, friction, peel, adhesion, and penetration. The stress and
strain are easily controllable with a Jog controller that allows hand-held control of the
crosshead position. The Jog dial makes fine positioning easy. A built-in main operational
panel enables the development and storing of test conditions, allowing testing without
having to connect to the PC. The UETM comes with the industry-leading TRAPEZIUM
X data processing software, which offers an unrivaled level of performance and provides
improved productivity and efficiency for quality control operations. Since TRAPEZIUM
X and the B24 App enable data recording and processing, it is possible to confirm that
modified external fixator according to Mitkovic provides better monitoring of bone recovery
processes. In qualitatively superior level, the bone union process is monitored and the
moment when the use of the fixator is unnecessary is determined (i.e., fixator removing).

4.2. Measurements of Axial Loads

When a bone breaks, the body begins to form an elastic callus to heal the fracture. The
callus hardens over time, reaching the stiffness of healthy bone by the end of recovery. The
bone callus stiffness is simulated by springs of various rigidity: k = 0N/mm, k = 1.5 N/mm,
k =3.8 N/mm, and k = 7.5 N/mm, which correspond to the four phases of secondary
healing [2]. More detailed explanations can be found in [29-32]. To limit variability in
geometry and mechanical properties, two 25 mm diameter aluminum rods are used to

136



Appl. Sci. 2025, 15, 5967

simulate a broken bone and injured tissues. Because stiffness and elasticity are inversely
proportional, a low rigidity spring simulates a high elasticity callus during the early
stages of bone union. A high rigidity spring simulates the callus with reduced elasticity
and increased stiffness. Bonded connections are used to simulate the joints between the
elements of the fixator.

Since no medical data on the load level applied to the external fixator according to
Mitkovic was available, the UETM was used to deliver loads by increasing compressive
axial force from 0 to 300 N and then decreasing it back to 0 N every 0.5 s. Small variations
in forces delivered by UETM and measured by the sensor were detected (See Figure 4).
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Figure 4. Correction of force generated by UETM.

The accuracy of the UETM control software was verified at the very beginning to
minimize measurement errors when comparing the force exerted by the UETM with the
force detected by the sensor placed between its joints (Figure 3a). The sensor reading served
as a reference point. The result indicated that the force delivered by the UETM was slightly
higher than the reference value. A correction factor of 1.0164 was determined by comparing
these values. Therefore, the force values delivered by the UETM were adjusted by dividing
them by this correction factor during experiments.

4.3. Experiments on Modified External Fixator According to Mitkovic

Experiments with the modified external fixator are conducted using three different
axial loads delivered by the UETM (50 N, 250 N, and 500 N), which corresponds to the
patient’s ability to tolerate pressure in the injured leg until the onset of pain. When leaning
feet, the patient slowly alternates between loading the bones of healthy and injured leg.
The value of this load ranges from zero, when the foot has no contact with the ground, up
to its maximum when foot bears the entire weight of the body.

The simulation of slow leaning towards the feet is performed by gradually applying
three forces delivered by the UETM at 0.5 s intervals, ranging from 0 to 50 N, 250 N, or
500 N, and then returning to zero. Different callus stiffnesses are estimated by measuring
for each spring, including one without a spring. Each measurement is conducted twice,
resulting in a total of 24 experiments.

Figures 5-7 show a comparative view of forces that load the fixator, which are deliv-
ered by the UETM and represent the weight of the patient, as well as values of the forces
measured by the sensor at different loads and different rigidity of the springs (12 measure-
ments in total).
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Figure 5. Sensor measurements. UETM load: 50N.
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Figure 7. Sensor measurements. UETM load: 500N.
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The diagrams given in the figures have the same shapes and imply that force measured
by the sensor is almost identical to the force delivered by the UETM when k = 0 N/mm.
The diagrams change due to the different load values delivered by the UETM, the different
time periods required to increase and decrease the force from zero to its maximum value,
and rigidity of springs. It should be noted that, when the springs are positioned between
the aluminum rods, they are under strain, and forces measured by the sensor deviate from
the forces delivered by the UETM, which rise with spring rigidity. As the spring returns
to its neutral position, it pulls the rods aside, delivering load transfers to the sensor and
resulting in tensile stress. Because the sensor tends to elongate, the force values represented
in the diagrams tend to show negative values.

Figure 8 shows the measurement in real situations. The results depict a patient’s
gradual leaning on the injured leg until the leg bears half a weight (the patient’s weight is
evenly distributed on both legs). As load-bearing capacity improves, the force measured
by the sensor decreases. A horizontal line represents half of the patient’s weight.
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Figure 8. Axial load: 500N. The green line represents the maximum weight of one leg.

Figure 8 also depicts recovery with the curvilinear lines, representing the force detected
by the sensor. The curves are distinct from the horizontal line and approach the x-axis
(y = 0). When the patient fully recovers, the sensor recording will not be zero because the
bone will always have minor elastic deformation, there are axial deflection of the bone, and
there will be an influence from the weight of fixator parts located above the sensor.

4.4. Discussion

The diagrams displaying the results of force measurement without springs show that
the force values delivered by the UETM and measured by the sensor are nearly identical.
Certain variations are caused by elastic deformations of the fixator parts connecting to the
aluminum rods and the sensor itself, as well as the pins, clamps, and the upper and lower
vertical rods. Moreover, the rods and the sensor are subjected to complex stresses that
include both axial pressure and bending.

Force measurements with springs are more realistic, since they take into account callus
hardening through the recovery period. The diagrams illustrate that the values of the forces
measured by the sensor are smaller than the values of the forces delivered by the UETM,
with the difference increasing as spring rigidities increase. These deviations are expected
and desirable since, from a medical standpoint, they indicate callus hardening.
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There are no established diagnostic criteria at this point of the research to evaluate
sensor data concerning a clinical threshold that would convert sensor data into practical
decisions and provide objective measurements. The interpretation of these data still
depends on the orthopedist’s experience. Further evaluation of sensor-based external
fixation is necessary before it can be widely used in clinical practice.

5. Conclusions and Further Work

Classical diagnostic approaches for determining full recovery after a long bone fracture
do not provide precise information about whether the bone has healed completely. The
assessment on fixator removal is mostly based on orthopedist’s experience and X-ray
images. Occasionally, after diagnostic tests indicated the healing process was supposed
to be completed and the fixator should be removed, patients return to hospital because
of discomfort, pain, and/or infection. A modified external fixator, according to Mitkovic,
provides the orthopedist with accurate data based on sensor measurements of change in
the compressive force.

Experiments with the modified external fixator were carried out using three distinct
axial loads delivered by the UETM, which simulated patient’s ability to lean to the leg
until pain occurred, and a sensor that measured the resulting force. Springs of varying
rigidity were used to imitate bone callus stiffness. Low rigidity springs depicted a high
elasticity callus, whereas high rigidity springs replicated a callus with reduced elasticity
and increased stiffness. The results showed that the force detected by the sensor was nearly
identical to the force delivered by the UETM for k = 0 N/mm and decreased as spring
rigidity increased.

As the next research step, the modified external fixator according to Mitkovic is
planned to be used in the clinical practice of medical co-authors in real-world situations.

Furthermore, the modified external fixator is planned to be upgraded with commu-
nication equipment for remote data transmission of axial load measurements. Remote
transmission eliminates the need for the orthopedist and the patient to be present at the
same place during periodic check-ups. The benefits to the patient include enhanced com-
fort, reduced stress and a variety of others. The results on bending and axial compressive
force over time provide information on the dynamics of callus hardening. These data can
be used to build machine learning models, which could predict the patient’s recovery time.
In this way, it would be possible, for example, to estimate the costs of treatment, absen-
teeism from the workplace due to injury, and so forth. Artificial intelligence algorithms can
also be used for data processing and decision-making. Given data can be integrated with
digital health platforms to facilitate remote monitoring and data sharing. Data analysis
could be later used for different medical applications. It is important to note that process-
ing and transmitting personal data necessitate data protection, which implies the use of
cryptographic algorithms.

In some severe cases, where the bone must be stretched, a relative gradual axial
separation of bone parts over time intervals with a distance proportional to the bone union
may be performed. This can be accomplished by using screws built into the modified
fixator to transform rotational movement into a rectilinear one. The screw can be tuned
by orthopedist or automatically using a small, sensitive stepper motor actuator (SMA)
at a specified angle to separate bone parts dependent on the angle of rotation and the
step of the coil. SMA consists of a synchronous stepper motor that moves in discrete
steps, a mechanical transmission mechanism that converts the motor’s rotary motion into
the linear motion, and a control system that manages the stepper motor operations. The
communications protocols used to control stepper motors are IEEE 802.x, TCP/IP, and
UDP. SMA control can be implemented using a variety of microcontroller chips with Wi-Fi
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interfaces, such as Microchip PIC16F (Microchip Technology, Chandler, Arizona, USA) and
Espressif System ESP 8266 (Espressif Systems, Shanghai, China).

Last but not least, there is some possibility for using the modified external fixator
on cattle’s long bones to improve clinical management of selected fractures. However,
it should be kept in mind that this structure should be customized to the specific use
on livestock.
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