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Preface

A Special Issue of the journal Algorithms called ”Bio-Inspired Algorithms” was open for scientific

papers related to its topic in 2024. A large number of manuscripts were submitted, 13 of which were

suitable for the focus of the Special Issue and passed the rigorous and exhaustive review process. This

reprint contains these excellent articles, which will hopefully reach an even wider audience.

The goal for this Special Issue was to seek original research papers about novel bio-inspired

methods, analysis of already-existing techniques, or high-level practical applications from the field of

computer science or any interdisciplinary field.

The accepted manuscripts discuss evolutional (Genetic Algorithms), swarm-intelligence-based

(Ant Colony Optimization, Ant-Lion Optimizer, Grey Wolf Optimizer, Bat Algorithm, Moth Flame

Optimization, etc.), or brain-inspired computing (Neural Networks, Deep Learning) methods.

These were applied in several real-world research projects, including inverse kinematics of robot

manipulations, optimization of biodiesel mixtures, and speech emotion recognition, as well as in

purely theoretical contributions.

Sándor Szénási and Gábor Kertész

Guest Editors
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Inverse Kinematics of Robotic Manipulators Based on Hybrid
Differential Evolution and Jacobian Pseudoinverse Approach
Jesus Hernandez-Barragan, Josue Plascencia-Lopez, Michel Lopez-Franco, Nancy Arana-Daniel
and Carlos Lopez-Franco *

Computer Science Department, University of Guadalajara, 1421 Marcelino Garcia Barragan,
Guadalajara 44430, Jalisco, Mexico; josed.hernandezb@academicos.udg.mx (J.H.-B.);
josue.plascencia0154@alumnos.udg.mx (J.P.-L.); michel.lopez@academicos.udg.mx (M.L.-F.);
nancy.arana@academicos.udg.mx (N.A.-D.)
* Correspondence: carlos.lfranco@academicos.udg.mx

Abstract: Robot manipulators play a critical role in several industrial applications by providing high
precision and accuracy. To perform these tasks, manipulator robots require the effective computation
of inverse kinematics. Conventional methods to solve IK often encounter significant challenges, such
as singularities, non-linear equations, and poor generalization across different robotic configurations.
In this work, we propose a novel approach to solve the inverse kinematics (IK) problem in robotic
manipulators using a metaheuristic algorithm enhanced with a Jacobian step. Our method overcomes
those limitations by selectively applying the Jacobian step to the differential evolution (DE) algorithm.
The effectiveness and versatility of the proposed approach are demonstrated through simulations
and real-world experimentation on a 5 DOF KUKA robotic arm.

Keywords: metaheuristic algorithms; manipulator robots; inverse kinematics (IK); differential evolution
(DE); Jacobian matrix

1. Introduction

Manipulator robots, known for their unparalleled precision, efficiency, and safety,
are revolutionizing industries across the globe. These versatile machines are pivotal in
space applications, where they service satellites, remove orbital debris, and construct and
maintain orbital assets, ensuring the sustainability of our extraterrestrial endeavors [1]. In
the automotive industry, robotic manipulators excel in welding tasks, utilizing an electric
arc and shielding gas to enhance manufacturing processes [2]. The healthcare sector has
also benefited immensely, with robotic arms enabling minimally invasive surgeries that
surpass traditional open surgery methods in terms of precision and recovery time [3]. By
performing repetitive and hazardous tasks with consistent accuracy, these robotic systems
not only improve operational efficiency but also ensure worker safety. Central to their
functionality is the complex challenge of solving the inverse kinematics (IK) of the robotic
manipulator, a crucial aspect that underpins their application in these diverse fields.

The inverse kinematics problem entails determining the joint variable configuration
that corresponds to a specific position and orientation of the end-effector. This task is gen-
erally more complex than solving the forward kinematics problem for several reasons [4]:

• Equations to solve are generally non-linear, making it not always possible to find a
closed-form solution.

• Multiple solutions may exist.
• Infinite solutions may exist.
• There might be no admissible solutions.

Conventional numerical methods based on differential kinematics rely on the Jacobian
matrix to determine the relationship between joint variables and end-effector positions [5].

Algorithms 2024, 17, 454. https://doi.org/10.3390/a17100454 https://www.mdpi.com/journal/algorithms1
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However, these methods encounter significant problems due to singularities in the Jacobian
matrix, which can lead to undefined or infinite solutions [4,6]. Closed-form methods such as
algebraic or geometric methods are commonly used for manipulators with simple geometric
structures [7]. Due to these drawbacks, artificial intelligence methods are increasingly
utilized to solve the inverse kinematics problem.

In recent years, although to a limited extent, the solution of inverse kinematics has
been explored using Artificial Neural Networks (ANNs). Typically, the input to the net-
work is the desired position and orientation of the end-effector and the output is the vector
of generalized coordinates, representing the robot’s joint configurations. However, this
method faces challenges in generalizing across different kinematic structures or manipula-
tors, as it requires a unique dataset for each specific manipulator. Due to the complexity of
the problem, research has been limited to solving it within the three-dimensional Cartesian
plane, with the additional necessity of identifying singularity zones [8,9]. Additionally,
approaches that account for both position and rotation demand very large datasets and an
optimization process for the candidate solution, often utilizing numerical methods such as
the Newton–Raphson method [10].

For these reasons, this paper proposes solving the inverse kinematics problem using
metaheuristic algorithms. In the past decade, metaheuristic algorithms have emerged as a
viable alternative for addressing various challenges in robotics. These algorithms are par-
ticularly useful for solving problems that are difficult to tackle with conventional methods
or for which no exact solution method exists [11]. In the literature we can find examples of
the application of metaheuristic algorithms, such as their use for hyperparameter tuning in
both machine learning algorithms and deep neural networks [12], and trajectory tracking
optimization [13], as well as in robotic navigation [14].

A review of the state of the art in robotic applications, particularly addressing the
inverse kinematics of manipulator robots, is presented in Table 1. This review highlights
that differential evolution (DE) and particle swarm optimization (PSO) are the most com-
monly used metaheuristic algorithms for solving the inverse kinematics problem. Other
algorithms, such as Artificial Bee Colony (ABC), bees algorithm (BA), Beta Salp Swarm
Algorithm (β-SSA), Wild Geese Migration Optimization (GMO), Gray Wolf Optimization
(GWO), and Firefly Algorithm (FA), have also been implemented. Most studies focus on
a single manipulator, with only two cases [15,16] proposing more generalized methods.
Typically, these studies address only the position problem, as incorporating orientation
significantly increases the complexity of solving the inverse kinematics. Although joint
limits are considered in all optimization processes, hard bounding is commonly applied to
manage constraints, or candidate solutions are recalculated when they exceed the search
space. This approach is necessary because metaheuristic algorithms are not inherently
designed to handle constrained problems.

In this paper, we propose a novel method to solve inverse kinematics using a meta-
heuristic algorithm combined with a Jacobian step. Unlike traditional approaches, the
Jacobian step is applied neither in each iteration nor to a subpopulation; it is used selectively
when a deadlock is detected, and only to the global best solution. This strategy reduces
the implementation complexity of the algorithm. Our method effectively addresses both
position and orientation in inverse kinematics, formulating the problem as a constrained
optimization task where joint limits are represented as constraints. Since metaheuristic
algorithms are not inherently designed for constrained problems, we employ penalty func-
tions to manage these constraints. Our approach is generalizable to redundant robots with
n degrees of freedom. The applicability of the algorithm is demonstrated using a 5 DOF
KUKA robotic arm, showcasing its effectiveness and versatility.
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Table 1. State of the art related work.

Reference Algorithm DOFs Orientation Boundaries Robot
Application

[15] PSO 5,6-DOF 3 3 7

[16] DE 6,7,8,9-DOF 3 3 3

[17] PSO, multi-PSP, imp PSO 6-DOF 3 3 7

[18] DE 5-DOF 7 3 7

[19] DE 6-DOF 3 3 7

[20] PSO 6-DOF 3 3 7

[21] ABC 6-DOF 7 3 7

[22] BA 6-DOF 7 3 7

[23] PSO 7-DOF 7 3 7

[24] FA 5-DOF 7 3 7

[25] β-SSA 6,8-DOF 7 3 7

[26] Modified DE 10-DOF 7 7 7

[27] GWO 6-DOF 7 3 7

[28] GMO 6-DOF 3 7 7

Proposed Method DE-H 5,6,7-DOF 3 3 3

A comparative study is conducted using the following metaheuristic algorithms: the
differential evolution algorithm “DE” proposed by storn et al. in 1997 [29], the particle
swarm optimization algorithm “PSO” proposed by Kennedy and Heberhart in 1995 [30], the
bees algorithm “BA” proposed by Pham et al. in 2006 [31], the invasive weed optimization
algorithm “IWO” proposed by Mehrabian and Lucas in 2006 [32] and the imperialist
competitive algorithm “ICA” proposed by Atashpaz-Gargari and Lucas in 2007 [33].

2. Robot Manipulator Kinematics

A robot manipulator consist of a series of links interconnected by joints, forming a
kinematic chain. The beginning of the chain is fixed to a base and an end-effector tool is
connected to the end of the chain. A joint variable q is defined as q =

[
q1 q2 · · · qn

]T

where each joint qj with j = 1, 2, · · · , n, where n represents the total DOFs of the manipula-
tor robot [4,34].

A manipulator kinematics model can be described based on the Denavit–Hartenberg
convention (DH). Since each joint connects two links, a robot manipulator with n joints will
have n + 1 links. In the DH convention, joint i connects link i− 1 to link i. Each link i is
represented by a homogenous matrix i−1Ti that transforms the frame attached to the link
i− 1 into the joint link i. The homogeneous matrix i−1Ti is defined as

i−1Ti =




cos θi − sin θi cos αi sin θi sin αi ai cos θi
sin θi cos θi cos αi − cos θi sin αi ai sin θi

0 sin αi cos αi di
0 0 0 1


, (1)

where the parameters θi, ai, di, and αi represent the joint angle, link length, link offset, and
link twist, respectively. The parameter θi = qi becomes the joint variable for revolute joints.
In contrast, the parameter di = qi becomes the joint variable for prismatic joints. In both
cases, the rest of the parameters remain constant.

The forward kinematics computes the end-effector pose 0Tn given the joint variable q
which is

0Tn(q) =
n

∏
i=1

i−1Ti(qi). (2)

3
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The end-effector pose 0Tn contains the position t and orientation R of the tool in the
following form:

0Tn(q) =
[

R(q) t(q)
0 1

]
=




r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1


. (3)

The inverse kinematics computes the joint variable q given the end-effector pose 0Tn.
The iterative Jacobian pseudoinverse algorithm can solve the inverse kinematics as follows:

qk+1 = qk + λJ†(qk)e(qk), (4)

where k represents the current iteration, λ is a positive scalar factor with λ > 0, J ∈ R6×n is
a Jacobian matrix, and e(qk) is an error between a desired and current end-effector pose.
Moreover, the operation J† is the pseudoinverse of J also called the Moore–Penrose inverse.
For manipulators of 6 DOF (n = 6), J−1 is rather used. The error e(qk) is defined as

e(qk) =
[
ev(qk) eω(qk)

]T , (5)

where ev(qk) is the translation error between the desired td and current t(qk) end-effector
position. This error is defined as

ev(qk) = td − t(qk). (6)

Moreover, eω(qk) is the orientation error between the desired Rd and current R(qk)
orientation, that is,

eω(qk) =
1
2




R(qk)




1
0
0


×Rd




1
0
0




+


R(qk)




0
1
0


×Rd




0
1
0




+


R(qk)




0
0
1


×Rd




0
0
1






. (7)

The forward kinematics always provide a solution for any joint variable q. However,
inverse kinematics may yield multiple solutions for the same end-effector pose 0Tn. Addi-
tionally, the equations involved to solve the inverse kinematics are non-linear, and for that
reason it is not always possible to find a closed-form solution. The iterative Jacobian pseu-
doinverse method is a commonly used approach for solving inverse kinematics. However,
this method is prone to singularities, as it necessitates the inversion of a Jacobian matrix
that can become rank deficient. To address these limitations, this work proposes solving
the inverse kinematics problem using metaheuristic algorithms.

3. Differential Evolution

Differential evolution (DE) is a population-based algorithm employed for global
optimization. In this algorithm, population members are called individuals and they
represent potential solutions. These individuals are adjusted during an iterative process
(generations) by performing three principal operations: mutation, crossover, and selection.

Initially, each individual xG
i =

[
xG

i,1 xG
i,2 · · · xG

i,D

]T
is randomly generated, where

i = 1, 2, 3, · · · , N with N representing the total number of population members, D denoting
the dimension of the problem, and G indicating the current generation.

The mutation operation generates a mutant vector vG
i =

[
vG

i,1 vG
i,2 · · · vG

i,D

]T

as follows:

vG
i = xG

r1
+ F

(
xG

r2
− xG

r3

)
, (8)

where xG
r1

, xG
r2

, and xG
r3

are individuals chosen randomly such that r1, r2, r3 ∈ {1, N} and
i 6= r1 6= r2 6= r3. Moreover, F ∈ [0, 2] is called the amplification factor.

4
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A trial vector uG
i =

[
uG

i,1 uG
i,2 · · · uG

i,D

]T
is created by the following crossover

operation:

uG
i,j =

{
vG

i,j if r ≤ CR or j = rj

xG
i,j if r > CR and j 6= rj,

(9)

where CR ∈ [0, 1] is the crossover constant, and r ∈ [0, 1] and rj ∈ {1, D} are random num-
bers.

In the selection operation, the trial vector uG
i is compared to the current vector xG

i
according to the following scheme:

xG+1
i =

{
uG

i if f
(
uG

i
)
< f

(
xG

i
)

xG
i otherwise,

(10)

where f is an objective function. Trial vector uG
i replaces xG+1

i if uG
i yields a better solution;

otherwise, xG
i is retained in the next iteration. A detailed description of DE can be found

in [29].

4. Approach Description

This section presents a comprehensive description of the objective function formula-
tion and introduces the algorithm for solving inverse kinematics using a hybrid differential
evolution approach.

4.1. Objective Function Formulation

This work proposes solving the inverse kinematics (IK) problem as a global constrained
optimization task. The objective function is formulated to minimize the error between the
desired end-effector pose (Rd, td) and the current end-effector pose (R(q), t(q)), which can
be computed using Equations (2) and (3).

The objective function f is defined as

f (q) = kt‖td − t(q)‖+ kR‖Rd −R(q)‖, (11)

where ‖td − t(q)‖ represents a Euclidean norm error between the desired and the current
position, and ‖Rd −R(q)‖ represents the Frobenius norm error between the desired and
the current orientation. Additionally, kt and kR are positive weight factors.

The optimization problem is then defined as follows:

arg min
q

f (q), subject to ql < q < qu, (12)

where ql and qu are the lower and upper joint boundary, respectively. The joint boundary
represents the joint limits. They are defined as

ql =
[
ql,1 ql,2 · · · ql,n

]T ,

qu =
[
qu,1 qu,2 · · · qu,n

]T .

The constrained optimization in (12) is reformulated as an unconstrained optimization
problem using quadratic penalty functions. The proposed objective function f ′(q) is then
defined as follows:

f ′(q) = f (q) + γ

[
n

∑
j=1

max
(

0, ql,j − qj

)2
+

n

∑
j=1

max
(
0, qj − qu,j

)2
]

, (13)

5
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where γ > 0 is a coefficient that scales the contribution of the penalty functions. By
setting γ larger, constraints are penalized more severely. Moreover, when ql,j − qj ≤ 0 and
qj − qu,j ≤ 0, the constraint in dimension j is satisfied.

Finally, the proposed optimization problem is given as

arg min
q

f ′(q). (14)

Notice that the proposed objective function (13) incorporates the weighted error in
both position and orientation, along with a penalty scheme. By minimizing the objective
function, the joint configurations result in lower position and orientation errors while
ensuring feasible joint solutions.

4.2. Inverse Kinematics Using Hybrid Differential Evolution

We propose enhancing the exploitation of differential evolution (DE) with Jacobian-
based refinements, tracking the improvements of the best individuals over generations. If
the position of the best individual stagnates, a Jacobian pseudoinverse step is performed to
generate a candidate solution. This candidate solution replaces the current best individual
if it provides a better solution. This operation enhances the local exploitation capabilities of
DE with Jacobian-based refinements while preserving the exploration capabilities of DE.

The best individual is considered to be stagnating when there is not improvement
after several generations. An lG counter tracks the number of consecutive unsuccessful
modifications at generation G. If lG reaches a predefined stagnation limit L, a Jacobian-
based refinement is performed. This process is called the Jacobian pseudoinverse step.

The Jacobian pseudoinverse step produces a candidate solution based on the conven-
tional numerical method (4). The candidate solution wG

g is generated as follows:

wG
g = xG

g + J†(xG
g )e(x

G
g ), (15)

where xG
g denotes the best individual at generation G. The candidate solution is then

compared against the current best solution according to the following scheme:

xG+1
g =

{
wG

g if f
(

wG
g

)
< f

(
xG

g

)

xG
g otherwise,

(16)

which is a selection operation. If candidate solution wG
g produces a better solution than xG

g ,
wG

g replaces the best individual for the next generation. Otherwise, xG
g is retained.

4.3. Proposed Algorithm

The proposed inverse kinematics algorithm, based on hybrid differential evolution,
is outlined in Algorithm 1. Initially, individuals are generated randomly based on the
following operation:

xi,j = ql,j + r
(

qu,j − ql,j

)
(17)

where r ∈ [0, 1] is a random number.
The algorithm performs the mutation, recombination, and selection operation on each

individual in the population. Subsequently, the algorithm identifies the best individual
xG

g . It then checks whether the best individual has stagnated, determined by whether the
stagnation counter lG exceeds the predefined limit L (i.e., lG > L). If stagnation is detected,
the proposed Jacobian pseudoinverse operation is performed. In this scenario, a candidate
solution wG

g is computed using the Jacobian pseudoinverse step. Local refinements are
made if wG

g proves to be a better solution than xG
g . Additionally, the stagnation counter

lG > L increases when f ′
(

xG+1
g

)
< f ′

(
xG

g

)
, indicating an unsuccessful improvement. This

6
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process is repeated until the stopping criteria are met. Finally the algorithm returns the
individual with the best fitness as the solution.

Algorithm 1 Proposed inverse kinematics based on hybrid differential evolution.
1: set objective function f ′ as in (13)
2: set F ∈ [0, 2] and CR ∈ [0, 1] values
3: set joint boundary ql and qu
4: set stagnation counter l = 0 and stagnation limit L
5: for each individual i do
6: for each dimension j do
7: randomly compute r ∈ [0, 1]
8: xi,j = ql,j + r

(
qu,j − ql,j

)

9: end
10: end
11: repeat
12: // Mutation, recombination, and selection operations on population:
13: for each individual i do
14: randomly choose r1, r2, r3, such that i 6= r1 6= r2 6= r3
15: vG

i = xG
r1
+ F

(
xG

r2
− xG

r3

)

16: randomly compute rj ∈ {1, D}
17: for each dimension j do
18: randomly compute r ∈ [0, 1]
19: if r ≤ CR or j = rj then
20: uG

i,j = vG
i,j

21: otherwise
22: uG

i,j = xG
i,j

23: end
24: end
25: if f ′

(
uG

i
)
< f ′

(
xG

i
)

then
26: xG+1

i = uG
i

27: end
28: end
29: // Jacobian pseudoinverse operation:
30: find best individual g
31: if lG > L then
32: wG

g = xG
g + J†(xG

g )e(xG
g )

33: if f ′
(

wG
g

)
< f ′

(
xG

g

)

34: xG+1
g = wG

g
35: otherwise
36: xG+1

g = xG
g

37: end
38: lG = 0
39: end
40: if f ′

(
xG+1

g

)
< f ′

(
xG

g

)
then

41: lG+1 = 0
42: otherwise
43: lG+1 = lG + 1
44: end
45: until the stopping criteria are met
46: Return the individual with the best fitness as the solution
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5. Simulation and Experimental Results

Experiments aim to test the proposed inverse kinematics algorithm under different ma-
nipulator structures. Simulations perform a comparison among metaheuristic algorithms.
Moreover, real-world experiments validate the applicability of the proposal.

5.1. Simulation Experiments

The objective of these simulations is to compare the performance of various meta-
heuristic algorithms—BA (BA), differential evolution (DE), particle swarm optimization
(PSO), invasive weed optimization (IWO), and the imperialist competitive algorithm (ICA)—
in solving the inverse kinematics for both the position and orientation of the Puma 560
robot (6 DOF), Baxter robot (7 DOF), and KUKA iiwa robot (7 DOF). Moreover, simulations
are performed using Matlab R2024b.

Each simulation consists of G = 300 iterations and a population of N = 30 individuals.
The following parameters were defined: kt = 1.5, kR = 0.8, γ = 1000, CR = 0.9, and F = 0.6;
the Denavit–Hartenberg (DH) convention was used to describe the kinematic structure
of the manipulators used in the simulations. Table 2 presents the DH parameters for the
Puma-560 manipulator. Table 3 provides the DH parameters of the Baxter manipulator.
Table 4 lists the DH parameters for the KUKA iiwa manipulator. Moreover, the illustrations
in Figures 1–3 show the coordinate frames’ assignment for the considered manipulators.

Table 2. Puma-560 manipulator DH parameters.

Joint a [m] α [rad] d [m] Θ [rad]

1 0 π/2 0 q1
2 0.4318 0 0 q2
3 0.0203 −π/2 0.15 q3
4 0 π/2 0.4318 q4
5 0 −π/2 0 q5
6 0 0 0 q6

Table 3. Baxter manipulator DH parameters.

Joint a [m] α [rad] d [m] Θ [rad]

1 0.069 −π/2 0.270 q1
2 0 π/2 0 q2
3 0.069 −π/2 0.364 q3
4 0 π/2 0 q4
5 0.01 −π/2 0.374 q5
6 0 π/2 0 q6
7 0 0 0.28 q7

Table 4. KUKA iiwa manipulator DH parameters.

Joint a [m] α [rad] d [m] Θ [rad]

1 0 −π/2 0.360 q1
2 0 π/2 0 q2
3 0 π/2 0.420 q3
4 0 −π/2 0 q4
5 0 −π/2 0.400 q5
6 0 π/2 0 q6
7 0 0 0.126 q7

The joint limits for the Puma-560 robot are as follows:

ql =
[
−160 −45 −225 −110 −100 −266

]T

8
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qu =
[
160 225 45 170 100 266

]T

The joint limits for the Baxter robot are as follows:

ql =
[
−97.5 −123 −175 −3 −175 −90 −175

]T

qu =
[
97.5 60 175 150 175 120 175

]T

The joint limits for the KUKA iiwa robot are as follows:

ql =
[
−170 −120 −170 −120 −170 −120 −175

]T

qu =
[
170 120 170 120 170 120 175

]T

In all cases, the equivalent values in radians are used in the algorithms.
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Figure 1. Coordinate frames’ assignment for the Puma-560 manipulator.
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Figure 2. Coordinate frames’ assignment for the Baxter manipulator.
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𝑦1𝑧0
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𝑧2

𝑦4

𝑦3, 𝑧4

𝑧3
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0.360𝑚 0.420𝑚 0.400𝑚 0.126𝑚

𝑥7

𝑧7
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Figure 3. Coordinate frames’ assignment for the KUKA iiwa manipulator.

The desired end-effector poses are defined with a set of 100 random positions and
orientations generated in a valid workspace for the robotic manipulators, as shown in
Figure 4. All random poses are reachable. Moreover, the proposed approach runs for
every randomly desired pose independently. The best fitness value of each run is kept for
statistical analysis.

Figure 4. Randomly generated set of values.

Comparisons aim to analyze the statistical variation in the results of each algorithm.
Boxplot graphics are used as a visual aid to identify the algorithm with the lowest variability,
characterized by lower dispersion and lower fitness function values. A lower fitness value
corresponds to smaller errors in both position and orientation. Moreover, lower fitness
values indicate that joint values are feasible, as no penalties are applied. The results are
presented using statistical measures such as mean, standard deviation, and the best and
worst outcomes of each algorithm, all of which are summarized in tables.

In the following paragraphs, we consider the term ’standard algorithm’ for algorithms
that have been applied as described by their author, while the term ’hybrid algorithm’ is
used for algorithms that include the Jacobian pseudoinverse operations.

Figure 5 presents a comparison of data dispersion between standard and hybrid
(H) algorithms using a boxplot. It is evident that the standard algorithms, Figure 5a,
exhibit higher dispersion compared to the hybrid algorithms, Figure 5b. The DE and IWO
hybrid algorithms demonstrate similar performance. Table 5 provides a comparison of
the statistical measures obtained by the algorithms, showing that the DE hybrid algorithm
(DE-H) achieves the best performance in solving the inverse kinematics of the Puma-
560 robot.
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Table 5. Comparison of the statistical performance of standard and hybrid algorithms in solving the
inverse kinematics of the Puma-560 robot. Bold text indicates better fitness values.

BA BA-H DE DE-H PSO PSO-H ICA ICA-H IWO IWO-H

mean 0.05588 0.06406 0.30928 5.8349 ×10−4 0.59901 0.10483 0.21649 0.21025 0.03125 0.02216
std 0.06336 0.08227 0.23273 5.8348 ×10−3 0.13028 0.24129 0.1953 0.19845 0.06298 0.05877

best 5.55 ×10−8 4.1748 ×10−9 1.958 ×10−6 8.7469 ×10−17 0.26839 8.9099
×10−17 0.00637 0.00805 5.658 ×10−4 1.0444 ×10−16

worst 0.27954 0.3982 0.7387 0.05835 0.89976 0.90387 0.80264 0.91774 0.35721 0.39258

Figure 6 illustrates the simulation results for the 7 DOF Baxter robot. Figure 6a shows
the data dispersion of standard algorithms, while Figure 6b demonstrates that the hybrid
DE algorithm achieved the best result. Table 6 compares the statistical measures obtained
by the algorithms in solving the inverse kinematics of the Baxter robot. Similar to the
previous case, the hybrid DE algorithm (DE-H) exhibits the best performance.
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Figure 5. Comparison of standard and hybrid algorithms in solving inverse kinematics of the
Puma-560 robot. (a) Standard algorithms. (b) Hybrid algorithms.
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Figure 6. Comparison of standard and hybrid algorithms in solving inverse kinematics of the Baxter
robot. (a) Standard algorithms. (b) Hybrid algorithms.

Table 6. Comparison of the statistical performance of standard and hybrid algorithms in solving the
inverse kinematics of the Baxter robot. Bold text indicates better fitness values.

BA BA-H DE DE-H PSO PSO-H ICA ICA-H IWO IWO-H

mean 0.10814 0.08995 0.37702 2.2135 ×10−3 0.50789 0.08282 0.29066 0.28297 0.01056 0.01515
std 0.07306 0.09374 0.19066 8.3733 ×10−3 0.09158 0.16858 0.17908 0.18431 0.02845 0.04382

best 6.277 ×10−5 2.023 ×10−16 0.00146 2.0507
×10−15 0.28868 1.182 ×10−16 0.00925 0.01281 0.00052 1.034 ×10−16

worst 0.32282 0.34745 0.71676 0.05046 0.71212 0.68462 0.88735 0.7619 0.21314 0.31733
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Finally, Figure 7 presents the simulation results of KUKA iiwa robot. Figure 7a displays
a boxplot of the error obtained by the standard algorithms, while Figure 7b shows a boxplot
of the performance of the hybrid algorithms. The distribution comparison indicates that
hybrid algorithms perform better, with DE and IWO demonstrating similar performance.
Table 7 reveals that DE hybrid algorithm (DE-H) achieves the most significant improvement
for the KUKA iiwa Robot.

Table 7. Comparison of the statistical performance of standard and hybrid algorithms in solving the
inverse kinematics of the KUKA iiwa robot. Bold text indicates better fitness values.

BA BA-H DE DE-H PSO PSO-H ICA ICA-H IWO IWO-H

mean 0.070788 0.03839 0.54176 1.713 ×10−3 0.58431 0.09882 0.24972 0.21884 3.777 ×10−3 3.104 ×10−3

std 0.06056 0.05618 0.14931 9.085 ×10−3 0.10027 0.21386 0.17055 0.15758 0.01121 0.01208
best 2.514 ×10−7 2.635 ×10−16 0.00104 1.024 ×10−16 0.28584 7.124 ×10−17 0.00695 0.00343 0.00058 1.517 ×10−16

worst 0.26805 0.23892 0.81966 0.06788 0.79564 0.80686 0.69871 0.79523 0.06801 0.06838

BA DE PSO ICA IWO

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

F
it
n
e
s
s
 V

a
lu

e

KUKA - Standard Algorithms

(a)

BA-H DE-H PSO-H ICA-H IWO-H

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
F

it
n

e
s
s
 V

a
lu

e

KUKA - Hybrid Algorithms

(b)

Figure 7. Comparison of standard and hybrid algorithms in solving inverse kinematics of the KUKA
iiwa robot. (a) Standard algorithms. (b) Hybrid algorithms.

5.2. Second Simulation Experiment

In this part of the simulations, an edge-case experiment is conducted to evaluate the
proposed approach. To solve the inverse kinematics, a desired end-effector position is
proposed within the workspace to ensure it is reachable. However, some desired positions
cannot be achieved with certain orientations. Therefore, appropriate orientation selection
is crucial. This issue makes the inverse kinematics problem challenging to solve.

In these edge cases, gains kt and kR in Equation (11) can be adjusted to give priority to
minimize the error between the desired and the current end-effector position, rather than
orientation errors.

The edge-case experiments involve defining a reachable desired position with an
unreachable desired orientation for the Baxter robot. The proposed approach is run inde-
pendently 100 times for the same pose, and the best fitness value is retained for statistical
analysis to compare all considered algorithms. Additionally, position and orientation errors
between the desired and current end-effector poses are analyzed (see Equation (11)).

The experimental setup is conducted as follows: gains are set to kt = 1.5 and kR = 0.25
to give priority to minimize the position error. Moreover, G = 300, N = 30, γ = 1000,
CR = 0.9, and F = 0.6. Finally, the desired end-effector pose is defined as

Td =

[
Rd td
0 1

]
=




0 0 −1 0.5
0 −1 0 0.4
−1 0 0 0.6
0 0 0 1
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Figure 8 presents the statistical results of the best fitness value achieved by each
algorithm. As shown, DE-H outperformed the others, demonstrating a smaller data
distribution and lower fitness values. It is worth noting that the best fitness values are
around 0.15 due to the significant orientation error. Consequently, position and orientation
errors are now compared independently for statistical analysis.

Table 8 presents the position error results. The DE-H algorithm outperformed the
others, achieving the lowest mean and standard deviation (std) values. Even the worst
position error obtained by DE-H is better than the mean errors of BA-H, PSO-H, and IWO-
H. Although the best position error is achieved by ICA-H, its performance is considered an
outlier due to the larger data distribution observed in Figure 8.
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Figure 8. Comparison of hybrid algorithms for solving the inverse kinematics of the Baxter robot in
an orientation-unreachable end-effector pose.

Table 8. Statistical comparison of the performance of hybrid algorithms in solving the inverse
kinematics of the Baxter robot with an unreachable desired end-effector orientation. Bold text
indicates superior position error values.

BA-H DE-H PSO-H ICA-H IWO-H

mean 0.00125 3.848 ×10−4 0.09077 3.921 ×10−3 0.011339
std 0.00761 0.00125 0.04460 0.00144 0.00541
best 3.809 ×10−11 3.706 ×10−6 0.01205 6.844 ×10−16 0.00190

worst 0.07373 9.217 ×10−3 0.21037 0.01013 0.02502

In contrast to the position errors, the orientation errors reported in Table 9 are signifi-
cantly higher, as the desired orientation is considered unreachable.

As expected, DE-H reported lower mean, standard deviation (std), and worst-case
orientation error values compared to those in reachable poses. Although the best orientation
error was achieved by PSO-H, its data distribution, as shown in Figure 8, is considerably
larger than that of DE-H.

Table 9. Statistical comparison of the performance of hybrid algorithms in solving the inverse
kinematics of the Baxter robot with an unreachable desired end-effector orientation. Bold text
indicates lower orientation error values.

BA-H DE-H PSO-H ICA-H IWO-H

mean 0.80584 0.62786 0.99834 1.2006 0.64396
std 0.1702 0.05801 0.32869 0.35645 0.11902
best 0.61119 0.59024 0.37152 0.62033 0.54221

worst 1.2591 1.0353 1.8244 1.9267 1.1768
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We present another edge-case experiment involving four randomly selected unreach-
able desired positions, each with a corresponding reachable desired orientation, for the
Baxter robot. Table 10 presents the position and orientation error results for each case,
while Figure 9 illustrates the performance of the proposed approach in handling these
unreachable poses. Coordinate frames in red represent the unreachable poses and coordi-
nate frames in blue the achieved ones. Notice that all coordinate frames are adjusted with
respect to orientation errors; however, position errors are not.

The results demonstrate that the proposed approach successfully solves the inverse
kinematics problem by minimizing position errors, even when the desired orientation
is unreachable.

Table 10. Position and orientation error results of unreachable poses in Baxter robot.

Random Pose Position Error Orientation Error

1 0.47979 3.1913 ×10−5

2 0.73254 9.575 ×10−5

3 0.71156 3.0564 ×10−4

4 0.94969 3.2291 ×10−5

Figure 9. Unreachable pose experiment results. Coordinate frames in red represents the unreachable
poses and coordinate frames in blue the achieved ones.

5.3. Real-World Experimental Results

Real-world experiments were conducted to demonstrate the applicability of the pro-
posed approach. The optimal joint configuration computed by this method can serve as
a reference for point-to-point motion planning. For the experiments, a cubic polynomial
trajectory was used to compute the joint motion from an initial joint position qi to the joint
reference qr at a desired run time T.

The experimentation consists of two phases. First, the proposed approach solves the
inverse kinematics for a desired end-effector pose to estimate a joint reference qr. Then,
the manipulator robot follows a cubic polynomial trajectory based on the initial joint
configuration qi and a run time T.

A 5 DOF KUKA YouBot was used for experimentation, as shown in Figure 10. The
DH parameters are provided in Table 11 and the coordinate frame assignment is presented
in Figure 11. The proposed algorithm was implemented using Matlab and the ROS envi-
ronment. ROS components on the KUKA YouBot provide an internal PID controller in the
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joint space, which is convenient for the considered trajectory planning. A point-to-point
trajectory planning is performed on an external computer with Matlab and the ROS toolbox.

Table 11. DH parameters of KUKA YouBot manipulator.

Joint a [m] α [rad] d [m] Θ [rad]

1 0.033 π/2 0.147 q1
2 0.155 0 0 q2
3 0.135 0 0 q3
4 0 π/2 0 q4
5 0 0 0.2174 q5

Figure 10. KUKA YouBot manipulator with 5 DOF.
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Figure 11. Coordinate frames’ assignment for the KUKA YouBot manipulator.

The lower and upper joint limits are defined as

ql =
[
−169 −65 −150 −102.5 −167.5

]T

qu =
[
169 90 146 102.5 167.5

]T

In Experiment 1, a run time of T = 8 seconds is set, and the desired pose of the
end-effector is specified as follows:

Td =

[
Rd td
0 1

]
=




1 0 0 0.2
0 −1 0 −0.2
0 0 1 0
0 0 0 1


 (18)
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The inverse kinematics solution obtained through the proposed approach is

qr =
[
44.15 39.31 −54.6 13.57 44.43

]T

The initial joint configuration is selected as

qi =
[
0 90 0 90 0

]T

The joint position and velocities for the motion planning in Experiment 1 are presented
in Figure 12. Additionally, Figure 13 illustrates the final joint configuration along with the
joint motion results as measured by the encoders.
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Figure 12. Time history with a cubic polynomial timing law for Experiment 1. (a) Joint positions.
(b) Joint velocities.
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Figure 13. KUKA YouBot final joint configuration for Experiment 1. (a) Real-world final joint
configuration. (b) Joint motion results measured by encoders.

For Experiment 2, a run time of T = 4 seconds is set, and the desired pose of the
end-effector is defined as

Td =

[
Rd td
0 1

]
=




1 0 0 0.2
0 −1 0 0.2
0 0 1 0
0 0 0 1




The inverse kinematics solution for Experiment 2, obtained through the proposed
approach, is

qr =
[
−44.10 40.46 −50.10 13.97 −45.37

]T
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and the considered initial joint configuration for this test is

qi =
[
0 90 −45 45 0

]T

The joint position and velocities of the motion planning for Experiment 2 are presented
in Figure 14. Additionally, Figure 15 illustrates the final joint configuration along with the
joint motion results measured by the encoders.
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Figure 14. Time history with a cubic polynomial timing law for Experiment 2. (a) Joint positions.
(b) Joint velocities.
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Figure 15. KUKA YouBot final joint configuration for Experiment 2. (a) Real-world final joint
configuration. (b) Joint motion results measured by encoders.

As observed in Figures 13b and 15b, the internal controller follows the given joint
references given in Figures 12 and 14, respectively. This indicates that the manipulator
reached the optimal joint configurations computed by the proposed approach. Furthermore,
Figures 13 and 15 illustrate the real-world applicability of the proposed approach; the
computed joint configurations are physically reachable.

For Experiment 3, a runtime of T = 4 s is set. In this case, a desired end-effector pose
is defined with a reachable position but an unreachable orientation. The desired pose is
specified as follows:

Td =

[
Rd td
0 1

]
=




0 0 1 0.2
0 −1 0 0.3
1 0 0 0.4
0 0 0 1
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The inverse kinematics solution for experiment 3 is

qr =
[
56.31 83.19 −35.95 42.76 0.0028

]T

The initial joint configuration considered for the polynomial trajectory is as follows:

qi =
[
0 90 0 90 0

]T

The joint positions and velocities for the motion planning are shown in Figure 16.
Additionally, Figure 17 presents the final joint configuration along with the joint motion
results measured by the encoders.

The achieved end-effector pose is

0Tn =




0 0.832 0.554 0.2
0 −0.554 0.832 0.3
1 0 0 0.4
0 0 0 1




As can be seen, the desired position is reached. The desired and current positions are
practically the same. However, the desired and current orientations are only approximately
aligned. As expected, the proposed approach prioritizes minimizing position errors over
orientation errors, given that the desired orientation is not reachable. It is worth noting
that the implementation in real-world experiments further demonstrates that the inverse
kinematics solutions are physically feasible.

The proposed algorithm was executed on a computer with an Intel i7 processor and
16 GB of RAM. The inverse kinematics estimation took less than one second for each tested
point. If further speed is required, the performance of metaheuristic algorithms can be
enhanced using parallel architectures and dedicated hardware, such as NVIDIA CUDA.
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Figure 16. Time history with a cubic polynomial timing law for Experiment 3. (a) Joint positions.
(b) Joint velocities.
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Figure 17. KUKA YouBot final joint configuration for Experiment 3. (a) Real-world final joint
configuration. (b) Joint motion results measured by encoders.

6. Discussion

The proposed approach was applied in three simulation experiments involving the
Puma-560, Baxter, and KUKA iiwa robots. The inverse kinematics were successfully solved
in each case, demonstrating the applicability of the system across different configurations.
Among the tested algorithms, differential evolution (DE) consistently outperformed BA,
PSO, and ICA. While the performance of DE and IWO exhibited similar performance across
experiments, DE reported the lowest dispersion of the data.

When comparing the experimental results with and without hybridization, a signifi-
cant improvement in the solution of the inverse kinematics is evident across all algorithms.
The Jacobian step enhances the exploitation capabilities of the algorithm; algorithms
like PSO, ICA, and BA exhibit stagnation, which indicates weak exploration capabilities,
whereas DE and IWA demonstrate a strong exploration performance.

DE-H reported better fitness value results in all tests, achieving the lowest mean and
standard deviation (std) values. This indicates that DE-H achieved the smallest error in
both position and orientation with precision, along with the smallest data distribution,
reflecting more consistent results. In contrast, ICA and PSO performed poorly in all tests,
achieving the worst results in terms of mean and std values. Additionally, the performance
of IWO-H was very similar to DE-H. However, DE-H outperformed all the other algorithms
by achieving lower mean and std values.

The evaluation of the standard deviation (5.8348× 10−3) indicates that the method
achieves sufficient precision in both position and orientation, making it suitable for appli-
cations such as medical procedures, where fine adjustments are critical.

The proposed approach was also applied in real-world experimentation, where the
KUKA YouBot robot was considered as a case study. The application on the real robot
demonstrates that the inverse kinematics results are acceptable, confirming that the con-
strained problem is solved despite the DE algorithm not being specifically designed for
constrained problems.

A drawback of the conventional Jacobian pseudoinverse is that the inversion of J
cannot always be guaranteed. Singular configurations cause J to become rank deficient,
leading to system instability. In this work, a Jacobian pseudoinverse step is used to generate
a candidate solution. In the presence of singularities, unfeasible solutions are avoided in
the Jacobian pseudoinverse operation, as only improved joint solutions replace the current
ones. This mechanism effectively prevents singularities.

Future work will focus on solving inverse kinematics for a mobile manipulator [16],
incorporating the Jacobian step for fine-tuning. Additionally, we aim to extend the use
of inverse kinematics to trajectory tracking and address grasping problems on platforms
equipped with dual manipulators [35,36].
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7. Conclusions

The hybrid metaheuristic algorithm approach proposed in this paper has demon-
strated its applicability across different robotic manipulators by successfully solving inverse
kinematics in two simulated experiments with six and seven degrees of freedom, as well as
in an experiment with a real robot with five degrees of freedom.

Among the algorithms tested in this research, DE and IWO exhibited similar per-
formance across the experiments. However, DE achieved the lowest scatter in the data,
effectively solving both position and orientation with constraints, even though the algo-
rithm was not designed to work with constraints.

The inclusion of the Jacobian matrix steps shows a significant improvement in the
exploitation capabilities of the algorithms, However, algorithms with inherently poor
exploration characteristics showed only marginal improvement.

Future work applying the methods proposed in this study promises favorable results
for more complex problems, such as dual-arm systems and mobile manipulators. This work
considers solving the inverse kinematics for manipulators with open kinematic chains.
However, it is appealing to extend this work to solve the inverse kinematics of closed
kinematics such as parallel manipulators.
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Abstract: The present research work introduces a novel mixture optimization methodology for
biodiesel fuels using an Evolutionary Computation method inspired by biological evolution. Specifi-
cally, the optimal biodiesel composition is deduced from the application of a nature-inspired adaptive
genetic algorithm that first examines percentages of the ingredients in the optimal mixtures. The inno-
vative approach’s effectiveness lies in problem simulation with improvements in the evaluation of the
specific function and the way to define and tune the genetic algorithm. Environmental imperatives in
the era of climate change currently impose the optimized production of alternative environmentally
friendly biofuels to replace fossil fuels. Biodiesel in particular, appears to be more attractive in recent
years, as it originates from renewable bio-derived resources. The main ingredients of the specific
biofuel mixture investigated in this research are diesel and biodiesel (100% from bioresources). The
assessment of the new biodiesel examined was performed using a fitness function that estimated
both the density and cost of the fuel. Beyond the evaluation criterion of cost, density also influences
the suitability of this biofuel for commercial use and market sale. The outcomes from the modeling
process can be beneficial in saving cost and time for new biodiesel production by using this novel
decision-making tool in comparison with randomized laboratory experimentations.

Keywords: evolutionary computation; bio-inspired adaptive genetic algorithm; fuel mixture opti-
mization; biodiesel production

1. Introduction
1.1. Literature Review

After a 4.5% decline in 2020 caused by COVID-19 restrictions, the Global Energy
Consumption rose by 5% in 2021. The impact of societal development was estimated to
be 3 points above the 2%/year average over the 2000–2019 period [1]. Because of Russia’s
reductions in gas supplies to Europe during the last years, along with increased global
demands following the easing of COVID-19 restrictions, energy prices became significantly
higher. Following the global economic downturn since 2010, coupled with the realization
that conventional diesel fuel sources are finite and environmentally harmful, numerous
research efforts focus on enhancing the performance of complex fuel and energy sys-
tems [2,3] and assessing alternative fuel options, including coal-bed methane, biofuel and
lately hydrogen [4,5]. Biodiesel, in particular, emerges as a sustainable energy alternative,
environmentally clean, boasting eco-friendly attributes. In fact, it lacks aromatic and toxic
compounds, is biodegradable, and significantly reduces sulfur oxide, carbon monoxide,
and unburned hydrocarbon emissions, as well as soot released by diesel engines, either
produced by heterogeneous catalysis [6,7] or using supercritical methanol [8]. Although
fossil fuels could be considered one of the most important development pillars for hu-
manity, their emissions and the environmental issues they initiate restrict the appreciation
towards them. Researchers nowadays are trying to propose good, feasible alternatives to
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traditional fossil fuels possessing nearly identical characteristics that have been sought
after. Biodiesel appears to be a viable option, offering a clean and sustainable fuel source
at competitive costs. Biodiesel is not only economical but also has important advantages,
including non-toxicity, low pollution, and biodegradability, in comparison to conventional
diesel. This ecological solution leads to an increasing high-quality fuel in abundant avail-
ability and biodiesel demand. Production principles [9,10] and recent needs in biomass
oil analysis and final product specifications were outlined [11,12]. Strategies that can im-
prove biodiesel-integrated processing, including reactive distillation [13–15], standards
and testing methods [16], and sustainability issues [17,18], were also described. Europe
stands out as the primary global producer of biodiesel, attributed to its environmental
directives aimed at curbing greenhouse gas emissions (GHGs) alongside ensuring energy
security [19]. EU goals for the year 2030 are the following:

1. From 1990, at least a 40% reduction in greenhouse gas emissions
2. Revision by 2023: 32% at least renewable energy apportion
3. Energy efficiency improvement at least 32.5%.

Biodiesel can be categorized into three groups based on the sources of ingredients:

• 1st Generation: Consumable Vegetable Oils
• 2nd Generation: Non-edible Oils and Animal Fats
• 3rd Generation: Microalgal Oils.

In contrast, traditional diesel fuel contains sulfur, a primary contributor to harmful
emissions. Despite the lengthy and costly process of diesel desulfurization demanding
substantial investments, the most effective means of reducing emissions lies in enhancing
fuel quality using biodiesel blending. This approach not only lowers sulfur content but
also upholds fuel quality standards. Moreover, fuel density is a crucial factor in determin-
ing the efficiency of different fuel mixtures containing diesel, biodiesel, and alkanols in
compression ignition engines [20–22]. The labor-intensive and costly procedures involved
in fuel mixture experimentation often result in extensive analyses to achieve optimal fuel
quality and pricing [23,24]. This problem finds a solution using evolutionary computation
that offers efficient solutions, decreasing the execution time and the cost of the necessary
experiments in parallel.

A new decision-making approach involves the setup of a specific experimental pro-
cedure that can propose an optimized mixture composition with the lowest fuel price
combined with the appropriate fuel density. Thus, the experiment process in the laboratory
is more effective, concentrating the research interest around better results. Sophisticated
methods drawing from natural phenomena, bio-inspired computational intelligence, al-
gorithms in machine learning, and evolutionary computation strategies yield superior
outcomes close to the optimal for intricate optimization challenges. Consequently, the prac-
tical applications of operational research rely on their utilization and advancement, i.e., on
resource leveling and fuzzy clustering [25,26]. Machine Learning (ML) and Artificial Intelli-
gence (AI) approach [27,28], and especially more than 100 studies were presented in recent
years [29] focusing on the application of ML and AI on different aspects of renewable and
sustainable energy [30,31], i.e., bioenergy [32] and low-carbon energy advancement [33],
power dispatch systems [34], chemical process systems [35], and particularly biodiesel
production [36] and conversion [37], as well as microalgal biofuel development [2,38], am-
plifying the design, handling, control, optimization, and monitoring. Specifically, relatively
powerful methodologies employed include the following ML and AI algorithms evolved
with deep learning:

• Linear Regression
• Principal component analysis (PCA),
• Genetic Algorithms (GA),
• K-Nearest Neighbors (KNN)
• Random Forest Regression (RF),
• Artificial Neural Networks (ANNs) or simulated neural networks (SNNs),
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• Support Vector Machines (SVMs).
• Fuzzy Multi-Criteria methodologies

The algorithms discussed above can demonstrate superior predictive capabilities,
boasting the highest levels of accuracy among methods utilized in Biodiesel produc-
tion. Their effectiveness stems from the brain’s inherent ability to learn and improve
autonomously, tackling complex challenges posed by the survey. Consequently, these
algorithms prove immensely valuable for modeling trans-esterification processes, studying
physicochemical properties, real-time monitoring of biodiesel systems, analyzing emission
composition, estimating temperatures, and assessing engine performance during the com-
bustion phase. Some algorithms provide fatty methyl acid ester as an output, and they take
different types of oil and catalyst as inputs, methanol-to-oil ratios, catalyst concentrations,
reaction rates, domains, and frequencies. However, the aforementioned approaches con-
centrate on biodiesel mixture properties optimization via the prediction of the conversion
into biodiesel under various conditions. Moreover, they do not suggest an optimal mixture
on the basis of raw material availability, considering both cost and density, as achieved by
the Genetic Algorithm for the optimal Fuel Mixture Problem presented hereunder.

1.2. Novel Contribution of the Research

The current research introduces a novel approach for biodiesel mixture optimization,
employing an Evolutionary Computation method. The optimal Biodiesel Solution is a
result of an adaptive genetic algorithm application.

It should be noticed that standard diesel emissions are high in sulfur oxides. As a result,
desulfurization would have been an ideal process to achieve low sulfur oxide emissions.
However, because of the high time and cost required for desulfurization, the approach
of using mixtures of standard diesel and biodiesel was proposed. In the Environmental
Technology Lab., Chemical Engineering Dept, UOWM, Greece, thorough experiments
(approximately 3500) were conducted to develop a novel blend of Diesel and Biodiesel.
These experiments yielded valuable insights into the characteristics of both components.
Biodiesel, serving as the secondary ingredient, is derived from a combination of animal
fat and vegetable sources. Specifically in this work, the key components of the optimal
biodiesel blend are diesel and biodiesel, derived from a combination of animal fat (50%)
and vegetable sources (50%), as determined by the experimental settings of the Laboratory
of Environmental Technology.

So, the sequence in which cost and density affect the raw material percentages in
optimal mixtures is investigated. More specifically, the higher the quality of a product is,
the higher the price of the raw material. In parallel, the higher the density of a mixture is,
the greater both power output and fuel economy are generated in a diesel engine. Those
two properties (cost and density) are used as inputs in the genetic algorithm operation
and the relevant experimental simulations. The mixture evaluation is implemented from
a new mathematical function that combines the two parameters. The basic operators’
Crossover and Mutation contribute to mixture improvement, producing the final bio-diesel
fuel. When the Crossover operator creates biodiesel blending within the optimal solution
range of the previous iteration, the Mutation process generates biodiesel combinations
across the entire spectrum of feasibility, preventing potential entrapment in a localized
optimal solution. The effectiveness of this approach revolves around:

(a) implementing innovative modeling techniques, including specific evaluations to
enhance modeling.

(b) refining and defining the genetic algorithm.

Moreover, significant findings emerge from the experimental simulations conducted
using this approach, including:

• Reducing Experiment Costs
• Minimizing Experiment Duration
• Improving Cost and Density using Enhanced Evaluation Functions

24



Algorithms 2024, 17, 181

• Developing Environmentally Sustainable Fuels

This novel decision-making tool is now accessible to laboratory researchers, promoting
the advancement of optimal fuel formulations. The genetic algorithm rapidly suggests the
best mixture for experimentation within a vast pool of approximately 1.5 × 109 alternative
combinations per experiment set. The benefits of this approach enhance the fuel production
process, making the new Biodiesel more appealing compared to other competitive fuels.

This document is organized in the following parts: the mathematical representation of
the Biofuel Blend Issue is presented, and the constraints in relation to ingredient accessibil-
ity are discussed in Section 2. Section 3 explores the principal methodological elements of
the suggested methodology, aiming to enhance comprehension of the algorithm’s funda-
mental workings. Lastly, the concluding segment provides a recapitulation of significant
discoveries and emphasizes notable aspects.

2. Modeling of Biofuel Mixture

The Fuel Mixture Problem is a dynamic real-world problem explored by many re-
searchers. Because of its high complexity, it does not facilitate the feasibility of all mixtures
produced by laboratory experimentation due to the large set numbers demanded, implying
high costs given a prolonged execution duration. Hence, the current method offers adapt-
able control over mixture production during the simulation phase. Utilizing the present
Genetic Algorithm (GA), each mixture undergoes thorough evaluation, yielding precise
and high-quality blends, thus expediting the identification of optimal solutions within a
short experimental timeframe. The minimization of mixture function values arises from a
multifaceted mathematical function that encompasses multiple objectives.

The objective is to minimize the Total Mixture Cost that is calculated for the ingredient
as the weighted sum (w1) of the product of the normalized cost/liter of the ingredient and
the percentage of the ingredient in the mixture minus the weighted sum (w2) of the product
of the normalized density/liter of the ingredient and the percentage of the ingredient in
the mixture:

TMFV = w1 × ∑
i∈{1,...,n}

(
ci

cmax
× pi

)
− w2 × ∑

i∈{1,...,n}

(
di

dmax

)4
× pi (1)

The raw materials optimization problem lies in minimizing the function value of the
new fuel mixture:

minTMFV (2)

Problem Restrictions:

• Min Ingredient Percentage% ≤ pi ≤Max Ingredient Percentage%
• ci, where c1: diesel cost and c2: biodiesel cost
• di, where d1: diesel density and d2: biodiesel density
• wi, where weights: w1 + w2 = 100%

i = 1: c1 = 2.000 EUR/L, d1 = 0.8191 g/mL and 1% ≤ pi ≤ 99%
i = 2: c2 = 0.7901 EUR/L, d2 = 0.8855 g/mL and 1% ≤ pi ≤ 30%
w1 (0% ≤ w1 ≤ 100%) and w2 (0% ≤ w2 ≤ 100%)
Restrictions on the percentage of ingredients help make chromosome development

feasible. For instance, the second ingredient could range from 1% at the lowest to 30% at
the most in the biodiesel blend. Values over 30% are then automatically rejected. 82% and
18% represent a feasible chromosome, including all the components.

The final mixture cost can be calculated using the raw material cost restrictions, where
c1 = 2.000 EUR/L (diesel cost) and c2 = 0.7901 EUR/L (biodiesel cost).

Mixture Cost Calculation: 2.000 EUR/L × 82% + 0.7901 EUR/L × 18% = 1.7822 EUR/L.
The density of ingredients, d1 = 0.8191 g/mL (diesel density at 5 ◦C) and d2 = 0.8855 g/mL

(biodiesel density at 5 ◦C) are applied to provide the final mixture density.
Mixture Density Calculation: 0.8191 g/mL × 75% + 0.8855 g/mL × 25% = 0.8357 g/mL.
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The mixture function value evaluation uses weights w1 and w2, providing more
significance either on mixture cost or mixture density. The research of these two character-
istics provides the necessary information for the ingredient’s participation in the optimal
fuel mixture.

3. Algorithmic Framework

In various fields, genetic algorithms (GAs) employ nature-inspired methodologies
to deliver superior outcomes. Initially proposed by Holland [39], genetic algorithms
are rooted in evolutionary computation principles [40]. The current paper addresses the
biodiesel mixture problem by introducing a novel evolutionary approach utilizing a Genetic
Algorithm (GA) (Figure 1). Similar algorithms iteratively update population chromosomes
over subsequent generations by utilizing selection, crossover, and mutation operators [26].
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3.1. GA—Chromosome Representation

Example of Chromosome Representation: a random mixture made up of two ingredi-
ents, with percentages (w1, w2) always adding up to 100%. For instance, if Diesel is 78.22%
and then Biodiesel is 21.78%.

The definitions and abbreviations of the main concepts that will be used hereunder
are presented in Table 1.

Table 1. Abbreviations /Definition of Main Concepts.

Abbreviation Concept Definition

Min (Max) Ingredient Percentage Minimum (Maximum) Ingredient Percentage value.

InPer Ingredient Percentage.

IPLS Ingredient Percentage Local Search (in%).

I1
Ingredient Percentage Local Search Bound created by

minimum ingredient percentage.

I2
Ingredient percentage Local Search Bound created by

maximum ingredient percentage.

Max IPLS Maximum IPLS value.

Min IPLS Minimum IPLS value.
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3.2. GA—Chromosome Representation

The process of generating generations involves two distinct phases. Initially, the first
generation is established using the random creation of viable blends. Subsequently, in the
subsequent phases, the formation of chromosomes for the generations follows a three-part
process (also illustrated in Figure 2):

(a) Phase 1: A selection of the top-performing 10% of chromosomes from the current
generation, known as the “TOP Mixtures,” is carried over to the next generation.

(b) Phase 2: The next 60% of results are derived from the application of the Crossover
operator, which produces new chromosomes.

(c) Phase 3: The remaining 30% of chromosomes are generated via mutation, utilizing
the same method employed for the initial population’s formation.

The creation of fuel mixtures involves determining the diesel and biodiesel proportions
within each chromosome. Subsequently, a fitness function assesses each mixture based on
criteria such as cost and density, thereby ordering all mixtures accordingly.

The solutions generated via crossover and mutation adhere to specified ingredient
percentage ranges (minimum%–maximum%), ensuring that the sum of ingredient percent-
ages always equals 100%. This approach guarantees the production of viable solutions,
with no exclusion of feasible options during the evaluation process.

Following the establishment of the initial population, a framework is implemented,
encompassing a range of ±IPLS (Incremental Percentage of the Last Solution) from the best
chromosome percentages. This framework, suggested by Kyriklidis et al. [41], facilitates
the optimization process by focusing on the optimal solution around the best chromosome
from the previous generation. Each generation randomly selects a new IPLS value within
a defined range (e.g., Generation 1, IPLS: 6%; Generation 2, IPLS: 9%; . . . Generation 100,
IPLS: 10%).
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This method targets the prime solution domain from the preceding generation, acquir-
ing values within the range of:

{minIPLS = 1% : maxIPLS = maxInPer− (minInPer + 1)} (3)

The decision-maker sets IPLS boundaries that meet the requirements of minimum and
maximum ingredient percentages:

f or the IPLSB1 : IPLSB1 ≥ minInPer
and f or the IPLSB2 : IPLSB2 ≤ maxInPer

(4)

The IPLSB1 and IPLSB2 limits derived from the process outlined above serve as the
updated constraints for the new Biodiesel production. Enforcing these bounds ensures the
creation of viable mixtures.

The present fuel mixture approach provides the following advantages:
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• Focusing on last-generation best solutions (10% N) and leveraging them in next-
generation production.

• The frame ± I, which leads to a faster optimal solution convergence, implements the
local search method.

• Mutation operator prevents the GA from a premature convergence in a semi-optimal
solution of moderate-quality fuel.

In summary, all GA parameters were carefully selected following thorough experi-
mentation and the evaluation of over 100,000 simulations. Their efficacy remains on par
with contemporary methods, yielding superior outcomes.

3.3. GA—Chromosome Representation

The effectiveness of the proposed GA methodology was assessed through two distinct
sets of experiments categorized by mixture temperature: 5 ◦C, 10 ◦C, 15 ◦C, 20 ◦C, and
25 ◦C (referred to as sets henceforth):

(a) Set 1—Focused on Cost:
Within Evaluation Function TMFV, the weight value w1 exceeds or equals 50%, de-

noted as w1 ≥ 50% (Table 2).
(b) Set 2—Focused on Density:
Within Evaluation Function TMFV, the weight value w2 surpasses or equals 50%,

denoted as w2 ≥ 50% (Table 2).
(c) Combination of Set 1 and Set 2:
The population size was fixed at 200, with 300 generations, and the costs of ingredients

were set to diesel at 2.0000 EUR/L and biodiesel at 0.8091 EUR/L. The ingredient densities
were diesel at 0.8191 g/mL and biodiesel at 0.8855 g/mL at 5 ◦C. Ingredient density varies
based on temperatures between 5 and 25 ◦C (Table 3).

(d) The top 10% best-performing chromosomes from the preceding evaluated genera-
tion were directly carried over to the subsequent generation.

(e) The Crossover operator generated 70% of the population, adjusted by the IPLS
value, randomly defined per generation within a range of ±5% to 10%.

(f) The Mutation operator was applied to the remaining 20% of chromosomes.
(g) Each experiment comprised 1000 independent simulations per Set and temperature

(e.g., Set 1: 5 ◦C-1000 iterations, Set 1: 10 ◦C-1000 iterations, . . ., Set 2: 25 ◦C-1000 iterations).
In summary, comprehensive experimentation yielded the aforementioned configura-

tions. The algorithm was implemented in the Matlab R2022a environment and executed
on an AMD Ryzen 3 2200 G with Radeon Vega Graphics 3.50 GHz and 8.00 GB RAM.
Biodiesel, as the secondary ingredient, is comprised of sources from 50% animal fat and
50% vegetable origin. The prices of vegetable origins (rap oil and sun oil) are globally
available [42,43].

Table 2 categorizes the experimental sets according to temperature parameters ranging
between 5 and 25 ◦C, distinguishing between sets emphasizing Cost (Set 1: w1 ≥ 50%) and
Density (Set 2: w2 ≥ 50%). For instance, settings such as w1 = 70% and w2 = 30% prioritize
Cost, as the cost criterion holds greater weight than the density criterion.

Table 2. W1 and w2 for Set 1 and Set 2 per Temperature between 5 ◦C–25 ◦C.

Experiment Temperatures w1/w2 (Set 1) w1/w2 (Set 2)

5 ◦C, 10 ◦C,
15 ◦C, 20 ◦C and 25 ◦C

50%/50% 50%/50%
60%/40% 40%/60%
70%/30% 30%/70%
80%/20% 20%/80%
90%/10% 10%/90%

Further experimental details are outlined in Table 3. Diesel and biodiesel are priced at
2.000 EUR/L and 0.8091 EUR/L, respectively, while their densities range from 0.8191 g/mL
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to 0.8915 g/mL, varying with temperature. Additionally, the proportions of ingredients
in the mixtures are specified. Diesel percentage ranges from 1% to 99%, and biodiesel
percentage ranges from 1% to 30%. The values presented in Table 3 reflect the availabilities
and current prices observed during the laboratory experiments.

Table 3. Min and Max relative mixture composition (%), ingredient Cost and Density.

Fuel’s Temperature Min% Max% Cost EUR/L Density g/mL

Diesel 5 ◦C 1 99 2.0000 0.8191

Biodiesel 5 ◦C 1 30 0.8091 0.8915

Diesel 10 ◦C 1 99 2.0000 0.8206

Biodiesel 10 ◦C 1 30 0.8091 0.8848

Diesel 15 ◦C 1 99 2.0000 0.8220

Biodiesel 15 ◦C 1 30 0.8091 0.8823

Diesel 20 ◦C 1 99 2.0000 0.8234

Biodiesel 20 ◦C 1 30 0.8091 0.8819

Diesel 25 ◦C 1 99 2.0000 0.8249

Biodiesel 25 ◦C 1 30 0.8091 0.8808

3.4. Experimental Results

Initially, the suggested GA approach was applied to Set 1, involving 25,000 individual
simulations per temperature (ranging between 5 and 25 ◦C) and weight combinations
(w1 and w2). This process spanned a duration of 3925.80 s (equivalent to approximately
65.43 min or approximately 1.09 h).

Table 4 presents these experimental results from temperatures 5 ◦C to 25 ◦C, with
columns information: w1 and w2 weights combination, diesel ingredient percentage in
the mixture, biodiesel ingredient percentage in the mixture, evaluation function value
of mixture, mixture cost, and mixture density. Weights w1 and w2 always sum up to
100% and w1 ≥ 50% due to the Emphasis on Cost criterion. Diesel ingredient percentage
ranges between 74.89% and 75.02%, while biodiesel ingredient percentage amounts to
24.98–25.11%. Evaluation Function values stand from −0.0771 to 0.7007.

A positive evaluation function value provides more influence on the cost criterion than
the density criterion. On the other hand, a negative evaluation function value emphasizes
the density criterion than the cost criterion. The Evaluation Function values in all groups
are positive, except for w1 = 50% and w2 = 50%, which is negative but close to 0 value,
which, as a result, provides a neutral criterion assessment. All the other groups offer clear
priority to the cost criterion.

Regarding cost criterion values, the new fuel mixtures cost between 1.6976 EUR/L
and 1.7386 EUR/L. The last information concerns density criterion values that range from
0.8340 g/mL–0.8395 g/mL, satisfying the ASTM D1298-99 limits: 0.8200 g/mL–0.8450 g/mL.

Each row in Table 4 provides details regarding the best mixture determined from
1000 independent simulations (totaling 25 optimal mixtures). The evaluation is centered
around the minimum Total Mixture Function Value (TMFV). As the weight of w1 increases,
the TMFV value increases as well, signifying a greater emphasis on the cost criterion over
the density criterion. There are slight variations in the percentages of ingredients, cost, and
density among the optimal mixtures, as mentioned previously. Each experiment suggests
an optimal solution—a biodiesel mixture (determined by temperature along with w1 and
w2). The lowest TMFV value was achieved in Set 1 at a temperature of 5 ◦C with w1 = 50%
and w2 = 50%.

A statistical analysis of the optimal solution in Set 1 follows.
Set 1 (temperature 5 ◦C, w1 = 90%, w2 = 10%) Optimal Mixture:

• Diesel percentage: 74.95%
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• Biodiesel percentage: 25.05%
• TMFV: 0.6322
• Mixture Cost: 1.6976 EUR/L
• Mixture Density: 0.8378 g/mL

Table 4. Set 1 experiments for temperatures 5 ◦C–25 ◦C, Emphasis on Mixtures Cost, w1 ≥ 50%.

Fuel’s Temp. w1/w2 Diesel% Biodiesel% TMFV Cost Density

5 ◦C

w1: 50%, w2: 50% 75.00% 25.00% −0.0771 1.6988 0.8340
w1: 60%, w2: 40% 75.00% 25.00% 0.1104 1.6985 0.8351
w1: 70%, w2: 30% 74.98% 25.02% 0.2856 1.6978 0.8359
w1: 80%, w2: 20% 74.97% 25.03% 0.4878 1.6978 0.8364
w1: 90%, w2: 10% 74.95% 25.05% 0.6322 1.6976 0.8378

10 ◦C

w1: 50%, w2: 50% 75.01% 24.99% −0.0727 1.7377 0.8349
w1: 60%, w2: 40% 74.99% 25.01% 0.1134 1.7211 0.8355
w1: 70%, w2: 30% 74.97% 25.03% 0.2987 1.7200 0.8363
w1: 80%, w2: 20% 74.95% 25.05% 0.4881 1.6993 0.8376
w1: 90%, w2: 10% 74.93% 25.07% 0.6781 1.6987 0.8379

15 ◦C

w1: 50%, w2: 50% 75.00% 25.00% −0.0715 1.7379 0.8356
w1: 60%, w2: 40% 74.98% 25.02% 0.1154 1.7216 0.8359
w1: 70%, w2: 30% 74.96% 25.04% 0.2996 1.7222 0.8368
w1: 80%, w2: 20% 74.95% 25.05% 0.4897 1.7077 0.8379
w1: 90%, w2: 10% 74.93% 25.07% 0.6792 1.6991 0.8382

20 ◦C

w1: 50%, w2: 50% 75.01% 24.99% −0.0704 1.7382 0.8367
w1: 60%, w2: 40% 74.98% 25.02% 0.1155 1.7245 0.8371
w1: 70%, w2: 30% 74.97% 25.03% 0.3011 1.7233 0.8377
w1: 80%, w2: 20% 74.92% 25.08% 0.4954 1.7188 0.8385
w1: 90%, w2: 10% 74.91% 25.09% 0.6808 1.6995 0.8389

25 ◦C

w1: 50%, w2: 50% 75.02% 24.98% −0.0681 1.7386 0.8371
w1: 60%, w2: 40% 75.01% 24.99% 0.1176 1.7248 0.8373
w1: 70%, w2: 30% 74.95% 25.05% 0.3225 1.7254 0.8379
w1: 80%, w2: 20% 74.91% 25.09% 0.5238 1.7195 0.8388
w1: 90%, w2: 10% 74.89% 25.11% 0.7007 1.6999 0.8395

In a series of 1000 separate trials, the lowest Total Mixture Function Value (TMFV)
recorded was 0.6322, while the highest TMFV reached was 0.6587. The difference between
the minimum and maximum TMFV values is 0.0265. Meanwhile, the average TMFV across
all trials stands at 0.6432, with a standard deviation of 0.0051 (refer to Figure 3a).

The performance of the approach is illustrated in Figure 3b, revealing that the majority
of optimal solutions, comprising 764 mixtures (equivalent to 94.9% of the total), fall within
the range of 0.6322 to 0.6484 TMFV (with 0.6322 being the minimum TMFV). This outcome
underscores the effectiveness of the GA in generating solutions closely aligned with the
Min fitness function within a short timeframe. Conversely, on the basis of the allocation
of best solutions, only 51 mixtures (comprising 5.1% of the total) lie within the range of
0.6485 to 0.6607 TMFV (with 0.6587 being the maximum TMFV).

Regarding the cost of mixtures, a series of 1000 separate experiments suggest a
1.6976 EUR/L minimum and a 1.7457 EUR/L maximum mixture cost. The difference
between the minimum and maximum costs is 0.0481. Meanwhile, the average mixture
cost across all experiments stands at 1.7036 EUR/L, with a standard deviation of 0.0077
(as depicted in Figure 4a).

The allocation of Best Cost solutions is presented in Figure 4b. For most best solu-
tions, 877 mixtures (951 = 504 + 245 + 129 + 73) or 95.1% are between 1.6976 EUR/L and
1.7219 EUR/L (minimum mixture cost 1.6976 EUR/L). The above results confirm the GA’s
effectiveness in providing fuel costs close to the minimum value. Based on the best solu-
tions, the allocation of only (49 = 38 + 8 + 2 + 1) mixtures (4.9%) was between 1.7220 EUR/L
and 1.7463 (maximum mixture cost 1.7457 EUR/L).
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In terms of mixtures’ density, a series of 1000 independent experiments indicate
a minimum mixture density of 0.8378 g/mL and a maximum mixture density of 0.8537
g/mL. The difference between the minimum and maximum densities is 0.0159. The average
mixture density across all experiments is 0.8390 g/mL, with a standard deviation of 0.0047
(as shown in Figure 5a).

The allocation of Best Density solutions is presented in Figure 5b. Most best solutions,
881 mixtures (881 = 452 + 234 + 121 + 74) or 88.1% is between 0.8378 g/mL and 0.8461 g/mL
(minimum mixture density 0.8378 EUR/L), compared to the total 119 (344 = 59 + 34 + 22
+ 4) mixtures or 11.9%, which were between 0.8462 g/mL and 0.8545 g/mL (maximum
mixture density 0.8537 g/mL).
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Figure 5. Set 1: (a) Density Statistical Analysis and (b) Best Density Solutions Allocation.

Subsequently, Set 2 underwent testing to assess the effectiveness of the proposed
GA, involving 25,000 independent simulations per temperature (ranging from 5 ◦C to
25 ◦C) and various combinations of weights (w1 and w2). This testing phase lasted for a
duration of 3645.34 s (approximately 60.76 min or approximately 1 h). Table 5 presents these
experimental results from temperatures 5 ◦C to 25 ◦C, with columns information: w1 and w2
weights combination, diesel ingredient (%) in the mixture, biodiesel ingredient percentage
in the mixture, evaluation function value of mixture, mixture cost, and mixture density.

Weights w1 and w2 always sum up to 100% and w2 ≥ 50% due to the Emphasis on
Density criterion. Diesel ingredient percentage ranges between 74.89% and 75.02%, while
biodiesel ingredient percentage amounts to 24.88–25.12%. Evaluation Function values
range from −0.8852 to −0.0681.

The negative evaluation function value emphasizes the density criterion rather than
the cost criterion.
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The Evaluation Function values in all groups are negative but close to 0 value (w1 = 50%
and w2 = 50%), which results in a neutral criterion assessment. All the other groups offer
clear priority to the density criterion.

As regards cost criterion values, the new fuel mixtures cost between 1.6979 EUR/L and
1.7386 EUR/L. The last information concerns density criterion values range 0.8340 g/mL–
0.8397 g/mL, satisfying the ASTM D1298-99 limits: 0.8200 g/mL–0.8450 g/mL.

Each row in Table 5 provides details regarding the best mixture identified from 1000 in-
dependent simulations (resulting in a total of 25 optimal mixtures). The evaluation is
centered around the minimum Total Mixture Function Value (TMFV). As the value of w2
rises, the TMFV value also increases, indicating a greater emphasis on the density criterion
over the cost criterion. There are slight variations in the percentages of ingredients, optimal
mixture cost, and density among the optimal mixtures, as previously discussed.

A statistical analysis of the optimal solution in Set 2 follows.
Optimal Mixture in Set 2 (temperature 20 ◦C, w1 = 10%, w2 = 90%):

• Diesel percentage: 74.88%
• Biodiesel percentage: 25.12%
• TMFV: −0.8852
• Mixture Cost: 1.7112 EUR/L
• Mixture Density: 0.8397 g/mL

Table 5. Set 2 experiments for temperatures 5 ◦C–25 ◦C, Emphasis on Mixtures Density, w2 ≥ 50%.

Fuel’s Temp. w1/w2 Diesel% Biodiesel% TMFV Cost Density

5 ◦C

w1: 50%, w2: 50% 75.00% 25.00% −0.0771 1.6988 0.8340
w1: 40%, w2: 60% 74.99% 25.01% −0.2267 1.6986 0.8355
w1: 30%, w2: 70% 74.98% 25.02% −0.4167 1.6984 0.8358
w1: 20%, w2: 80% 74.96% 25.04% −0.6378 1.6980 0.8366
w1: 10%, w2: 90% 74.95% 25.05% −0.8451 1.6979 0.8379

10 ◦C

w1: 50%, w2: 50% 75.01% 24.99% −0.0727 1.7379 0.8349
w1: 40%, w2: 60% 74.99% 25.01% −0.2588 1.7222 0.8357
w1: 30%, w2: 70% 74.96% 25.04% −0.4506 1.7234 0.8364
w1: 20%, w2: 80% 74.96% 25.04% −0.6428 1.7056 0.8378
w1: 10%, w2: 90% 74.93% 25.07% −0.8322 1.6993 0.8381

15 ◦C

w1: 50%, w2: 50% 75.00% 25.00% −0.0715 1.7379 0.8356
w1: 40%, w2: 60% 74.98% 25.02% −0.2684 1.7256 0.8361
w1: 30%, w2: 70% 74.97% 25.03% −0.4754 1.7237 0.8369
w1: 20%, w2: 80% 74.94% 25.06% −0.6682 1.7087 0.8380
w1: 10%, w2: 90% 74.92% 25.08% −0.8481 1.7023 0.8384

20 ◦C

w1: 50%, w2: 50% 75.01% 24.99% −0.0704 1.7384 0.8367
w1: 40%, w2: 60% 74.99% 25.01% −0.2791 1.7268 0.8373
w1: 30%, w2: 70% 74.96% 25.04% −0.4984 1.7245 0.8379
w1: 20%, w2: 80% 74.93% 25.07% −0.6709 1.7198 0.8386
w1: 10%, w2: 90% 74.91% 25.09% −0.8687 1.7067 0.8390

25 ◦C

w1: 50%, w2: 50% 75.02% 24.98% −0.0681 1.7386 0.8371
w1: 40%, w2: 60% 75.00% 25.00% −0.2981 1.7269 0.8375
w1: 30%, w2: 70% 74.96% 25.04% −0.5603 1.7258 0.8382
w1: 20%, w2: 80% 74.92% 25.08% −0.6991 1.7212 0.8389
w1: 10%, w2: 90% 74.88% 25.12% −0.8852 1.7112 0.8397

In a series of 1000 independent trials, the lowest Total Mixture Function Value (TMFV)
recforded was−0.8852, while the highest TMFV reached was−0.8753. The difference between
the minimum and maximum TMFV values is 0.0099. Meanwhile, the average TMFV across
all trials stands at −0.8802, with a standard deviation of 0.0018 (as illustrated in Figure 6a).

The effectiveness of the method is illustrated in Figure 6b, where the majority of
optimal solutions, totaling 936 mixtures (comprising 93.6% of the total), fall within the range
of −0.8852 to −0.8793 TMFV (with −0.8852 being the minimum TMFV). This outcome
validates the GA’s capability to generate solutions closely aligned with the minimum fitness
function within a brief timeframe. Based on best solutions allocation, only 64 (64 = 34 + 25 + 5)
mixtures (6.4%) were between −0.8792 and −0.8748 (maximum mixture TMFV −0.8753).
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Figure 6. Set 2: (a) TMFV Statistical Analysis and (b) Best TMFV Solutions Allocation.

Regarding the cost of the mixtures, a set of 1000 independent experiments suggests a
minimal mixture cost of 1.7112 EUR/L and a maximal mixture cost of 1.8598 EUR/L. The
difference between the lowest and highest costs is 0.1486. Meanwhile, the average cost of
the mixtures across all experiments stands at 1.7322 EUR/L, with a standard deviation of
0.0239 (as indicated in Figure 7a).

The allocation of Best Cost solutions is presented in Figure 7b. Most of the best
solutions, 954 mixtures (954 = 523 + 227 + 132 + 72) or 95.4% are between 1.7112 EUR/L
and 1.7963 EUR/L (minimum mixture cost 1.7112 EUR/L). The above results confirm the
GA’s effectiveness in providing fuel costs close to the minimum value. Based on the best
solutions’ allocation, only 46 (46 = 34 + 9 + 3) mixtures (4.6%) were between 1.7964 EUR/L
and 1.8602 (maximum mixture cost 1.8598 EUR/L).
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Regarding mixture density, a minimum mixture density of 0.8378 g/mL and a max-
imum mixture density of 0.8537 g/mL are suggested by 1000 separate trials. The mean
mixture density is 0.8390 g/mL with a standard deviation of 0.0047, with a margin of
0.0159 between the minimum and maximum densities (Figure 8a).

Best Density solutions allocation are presented in Figure 8b. Most best solutions,
921 mixtures (921 = 532 + 234 + 91 + 64) or 92.1% is between 0.8397 g/mL and 0.8424 g/mL
(minimum mixture density 0.8397 g/mL), compared to the total 79 (79 = 43 + 22 + 12 + 2)
mixtures or 7.9%, which were between 0.8425 g/mL and 0.8452 g/mL (maximum mixture
density 0.8537 g/mL).
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4. Combustion of Mixtures

After studying the changes in a very important property, mixture density, we consid-
ered it to be useful to see how these mixtures behave during their combustion so as to have
an overall picture of the effect of the addition of biodiesel on the production of exhaust
gases that are finally released into the atmosphere. Our goal was to see if the addition of
biodiesel would reduce the exhaust gases and to what extent so that, based on the density
analysis of the mixtures, we could also make conclusions about the exhaust gases produced
upon combustion. For this purpose, a series of experiments were carried out directly on
the gaseous phase of the exhaust emissions using an Optima 7 portable flue gas analyzer
(MRU GmbH, Neckarsulm, Germany), and are shown in Table 6.

Measurements:
Mixture Composition: Diesel—Biodiesel 50% vegetable—50% animal sources.
Mixture Temperature: 25 ◦C.

Table 6. Mixture Relative Composition—Gaseous Pollutants.

D–B (%) Gaseous Pollutants

O2 CO2 CO NOX C.P. E.A.

1 100–0 3.9 12.6 130 69 94.9 22.9

2 95–5 3.9 12.5 132 69 94.8 23.3

3 90–10 4.0 12.6 133 69 94.9 23.7

4 85–15 4.1 12.5 135 70 94.9 24.2

5 80–20 4.1 12.7 137 70 94.9 24.2

6 75–25 4.2 12.7 139 71 95.0 24.5

7 70–30 4.2 12.6 142 71 95.2 24.9

8 65–35 4.3 12.6 147 71 95.1 25.5

9 60–40 4.3 12.6 152 72 95.2 26.2

10 55–45 4.5 12.7 158 72 95.3 26.8

11 50–50 4.5 12.7 162 73 95.4 27.4

12 45–55 4.5 12.7 165 73 95.3 27.4

13 40–60 4.4 12.6 168 71 95.4 27.2

14 35–65 4.4 12.6 170 70 95.4 27.0

15 30–70 4.5 12.7 172 69 95.4 26.8

16 25–75 4.5 12.6 174 68 95.0 26.6

17 20–80 4.5 12.5 179 68 95.1 26.4

18 15–85 4.5 12.5 184 69 95.2 26.0

19 10–90 4.6 12.5 194 69 95.1 25.7

20 5–95 4.6 12.6 204 69 95.0 25.4

21 0–100 4.6 12.6 216 68 95.2 25.1
O2 = Oxygen, CO2 = Carbon dioxide, CO = Carbon monoxide, NOX = Nitrogen oxides, C.P. = Combustion
performance, E.A. = Excess air.

It can be seen in Table 6 that the addition of biodiesel does not deteriorate the produced
percentage of exhaust gases. Therefore, it can be used in the combustion technology to
create environmentally friendly fuels and, in this particular work, does not cause a problem
in terms of mixture density changes.
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5. Concluding Remarks

Global communities are increasingly moving away from fossil fuels and seeking
environmentally friendly alternatives. In recent years, biodiesel has garnered attention due
to its production from renewable and eco-friendly sources. This study introduces a novel
method for biodiesel production utilizing two ingredients: diesel and biodiesel derived
entirely from vegetable sources. The implementation leverages the advantages of Genetic
Algorithms (GA) within Evolutionary Computation.

Two specialized operators, namely crossover and mutation, support the GA’s exe-
cution. The crossover operator explores a specific area near the optimal solution of the
previous generation, while the mutation operator prevents premature convergence to
suboptimal solutions or costlier fuels with lower density values.

Moreover, the Overall Mixture Performance Metric (OMPM) assesses the efficacy of
novel biodiesel blends and the capability for the creation of competitive biofuel options in
relation to ingredient availability. The OMPM underscores two key fuel attributes: expense
and density, determined using factors w1 and w2, respectively, indicating the priority
assigned to cost and density in the experimental fuel assessment process. The study
entailed the exploration of optimal biodiesel blends through iterative experimentation
(3 × 109 blends), segmented into two groups distinguished by temperatures spanning from
5 ◦C to 25 ◦C: Group 1—“Cost Priority” and Group 2—“Density Priority”.

Tables 4 and 5 showcase the top 25 blends per group, with the two pinnacle blends
as follows:

• Optimal Blend in Group 1 (5 ◦C, w1 = 90%, w2 = 10%): Diesel content: 74.95%,
Biodiesel content: 25.05%, OMPM: 0.6322, Blend Cost: 1.6976 EUR/L, Blend Density:
0.8378 g/mL.

• Optimal Blend in Group 2 (20 ◦C, w1 = 10%, w2 = 90%): Diesel content: 74.88%,
Biodiesel content: 25.12%, OMPM: −0.8852, Blend Cost: 1.7112 EUR/L, Blend Density:
0.8397 g/mL.

The new biodiesel costs less than 15.12% (Set 1) and 14.44% (Set 2) compared to diesel
(priced at 2.0000 EUR/L), offering antagonistic prices, minimizing lower sulfur content,
and reducing pollutant emissions.

Apart from the two optimal biodiesel fuels, the remaining fuels, recognized as best
mixtures within their respective groups, present viable solutions with competitive costs
and densities always within the standard limits ranging from 0.8200 g/mL to 0.8450 g/mL
(ASTM D1298-99).

Additionally, the experiments yield several significant outcomes, including cost mini-
mization, duration minimization, use of the EFM for improvements in both cost and density
and the production of environmentally friendly fuel, showcasing the utility of this new
decision-making in the production of optimized biodiesel mixture compositions.

In conclusion, the evolutionary GA approach demonstrates its capability to adequately
address complex fuel mixture problems and can be recommended as a suitable and efficient
approach for addressing new biodiesel production challenges.

Future research directions call for further GA algorithm evolvement and enhancement.
Research on other factors that potentially may improve the quality of biodiesel is also under
consideration. Moreover, the suggested technology can be applied to other biodiesel blends
based on different components.
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Abstract: Machine learning and speech emotion recognition are rapidly evolving fields, significantly
impacting human-centered computing. Machine learning enables computers to learn from data and
make predictions, while speech emotion recognition allows computers to identify and understand
human emotions from speech. These technologies contribute to the creation of innovative human–
computer interaction (HCI) applications. Deep learning algorithms, capable of learning high-level
features directly from raw data, have given rise to new emotion recognition approaches employing
models trained on advanced speech representations like spectrograms and time–frequency represen-
tations. This study introduces CNN and LSTM models with GWO optimization, aiming to determine
optimal parameters for achieving enhanced accuracy within a specified parameter set. The proposed
CNN and LSTM models with GWO optimization underwent performance testing on four diverse
datasets—RAVDESS, SAVEE, TESS, and EMODB. The results indicated superior performance of the
models compared to linear and kernelized SVM, with or without GWO optimizers.

Keywords: speech emotion recognition; neural network; deep learning; LSTM

1. Introduction

Speech emotion recognition (SER) is a research field aiming to develop systems that
automatically recognize emotions from speech, with the potential to enhance user experi-
ences in various applications like spoken dialogue systems, intelligent voice assistants, and
computer games. However, the accuracy of current SER systems remains relatively low
due to factors such as the intricate nature of human emotions, variability in human speech,
and challenges in extracting reliable features from speech signals.

A typical SER system comprises two main components: feature extraction and classifi-
cation. Feature extraction is tasked with capturing essential acoustic characteristics from
the speech signal, including pitch and spectral features. Subsequently, the classification
component assigns emotional labels to the speech signal based on extracted features.

In recent years, deep learning has emerged as a powerful tool for machine learning,
finding success in domains like computer vision, speech recognition, and natural lan-
guage processing. Deep learning is well suited for SER for several reasons. Firstly, deep
learning models excel at capturing intricate relationships between features, crucial for accu-
rately identifying emotions from speech. Secondly, deep learning models possess unique
characteristics that enable them to efficiently leverage large speech datasets, a capability
particularly advantageous in SER, where access to extensive annotated data facilitates
model training and improves generalization to diverse speakers and emotional expressions.
Additionally, while other models also claim the ability to generalize to new speakers and
situations, deep learning models demonstrate a notable robustness and adaptability in
handling variations, making them particularly effective in real-world SER applications.

Here are some other points to keep in mind before going forward with the research:
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• The intricate nature of human emotions poses a challenge to developing accurate
SER systems as emotions are complex and expressed in various ways. For instance,
happiness may be conveyed through laughter, smiling, and a high-pitched voice, but
also through tears, a frown, and a low-pitched voice.

• The variability in human speech further complicates SER systems, as individuals
speak differently based on factors like age, gender, and accent. For example, a young
woman from the United States may have a different speaking style than an older man
from the United Kingdom.

In the dynamic landscape of speech emotion recognition (SER), marked by its rapid
growth, this research aims to contribute to the evolution of computer interaction by lever-
aging deep learning advancements to advance real-time emotion recognition from speech.
The primary objective involves extracting pivotal features from audio waveforms to con-
struct a model that accurately predicts emotions. While Mel-frequency cepstral coefficients
(MFCC) feature extraction was employed in this study, it is important to acknowledge
that other feature extraction methods exist and could be explored in future research to
potentially enhance performance. MFCC is widely used and has shown success in many
SER applications due to its ability to capture spectral characteristics relevant to speech
perception, it is essential to note that there is not a universally “best” technique. Different
techniques may perform better in different contexts. Four datasets (RAVDESS, SAVEE,
TESS, and EmoDB) were utilized to train and evaluate the model. The model underwent
initial training with linear and kernelized support vector machines (SVMs), followed by
comprehensive training with a convolutional neural network (CNN) model incorporating
long short-term memory (LSTM). Further refinement of the datasets was achieved through
the application of a Gray Wolf Optimizer, tailoring the parameters for optimal model
fitting. It is important to clarify that, while the study contributed to refining the models and
optimization techniques, the datasets themselves were not crafted by the authors. Despite
the inherent challenges in doing so, the study underscores the potential of deep learning in
enhancing the accuracy and efficiency of real-time emotion recognition systems.

2. Related Work

This section provides a concise overview of the speech emotion recognition (SER)
research landscape, highlighting the importance of acoustic features [1,2]. Acoustic pa-
rameters play a crucial role in deciphering emotions, prompting studies to investigate
emotion-specific profiles through these parameters. While the integration of diverse clas-
sifiers such as Bayesian, K-nearest neighbor (KNN), and decision trees has reshaped the
research field, it’s worth noting that models like Gaussian mixtures (GMMs) and hidden
Markov models (HMMs) may lack insights into low-level feature distribution [3–14].

The introduction of deep learning in SER, particularly with end-to-end systems and
deep neural networks (DNN), has led to significant accuracy improvements [15]. Explo-
rations into feature fusion techniques integrating acoustic and lexical domains [16], break-
throughs like the RNN-ELM model addressing long-range context effects [17], and the
preference for features like logarithmic Mel-frequency cepstral coefficients (logMel), MFCC,
and extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) over prosodic fea-
tures [18] underscore the evolving landscape. The convolutional recurrent neural network
for end-to-end emotion prediction from speech [19] and recent studies focusing on deep
learning approaches utilizing spectrograms [20–27], including models with convolutional
neural networks (CNNs) and long short-term memory (LSTM) networks, have demon-
strated enhanced accuracy [21]. Ensemble models incorporating bagging and boosting
techniques with support vector machines (SVMs) showcased significant accuracy gains [28].

Optimization algorithms for feature selection in SER, such as Cat Swarm Optimization
(CSO), Grey Wolf Optimizer, and Enhanced Cat Swarm Optimization (ECSO), have shown
promise in enhancing classification accuracy and reducing selected features [29,30]. The
Whale-Imperialist Optimization algorithm (Whale-IpCA) introduced multiple support
vector neural network (Multi-SVNN) classifiers for emotion identification [31], while feature
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selection methods employing metaheuristic search algorithms like Cuckoo Search and
Non-dominated Sorting Genetic Algorithm-II (NSGA-II) demonstrated effective emotion
classification with reduced features [32]. Comprehensive speech emotion recognition
systems leverage diverse machine learning algorithms, including recurrent neural networks
(RNNs), SVMs, and multivariate linear regression (MLR) [33]. Innovative feature selection
approaches, such as the combination of Golden Ratio Optimization (GRO) and Equilibrium
Optimization (EO) algorithms, have been explored [34–36].

Advanced architectures like dual-channel Long Short-Term Memory (LSTM) com-
pressed capsule networks have been proposed for improved emotion recognition [37].
Furthermore, clustering-based Genetic Algorithm (GA) optimization techniques have been
utilized to enhance feature sets for SER [38]. Recent research has also investigated the effec-
tiveness of weighted binary Cuckoo Search algorithms for feature selection and emotion
recognition from speech [39]. Moreover, the application of wavelet transform in SER has
been explored for its potential in capturing relevant emotional features [40]. Ensemble
methods like Bagged Support Vector Machines (SVMs) have shown promise in achieving
robust emotion recognition from speech signals [41]. Convolutional Neural Networks
(CNNs) have been employed to extract salient features for SER, leveraging their capability
to capture hierarchical representations [42].

Additionally, novel methods for feature selection in SER, such as a hybrid meta-
heuristic approach combining Golden Ratio and Equilibrium Optimization algorithms,
have been proposed [43]. Recent studies have explored the application of modulation
spectral features for emotion recognition using deep neural networks [44]. Transfer learn-
ing frameworks, like EmoNet, have been developed to leverage multi-corpus data for
improved SER performance [45–47]. Feature pooling techniques for modulation spectrum
features have also been investigated to enhance SER accuracy, particularly in real-world
scenarios [48,49].

3. Dataset

This study uses four different datasets, namely the Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS), Toronto Emotional Speech Set (TESS), Emotional
Database (EmoDB), and Surrey Audio-Visual Expressed Emotion (SAVEE). Details of the
dataset and their limitations can be seen in Tables 1 and 2 respectively.

Table 1. The datasets used and their details.

Dataset Description

RAVDESS

The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) is a publicly available dataset
designed for affective computing and emotion recognition research. It contains audio and video recordings of
24 actors performing eight different emotions in both speech and song. The dataset provides a diverse set of
emotional expressions for study and is widely used in emotion recognition research.

TESS

The Toronto Emotional Speech Set (TESS) is a comprehensive and publicly available collection of 2803 audio
recordings, featuring professional actors portraying seven distinct emotional categories. The dataset includes
balanced representation from both male and female actors, making it valuable for developing and evaluating
emotion recognition models.

SAVEE

The Surrey Audio-Visual Expressed Emotion (SAVEE) dataset is designed for research into speech emotion
recognition, featuring 480 audio recordings with a single male actor portraying seven emotional states. The
dataset provides a standardized resource for studying emotional speech and has been widely used in affective
computing research.

EmoDB

The Emotional Database (EmoDB) is utilized for studying emotional speech recognition and consists of
recordings from ten professional German actors portraying different emotions. The dataset, developed by the
Technical University of Berlin, is valuable for developing and evaluating algorithms for automatic emotion
classification from speech signals.
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Table 2. Observations and considerations about datasets used.

Observations Dataset-Specific Observations

Limited Actor Diversity
RAVDESS: 24 actors may not fully represent diverse vocal characteristics. SAVEE: Only
four male actors may limit diversity and variability. EmoDB: Ten actors may not fully
capture wide-ranging vocal characteristics.

Imbalanced Emotional Classes RAVDESS, SAVEE, EmoDB: Some emotions have fewer instances, impacting
model performance.

Controlled Recording Conditions RAVDESS, SAVEE, EmoDB: Recordings in controlled studios lack natural variability,
affecting generalizability to real-world scenarios.

Limited Contextual Information RAVDESS, SAVEE, EmoDB: A lack of contextual cues in datasets may limit the applicability
to real-world scenarios influenced by various factors.

Limited Language Representation RAVDESS: Primarily English, limiting cross-lingual applications. EmoDB: Primarily
German, affecting cross-lingual usability.

Limited Emotional Variability SAVEE: Four basic emotions may restrict generalizability. EmoDB: Seven discrete emotions
may not cover the full spectrum of human emotional experiences.

TESS Advantages

Diverse emotional expressions, large number of actors, naturalistic recording conditions,
high-quality recordings, detailed metadata, and multimodal data: the TESS dataset stands
out for its richness, naturalness, and comprehensive features, contributing to its reliability
and robustness in emotional speech analysis.

Despite limitations in some datasets, they remain valuable for emotional speech
analysis research. The TESS dataset, in particular, excels due to its diverse emotional
expressions, large actor pool, natural recording conditions, high-quality data, detailed
metadata, and multimodal features, making it a robust resource in emotional speech
analysis research. Researchers should be aware of dataset-specific considerations when
interpreting results and generalizing findings beyond a dataset’s scope.

4. Experimental Setup

The experimental setup entails the development and evaluation of a recurrent neural
network (RNN) with long short-term memory (LSTM) architecture for emotion recognition
using audio datasets. Inspired by [20] work on CNNs for environmental sound recognition,
this study extends their approach to emotion recognition. The LSTM model, comprising
four LSTM layers, a dropout layer, and a dense layer, aims to effectively identify speech
sections with relevant information. Additionally, the study introduces the Gray Wolf
Optimizer (GWO) requiring optimization. In terms of model architecture, the CNN-LSTM
ensemble incorporates both convolutional and recurrent layers to capture spatial and
temporal dependencies in the audio data. Convolutional layers extract relevant features
from the raw audio waveforms, while LSTM layers process sequences of features over time.
Meanwhile, the SVM serves as a traditional yet robust classifier for emotion recognition
tasks, leveraging its ability to find the optimal hyperplane to separate different emotion
classes in the feature space.

Furthermore, the methodology unfolds in three main stages: feature extraction, feature
selection (using GWO), and classification. Feature extraction involves extracting mean-
ingful representations from the raw audio waveforms, such as Mel-frequency cepstral
coefficients (MFCCs) or logMel features, to capture acoustic characteristics related to dif-
ferent emotions. Feature selection using GWO aims to identify the most discriminative
features for emotion recognition, enhancing the model’s performance. Subsequently, the
selected features are fed into the classification stage, where SVM and CNNs handle the task
of classifying emotions based on the extracted features. Specifically, GWO-SVM, GWO-
CNN, and GWO-LSTM approaches are explored, each involving initialization, evaluation,
updating the GWO population, and a stopping criterion. Key components include solution
representation and fitness function, crucial for feature selection optimization. This com-
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prehensive approach leverages both traditional and deep learning techniques, along with
optimization algorithms, to optimize emotion recognition performance.

The GWO optimizer was introduced by Seyedali Mirjalili and Seyed Mohammad Mir-
jalili in 2014 [50]. GWO mimics wolf hunting strategies to solve optimization problems. It
maintains a population of alpha, beta, delta, and omega wolves, updating their positions it-
eratively based on fitness and social interactions. GWO efficiently explores and exploits the
search space through equations simulating hunting behavior. The methodology involves
three steps: feature extraction, feature selection, and classification. Figure 1 displays the
architecture of the conventional RNN-LSTM model for feature extraction and classification.
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GWO adapts as a feature selection method to identify crucial emotional features.
Support vector machines (SVM) and convolutional neural networks (CNNs) handle the
classification task. GWO-SVM, GWO-CNN, and GWO-LSTM approaches involve initial-
izing, evaluating, and updating the GWO population and the stopping criterion. Key
components include solution representation and fitness function, crucial for feature selec-
tion optimization.

This streamlined research methodology leverages GWO to optimize emotion fea-
ture selection, demonstrating its adaptability with SVM and CNNs to provide accurate
classification. Figure 2 gives and abstract overview of proposed research.
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4.1. Social Hierarchy

In the social structure of gray wolves, a cohesive cultural dominance system is ob-
served, comprising four distinct categories: alpha, beta, delta, and omega. The alpha,
occupying the highest position, serves as the dominant authority and demonstrates supe-
rior intelligence in pack management. Assisting the alpha are the beta wolves, who play
decision-making roles at the second level of the social order. The omega wolves make
up the majority of the pack and are positioned at the lowest tier. Although not explicitly
mentioned in the hierarchy levels, the delta wolves follow the beta wolves and function
as leaders among the omega-level members. In the context of GWO solutions, they are
classified based on the grey wolf social order, with the alpha wolf considered the most fit,
followed by the beta and delta wolves. Figure 3 provides a visual representation of the
social hierarchy within a wolf pack.
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4.2. Hunting Strategy

The hunting tactics utilized by a wolf pack entail a strategic process with three key
stages: pursuit, encirclement, and assault. In the encirclement phase, a wolf exhibits the
skill to tactically adjust its position, skillfully surrounding the prey within a defined area.
This encircling behavior of gray wolves can be expressed mathematically as follows:

µ = |v × X′(i) − X(i)|, (1)

X(i + 1) − X′(i) − η × µ, (2)

where η and v represent two controlling factors, X′ represents the prey’s location, X denotes
the wolf’s current location, and i indicates the present iteration. The values of the controllers
η and v) are determined using the following calculations:

η = 2 × ι × r1 − ι (3)

v = 2 × r2 (4)

where ι linearly decreases from 2 to 0 over the iterations, while the values r1 and r2 are
random values within the range of [0, 1]. The range of the controller η is bounded by the
interval [−2ι, 2ι], which is determined by the value of ι.
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4.3. Prey Search (Exploration)

The arrangement of alpha, beta, and delta wolves significantly influences the search
behavior exhibited by other members of the pack as they pursue their prey. Throughout the
prey search, the wolves disperse from one another and subsequently converge to encircle
and launch an attack on their target. The wolves’ dispersal is symbolized by the variable η,
which assumes random values greater than 1 or less than −1, guiding the movement of
search agents away from the prey’s location. This process is designed to ensure thorough
exploration and enhance the GWO capacity for a comprehensive global search to attain
the most optimal solution. In the GWO algorithm, the variable v governs the exploration
phase, comprising random values between 0 and 2. This enables the random emphasis or
de-emphasis of the prey’s significance, contingent on whether v exceeds or is less than 1,
respectively. Unlike η, v does not undergo linear diminishment. The utilization of random
values in GWO serves to emphasize both exploitation and exploration, extending to the
final iteration. This feature proves crucial in scenarios where search agents may risk being
confined to local optima, particularly in the later stages of the search process.

The mathematical model for encircling the prey involves a linear deduction of the
value of ι. The fluctuation range of η is reduced to a similar degree by the parameter ι. In
situations where η consists of random values between 1 and −1, the location of the search
agent can be updated to a position near the prey’s location, facilitating a more focused
exploitation of the prey. In situations where η consists of random values between 1 and
−1, the location of the search agent can be updated to a position near the prey’s location,
facilitating a more focused exploitation of the prey.

5. Results and Discussion

In this study, Python serves as the programming language for implementing our
methodologies. Our central objective revolves around the integration of the Grey Wolf
Optimizer (GWO) to optimize emotion features, thereby enhancing emotion recognition
performance. To validate the efficacy of our approach, we conduct experiments across
four distinct emotion datasets: Emotion Database, RAVDESS, TESS, and SAVEE. Our eval-
uation metrics encompass classification accuracy, precision, recall, and F1-score, providing
comprehensive insights into the effectiveness of the proposed methodology.

It can be seen from Table 3 that the GWO optimizer, when used with classifiers like
SVM, LSTM, and CNN, surpasses the conventional classification methods on all evaluation
metrics. In EmoDB, the traditional Kernalized SVM shows a classification accuracy of only
55%, which is the worst among the six models. The use of GWO improved accuracy to
85%. The difference in accuracy is an improvement of 30% for EmoDB and RAVDESS,
whereas the precision doubled for EmoDB and RAVDESS and improved 7× for SAVEE,
which is a huge jump from that of traditional SVM classifiers. While the use of CNNs is
not as accurate as SVMs, the GWO technique managed to improve all the measurement
parameters of CNN as well.

Figure 4a,b display the confusion matrix representing a set of emotions comprising
six categories: anger, happiness, neutral, fear, disgust, and sadness for RAVDESS. The
proposed model achieved an overall accuracy of 53% when evaluated using this particular
emotion set and an accuracy of 60% when evaluated with the GWO technique. Upon
analyzing the confusion matrix (Figure 4a,b), it becomes apparent that the accuracy rates
for the fear and neutral classes are relatively high compared to those of the other classes. In
contrast, the angry class exhibits a lower classification accuracy. Additionally, there is a
significant misclassification of neutral as sad and disgust as happy. Despite the underper-
formance of the angry class, the proposed model demonstrated effective distinction among
the other emotions within this emotion set. Figure 4b displays the classification after using
GWO, which, as can be seen, lowers the misclassifications by a small degree.

Figure 4c,d display the confusion matrix representing a set of emotions comprising six
categories: anger, happiness, neutral, fear, disgust, and sadness for SAVEE. The proposed
model achieved an accuracy of 57% when evaluated using this particular emotion set and
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an accuracy of 68% when evaluated with the Gray Wolf Optimization technique. Upon
analyzing the confusion matrix (Figure 4c,d), it becomes apparent that the accuracy rates
for the angry class are relatively high compared to the other classes, whereas the fear class
exhibits the lowest classification accuracy. Despite the underperformance of all the classes,
the proposed model demonstrated effective distinction among the other emotions within
this emotion set. Figure 4d displays classification after using GWO, which, as can be seen,
reduces the incidence of misclassifications by a small degree.

Figure 4e,f display the confusion matrix representing a set of emotions comprising six
categories: anger, happiness, neutral, fear, disgust, and sadness for EmoDB. The proposed
model achieved an overall accuracy of 75% when evaluated using this particular emotion
set and an accuracy of 78% when evaluated with the Gray Wolf Optimization technique.
Upon analyzing the confusion matrix, it becomes apparent that the accuracy rates for
the disgust class are relatively high compared to the other classes, whereas the fear class
exhibits a lower classification accuracy. The fear class is rarely classified accurately and is
the lowest correctly identified class. Figure 4f shows the classification after using GWO,
which, as can be seen, lowers the misclassifications by a small degree.

Table 3. Classification Performance of 6 classifiers on the four datasets.

Without GWO Optimizer GWO Optimizer
Datasets Measurements SVM K-SVM CNN LSTM SVM K-SVM CNN LSTM

Accuracy 0.74 0.55 0.75 0.76 0.85 0.85 0.78 0.83
EmoDB Precision 0.71 0.42 0.74 0.73 0.82 0.87 0.77 0.82

Recall 0.70 0.45 0.69 0.71 0.82 0.84 0.77 0.87
F1-Score 0.70 0.39 0.71 0.71 0.82 0.84 0.77 0.84
Accuracy 0.74 0.55 0.53 0.73 0.85 0.87 0.60 0.73

RAVDESS Precision 0.71 0.42 0.53 0.73 0.84 0.88 0.59 0.69
Recall 0.70 0.45 0.52 0.82 0.83 0.85 0.56 0.71

F1-Score 0.70 0.39 0.52 0.76 0.83 0.86 0.59 0.71
Accuracy 0.54 .35 0.57 0.62 0.76 0.75 0.68 0.71

SAVEE Precision 0.53 0.10 0.59 0.53 0.74 0.72 0.66 0.59
Recall 0.51 0.25 0.51 0.57 0.75 0.68 0.64 0.72

F1-Score 0.52 0.15 0.53 0.59 0.73 0.68 0.64 0.71
Accuracy 0.98 0.91 0.99 0.97 0.99 0.99 0.99 0.99

TESS Precision 0.98 0.93 0.99 0.96 0.99 0.99 0.99 0.99
Recall 0.98 0.91 0.99 0.95 0.99 0.99 0.99 0.99

F1-Score 0.98 0.91 0.99 0.96 0.99 0.99 0.99 0.99
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Figure 4g,h display the confusion matrix, representing a set of emotions comprising
six categories: anger, happiness, neutral, fear, disgust, and sadness for TESS. The proposed
model achieved an overall accuracy of 99% when evaluated using this particular emotion
set and an accuracy of 100% when evaluated with the Gray Wolf Optimization technique.
The TESS data are highly recommendable for speech emotion recognition as all the emotions
are accurately classified by our model as well. The TESS dataset does not need Gray Wolf
Optimization since it is already good enough to be used for accurate emotion classification
via traditional methods.

In Figure 5a, the horizontal axis represents the number of epochs, and the vertical
axis represents the accuracy and the validation accuracy through training. The accuracy
peaks at nearly 90% once, while the validation accuracy rises with it to around 70% and
then flattens. The model was set to train for 100 epochs with an Early Stopping Callback.
This stopped the training at 61 epochs, denoting that training the model will no longer
improve the results. As visible in Figure 5b, the horizontal axis represents the number of
epochs, and the vertical axis represents the loss and the validation loss through training.
The loss is relatively high at the beginning of training but decreases gradually. After a
while, the validation loss starts to saturate and does not fall below the 0.11 mark. As visible
in Figure 5c, the accuracy is relatively low at the beginning of training, but it increases
gradually. The accuracy peaks at nearly 99% once, while the validation accuracy rises
slower than that. The model was set to train for 100 epochs with an Early Stopping Callback.
This stopped the training at 67 epochs, denoting that training the model will no longer
improve the results. The testing accuracy is only 53%. As visible in Figure 5d, the x-axis
represents the number of epochs, and the y-axis represents the loss and the validation
loss through training. It is evident that the validation loss does not decrease and instead
fluctuates between 0.14 and 0.12 at all times. This is why the testing accuracy and the
validation accuracy are very low.

In Figure 5e, the horizontal axis represents the number of epochs, and the vertical
axis represents the accuracy and the validation accuracy through training. The training
accuracy climbs rapidly, whereas the callback stops the network after 56 epochs because
further training will not yield useful results and will only result in overtraining. This is
because the validation loss does not decrease. The model cannot accurately distinguish the
emotions in the testing phase, and the validation loss always stays between 0.11 and 0.09.

Figure 5g shows the accuracy graph for the TESS dataset. There is again an exception
to note, namely that the TESS dataset being balanced and great for SER produces excellent
results. The accuracy climbs to greater than 95% within the first five epochs and then
saturates around the 99% mark, ranging from 99.1% to 99.73% on training and validation.
This is shown in the loss graph (Figure 5h) as well, which shows the loss nearing 0.01 as
the epochs progress. The TESS dataset exhibits the highest values in all the parameters
measured, with an average value of 99% in F1-score, precision, recall, and accuracy.

Table 4 shows a comparison of the proposed model with the existing studies conducted
for the respective datasets. It can be seen that our proposed method outperforms the
existing methods by good margins. Since TESS is a dataset that often displays an accuracy
greater than 99%, there are not many comparisons for it. That is why RAVDESS, SAVEE,
and EmoDB were given more emphasis during research and comparison. The average
accuracy for the RAVDESS dataset lies between 60–75%, whereas our model achieved an
accuracy of 87% with GWO optimization. The CNN and LSTM, however, underperformed
for both RAVDESS and SAVEE datasets without the GWO optimizer. The GWO-SVM beat
the traditional DNN frameworks and existing SVM models.

Table 4. Comparison with existing studies.

Reference Dataset Classifier Used Accuracy

Bhavan et al. [44] RAVDESS Bagged ensemble of SVMs 75.69%
Zeng et al. [42] RAVDESS DNNs 64.52%

Shegokar and Sircar [43] RAVDESS SVMs 60.1%
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Table 4. Cont.

Reference Dataset Classifier Used Accuracy

This Work (Proposed Method) SAVEE GWO-SVM
GWO-CNN

75%
65.47%

This Work (Proposed Method) EmoDB GWO-SVM
GWO-CNN

85%
78%

This Work (Proposed Method) TESS GWO-SVM
GWO-CNN

99.97%
99.93%
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6. Conclusions and Future Work

In this research study, a deep learning model was introduced for speech emotion
recognition. The effectiveness of the proposed model was assessed using four datasets:
EmoDB, RAVDESS, TESS, and SAVEE. The experimental findings demonstrated that the
proposed model achieved better results with GWO, irrespective of the model used on
the four datasets. The evaluations revealed that the results obtained were comparable
to the accuracy of other convolutional neural networks (CNNs) utilizing spectrogram
features. Consequently, it can be concluded that the proposed approach is highly suitable
for emotion recognition.

It is recommended to evaluate the proposed approach further using additional emotion
datasets. Additionally, the proposed model can be enhanced by utilizing large datasets
to improve the recognition of all emotions. Another solution to increase the accuracy of
the model could be to combine all four datasets present and extract common emotions
from them. This will result in a more balanced dataset that will show promising results
based on overall SER instead of individual datasets, with constraints being used for the
same objective.

In the future, human assistance will no longer be necessary for speech recognition
tasks as they transition into automated processes. Voice recognition is likely to become a
seamless and automatic function. It would not be surprising if we are eventually all carrying
earpieces like C-3PO that listen to our conversations. Ongoing research and development in
deep learning are expanding the possibilities of speech recognition. Exciting advancements
are being made, including the utilization of neural networks to analyze sound patterns,
resulting in improved artificial intelligence algorithms. Speech recognition, a subset of deep
learning, has been a subject of study for over five decades. Presently, speech recognition
systems exhibit higher accuracy levels than ever before. The future holds even more
promise for speech recognition as deep learning techniques enable training models on
larger datasets and utilize increased computing power, enhancing the algorithms’ data
processing capabilities.
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Abstract: Artificial immune systems (AIS), as nature-inspired algorithms, have been developed to
solve various types of problems, ranging from machine learning to optimization. This paper proposes
a novel hybrid model of AIS that incorporates cellular automata (CA), known as the cellular automata-
based artificial immune system (CaAIS), specifically designed for dynamic optimization problems
where the environment changes over time. In the proposed model, antibodies, representing nominal
solutions, are distributed across a cellular grid that corresponds to the search space. These antibodies
generate hyper-mutation clones at different times by interacting with neighboring cells in parallel,
thereby producing different solutions. Through local interactions between neighboring cells, near-
best parameters and near-optimal solutions are propagated throughout the search space. Iteratively,
in each cell and in parallel, the most effective antibodies are retained as memory. In contrast, weak
antibodies are removed and replaced with new antibodies until stopping criteria are met. The CaAIS
combines cellular automata computational power with AIS optimization capability. To evaluate the
CaAIS performance, several experiments have been conducted on the Moving Peaks Benchmark.
These experiments consider different configurations such as neighborhood size and re-randomization
of antibodies. The simulation results statistically demonstrate the superiority of the CaAIS over other
artificial immune system algorithms in most cases, particularly in dynamic environments.

Keywords: artificial immune system; dynamic environment; dynamic optimization problem;
hypermutation; cellular automata

1. Introduction

Real-world optimization problems often exhibit a dynamic nature, which leads to
their modeling as Dynamic Optimization Problems (DOPs). In such problems, a model’s
parameters change over time due to the changing environment. Thus, finding an optimal
solution is challenging because the objective function and constraints vary with time. As a
result, although numerous successful optimization algorithms have been developed for
static optimization problems, traditional optimization algorithms could not be effective at
reaching an appropriate solution in such scenarios as they do not account for changes in
real-time data. Thus, researchers tried to develop suitable algorithms to adapt to changes
in dynamic environments.

Moreover, designing suitable optimization algorithms for solving real-world appli-
cations is not easy due to these environments’ limitations and constraints. To name a few
applications in dynamic environments, one can mention some examples of scheduling
problems. These problems are in such a way that stochastic jobs may be inserted/deleted
over time. Another example is routing problems, in which routers may fail or change status
(from on to off or vice versa) in the whole routing network.

Time-based pricing [1] is a common problem in financial planning. In this problem,
customers are divided into multiple groups based on their demand curves, and different
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prices are charged to each group at different times. This approach allows businesses to
optimize their revenue by charging higher prices when demand is strong and lower prices
when demand is weak. In channel assignment and multicast routing in multi-channel
wireless mesh networks [2], these networks require dynamically efficient multicast routing
protocols to ensure data delivery to multiple receivers simultaneously while minimizing
network congestion and delay. Dynamic optimization techniques can be applied to address
dynamic multicast problems in mobile ad hoc networks (MANETs) [3]. These networks
are characterized by their dynamic topology and mobility, which makes multicast routing
protocol optimization challenging. In dynamic multicast problems, the network topology is
changed frequently due to node mobility or link failures. This requires an adaptive routing
protocol to ensure reliable data delivery. Dynamic optimization techniques can improve
multicast routing protocols’ efficiency and adaptability in MANETs.

Dynamic optimization techniques can be applied to dynamic vehicle routing problems
(VRPs) [4] to improve routing solutions’ efficiency and adaptability. In dynamic VRPs, the
number and routes of vehicles change dynamically over time due to various factors such
as traffic conditions, weather, and customer demands. By using dynamic optimization
techniques, it is possible to achieve more efficient and cost-effective routing solutions,
reduce delivery times, and improve overall customer satisfaction. Dynamic job shop
scheduling [5] is a scheduling problem in which jobs are processed on different machines
in a factory. The goal is to determine the optimal sequence of jobs to be processed on each
machine. This is carried out while considering some factors such as machine availability,
job release times, and processing times. These problems are particularly challenging
because the optimal schedule may change with time due to job requirements or machine
availability changes. As a result, these problems require complex algorithms that adapt to
changing conditions in real time. For more applications, it can be addressed in aerospace
design [6], car distribution systems [7], object detection [8] and pollution control [7], electric
vehicle dispatch optimization [9], cold chain logistics scheduling [10], and railway junction
rescheduling [11].

The purpose of optimization in dynamic problems has shifted from simply identifying
the stationary optimal solution(s) to precisely monitoring the trajectories of the optimal so-
lution(s) over time [12–14]. As a result, it is crucial to adequately tackle the extra challenges
presented by this scenario to achieve promising results. Reacting to changes is critical to
maintaining optimization algorithms’ performance in dynamic environments. The first step
toward reacting to changes is to detect changes in the first place and then adopt a suitable
strategy to deal with them. Richter [15] discussed two major change detection types: popu-
lation based and sensor based. In population-based detection, statistical hypothesis testing
is performed at each generation to see whether the alteration in the fitness of the individuals
was not due to their convergence. In sensor-based detection, some measurements (so-called
“fitness landscape sensors”) are placed either randomly or regularly into the landscape. At
every generation, the environment changes if any of the sensors detect an altered fitness
value. Evolutionary algorithms (EAs) for addressing diverse applications characterized
by dynamic behavior have received significant attention in recent years [3]. Conventional
population-based algorithms can successfully solve static optimization problems but may
fail in dynamic environments since they cannot recognize environmental changes. Different
methods have been suggested to detect changes in the dynamic environment. Also, there
is no prior knowledge or standard criteria for dealing with changing environments. A
simple method can reset the optimization algorithm after detecting any environmental
change, which can often be performed correctly [16]. Before reaching optimal regions,
another change may occur through the evolution of an optimization algorithm. It is also
possible to track the peaks around the optimal instead of locating the optimal using DOP
algorithms as an alternative solution. Several techniques and improvements based on
the characteristics of each EA are suggested for dynamic optimization [17–19], among
which, the main approaches dealing with the dynamic environment can be categorized into
several groups, including: (1) increasing diversity methods [13], (2) diversity maintenance
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methods [20], (3) memory-based methods [21], (4) predicting the next optimum solution,
(5) self-adaptive mechanisms, (6) multi-population methods [22], and (7) hybridization of
the methods [23,24]. This study uses diversity control with parameter adaptation by CAs
for the distribution of parameters among the CA cells and their interaction.

A cellular automaton (CA) comprises numerous cells, each possessing a state that
evolves through a set of feasible states according to a local rule. CA is especially appropriate
for simulating natural systems that can be characterized as a vast collection of essential
components interacting locally with one another. The cellular automata-based artificial
immune system (CaAIS) proposed in this paper can be viewed as a stochastic cellular
automaton [25], where the size of the state set corresponds to the number of points in the
search space, and the cells update their states repeatedly until an appropriate predetermined
criterion is met.

This paper presents a novel hybrid model of AIS using the cellular automata called
cellular automata based on artificial immune system (CaAIS) for dynamic environments.
Antibodies are distributed throughout a cellular grid of search space in the proposed model
as nominal solutions. They are responsible for different solutions at different times. Based
on the local interactions between cells and their local rules, the appropriate parameters and
optimal solutions of cells are spread in the cell space. Due to CA properties, the CaAIS
inherits the computational power of cellular automata [26] and AIS optimization capability.

In summary, our main contributions are highlighted as follows:

• We proposed a hybrid model of AIS and CA called cellular automata based on the
artificial immune system (CaAIS) for dynamic environments.

• We proposed the CA local interactions in the CaAIS to adapt the parameters and
increase diversity.

• As the environment changes, we propose a replacement mechanism that incorporates
the near-best parameter of the cells and spreads to their neighbors.

The remainder of the paper is structured as follows: Section 2 provides an overview
of related work on several studies on dynamic optimization problems. Section 3 introduces
cellular automata in brief. The simple artificial immune algorithm is described in Section 4.
The proposed algorithm (CaAIS) is described in detail in Section 5. Section 6 reports on
the experimental results conducted on MPB and compares the CaAIS results with those of
state-of-the-art and selected algorithms. Finally, Section 7 concludes this paper.

2. Related Work

In the literature, there are several studies on dynamic optimization problems. For
example, Jin and Branke [27] tackled and deliberated on different forms of uncertainty in
evolutionary optimization. Cruz et al. [16] have furthered the progress of the domain by
achieving a dual objective, thereby enhancing its significance: (1) Their accomplishment
involved the establishment of a vast collection of pertinent references on the subject mat-
ter from the previous ten years, which they then classified according to various criteria,
including publication type, type of dynamism, dynamic optimization problem-solving
approaches, performance metrics, applications, and year of publication. (2) Afterward, they
conducted a comprehensive review of the research conducted on dynamic optimization
problems using the compiled collection. Nguyen et al. [28] conducted a comprehensive
investigation into the field of evolutionary optimization in dynamic environments, pre-
senting an in-depth survey of the field. This research analyzed the latest advancements in
the academic literature from four distinct perspectives, namely: (a) benchmark problems,
(b) performance metrics, (c) methodologies, and (d) theories. Although their work is very
valuable in studying and summarizing different methods for solving MPB, it does not
provide categorical information on how different methods work and which mechanisms
can improve the performance of different methods. In addition, it does not explain the
reasons for specific approaches’ superiority.

Yazdani et al. [29,30], in two parts of survey papers, presented a review of research
studies regarding DOPs. Since an efficient dynamic optimization algorithm consists of
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several parts to cope with dynamic optimization problems, they tried to provide a compre-
hensive taxonomy to identify the parts of dynamic optimization algorithms. In the second
part of this survey, they gave an overview of dynamic optimization problem benchmarks
and performance measures. Moser et al. provide another study [31]. In this work, the
authors surveyed the existing techniques in the literature for addressing MPB. They catego-
rize the diverse methods into four groups: swarm intelligence algorithms, evolutionary
algorithms, hybrid approaches, and other approaches.

In [22], Balckwell et al. introduced the concept of multi-swarms, which involves parti-
tioning the population of particles into multiple subgroups, each with its own information
sharing and exploration strategies. The researchers propose using an adaptive partitioning
technique that dynamically adjusts the number and size of multi-swarms based on the
characteristics of the problem and the environment. Then, they introduced the concept
of exclusion, which allows individual particles to temporarily avoid regions of the search
space that are not beneficial. By excluding certain areas, particles can avoid premature con-
vergence and explore other areas of the search space. Additionally, the authors addressed
the issue of anti-convergence, which occurs when all particles converge to a suboptimal
solution. To mitigate this problem, the authors propose a re-initialization mechanism,
which randomly disperses particles in the search space to encourage exploration.

In [32], Li et al. focused on improving particle swarm optimization (PSO) algorithms
in dynamic environments by incorporating both speciation and adaptation mechanisms.
Speciation is a process inspired by biological evolution, where particles are divided into
different sub-populations or species based on their similarities. This helps maintain diver-
sity and exploration, even in changing or dynamic environments. Adaptation, on the other
hand, enables particles to adjust their behavior and parameters in response to environment
changes. It allows particles to quickly react and update their positions and velocities to
find better solutions. Nasiri et al. [33] proposed the integration of speciation, a concept
from evolutionary biology, into the firefly algorithm. This is a widely used optimization
algorithm inspired by fireflies’ behavior. The algorithm partitions the population into
different species based on their similar solutions. Fireflies within the same species closely
cooperate and share information, while fireflies belonging to different species compete for
resources. This division allows for both exploration and exploitation of the search space,
improving the algorithm’s ability to adapt to changing environments.

The authors in [34] focused on studying the effectiveness of a multi-population heuris-
tic approach to solving non-stationary optimization tasks. The authors emphasize that
real-world optimization problems often have non-stationary characteristics, meaning that
the problem landscape changes over time. Thus, they introduced a multi-population heuris-
tic approach, which involves multiple populations working in parallel. Each population
adapts and evolves independently, making the approach suitable for solving non-stationary
problems where the landscape changes unpredictably.

An appropriate candidate for a nature-inspired algorithm dealing with the changing
environment components is an artificial immune system (AIS). An AIS [35] is an adap-
tive system inspired by vertebrate immune processes developed by researchers to solve
complex real-world problems [36]. In this regard, some achievements have been made
in AISs dealing with DOPs. Franca et al. have proposed modifications to the artificial
immune network (AIN) algorithm for dynamic environments [37]. They utilize particular
sub-populations for memory, linear search for parameter control, and novel operators for
mutation in AIN. The multi-population strategy of the artificial immune algorithm in a dy-
namic environment has been suggested by Xhua et al., which obtained relatively successful
results [38]. In [39], the authors focused on the improvement of adaptation in optimization
problems subject to time-dependent changes. The authors propose a hybrid approach
that combines genetic algorithms (GAs) and artificial immune systems (AIS) to enhance
optimization. The proposed hybrid approach incorporates a multi-objective optimization
framework, which combines exploration and exploitation objectives with AIS components.
Specifically, the authors introduce an immune-inspired strategy for maintaining a diverse
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population of solutions and adaptively reacting to changes in the optimization landscape.
The AIS components act as an additional mechanism for preserving diversity, increasing
adaptability, and improving the algorithm’s convergence rate.

Kelsey et al. [40] proposed a novel optimization technique called Immune-inspired
Somatic Contiguous Hypermutation (ISCH). This technique is inspired by the immune
system’s somatic hypermutation process, which generates diverse antibodies to combat
various pathogens. ISCH involves the creation of a population of candidate solutions,
represented as individuals or antibodies. Each candidate solution corresponds to a specific
state within the search space. The somatic contiguous hypermutation operator is then
applied to these individuals to generate mutated offspring. Unlike traditional mutation
operators, the contiguous hypermutation in ISCH selectively mutates contiguous regions
within the candidate solutions. This approach allows for more focused exploration of the
search space, potentially yielding better solutions in less time. In [41], De Castro et al.
discussed the clonal selection algorithm (CSA) and its various applications in engineer-
ing. CSA is a computational optimization technique inspired by the immune system’s
clonal selection process. This algorithm mimics the immune system’s ability to generate
antibodies to combat infections, and it has been successfully applied to a wide range of
engineering problems.

A comprehensive review and performance evaluation of some different mutation
behaviors for the clonal selection algorithm, artificial immune network, and B-cell algorithm
is reported in dynamic environments [42] by Trojanowski et al. There are some desirable
results in a dynamic environment for adaptive operators using learning automata to
increase diversity. This is developed for the immune algorithm immune network [13].
The dynamic T-cell algorithm, a novel immune algorithm inspired by the T-cell model,
was developed for DOP based on four populations [43]. Another multi-population-based
algorithm was introduced as an artificial immune algorithm for the dynamic environment
based on the principle of biological immune response [44]. Nabizedeh et al. utilized a
clonal selection algorithm as a local search for a search around the optima [45]. An adaptive
version of the immune system algorithm utilizing learning automata is presented in [46],
in which the hypermutation parameter is adjusted using learning automata as a successful
reinforcement learning approach.

However, nature-inspired methods for dynamic optimization problems have certain
limitations. One limitation is the exploration–exploitation trade-off. These algorithms
may struggle to balance between exploring new regions of the search space to find better
solutions and exploiting the current best solutions. In dynamic environments, where the
optimal solution may change over time, this trade-off becomes even more challenging.
Additionally, these methods may suffer from premature convergence, where they converge
to suboptimal solutions too quickly and fail to adapt to changing environments. The
lack of effective mechanisms to handle dynamic changes in the search space is another
limitation, as these algorithms may struggle to quickly adapt and track the changing
optimal solution. Overall, while nature-inspired methods have shown promise in solving
optimization problems, their limitations in dynamic environments call for further research
and development.

3. Cellular Automata

Cellular automata [47] is a dynamical system with discrete space and time. The CA is
a mathematical model with an array of cells with local interactions for investigating sophis-
ticated, complex phenomena. Each cell’s behavior is determined based on its neighbor’s
behavior. CA is a decentralized, discrete, self-organized, and parallel system that enables
one to create an ordered structure by starting from a random state. It is shown that the
property of CA by applying a CA to a set of structures could not affect the set entropy. In
this model, space is specified by a regular grid of cells, each representing a memory of
states. In each step, the cell considers neighboring cells, and based on the communication
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rules, the next state is specified. In addition, each cell can work independently of the
other cells.

Cellular automata consider different neighborhood configurations. Each set of cells is
considered to be neighbors in a specific order. The two most well-known neighborhoods are
the Von Neumann and Moore neighborhoods. The Von Neumann neighborhood includes
four adjacent cells not diagonal to the central cell, while the Moore neighborhood includes
all eight surrounding cells. Each cell in the Von Neumann neighborhood has an equal
distance from the central cell. This model takes into account a wider range of neighboring
cells, allowing for more complex interactions and patterns within the cellular automaton.
These neighborhoods are commonly called the nearest neighbors and are illustrated in
Figure 1 [48]. For the CaAIS, the Von Neumann model may be more suitable for scenarios
where a more localized and restricted antibody spread is desired. In contrast, the Moore
model allows for a more extensive spread of antibodies across cells.
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The CaAIS is not the first evolutionary algorithm to use CA. In [49], CGA is a cellular
evolutionary algorithm that utilizes a decentralized population approach. In this method,
tentative solutions are introduced in overlapping neighborhoods. The hybrid CA with
particle swarm optimization (PSO), called CPSO, is presented in a study to optimize
functions [50]. The CPSO algorithm incorporates a CA mechanism into the velocity update
process to modify particle trajectories. The CaAIS is similar to CGA and CPSO in that it
is parameter dependent and hybridizes with CA. However, the CaAIS differs from CGA
and CPSO models in several aspects. 1: The main evolutionary algorithm is based on AIS.
2: Unlike CGA, the CaAIS model does not use crossover and mutation operators. Based
on the AIS algorithm, the CaAIS uses only hypermutation operators. 3: Unlike CGA, in
the CaAIS, each antibody interacts only with its pre-defined neighboring antibodies. 4: the
CaAIS focuses on optimization for dynamic environments.

Several hybridizations of CA and evolutionary algorithms are also reported in the
literature, including CLA-EC [51], Cellular PSO [52,53], Cellular DE [19,54], CLA-DE [55],
and Cellular fish swarm [56]. This paper proposes a hybrid model using cellular automata
and an artificial immune system for optimization in dynamic optimization.

4. Artificial Immune Algorithm

An artificial immune system [35] is a branch of computational intelligence that draws
inspiration from the natural immune system. It offers various algorithms for solving com-
plex real-world problems [36]. Several applications of AIS algorithms have been reported
by researchers, such as optimization [13], power systems [57], scheduling [58], pattern
recognition, bioinformatics [59], data mining [60], psychometric technology [61], sensor net-
works [62], intrusion detection [63], mobile robot control [64], and clinical diagnostics [65].
Taking inspiration from human immune systems, many AIS algorithms are generated.
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These algorithms include negative selection algorithms (NCA), clonal selection algorithms
(CLONALG), bone marrow, artificial immune networks (AINE), toll-like receptors (TLR),
danger theory, and dendritic cell algorithms (DCA) [36,60].

The immune network theory was presented by Jerne [66], while the artificial immune
network (AIN) algorithm was developed for multi-model optimization by de Castro and
Timmis [67]. This algorithm considers the immune cell as a population and its repre-
sentation as a real value vector with Euclidian distance. One of the main properties of
this algorithm is affinity maturation after random initialization, after which cells suffer
mutation based on the affinity of cells to produce colonies according to Equation (1)

c′ = c +
exp(− f ∗)

β
× N(0, 1), (1)

where c′ is the mutated cell, β is a control parameter for the normalization of fitness value
f ∗, and N(0, 1) specifies a Gaussian distribution by mean and variance 0 and 1, respectively.
After the mutation of the clones, cells with maximum fitness values were retained, and cells
with fitness values smaller than others were replaced with random cells [37]. Indeed, the
AIN algorithm aims to attain a set of representations with the least redundancy. Although
the AIN algorithm looks like a clonal selection algorithm, the main difference is attributed
to the suppression mechanism for cell interaction. This eliminates certain sets of cells with
less fitness than others. Algorithm 1 presents the artificial immune network algorithm
pseudo-code [68].

Algorithm 1. Artificial immune network algorithm

1. Initialize the Ab population as antibodies, and β is a control parameter.
2. Repeat for each Ab.
3. Evaluate Ab.
4. Select the best Ab.
5. Clone and mutate Ab.
6. Retain the highest Ab as memories.
7. Remove weak memories.
8. Replace random Ab.
9. Until the termination condition is met

5. Proposed Model: Cellular Automata-Based on Artificial Immune System (CaAIS)

Parameters in the AIS algorithm play a critical role due to several parameters, such
as hypermutation. These parameters affect the AIS algorithm’s performance [35]. On the
other hand, there are local interactions between Abs in the immune system. Thus, in the
proposed algorithm, a CA is used for enhancing the parameter adaptations of the algorithm.
Each CA cell consists of antibodies denoted by Ab, and their parameters, such as β, are
control parameters. This concept preserves diversity in the search space through CA local
interaction. A general representation of the proposed model for CA deployment in a Von
Neumann model is depicted in Figure 2.

After initialization, the proposed algorithm iterates in parallel for each cell. Each step
is described in the following subsections. The pseudo-code of the proposed algorithm, the
CaAIS, is presented in Algorithm 2.
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Algorithm 2. Cellular automata-based artificial immune system (CaAIS)

1. (Initialization): Generate randomly the initial Abs population and initialize the parameters in
each cell
2. Repeat for each cell in parallel
3. Evaluate the Ab population
4. (Change Environment) If changing the environment is detected, do the following
operations on each Ab
5. (Replacement) Replace a set of Abs with the best of neighboring cells according
to Equation (3), and
the remainder set reinitializes the parameters randomly.
6. Generate clones and then perform Hypermutation clones with equal probability to each
clone according to the neighboring cells based on Equation (4).
7. Evaluate the fitness of every mutated clone, and select the best Abs using Equation (3) as
a member of the new generation and remove the others.
8. (CA Local interaction) Interact between cells and run local rules transition in each cell for
parameter selection value according to Equation (5).
9. Retain the best ABs as memory.
10. Remove a set of weak Abs and replace it with new Abs randomly.
11. Until (Stopping criteria) are met

Algorithms 2024, 17, 18 8 of 20 
 

 
Figure 2. Deployment of schematic antibodies in a 2D cell space as Von Neumann model. 

After initialization, the proposed algorithm iterates in parallel for each cell. Each step 
is described in the following subsections. The pseudo-code of the proposed algorithm, the 
CaAIS, is presented in Algorithm 2. 

Algorithm 2. Cellular automata-based artificial immune system (CaAIS) 
1. (Initialization): Generate randomly the initial 𝐴𝑏𝑠 population and initialize the parameters 
in each cell 
2. Repeat for each cell in parallel 
3.      Evaluate the 𝐴𝑏 population 
4.       (Change Environment) If changing the environment is detected, do the following op-
erations on each 𝐴𝑏 
5.             (Replacement) Replace a set of 𝐴𝑏s with the best of neighboring cells according 
to Equation (3), and 
the remainder set reinitializes the parameters randomly. 
6.       Generate clones and then perform Hypermutation clones with equal probability to 
each clone according to the neighboring cells based on Equation (4). 
7.       Evaluate the fitness of every mutated clone, and select the best 𝐴𝑏s using Equation (3) 
as a member of the new generation and remove the others. 
8.      (CA Local interaction) Interact between cells and run local rules transition in each cell 
for parameter selection value according to Equation (5). 
9.        Retain the best 𝐴𝐵𝑠 as memory. 
10.      Remove a set of weak 𝐴𝑏𝑠 and replace it with new 𝐴𝑏𝑠 randomly. 
11. Until (Stopping criteria) are met 

The description of each step of the CaAIS is given as follows. 

5.1. Initialization 
The initial 𝐴𝑏 population was randomly generated using random distribution in the 

corresponding range in each cell as follows 𝐴𝑏(,) =  𝑙𝑏 + 𝑟(𝑢𝑏 − 𝑙𝑏), (2)

where 𝑟  is a random number distributed in [0, 1] , 𝑙𝑏 , 𝑢𝑏  are the lower and upper 
bound of the real variable 𝐴𝑏(,) for cell (𝑖, 𝑗), respectively. Additionally, in this step, the 
maximum iteration, mutation probability Pm, and other parameters, such as the control 
parameter β, are set. 

5.2. Change the Environment 
In the proposed algorithm, a change in environments is detected by re-evaluating the 𝐵𝑒𝑠𝑡𝐴𝑏 as the best 𝐴𝑏 in the population. So, a change is detected if the fitness value of 

Figure 2. Deployment of schematic antibodies in a 2D cell space as Von Neumann model.

The description of each step of the CaAIS is given as follows.

5.1. Initialization

The initial Ab population was randomly generated using random distribution in the
corresponding range in each cell as follows

Ab(i,j) = lb + r(ub− lb), (2)

where r is a random number distributed in [0, 1], lb, ub are the lower and upper bound of
the real variable Ab(i,j) for cell (i, j), respectively. Additionally, in this step, the maximum
iteration, mutation probability Pm, and other parameters, such as the control parameter β,
are set.

5.2. Change the Environment

In the proposed algorithm, a change in environments is detected by re-evaluating
the BestAb as the best Ab in the population. So, a change is detected if the fitness value
of the BestAb has been changed since its last fitness evaluation. By detecting a change in
the environment, the fitness value of each Ab also should be re-evaluated. A local search
is performed around each individual as well. According to the proposed method, a local
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search is applied simply by interacting with neighbors. This idea helps Ab to track the
previous best search attempts to find the new optimal position quickly.

5.3. Replacement

In a time of changing environment, a set of antibodies in each cell is replaced by the
best neighbor. Other antibodies are reinitialized based on the last good neighbor in the
memory as CbestM(i,j) for cell (i, j), and the remaining are randomly initialized. Indeed,
it provides a global search by random search and local search by replacing the cells and
spreading in the neighbors. The replacement of antibodies is carried out using Equation (3).

Ab(i,j) = argmax
i,j
{ f (Ab)(p,q)

Ab(p,q)∈N(Ab(i,j))

}, (3)

where Abi,j is the antibody in the central cell, N(Ab(i,j)) returns the set of neighboring cells
for Abi,j in the central cell. Moreover, the best Ab of each cell as memory is considered as
CbestM(i,j).

5.4. Hypermutation

Since cloning and hypermutation are the main operators of AIS, they are performed on
the Ab population according to their fitness values. In this step, the Ab with a higher fitness
value suffers more clones because the better Abs are closer to optimal. Then, hypermutation
is applied as in Equation (4).

Ab(i,j) = Ab(i,j) +
exp(− f ∗(Ab(i,j)))

β
× N(0, 1), (4)

where β is a control parameter for the normalization of fitness value f ∗(Ab(i,j)) for Ab(i,j)
in cell (i, j), N(0, 1) specifies a Gaussian distribution by mean and variance 0 and 1,
respectively.

5.5. CA Local Interactions

In the proposed algorithm, the Ab is an N-dimensional real vector, where N is the
number of the dimensions of search space. In this discipline, the parameter of Ab is adjusted
via local interaction between Abs in the CA in a parallel manner. The relation between Abs
in a local grid in the Moore model is schematically presented in Figure 3.

Algorithms 2024, 17, 18 10 of 20 
 

 
Figure 3. Representation of deployment of antibodies 𝐴𝑏 in Moore model of CA. 

The information interactions and the spread of parameters among cells in the 2D 
model through the algorithm’s evolution schematically are shown in Figure 4. 

 
Figure 4. The representation of the local information interaction and its spread of parameters (i.e., 
control parameter 𝛽) among cells for the 2D model of Moore with s distance from the central cell. 

5.6. Stopping Criteria 
The process of evaluating the 𝐴𝑏 population, detecting the change in environment 

and re-initialization and replacement, generating clones and hypermutation clones, eval-
uating the mutated clones, performing CA local interaction, retaining the best 𝐴𝑏s, and 
removing the set of weak 𝐴𝑏s is repeated until the stopping criteria are met. The proposed 
algorithm stops when the maximum number of iterations is met. 

6. Experimental Study 
First, this section introduces (1) the performance measure, (2) MPB as a popular dy-

namic environment benchmark [67], and (3) an experimental setup that allows the CaAIS 
to be evaluated. Then, the CaAIS experimental results compared to some well-known al-
gorithms are reported in sub-Section 5.3. 

  

Figure 3. Representation of deployment of antibodies Ab in Moore model of CA.

In the case of a dynamic environment, the parameters of AIS become different with
changing environments adaptively, and the diversity of population increases during the
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time based on CA. In this method, antibodies are distributed in the grid of cells so that each
cell can access its neighboring information by interaction among the cells.

Since the immune algorithm’s performance depends on mutation, values of β as
the control parameter are chosen adaptively through the algorithm evolution. The first
initialization of this parameter is randomly selected since there is no prior knowledge of
the environment. When the algorithm proceeds, the value of β is updated based on the
received feedback from the environment. While all antibodies in each cell are evaluated,
information interactions between neighboring cells are performed, and the central cell for
each window determines the best value of β using Equation (5),

βi,j = argmax
i,j
{ f (Ab)(p,q)

β(p,q)∈N(β(i,j))

}, (5)

where β(i,j) and β(p,q) are the control parameters of mutated antibodies in the central cell
and the control parameters of antibodies in neighboring cells, respectively.

The information interactions and the spread of parameters among cells in the 2D
model through the algorithm’s evolution schematically are shown in Figure 4.
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5.6. Stopping Criteria

The process of evaluating the Ab population, detecting the change in environment and
re-initialization and replacement, generating clones and hypermutation clones, evaluating
the mutated clones, performing CA local interaction, retaining the best Abs, and removing
the set of weak Abs is repeated until the stopping criteria are met. The proposed algorithm
stops when the maximum number of iterations is met.

6. Experimental Study

First, this section introduces (1) the performance measure, (2) MPB as a popular
dynamic environment benchmark [67], and (3) an experimental setup that allows the CaAIS
to be evaluated. Then, the CaAIS experimental results compared to some well-known
algorithms are reported in Section 5.3.
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6.1. Performance Measure

Offline error (OE) has been used to evaluate the CaAIS, a popular measure in the
literature for dynamic optimization. The average of the best value rather than the last
change from optima is indicated in OE, which is defined by Equation (6):

O f f lineError =
1

Nc
∑Nc

j=1

(
1

Ne(j)
∑Ne(j)

i=1

(
f ∗j − f ∗ji

))
, (6)

where Nc is the fitness evaluation of a changing environment, Ne(j) is the fitness evaluation
for the jth time of environment, f ∗j specifies the best value of the jth state (between j and
j + 1), and f ∗ji is the best current fitness value found up to now [16].

6.2. Dynamic Environment

Due to the dynamic nature of many real-world problems and the continuously chang-
ing environment, MPB, as a well-known dynamic environment, was developed as a means
of algorithm evaluation [69]. MPBs are being presented in the n-dimensional environment
with pre-defined peaks in X (location), H (height), W (weight). The peak functions are
defined below as Equation (7), and the highest value obtained over all of them specifies the
fitness landscape.

F
(→

x , t
)
= max

i=1,...N

Hi(t)

1 + Wi(t)∑D
j=1
(

xj(t)− Xij(t)
)2 , (7)

where Xij(t) is the coordination related to the location, Wi(t) is the width of the ith peak,
Hi(t) is the height of ith peak, all in time t. A uniform distribution is used to generate
the height randomly (Hi(t)) in the range [30, 70] and width (Wi(t)) in the range [1, 12] of
each peak.

The width Wi(t) and height Hi(t) are changed, respectively, as Equations (8) and (9)

Wi(t) = Wi(t− 1) + widthseverity.δ, (8)

Hi(t) = Hi(t− 1) + heightseverity.δ, (9)

where δ is a random number from a Gaussian distribution with a mean of 0 and variance
of 1. The position of each peak is updated by vector

→
vi and it is formulated as follows:

→
Xi(t) =

→
Xi(t)(t− 1) +

→
vi(t), (10)

where
→
vi is defined as Equation (11)

→
vi(t) =

s∣∣∣→r +
→
vi(t− 1)

∣∣∣

(
(1− λ)

→
r + λ

→
vi(t− 1)

)
, (11)

where
→
vi(t) as the shift vector is a linear combination of a random vector

→
r ∈ [0.0, 1.0]D

and the previous shift vector
→
vi(t) and is normalized by the length factor s. The sever-

ity of change is determined by parameter s, while the correlation between each peak’s
changes and the previous one is specified by λ. (i.e., λ = 0 specifies the change of peak
is uncorrelated).

An example of the landscape generated by the MPB is illustrated in Figure 5. The
peaks are distributed throughout the whole environment, while the peaks’ location, weight,
and height change over time.
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Figure 5. An example of a landscape generated by the MPB.

The default settings of MPB [70] to facilitate comparison with alternative algorithms
are given in Table 1.

Table 1. The default settings of MPB for experimentation.

Setting Default Value Other Tested Values

Number of peaks (m) 10 5, 10, 20, 30, 40, 50, 100, 200
Number of dimensions (D) 5 10, 50
Frequency of change (f) 5000 1000, 2000, 3000
Height severity 7.0
Width severity 1.0
Peak shape Cone
Shift severity (s) 1 2, 3, 4, 5, 6
Search space range (A) [0, 100]
Height range (H) [30, 70]
Width range (W) [1, 12]
Correlation coefficient (λ) [0.0, 1.0]

6.3. Experiments

In this section, the CaAIS performance is studied in numerous experiments and
compared with alternative algorithms reported in the literature. For each experiment, an
average offline error over 30 independent runs with a 95% confidence level is presented.
Moreover, each experiment contains its assumptions. Two groups of experiments are
designed in this section. The first group considered various configurations of the proposed
algorithm, and the other experiments employed comparisons with other algorithms with
varying MPB scenarios.

6.3.1. Effect of Various Numbers of Initial Antibodies

A first set of experiments is conducted by OE to examine the effect of the initial
antibody Ab size (initial population) on the MPB. Although the diversity values of anti-
body quantities can be considered for initialization, the population of AIS is increasing
dynamically, so using multiple values would not be reasonable. Hence, 2–10, 20, and
50 antibodies are selected for initialization in this experiment. The effects of the number of
initial antibodies in the proposed algorithm are depicted in Figure 6.

As evident from Figure 6, OE has been decreased by raising the initial Ab population
to 5–6, and it shows relative improvement. Although it has been further increased, the
result has been inversed, and the OE value has increased. By increasing the number of
antibodies, it seems that more populations will cooperate to interact with each other and
share the optimization solutions. In contrast, for the Ab population increased to more than
six, the results are not promising. According to these results of OE for the Ab populations
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of five to six and with a shorter run time, the initial size of the Ab population is set to five
antibodies for the rest of the experiments.
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6.3.2. Effect of Varying the Number of Neighborhood Sizes

Other experiments investigated the effects of several neighbor cells in CA. This experi-
ment avoids large neighborhood structures to avoid additional computational challenges
and a long run time. Therefore, the numbers of neighbor cells are studied from one to five
for the effects of cell neighborhood sizes. The effects of the different cell neighborhood
sizes are summarized in Figure 7.
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Figure 7. Effect of varying cell neighborhood sizes.

According to Figure 7, it can be observed that the cell neighborhood size has been
increased until size two has relatively improved. However, no more than three to five values
will be enhanced, and OE will be increased. Indeed, increasing the cell neighborhood size
causes more complexity, and the advantage of local search deteriorates during the changing
environment.
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6.3.3. Effect of Varying the Re-Randomization of Antibodies

One reaction mechanism for changing the environment is re-randomizing a set of
populations. The effects of varying the re-randomization of a set between 10 and 100% of
the total population for the proposed algorithm can be seen in Figure 8. As reflected in
Figure 8, the rate of re-randomization value replacement of the population has promising
results between 30 and 60% of the population. It implies that a lower or higher rate of
re-randomization would not be efficient. Smaller rates of replacement value (fewer than
30%) cause negligible effects on enhancing the results. It may due to a lack of diversity in
the search space. In comparison, greater replacement values (over 60%) cause significant
randomization, and the algorithm can not find a suitable solution, because it may be a
candidate solution far from the optimal peaks. Therefore, due to the received proper results
for the mid-range of the re-randomization rate, in the rest of the experiments, the rate of
re-randomization is set to 50–60 percent of the Ab population.
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6.3.4. Comparison of the CaAIS with Peer Immune Algorithms

In this experiment, the performance of the CaAIS is compared with several algorithms,
including the simple artificial immune system (SAIS) [39], artificial iterated immune algo-
rithm (AIIA) [34], B-cell algorithm (BCA) [40], clonal selection algorithm (CLONALG) [41],
artificial immune network (opt-aiNet) [67], learning automata-based immune algorithm
(LAIA) [46], and the cellular PSO based on clonal selection algorithm (CPSOC) [45]. A
statistical test is also applied to validate the significance of the results. The statistical
test results of comparing algorithms by one-tailed t-test with 28 degrees of freedom at a
0.05 level of significance are reported in Table 2. Table 2 consists of two main columns
for 5 peaks and 50 peaks as different environments. For each environment, the offline
error and standard errors are given along with the results of the statistical significance
test. The t-test result regarding the CaAIS with each alternative algorithm is shown as “+”,
“−”, and “~” when the CaAIS is significantly better than, significantly worse than, and
statistically equivalent to the alternative algorithm, respectively. According to Table 2, the
results of the proposed method are statistically equivalent to those of BCA. They show
better results than other general relativity algorithms. This is due to the cellular structure
and immune properties that provide an adaptive balance between local and global search
in changing environments.
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Table 2. Comparison of OE ± standard error for the CaAIS versus other AIS algorithms with
t-test results.

Algorithms
M = 5 M = 50

Offline Error t-Test Offline Error t-Test

AIIA 2.6098 ± 0.43 + 3.7534 ± 0.31 +
SAIS 12.1631 ± 0.12 + 11.5783 ± 0.13 +
BCA 2.2566 ± 0.49 ~ 3.1245 ± 0.66 ~
CLONALG 3.3376 ± 1.25 + 10.5300 ± 0.21 +
Opt-aiNet 2.3963 ± 0.05 + 4.7600 ± 0.06 +
LAIA 2.7813 ± 0.35 + 2.9497 ± 0.36 ~
CPSOC 2.1923 ± 0.13 ~ 2.9546 ± 0.15 −
CaAIS 2.2979 ± 0.12 ~ 3.0707 ± 0.19 ~

6.3.5. Effect of Various Severities of Shift

This experiment examines the effect of different values on shift severity. For compari-
son, it utilizes other methods, such as multi-swarm optimization methods [22], including
mPSO, mCPSO, mQPSO [22], PSO with speciation (SPSO) [32], and SFA [33]. Figure 9
shows the average offline error for different algorithms. As seen in Figure 9, an increase
in shift length leads to a corresponding increase in offline error across all algorithms. It
means that longer shift lengths pose challenges for the environment and thus algorithms
with less steep curves are preferred. Amongst these algorithms, the proposed algorithm
outperforms other algorithms such as mQSO, mPSO, mCPSO, and SPSO, but not SFA due
to its unique algorithm properties. It should be noted that all other methods are based on
particle swarm optimization.
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 ± 0.07 
2.98 ± 
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6.3.6. Effect of Various Numbers of Peaks

In an environment with moving peaks, the number of peaks is essential in determining
the results. The numbers of different peaks indicate the algorithm’s scalability in various
states. This experiment is designed to examine the performance of the proposed algorithm
when several peaks change. According to Table 1, the number of peaks changed within the
range from 1 to 200. In this experiment, the proposed algorithm the CaAIS is compared
with well-known algorithms such as multi-swarm optimization in two states, mCPSO and
mQPSO [22], PSO with speciation (SPSO) [32], cellular differential evolution (CLDE) [54],
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fast multi-swarm optimization (FMSO) [71], dynamic population differential evolution
(DynPopDE) [72], speciation-based firefly algorithm (SFA) [33], particle swarm optimization
with composite (PSO-CP) [73], learning automata-based immune algorithm (LAIA) [46],
cellular PSO (CLPSO) [53], multi-swarm cellular PSO with local search (CPSOL) [74],
and multi-population differential evolution (DE) algorithm with learning automata (Dyn-
DE+LA) [75]. The effect of the varying number of peaks is listed in Table 3. It should be
noted that the results of the compared algorithms are the same as those of their papers;
therefore, in some cases, the results are not presented. According to Table 3, the CaAIS
outperforms peer algorithms for 40 and 100 peaks, but for different numbers of peaks,
another algorithm may have been the best. Table 3 shows that the CaAIS delivers marginally
superior results for different numbers of peaks. The CaAIS produces better results as the
number of peaks rises.

Table 3. Comparing offline error and standard error for varying numbers of peaks.

Peaks

Algorithms SPSO

C
LPSO

C
LD

E

m
Q

SO

m
C

PSO

FM
SO

D
ynPopD

E

PSO
-C

P

LA
IA

C
PSO

L

D
ynD

E+LA

C
aA

IS

1

2.64±
0.10

3.46±
0.22

1.53±
0.07

5.07±
0.17

4.93±
0.17

3.44±
0.11

-

3.41±
0.06

1.94±
0.19

1.02±
0.14

3.07±
0.12

2.24±
0.02

5

2.15±
0.07

1.79±
0.12

1.50±
0.04

1.81±
0.07

2.07±
0.08

2.94±
0.07

1.03±
0.13

-

2.09±
0.18

0.99±
0.15

1.41±
0.08

2.28±
0.02

10

2.51±
0.09

1.84±
0.08

1.64±
0.03

1.80±
0.06

2.08±
0.07

3.11±
0.06

1.39±
0.07

1.31±
0.06

2.14±
0.15

1.75±
0.10

1.32±
0.06

2.24±
0.02

20

3.21±
0.07

2.63±
0.11

2.46±
0.05

2.42±
0.07

2.64±
0.07

3.36±
0.06

- -

2.97±
0.21

1.93
±

0.11

2.60±
0.07

2.51±
0.03

30

3.64±
0.07

2.91±
0.10

2.62±
0.05

2.48±
0.07

2.63±
0.08

3.28±
0.05

-

2.02±
0.07

2.98±
0.23

2.28±
0.10

3.05±
0.10

2.63±
0.03

40

3.85±
0.08

3.16±
0.11

2.76±
0.05

2.55±
0.07

2.67±
0.07

3.26±
0.04

- -

3.07±
0.29

2.62±
0.09

3.34±
0.07

2.28±
0.02

50

3.86±
0.08

3.23±
0.11

2.75±
0.05

2.50±
0.06

2.65±
0.06

3.22±
0.05

2.10±
0.06

-

2.93±
0.27

2.74±
0.10

3.56±
0.09

2.32±
0.02

100

4.01±
0.07

3.43±
0.10

2.73±
0.03

2.36±
0.04

2.49±
0.04

3.06±
0.4

2.34±
0.05

2.14±
0.08

3.06±
0.24

2.84±
0.12

3.88±
0.11

1.67±
0.03
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Table 3. Cont.

Peaks

Algorithms SPSO

C
LPSO

C
LD

E

m
Q

SO

m
C

PSO

FM
SO

D
ynPopD

E

PSO
-C

P

LA
IA

C
PSO

L

D
ynD

E+LA

C
aA

IS

200

3.82±
0.05

3.38±
0.09

2.61±
0.02

2.26±
0.03

2.44±
0.04

2.84±
0.03

2.44±
0.05

2.04±
0.07

2.95±
0.23

2.69±
0.08

3.71±
0.09

2.64±
0.03

7. Conclusions

This paper presents a hybrid method using cellular automata and an artificial immune
system. Unlike conventional AIS algorithms for dynamic environments, antibodies are
distributed through a grid of cells in the proposed algorithm. They try to find environmental
peaks by local interaction with antibodies in neighbor cells. The information interaction
is implemented in two ways: one, the best value of control parameters and memory
in neighbor cells totally after the evaluation of antibodies is replaced in the central cell;
and later, during the changing environment, a set of the population is replaced with
neighbors’ antibodies. The proposed methods are enforced by both local and global search
due to the characteristics of AIS and CA. The results of experiments on the proposed
algorithm on MPB compared with well-known algorithms reveal relative improvements
in dynamic environments. The simulation results show the superiority of the CaAIS
statistically in comparison with peer artificial immune system algorithms in most cases in
dynamic environments. To address the potential applications of the CaAIS to real-world
dynamic optimization problems, one can optimize the allocation of resources in dynamic
environments, such as transportation logistics or energy management systems, or optimize
investment portfolios by adapting to changing market conditions and adjusting asset
allocations accordingly, to name a few. Finally, for future research directions, techniques
should be developed to improve the algorithm’s ability to adapt to rapidly changing
environments and handle complex dynamic scenarios. In addition, strategies should be
developed to enhance the scalability of the algorithm, particularly for large-scale dynamic
optimization problems to be considered.
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Abstract: The carousel greedy algorithm (CG) was proposed several years ago as a generalized
greedy algorithm. In this paper, we implement CG to solve linear regression problems with a
cardinality constraint on the number of features. More specifically, we introduce a default version
of CG that has several novel features. We compare its performance against stepwise regression and
more sophisticated approaches using integer programming, and the results are encouraging. For
example, CG consistently outperforms stepwise regression (from our preliminary experiments, we
see that CG improves upon stepwise regression in 10 of 12 cases), but it is still computationally
inexpensive. Furthermore, we show that the approach is applicable to several more general feature
selection problems.

Keywords: carousel greedy; feature selection; linear regression

1. Introduction

The carousel greedy algorithm (CG) is a generalized greedy algorithm that seeks
to overcome the traditional weaknesses of greedy approaches. A generalized greedy
algorithm uses a greedy algorithm as a subroutine in order to search a more expansive
set of solutions with a small and predictable increase in computational effort. To be more
specific, greedy algorithms often make poor choices early on and these cannot be undone.
CG, on the other hand, allows the heuristic to correct early mistakes. The difference is
often significant.

In the original paper, Cerrone et al. (2017) [1] applied CG to several combinatorial
optimization problems such as the minimum label spanning tree problem, the minimum
vertex cover problem, the maximum independent set problem, and the minimum weight
vertex cover problem. Its performance was very encouraging. More recently, it has been
applied to a variety of other problems; see Table 1 for details.

CG is conceptually simple and easy to implement. Furthermore, it can be applied to
many greedy algorithms. In this paper, we will focus on using CG to solve the well-known
linear regression problem with a cardinality constraint. In other words, we seek to identify
the k most important variables, predictors, or features out of a total of p. The motivation is
quite straightforward. Stepwise regression is a widely used greedy heuristic to solve this
problem. However, the results are not as near-optimal as we would like. CG can generate
better solutions within a reasonable amount of computing time.

In addition to the combinatorial optimization problems studied in Cerrone et al. (2017) [1],
the authors also began to study stepwise linear regression. Their experiments were modest
and preliminary. A pseudo-code description of their CG stepwise linear regression ap-
proach is provided in Algorithm 1. For the problem to be interesting, we assume that the
number of explanatory variables to begin with (say, p) is large and the number of these
variables that we want in the model (say, k) is much smaller.

Algorithms 2023, 16, 447. https://doi.org/10.3390/a16090447 https://www.mdpi.com/journal/algorithms75
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Table 1. Recent applications of CG.

Year Problem Authors

2023 Knapsack Problem with Forfeits D’Ambrosio et al. [2]

2022 Knapsack Problem with Forfeits Capobianco et al. [3]

2022 Maximum Network Lifetime Problem with Time Slots and Coverage Constraints Cerulli et al. [4]

2021 Grocery Distribution Plans in Urban Networks with Street Crossing Penalties Cerrone et al. [5]

2021 Finding Minimum Positive Influence Dominating Sets in Social Networks Shan et al. [6]

2020 Knapsack Problem with Forfeits Cerulli et al. [7]

2020 Remote Sensing with Unmanned Aerial Vehicles (UAVs) Hammond et al. [8]

2020 Close-Enough Traveling Salesman Problem Carrabs et al. [9]

2019 Community Detection in Complex Networks Kong et al. [10]

2019 Strong Generalized Minimum Labeling Spanning Tree Problem Cerrone et al. [11]

2019 Sentiment Analysis Hadi et al. [12]

2018 A Distribution Problem Cerrone et al. [13]

2017 Maximum Network Lifetime Problem with Interference Constraints Carrabs et al. [14]

Algorithm 1 Pseudo-code of carousel greedy for linear regression from [1].

Input I (I is the set of explanatory variables)
Input n (n is the number of explanatory variables you want in the model)

1: Let S←model containing all the explanatory variables in I
2: R← partial solution produced by removing from S, |S| − n elements according to the

backward selection criteria
3: for αn iterations do
4: remove from tail of R an explanatory variable
5: according to the forward selection criteria, add an element to head of R

. R is an ordered sequence, where its head is the side for adding and the tail for
removing

6: end for
7: return R

The experiments were limited, but promising. The purpose of this article is to present
a more complete study of the application of CG to linear regression with a constraint on
the number of explanatory variables. In all of the experiments in this paper, we assume
a cardinality constraint. Furthermore, in the initial paper on CG, Cerrone et al. (2017) [1]
worked with two datasets for linear regression and also assumed a target number of
explanatory/predictor variables. This is an important variant of linear regression and it
ensures that different subsets of variables can be conveniently compared using RSS.

2. Linear Regression and Feature Selection

The rigorous mathematical definition of the problem is:

min
θ

RSS =
n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2, (1)

subject to
p

∑
j=1

Iθj 6=0 ≤ k, (2)

where the following notation applies:
RSS: the residual sum of squares,
X ∈ Rn×p: the independent variables,
Xij: the ith row and jth column of X,
y ∈ Rn: the dependent variable,
yi: the ith element of y,
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θ ∈ Rp: the coefficient vector of explanatory variables,
θj: the jth element of θ,
n: the number of observations,
p: the total number of explanatory variables (features),
k: the number of explanatory variables we want in the model, and
Iθj 6=0: equals 1 if θj 6= 0 is true and 0 otherwise.
While we use RSS (i.e., OLS or ordinary least squares) as the objective function, other

criteria, such as AIC [15], Cp [16], BIC [17], and RIC [18], are possible. We point out that
our goal in this paper is quite focused. We do not consider the other criteria mentioned
above. In addition, we do not separate the data into training, test, and validation sets as is
commonly the case in machine learning models. Rather, we concentrate on minimizing
RSS over the training set. This is fully compatible with the objective in linear regression
and best subset selection.

There are three general approaches to solving the problem in (1) and (2). We summarize
them below.

1. Best subset selection. This direct approach typically uses mixed integer optimization
(MIO). It has been championed in articles by Bertsimas and his colleagues [19,20].
Although MIO solvers have become very powerful in the last few decades and they
can solve problems much faster than in the past, running times can still become too
large for many real-world datasets. Zhu et al. [21] has recently proposed a polynomial
time algorithm, but it requires some mild conditions on the dataset and it works with
high probability, but not always.

2. Regularization. This approach was initially used to address overfitting in uncon-
strained regression so that the resulting model would behave in a regular way. In this
approach, the constraints are moved into the objective function with a penalty term.
Regularization is a widely used method because of its speed and high performance in
making predictions on test data. The most famous regularized model, lasso [22], uses
the L1-penalty as shown below:

min
θ

n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2 + λ

p

∑
j=1
|θj|. (3)

As λ becomes larger, it will prevent θ from having a large L1-norm. At the same
time, the number of nonzero θi values will also become smaller. For any k, there
exists a λ such that the number of nonzero θi values is roughly k, but the number
can sometimes jump sharply. This continuous optimization model is very fast, but
there are some disadvantages. Some follow-up papers using ideas such as adaptive
lasso [23], L0Learn [24], trimmed lasso [25], elastic net [26], and MC+ [27] appear to
improve the model by modifying the penalty term. Specifically, L0Learn [24] uses the
L0-penalty as shown below:

min
θ

n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2 + λ

p

∑
j=1

Iθj 6=0. (4)

For sparse high-dimensional regression, some authors [28,29] use L2 regularization
without removing the cardinality constraint.

3. Heuristics. Since the subset selection problem is hard to solve optimally, a compromise
would be to find a very good solution quickly using a heuristic approach. Stepwise
regression is a widely used heuristic for this problem. An alternating method that can
achieve a so-called partial minimum is presented in [30]. SparseNet [31] provides a
coordinate-wise optimization algorithm. CG is another heuristic approach. One idea
is to apply CG from a random selection of predictor variables. An alternative is to
apply CG to the result of stepwise regression in order to improve the solution. We
might expect the latter to outperform MIO in terms of running time, but not in terms
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of solution quality. In our computational experiments, we will compare approaches
with respect to RSS on training data only.

There are different variants of the problem specified in (1) and (2). We can restrict
the number of variables to be at most k, as in (1) and (2). Alternatively, we can restrict
the number of variables to be exactly k. Finally, we can solve an unrestricted version of
the problem. We point out that when we minimize RSS over training data only, it always
helps to add another variable. Therefore, when the model specifies there will be at most k
variables, the solution will involve exactly k variables.

In response to the exciting recent work in [19,20] on the application of highly sophisti-
cated MIO solvers (e.g., Gurobi) to solve the best subset regression problem posed in (1)
and (2), Hastie et al. [32] have published an extensive computational comparison in which
best subset selection, forward stepwise selection, and lasso are evaluated on synthetic data.
The authors used both a training set and a test set in their experiments. They implemented
the mixed integer quadratic program from [20] and made the resulting R code available
in [32]. They found that best subset selection and lasso work well, but neither dominates
the other. Furthermore, a relaxed version of lasso created by Meinshausen [33] is the overall
winner.

Our goal in this paper is to propose a smart heuristic to solve the regression problem
where k is fixed in advance. The heuristic should be easy to understand, code, and use.
It should have a reasonably fast running time, although it will require more time than
stepwise regression. We expect that for large k, it will be faster than best subset selection.

In this paper, we will test our ideas on the three real-world datasets from the UCI ML
Repository (see https://archive.ics.uci.edu/, accessed on 11 April 2023) listed below:

1. CT (Computerized Tomography) Slice Dataset: n = 10,001, p = 384;
2. Building Dataset: n = 372, p = 107; and
3. Insurance Dataset: n = 9822, p = 85.
Since we are most interested in the linear regression problem where k is fixed, we seek

to compare the results of best subset selection, CG, and stepwise regression. We will use
the R code from [32], our CG code, and the stepwise regression code from (http://www.
science.smith.edu/~jcrouser/SDS293/labs/lab8-py.html, accessed on 11 September 2022)
in our experiments. For now, we can say that best subset selection takes much more time
than stepwise regression and it typically obtains much better solutions. Our goal will be to
demonstrate that CG represents a nice compromise approach. We expect CG solutions to
be better than stepwise regression solutions and the running time to be much faster than it
is for the best subset selection solutions.

We use the following hardware: CPU 11th Gen Intel(R) Core(TM) i7-11700F @ 2.50 GHz
2.50 GHz. The algorithms in this paper are implemented in Python 3.9.12, unless otherwise
mentioned. CG is implemented in Python 3.9.12 without parallelization, unless otherwise
mentioned. On the other hand, when Gurobi 10.0.0 is used, all of the 16 threads are utilized
(in parallel).

3. Algorithm Description and Preliminary Experiments
3.1. Basic Algorithm and Default Settings

In contrast to the application of CG to linear regression in [1], shown in Algorithm 1,
we present a general CG approach to linear regression with a cardinality constraint in
Algorithm 2.
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Algorithm 2 Pseudo-code of carousel greedy for linear regression with a cardinality constraint.

Input I, k, S, β, α, γ
Output R

1: R← S with β|S| variables dropped from head . β|S| rounded to the nearest integer
2: REC← R
3: RECRSS← RSS of R
4: for α(1− β)|S| iterations do
5: Remove γ variables from the tail of R
6: Add γ variables from I − R to the head of R one by one according to forward

selection criterion
7: if RSS of R < REC then
8: REC← R
9: RECRSS← RSS of R

10: end if
11: end for
12: R← Use forward selections to add elements to REC one by one until k variables are

selected
13: return R

Here, the inputs are:
I: the set of explanatory variables,
k: the number of variables we want in the model,
S: the initial set of variables with |S| = k,
β: the percentage of variables we remove initially,
α: the number of carousel loops where we have (1− β)|S| carousel steps in each

loop, and
γ: the number of variables we remove/add in each carousel step.
The starting point of Algorithm 2 is a feasible variable set S with order. We drop a

fraction of β from S. Then, we start our α carousel loops of removing and adding variables.
In each carousel step, we remove γ variables from the tail of R and add γ variables to the
head of R one by one according to forward selection. The illustration of head and tail is
shown in Figure 1. Each time we finish a carousel step, the best set of variables in terms of
RSS is recorded. When carousel loops are finished, we add variables to the best recorded
set according to the forward selection criterion one by one until a feasible set of k variables
is selected.

k=5
︷ ︸︸ ︷

add−−→ V1 V2 V3 V4 V5
remove−−−→

Head Tail

Figure 1. An illustration of head and tail for k = 5, β = 0.

For a specific linear regression problem, I and k are fixed. S, β, α, γ are the parameters
which must be set by the user. In general, the best values may be difficult to find and they
may vary widely from one problem/dataset to another.

As a result, we start with a default set of parameter values and run numerous ex-
periments. These parameter values work reasonably well across many problems. We
present the pseudo-code and flowchart for this simple implementation of a CG approach in
Algorithm 3 and Figure 2.
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Algorithm 3 Pseudo-code of the default version of carousel greedy we recommend for
linear regression with a cardinality constraint.

Input I, k
Output R

1: S← the solution produced by forward stepwise regression . In the order of selection
2: R← S
3: LastImpro = 0
4: RECRSS = RSS of R
5: while LastImpro < k do
6: LastImpro = LastImprove + 1
7: Remove 1 variable from the tail of R
8: Add 1 variable to the head of R according to forward selection
9: if RSS of R < RECRSS then

10: LastImpro = 0
11: end if
12: end while
13: return R

Figure 2. Flowchart of default CG.

In other words, the default parameters are:
S = the result of stepwise regression with k variables,
β = 0,
α is set in an implicit way such that we have k consecutive carousel steps without

improvement of RSS, and
γ = 1.

3.2. Properties

There are a few properties for this default setting:

1. The RSS of the output will be at least as good as the RSS from stepwise regression.
2. The RSS of the incumbent solution is always monotonically decreasing.
3. When the algorithm stops, it is impossible to achieve further improvements of RSS by

running additional carousel greedy steps.

80



Algorithms 2023, 16, 447

4. The result is a so-called full swap inescapable (FSI(1)) minimum [24], i.e., no inter-
change of an inside element and an outside element can improve the RSS.

3.3. Preliminary Experiments

The following experiments show how CG evolves the solution from stepwise regression.
As shown in Figure 3, CG consistently improves the RSS of the stepwise regression solution
gradually in the beginning and stabilizes eventually. A final horizontal line segment of
length 1 indicates that no further improvements are possible.

(a) k = 7 (b) k = 15

(c) k = 25 (d) k = 50
Figure 3. Improvements from carousel greedy with stepwise initialization for the CT slice dataset.
The RSS of stepwise regression is at x = 0.

For the CT slice dataset we are using, the best subset selection cannot completely solve
the problems in a reasonable time. When we limit the time of the best subset selection
algorithm to a scale similar to CG, the RSS of its output is not as good as CG. Even if we
give best subset selection more than twice as much time, the result is still not as good. The
results are shown in Table 2 (the best results in Table 2 for each k are indicated in bold).

From Figures 4 and 5, some improvements from stepwise regression solutions can be
observed. However, as the number of observations (n) and the number of variables (p) in
the dataset become smaller, the model itself becomes simpler, in which case there will be less
room for CG to excel and the number of improvements also becomes smaller. Figure 5b,c
show no improvements from stepwise regression. This might mean the stepwise regression
solution is already relatively good. In that case, we may want to use other initializations to
see if we can find better solutions.
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Table 2. Comparisons of stepwise regression, CG, and best subset with different time limits.

k = 7 k = 15
RSS Time (s) RSS Time (s)

Stepwise regression 1,653,208 5.55 1,029,899 16.08
CG with stepwise initialization 1,471,932 28.45 973,695 97.82
Best subset (warm start + MIP) 1,570,721 28.35 1,015,076 97.69
Best subset (warm start + MIP) 1,570,681 100.00 999,294 250.00

k = 25 k = 50
RSS Time (s) RSS Time (s)

Stepwise regression 829,608 38.45 623,118 132.24
CG with stepwise initialization 791,960 440.14 609,722 1409.88
Best subset (warm start + MIP) 819,911 441.75 611,207 1413.88
Best subset (warm start + MIP) 807,925 1000.00 610,542 3600.00

(a) k = 5 (b) k = 10

(c) k = 20 (d) k = 30
Figure 4. Improvements from carousel greedy with stepwise initialization for the Building dataset.
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(a) k = 5 (b) k = 10

(c) k = 20 (d) k = 30
Figure 5. Improvements for carousel greedy with stepwise initialization for the Insurance dataset.

3.4. Stepwise Initialization and Random Initialization

As shown in Algorithm 2, there can be different initializations in a general CG algo-
rithm. We might be able to find other solutions by choosing other initializations. A natural
choice would be a complete random initialization.

We run the experiments for CG with stepwise initialization and random initialization
for the CT slice dataset. For random initialization, we run 10 experiments and look at the
average or minimum among the first 5 and among all 10 experiments.

From Table 3, we can see that the average RSS of random initialization is similar to
that of stepwise initialization and usually takes slightly less time. The results are also quite
close between different random initializations for most cases. However, if we run random
initialization multiple times, for example, 5∼10 times, the best output will very likely be
better than for stepwise initialization.

We now look back at the cases of Figure 5b,c using random initializations. We run
10 experiments on the Insurance dataset for k = 10 and 10 for k = 20 and plot the best, in
terms of the final RSS, out of 10 experiments.

As shown in Figure 6, although we are able to find better solutions using random
initialization than stepwise initialization, the improvements are very small. In this case, we
are more confident that the stepwise regression solution is already good, and CG provides
a tool to verify this.

In practice, if time permits or parallelization is available, we would suggest running
CG with both stepwise initialization and multiple random initializations and taking the
best result. Otherwise, stepwise initialization would be a safe choice.
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Table 3. CG with stepwise initialization and random initialization for the CT slice dataset.

k = 7 k = 15
RSS Time (s) RSS Time (s)

Stepwise regression 1,653,208 5.55 1,029,899 16.08
CG with stepwise initialization 1,471,932 28.45 973,695 97.82
CG with random initialization (average over 10 experiments) 1,471,932 13.52 972,886 100.44
(min RSS over 10 experiments) 1,471,932 970,712
CG with random initialization (average over 5 experiments) 1,471,932 16.88 972,674 96.32
(min RSS over 5 experiments) 1,471,932 970,712

k = 25 k = 50
RSS Time (s) RSS Time (s)

Stepwise regression 829,608 38.45 623,118 132.24
CG with stepwise initialization 791,960 440.14 609,722 1409.88
CG with random initialization (average over 10 experiments) 791,581 300.25 612,304 1057.20
(min RSS over 10 experiments) 788,836 606,865
CG with random initialization (average over 5 experiments) 791,380 273.90 612,404 1120.17
(min RSS over 5 experiments) 788,836 606,865

(a) k = 10 (b) k = 20
Figure 6. Improvements from carousel greedy with random initialization for the Insurance dataset.

3.5. Gurobi Implementation of Best Interchange to Find an FSI(1) Minimum

An alternative approach to Algorithm 3 is the notion of an FSI(1) minimum. This is
a local minimum as described in Section 3.2. The original method for finding an FSI(1)
minimum in [24] was to formulate the best interchange as the following best interchange
MIP (BI-MIP) and apply it iteratively as in Algorithm 4. We will show that CG obtains
results comparable to those from FSI(1), but without requiring the use of sophisticated
integer programming software.

BI-MIP: min
n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2, (5)

subject to −Mzi ≤ θi ≤ Mzi, ∀i ∈ [p], (6)

zi ≤ wi, ∀i ∈ S, (7)

∑
i∈Sc

zi ≤ 1, (8)

∑
i∈S

wi ≤ |S| − 1, (9)

θi ∈ R, ∀i ∈ [p], (10)

zi ∈ {0, 1}, ∀i ∈ [p], (11)

wi ∈ {0, 1}, ∀i ∈ S. (12)

Here, we start from an initial set S and try to find a best interchange between a variable
inside S and a variable outside S. The decision variables are θ, w, and z. zis indicate the
nonzeros in θ, i.e., if zi = 0, then θi = 0. wi’s indicate whether we remove variable i from
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S, i.e., if wi = 0, then variable i is removed from S. [p] is defined to be the set {1, 2, . . . , p}.
In (5), we seek to minimize RSS. In (6), for every i ∈ [p], zi = 1 if θi is nonzero and M is a
sufficiently large constant. From (7), we see that if variable i is removed, then θi must be
zero. Inequality (8) means that the number of selected variables outside S is at most 1, i.e.,
we add at most 1 variable to S. From (9), we see that we remove at least 1 variable from S
(the optimal solution removes exactly 1 variable).

In Algorithm 4 for finding an FSI(1) minimum, we solve BI-MIP iteratively until an
iteration does not yield any improvement. The pseudo-code is as follows:

Algorithm 4 Pseudo-code of finding an FSI(1) local minimum by Gurobi.

1: Initialize |S| = k by forward stepwise regression with coefficients θ
2: while TRUE do
3: S′ ← Apply BI-MIP to S
4: if RSS of S′ ≥ RSS of S then
5: Break
6: end if
7: S = S′

8: end while
9: return S

Recall that our default version of CG also returns an FSI(1) local minima. The solutions
of the two methods are expected to return equally good solutions on average. We begin
with a comparison on the CT slice dataset.

As shown in Table 4, the final RSS by Gurobi is very close to CG (the best results in
Table 4 for each k are indicated in bold), but the running time is much longer for small k and
not much faster for larger k. This is the case even though Gurobi uses all of the 16 threads
by default while CG uses only one thread by default in Python. Therefore, our algorithm is
simpler and does not require a commercial solver like Gurobi. It is also more efficient than
the BI-MIP by Gurobi in terms of finding a local optima when k is small.

The circumstance can be different for an “ill-conditioned” instance. We tried to apply
Algorithm 4 to the Building dataset, but it is a very simple model where k = 1 cannot
be solved. Meanwhile, CG can solve it without any difficulty. The source of the issue
is the quadratic coefficient matrix. The objective of BI-MIP is quadratic. When Gurobi
solves quadratic programming, a very large difference between the largest and smallest
eigenvalues of the coefficient matrix can bring about a substantial numerical issue. For
the Building dataset, the largest eigenvalue is of order 1015, the smallest eigenvalue is of
order 10−10. That’s intractable for Gurobi. Therefore, CG is numerically more stable than
Algorithm 4 using Gurobi.

Table 4. Iterated BI-MIPs by Gurobi (Algorithm 4) for the CT slice dataset (using up to 16 threads).

k = 5 k = 7
RSS Time (s) RSS Time (s)

Stepwise regression 2,129,794 3.41 1,653,208 5.55
CG with stepwise initialization 2,104,917 10.03 1,471,932 28.45
Iterated BI-MIPs by Gurobi with stepwise initialization 2,106,992 59.89 1,471,932 99.64

k = 10 k = 15
RSS Time (s) RSS Time (s)

Stepwise regression 1,307,711 8.22 1,029,899 16.08
CG with stepwise initialization 1,198,650 47.63 973,695 97.82
Iterated BI-MIPs by Gurobi with stepwise initialization 1,198,650 161.9 970,712 286.43
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Table 4. Cont.

k = 20 k = 25
RSS Time (s) RSS Time (s)

Stepwise regression 911,080 25.99 829,608 38.45
CG with stepwise initialization 870,346 214.43 791,960 440.14
Iterated BI-MIPs by Gurobi with stepwise initialization 870,346 303.65 792,731 566.38

k = 30 k = 35
RSS Time (s) RSS Time (s)

Stepwise regression 767,448 52.70 723,472 68.81
CG with stepwise initialization 741,317 437.13 700,462 566.73
Iterated BI-MIPs by Gurobi with stepwise initialization 751,680 406.33 699,196 457.45

k = 40 k = 45
RSS Time (s) RSS Time (s)

Stepwise regression 685,136 85.31 651,250 107.74
CG with stepwise initialization 666,991 453.45 638,087 493.93
Iterated BI-MIPs by Gurobi with stepwise initialization 666,991 416.42 643,517 353.18

k = 50
RSS Time (s)

Stepwise regression 623,118 132.24
CG with stepwise initialization 609,722 1409.88
Iterated BI-MIPs by Gurobi with stepwise initialization 609,478 768.68

3.6. Running Time Analysis

Each time we add a variable, we need to run the least squares procedure (computing
(XT

S XS)
−1XT

S y, where XS is the n × k submatrix of X whose column is indexed by S) a
total of p times. For each addition of a variable, from basic numerical linear algebra, the
complexity is O(k2(k + n)). Therefore, for each new variable added, the complexity is
O(pk2(k + n)). If n is much larger than k, which is often the case, the complexity is about
O(npk2). From the structure of Algorithm 2, we will add a variable α(1− β)γk times. As a
result, the complexity of CG is O(α(1− β)γnpk3). We can treat α, β, γ as constants because
they are independent of k, n, p. Therefore, the complexity of CG is still O(npk3).

4. Generalized Feature Selection

In this section, we will discuss two generalized versions of feature selection. Recall
the feature selection problem that we discussed is

min
θ

n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2, (13)

subject to
p

∑
j=1

Iθj 6=0 ≤ k. (14)

This can be reformulated (big-M formulation) as the following MIP (for large enough
M > 0):

min
θ,z

n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2, (15)

subject to −Mzi ≤ θi ≤ Mzi, ∀i ∈ [p], (16)

∑
i∈[p]

zi ≤ k, (17)

zi ∈ {0, 1}, ∀i ∈ [p]. (18)

Here, zi is the indicator variable for θi, where zi = 1 if θi is nonzero and zi = 0 otherwise.
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The problem can be generalized by adding some constraints.

Case A: Suppose we have sets of variables that are highly correlated. For example, if
variables i, j, and k are in one of these sets, then we can add the following constraint:

zi + zj + zk ≤ 1. (19)

If l and m are in another set, we can add

zl + zm ≤ 1. (20)

Case B: Suppose some of the coefficients must be bounded if the associated variables are
selected. Then we can add the following constraints:

lizi ≤ θi ≤ uizi, ∀i ∈ [p]. (21)

In (21), we allow li = −∞ or ui = ∞ for some i to include the case where the coefficients
are unbounded from below or above.

CG can also be applied to Cases A and B. Let us restate CG and show how small
modifications to CG can solve Cases A and B.

Recall that, in each carousel step of feature selection, we delete one variable and add
one. Assume Sd is the set of variables after deleting one variable in a step. Then, the
problem of adding one becomes: Solve unconstrained linear regression problems on the set
Sd ∪ {l} for each l /∈ Sd and return the l with the smallest RSS. Expressed formally, this is

argminl /∈Sd
f (l, Sd). (22)

Here f (l, Sd) indicates the RSS we obtain by adding l to Sd. It can be found from the
following problem:

f (l, Sd) = min
θ

n

∑
i=1

( ∑
j∈Sd∪{l}

Xijθj − yi)
2. (23)

In (23), only a submatrix of X with size n × (|Sd| + 1) is involved. That is, we solve a
sequence of smaller size unconstrained linear regression problems for each l /∈ Sd and
compare the results.

Following this idea, by using CG, we solve a sequence of smaller size unconstrained
linear regression problems where the cardinality constraint is no longer in any subproblem.

For generalized feature selection, CG has the same framework. The differences are
that the candidate variables to be added are limited by the notion of correlated sets for
Case A, and the sequence of smaller size linear regression problems become constrained,
as in (21), for Case B. The term we designate for the new process of adding a variable is the
“generalized forward selection criterion.” Let us start with Case A.

Case A: The addition of one variable is almost the same as for Algorithms 1–3, but
the candidate variables should be those not highly correlated with any current variables,
instead of any l /∈ Sd. As an example, suppose variables i, j, and k are highly correlated.
(For the sake of clarity, we point out that the data for variable i is contained in X·i.) We
want no more than one of these in our solution. At the l-th carousel step before adding a
variable, we check whether one of these three is in Sd or not. If i is in Sd, we cannot add i or
k. If i is not in Sd, we can add i, j, k or any other variable.

Case B: We can add variables as usual, but the coefficients corresponding to some of
these variables are now bounded. We will need to solve a sequence of bounded variable
least squares (BVLS) problems of the form

argminl /∈Sd
f (l, Sd). (24)

Here, f (l, Sd) can be obtained from the following problem:
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f (l, Sd) = min
θ

n

∑
i=1

( ∑
j∈Sd∪{l}

Xijθj − yi)
2, (25)

subject to li ≤ θi ≤ ui, ∀i ∈ Sd ∪ {l}. (26)

We extract the general subproblem of BVLS from the above:

min
θ

n

∑
i=1

(∑
j∈S

Xijθj − yi)
2, (27)

subject to li ≤ θi ≤ ui, ∀i ∈ S. (28)

This is a quadratic (convex) optimization problem within a bounded and convex region (a
p-dim box), which can be solved efficiently. There are several algorithms available without
the need for any commercial solver. For example, a free and open-source Python library
“Scipy” can solve it efficiently. The pseudo-codes for the application of CG and MIP to
generalized feature selection can be found in Appendix A.

5. Conclusions and Future Work

In this paper, we propose an application of CG to the feature selection problem. The
approach is straightforward and does not require any commercial optimization software.
It is also easy to understand. It provides a compromise solution between the best subset
selection and stepwise regression. The running time of CG is usually much shorter than
that of the best subset selection and a few times longer than that of stepwise regression.
The RSS of CG is always at least as good as for stepwise regression, but is typically not as
good as for best subset. Therefore, CG is a very practical method for obtaining (typically)
near-optimal solutions to the best subset selection problem.

With respect to the practical implications of our work, we point to the pervasiveness
of greedy algorithms in the data science literature. Several well-known applications of the
greedy algorithm include constructing a minimum spanning tree, implementing a Huffman
encoding, and solving graph optimization problems (again, see [1]). In addition, numerous
greedy algorithms have been proposed in the machine learning literature over the last
20 years for a wide variety of problems (e.g., see [34–38]). CG may not be directly applicable
in every case, but we expect that it can be successfully applied in many of these cases.

We also show that the result of our CG can produce a so-called FSI(1) minimum.
Finally, we provide some generalizations to more complicated feature selection problems
in Section 4.

The implementation of CG still has some room for improvement. We leave this for
future work, but here are some ideas. The computational experiments in this paper are
based mainly on Algorithm 3, which includes a set of default parameter values. However,
if we work from Algorithm 2, there may be a better set of parameter values, in general, or
there may be better values for specific applications. Extensive computational experiments
would have to focus on running time and accuracy in order to address this question.
Furthermore, we think there are some more advanced results from numerical linear algebra
that can be applied to improve the running time of the sequence of OLS problems that
must be solved within CG. In addition, we think our approach can be applied to other
problems in combinatorial optimization and data science. For example, we are beginning to
look into the integration of neural networks and CG. The key idea is to replace the greedy
selection function with a specifically trained neural network. CG could be employed to
enhance the decisions recommended by the neural network. Again, we hope to explore
this in future work.
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Appendix A. Pseudo-Code of Algorithms for Generalized Feature Selection

For generalized feature selection, all we need to do is to replace all of the forward
selection steps in Algorithms 1–4 by generalized forward selection steps. For example,
steps 1 and 8 for Algorithm A1 vs. Algorithm 3 reflect this change. Similarly, steps 1 and
3 for Algorithm A2 vs. Algorithm 4 reflect this change. Generalized forward selection
includes both Case A and Case B. We provide the pseudo-codes of the generalizations of
Algorithms 3 and 4 in Algorithms A1 and A2. The pseudo-codes of the generalizations of
Algorithms 1 and 2 are left for the readers to deduce.

Algorithm A1 Pseudo-code of the default version of carousel greedy that we recommend
for generalized feature selection.

Input I, k
Output R

1: S← the solution produced by generalized forward stepwise regression . In the order
of selection

2: R← S
3: LastImpro = 0
4: RECRSS = RSS of R
5: while LastImpro < k do
6: LastImpro = LastImprove + 1
7: Remove 1 variable from the tail of R
8: Add 1 variable to the head of R according to generalized forward selection
9: if RSS of R < RECRSS then

10: LastImpro = 0
11: end if
12: end while
13: return R

In Algorithm A2, to apply generalized forward selection, best interchange MIP (BI-
MIP) in Algorithm 4 should be replaced by generalized best interchange MIP (GBI-MIP)
in Algorithm A2. Also, forward stepwise regression is replaced by generalized forward
stepwise regresssion in step 1. The other parts of Algorithm 4 and Algorithm A2 are the
same. GBI-MIP generalizes BI-MIP by introducing two additional constraints, one for
Case A and the other for Case B, which means we can also incorporate both cases. The
formulation of GBI-MIP is provided below:
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GBI-MIP: min
n

∑
i=1

(
p

∑
j=1

Xijθj − yi)
2, (A1)

subject to −Mzi ≤ θi ≤ Mzi, ∀i ∈ [p], (A2)

∑
i∈HCj

zi ≤ 1, j = 1, ..., m, (A3)

lizi ≤ θi ≤ uizi, ∀i ∈ [p], (A4)

zi ≤ wi, ∀i ∈ S, (A5)

∑
i∈Sc

zi ≤ 1, (A6)

∑
i∈S

wi ≤ |S| − 1, (A7)

θi ∈ R, ∀i ∈ [p], (A8)

zi ∈ {0, 1}, ∀i ∈ [p], (A9)

wi ∈ {0, 1}, ∀i ∈ S. (A10)

Here (A3) and (A4) are the two additional constraints for Case A and Case B, respectively.
HCj, j = 1, . . . , m are the sets of highly correlated variables. To exclude Case A, we can let
each HCj include only one variable. That is, each variable is only highly correlated with
itself, and no other variables are highly correlated with it. To exclude Case B, we can let
li = −M, ui = M for any i ∈ [p] in (A4).

Algorithm A2 Pseudo-code of finding an FSI(1) local minimum for generalized feature
selection by Gurobi.

1: Initialize |S| = k by generalized forward stepwise regression with coefficients θ
2: while TRUE do
3: S′ ← Apply GBI-MIP to S
4: if RSS of S′ ≥ RSS of S then
5: Break
6: end if
7: S = S′

8: end while
9: return S
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Abstract: This work presents a comprehensive comparative analysis of four prominent swarm
intelligence (SI) optimization algorithms: Ant Lion Optimizer (ALO), Bat Algorithm (BA), Grey Wolf
Optimizer (GWO), and Moth Flame Optimization (MFO). When compared under the same conditions
with other SI algorithms, the Particle Swarm Optimization (PSO) stands out. First, the Unscented
Kalman Filter (UKF) parameters to be optimized are selected, and then each SI optimization algorithm
is executed within an off-line simulation. Once the UKF initialization parameters P0, Q0, and R0 are
obtained, they are applied in real-time in the decentralized neural block control (DNBC) scheme for
the trajectory tracking task of a 2-DOF robot manipulator. Finally, the results are compared according
to the criteria performance evaluation using each algorithm, along with CPU cost.

Keywords: swarm intelligence; neural networks; robot control; unscented Kalman filter

1. Introduction

Metaheuristics can be classified into various categories based on their natural inspi-
ration [1]. One prominent category is swarm intelligence-based algorithms, which draw
inspiration from the collective behavior of social insect colonies, bird flocks, or animal
herds. Swarm intelligence (SI) algorithms simulate the cooperative and self-organizing
behavior observed in natural swarms to solve complex optimization problems [2,3].

SI, inspired by the collective behavior of social insect colonies, encompasses a diverse
range of algorithms that facilitate efficient problem-solving through cooperation and self-
organization. These algorithms simulate the collaboration and information exchange
observed in natural swarms, enabling them to achieve global optimization. By harnessing
the collective intelligence exhibited by swarm systems, SI metaheuristics offer promising
avenues for optimizing neural network training and enhancing the identification and
control capabilities of robotic systems.

To conduct a comprehensive analysis, we selected four state-of-the-art SI algorithms
known for their unique characteristics and optimization strategies. Ant Lion Optimization
(ALO), drawing inspiration from the hunting behavior of ant lions; employs a powerful
search mechanism to explore and exploit the solution space efficiently. Bat Algorithm (BA)
mimics the echolocation behavior of bats, utilizing frequency tuning and pulse emission
concepts to achieve effective optimization. Grey Wolf Optimizer (GWO) emulates the
social hierarchy and hunting dynamics of grey wolves, employing three fundamental
types of wolf-inspired operators to strike a balance between exploration and exploitation.
Moth Flame Optimization (MFO), inspired by the moth’s phototaxis behavior toward
flames, incorporates attraction and repulsion mechanisms to guide the optimization process
effectively. Finally, we compare these algorithms against the well-established Particle
Swarm Optimization (PSO), which draws inspiration from the social behavior of bird
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flocking, enabling particles to adaptively search the solution space based on individual and
swarm experience.

Overall, SI algorithms offer powerful optimization techniques that leverage the col-
lective intelligence and self-organization observed in natural swarms. Their robustness,
global exploration capabilities, self-adaptation, parallelism, scalability, and bio-inspired
concepts make them well-suited for addressing a wide range of optimization problems in
various domains. By mimicking the behavior of swarms, these algorithms provide effective
solutions and insights for solving complex optimization challenges [4,5].

Furthermore, the nature-inspired characteristics of SI optimization methods introduce
robustness and adaptability to different problem domains. They can be readily applied to
robotic systems, including those with complex dynamics and uncertain environments [6].
By employing metaheuristic optimization techniques, the Unscented Kalman Filter (UKF)
initialization parameters can be tailored to specific robotic platforms and tasks, leading to
an improved estimation and control performance.

By integrating SI algorithms with UKF-based neural training, we aim to improve the ac-
curacy of identification and control in a two-degrees-of-freedom (DOF) robot manipulator.

To elaborate further, let us delve into the distinguishing features and underlying
principles of ALO, BA, GWO, and MFO algorithms. ALO utilizes a population of artificial
ant lions to mimic hunting behaviors, where each ant lion represents a potential solution in
the search space [7]. The algorithm employs pride update and position update mechanisms
to perform efficient exploration and exploitation. BA, on the other hand, emulates the
echolocation behavior of bats to optimize solutions. Bats navigate through a combination
of random flight, frequency tuning, and pulse emission, allowing them to find optimal so-
lutions in dynamic environments [8]. GWO, inspired by the cooperative hunting dynamics
of grey wolves, utilizes three types of wolf operators (alpha, beta, and delta) to balance
exploration and exploitation. The alpha wolf coordinates exploration, while the beta and
delta wolves perform local exploitation and global exploration, respectively [9]. MFO
draws inspiration from the attraction of moths to flame, employing attraction and repulsion
mechanisms to guide the optimization process effectively. Moths are attracted to the light
source but are also repelled by other moths, leading to a balanced exploration–exploitation
trade-off [10].

To compare these algorithms against the widely used PSO, we consider PSO ability
to adaptively search the solution space based on individual and swarm experience. PSO
employs velocity updates and position adjustments to explore and exploit the search space
efficiently [1,11,12]. By contrasting the unique characteristics and optimization strategies of
ALO, BA, GWO, and MFO with the PSO algorithm, we can gain valuable insights into their
relative strengths and weaknesses by applying them to our proposed identification and
control scheme. We selected these algorithms mainly because of the following advantages:
their small numbers of tuning parameters, low CPU time costs, the ability to maintain joint
torque limits, and a better overall performance than other SI algorithms, such as Artificial
Bee Colony (ABC), Ant Colony Optimization (ACO), Cuckoo Search (CS), Accelerated
Particle Swarm Optimization (APSO), and Whale Optimization Algorithm (WOA).

The structure of this work is as follows. In Section 2, we mentioned some main
characteristics of the SI algorithms employed. Section 3 describes the methodology of
neural identification and control scheme. The simulation and real-time results for trajectory
tracking are presented in Section 4. Discussions of the results are reflected in Section 5.
Finally, concluding remarks are given in Section 6.

2. Swarm Intelligence Algorithms

Metaheuristics are a family of optimization algorithms designed to find suitable
solutions for complicated optimization problems. In contrast to traditional optimization
methods, which aim to find the global optimal, metaheuristic algorithms obtain acceptable
results quickly, even in the presence of multiple local optima.
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In summary, metaheuristics are fantastic tools for finding good solutions to a wide
variety of optimization problems. They are especially useful in situations where traditional
methods are not effective, such as problems with high dimensionality, non-convex, noise,
or incomplete data.

Bio-inspired algorithms are unique metaheuristic methods inspired by natural pro-
cesses, phenomena, concepts, and systems mechanisms. Each has features and strengths
that provide interpretability and inspiration for solving real-world problems in diverse
fields, such as engineering, computer science, economics, and biology. These algorithms
mimic the behavior of systems in nature, such as evolutionary computation and swarm
behavior [1].

SI is a subfield of bio-inspired algorithms that draws inspiration from collective
behavior in nature and focuses on the emergent behavior of decentralized populations
through local interactions and self-organization. Figure 1 shows the flow chart of the
proposed methodology, which is described as follows: firstly, the UKF parameters to be
optimized are selected; then, each SI optimization algorithm is executed within an off-line
simulation. Once the UKF initialization parameters P0, Q0, and R0 are obtained, they
are applied in real-time in the decentralized neural block control (DNBC) scheme for the
trajectory tracking task of a 2-DOF robot manipulator. Finally, the results are compared
according to the objective function evaluation.

Figure 1. Proposed methodology flowchart.

Although there is an endless number of SI algorithms, which have multiple modifica-
tions, in the proposed approach, we use algorithms in their original versions, of which a
brief description is presented below.
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2.1. Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is a widely used metaheuristic algorithm inspired
by the collective behavior of bird flocks or fish schools. It has demonstrated remarkable
success in solving various optimization problems [11]. PSO operates on the principle of
iteratively adjusting the positions and velocities of particles in a multidimensional search
space. Algorithm 1 shows the implementation of PSO [12].

Algorithm 1 PSO Pseudocode

Require:
1: n: number of particles
2: d: dimension of the search space
3: tmax: maximum number of iterations
4: w: inertia weight
5: ϕ1: cognitive acceleration coefficient
6: ϕ2: social acceleration coefficient
7: xi: position of particle i
8: vi: velocity of particle i
9: pbesti: best position of particle i

10: gbest: global best position
Ensure:
11: x∗: optimal solution
12: f ∗: optimal fitness
13: Function PSO( )
14: for i = 1 to n do
15: Initialize xi and vi randomly
16: end for
17: while t < tmax do
18: for i = 1 to n do
19: Update velocity: vi ← wvi + ϕ1(pbesti − xi) + ϕ2(gbest− xi)
20: Update position: xi ← xi + vi
21: end for
22: for i = 1 to n do
23: if f (xi) < f (pbesti) then
24: pbesti ← xi
25: end if
26: if f (xi) < f (gbest) then
27: gbest← xi
28: end if
29: end for
30: t← t + 1
31: end while
32: x∗ ← gbest
33: f ∗ ← f (gbest)
34: end Function

2.2. Ant Lion Optimizer (ALO)

The Ant Lion Optimizer (ALO) is a potent metaheuristic algorithm inspired by the
predatory behavior of ant lions. It has gained significant attention in optimization engi-
neering due to its ability to deal with complex problems effectively. ALO displays unique
characteristics that distinguish it from other metaheuristics, such as PSO [7].

ALO emulates the hunting strategy employed by ant lions to capture their prey, which
consists of building conical pits in sandy areas. For optimization problems, ALO capitalizes
on this natural behavior to explore and exploit the solution space efficiently. Algorithm 2
shows the implementation of ALO [13].
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Algorithm 2 ALO Pseudocode

Require:
1: p: number of antlions
2: u: upper bounds of variables
3: l: lower bounds of variables
4: alpha: evaporation rate
5: beta: attractiveness rate
6: tmax: maximum number of iterations
7: xi: position of antlion i
8: f (xi): fitness of antlion i
9: x∗i : best position of antlion i

10: f (x∗i ): best performance of antlion i
Ensure:
11: x∗: optimal solution
12: f ∗: optimal fitness
13: Function ALO( )
14: for i = 1 to p do
15: Initialize xi randomly
16: end for
17: while t < tmax do
18: for i = 1 to p do
19: Generate a new position x′i
20: Calculate the fitness of x′i
21: if f (x′i) < f (xi) then
22: xi ← x′i
23: end if
24: end for
25: for i = 1 to p do
26: Evaporation: xi ← xi + α(x∗i − xi)

27: Attractiveness: xi ← xi + β(xi − xbest)

28: end for
29: t← t + 1
30: end while
31: x∗ ← xbest

32: f ∗ ← fbest

33: end Function

2.3. Bat Algorithm (BA)

The Bat Algorithm (BA) is an SI algorithm inspired by the echolocation behavior of
bats. The BA demonstrates unique characteristics that set it apart from other metaheuristic
algorithms [8].

The algorithm begins by initializing a population of bats, where each bat represents a
potential solution to the optimization problem. Bats fly through the search space, continu-
ously adjusting their positions and velocities based on their knowledge. BA implementation
is illustrated in Algorithm 3 [1].
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Algorithm 3 BA Pseudocode

Require:
1: n: number of bats
2: d: dimension of the search space
3: tmax: maximum number of iterations
4: A: loudness
5: r: pulse rate
6: α: cooling factor
7: γ: wavelength
8: xi: position of bat i
9: f (xi): fitness of bat i

10: x∗i : best position of bat i
11: f (x∗i ): best fitness of bat i
Ensure:
12: x∗: optimal solution
13: Function BA()
14: for i = 1 to n do
15: Initialize xi randomly
16: end for
17: while t < tmax do
18: for i = 1 to n do
19: Generate a new position x′i
20: Calculate the fitness of x′i
21: if f (x′i) < f (xi) then
22: xi ← x′i
23: end if
24: Update loudness: αi ← αi − 1
25: Update pulse rate: βi ← βi + 1
26: end for
27: for i = 1 to n do
28: Probability of loudness: pi =

1
αi

29: Probability of pulse rate: qi =
1
βi

30: if pi > qi then
31: xi ← xi + γ(x∗i − xi)
32: else
33: xi ← xi − γ(xi − xbest)
34: end if
35: end for
36: t← t + 1
37: end while
38: x∗ ← xbest
39: f ∗ ← f (xbest)
40: end Function

2.4. Grey Wolf Optimizer (GWO)

The Grey Wolf Optimizer (GWO) is an SI algorithm inspired by the hunting behavior
of grey wolves in nature. The GWO imitates the social hierarchy and cooperative hunting
strategies observed in wolf packs to guide the search for optimal solutions [9].

In the GWO, a population of candidate solutions, represented as grey wolves, explores
the search space by adjusting their positions and mimicking the hunting behaviors of alpha,
beta, and delta wolves. GWO implementation is shown in Algorithm 4 [14].
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Algorithm 4 GWO Pseudocode

Require:

1: n: number of wolves

2: d: dimension of the search space

3: tmax: maximum number of iterations

4: a: alpha coefficient

5: b: beta coefficient

6: c: delta coefficient

7: xi: position of wolf i

8: f (xi): fitness of wolf i

9: x∗i : best position of wolf i

10: f (x∗i ): best fitness of wolf i

Ensure:

11: x∗: optimal solution

12: Function GWO( )

13: for i = 1 to n do

14: Initialize xi randomly

15: end for

16: while t < tmax do

17: for i = 1 to n do

18: Calculate a, b, and c

19: Update position: xi ← xi + a(x∗i − xi) + b(xb
i − xi) + c(xc

i − xi)

20: end for

21: for i = 1 to n do

22: if f (xi) < f (x∗i ) then

23: x∗i ← xi

24: end if

25: end for

26: t← t + 1

27: end while

28: x∗ ← xbest

29: f ∗ ← f (xbest)

30: end Function

2.5. Moth Flame Optimization (MFO)

The Moth Flame Optimization (MFO) is an SI algorithm inspired by the navigation
behavior of moths in nature. The MFO mimics the attraction of moths toward artificial
light sources to guide the search for optimal solutions [10]. Algorithm 5 displays MFO
implementation [15].
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Algorithm 5 MFO Pseudocode

Require:
1: n: number of moths
2: d: dimension of the search space
3: tmax: maximum number of iterations
4: a: absorption coefficient
5: r: random number
6: xi: position of moth i
7: f (xi): fitness of moth i
8: x∗i : best position of moth i
9: f (x∗i ): best fitness of moth i

Ensure:
10: x∗: optimal solution
11: Function MFO()
12: for i = 1 to n do
13: Initialize xi randomly
14: end for
15: while t < tmax do
16: for i = 1 to n do
17: Generate a new position x′i
18: Calculate the fitness of x′i
19: if f (x′i) < f (xi) then
20: xi ← x′i
21: end if
22: Absorption: xi ← xi − a(x∗i − xi)
23: Random walk: xi ← xi + r(xbest − xi)
24: end for
25: t← t + 1
26: end while
27: x∗ ← xbest
28: f ∗ ← f (xbest)
29: end Function

3. Decentralized Neural Block Control (DNBC-UKF)

This section shows the proposed SI optimization approach for UKF learning of decen-
tralized neural block control (DNBC-UKF) [16] applied to a 2-DOF robot manipulator.

For this purpose, we take the system to the following form

X 1
i,k+1 = f 1

i

(
X 1

i

)
+ B1

i

(
X 1

i

)
X 2

i + Γ1
i`,

...
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i,k+1 = f r

i

(
X 1

i , · · · ,X r
i

)
+ Br

i

(
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i , · · · ,X j
i

)
ui + Γr

i`

(1)

where i = 1, . . . , N, j = 1, . . . , r − 1, l = 1, . . . , mij. N is the number of subsystems and

ui ∈ Rmi is the input vector. f j
i , Bj

i, and Γj
i are assumed smooth and bounded functions, with

f j
i (0) = 0, and Bj

i(0) = 0; in addition, the structures of the subsystems are expressed by

mi1 ≤ mi2 ≤ · · · ≤ mij ≤ pi. On the other hand, the interconnection terms Γj
i are described

by reflecting the relation between the i-th subsystem and the other ones.
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The following RHONN structure is used in order to identify the behavior of system (1)

x1
i,k+1 = w1

i,kS
(
X 1

i,k

)
+ w

′1
i X 2

i,k,

...

xr
i,k+1 = wr

i,kS
(
X 1

i,k, · · · ,X r
i,k

)
+ w

′r
i ui,k

(2)

where xj
i,k+1 =

[
x1
i x2

i · · · xr
i

]> is the j-th block neuron state with i = 1, . . . , N and

j = 1, . . . , r − 1; w
′ j
i,k are fixed parameters with rank(w

′ j
i ) = mij. S(•) is the activation

function and ui,k represents the input vector.

The NN training task consists of finding values of wj,k
i that minimize the identification

error. For this reason, we propose to use a learning method using only the identification
error information, such as the UKF described in Figure 2.

Figure 2. UKF framework.

The UKF is a powerful estimation and control tool: with wide applications in control
theory; for the identification of nonlinear systems; and for the training of neural networks.
Its versatility lies in its ability to handle nonlinear dynamics, non-Gaussian distributions,
and uncertainties associated with real-world systems.

In the context of control theory, the UKF serves as an efficient means for state estima-
tion in nonlinear systems. It allows for the real-time estimation of the system’s internal
states, which are often unobservable or difficult to measure directly [17]. By incorporating
nonlinear models and the measured system outputs, the UKF provides accurate and reliable
estimates of the system’s states, enabling effective control strategies to be devised. The
estimated states obtained from the UKF can then be utilized for feedback control, trajectory
tracking, and system stabilization in a wide range of dynamic systems [18,19].

The UKF also plays a significant role in the identification of nonlinear systems. Identi-
fication refers to the process of determining the mathematical models or parameters that
represent the underlying dynamics of a system based on observed input–output data. Non-
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linear systems pose significant challenges in identification due to their complex dynamics.
The UKF addresses these challenges by iteratively updating the system model parameters,
enabling an accurate estimation of the nonlinear system’s behavior. By leveraging the
filtering and estimation capabilities of the UKF, researchers and engineers can effectively
identify the dynamics, parameters, and structure of complex nonlinear systems, leading to
an improved understanding and control of such systems [20].

Additionally, the UKF is employed in the training of neural networks, specifically
in the context of Recurrent Neural Networks (RNNs). RNNs are powerful architectures
for modeling sequential data and time series. It is possible to use the UKF in the training
process to optimize the internal states, weights, and biases of the network in order to im-
prove its learning capability and prediction accuracy [21]. By incorporating the UKF within
the training process, the neural network can effectively capture and model the complex
nonlinear dependencies present in the data, leading to an improved performance in tasks
such as time series forecasting, speech recognition, and natural language processing [22,23].

The initialization of a UKF involves determining the initial state estimate, the covari-
ance matrix and the process noise covariance matrix, which can make the selection of these
initialization parameters a complex task, especially when using heuristic techniques [18].
The challenge arises because these parameters significantly impact the filter’s perfor-
mance and are often problem-specific, requiring domain expertise and careful tuning. The
manual selection of these parameters can be time-consuming, and may not guarantee
optimal performance.

In such scenarios, employing metaheuristic optimization methods proves to be a
promising approach for selecting these initialization parameters. Metaheuristic optimiza-
tion methods offer several advantages when applied to the selection of UKF initialization
parameters. Firstly, these methods provide a systematic and automated approach to pa-
rameter tuning, relieving the burden of manual parameter selection. They can efficiently
explore the vast parameter space, searching for the optimal combination that minimizes
the error or maximizes a performance metric. By leveraging the search mechanisms in-
herent in metaheuristic algorithms, such as exploration and exploitation, the initialization
parameters can be fine-tuned to enhance the convergence and accuracy of the UKF.

Secondly, metaheuristic optimization methods can handle nonlinearity, multimodal-
ity, and non-convexity in the optimization landscape, which are common challenges in
parameter selection for UKF initialization. These algorithms possess the flexibility to adapt
and explore diverse regions of the parameter space, avoiding local optima and finding
near-optimal or globally optimal solutions.

3.1. SI Optimization for UKF Learning

Using the UKF to estimate the NN weights, and correcting for identification errors, the
filter is updated at each step. Usually, Pj

i , Qj
i , and Rj

i are initialized as diagonal matrices with

entries Pj
i (0), Qj

i(0), and Rj
i(0), respectively. Given that, typically, these entries are defined

heuristically, we propose employing SI methods to improve the UKF training algorithm.
According to the optimal control theory [24], it is common to use error-based perfor-

mance measures such as those described in Table 1. On the other hand, in (3), the Bolza
form [25] is described and used as an objective function to evaluate the overall performance,
including information from the control input of the system.

J =

Bolza form︷ ︸︸ ︷

e>k f Lek f T
︸ ︷︷ ︸
Mayer form

+

k f

∑
k0

[
e>k Qek + u>k Ruk

]
T

︸ ︷︷ ︸
Lagrange form

(3)
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where k0 is the initial iteration; k f is the final iteration; T is the sampling time; ek is
the error vector; uk is the control input vector; and L, Q, and R are gain matrices with
appropriate dimensions.

Table 1. Performance criteria.

Criteria Formula

Integral Absolute Error (IAE)
t
T
∑

k=0
|ek|

Integral Squared Error (ISE)
t
T
∑

k=0
e2

k

Integral Time-weighted Absolute Error (ITAE)
t
T
∑

k=0
k|ek|

Integral Time-weighted Squared Error (ITSE)
t
T
∑

k=0
ke2

k

Although the Bolza form is a good performance criterion, it presents a serious dis-
advantage for this work. The final value of the error vector is not very useful for our
methodology because it does not significantly represent the system identification and trajec-
tory tracking; in other words, we need to know how it behaves throughout the simulation.
For this reason, we propose an objective function, based on that found in [26], for the SI
algorithms as follows:

fobj = $1MSE(ei,k) + $2MSE(zi,k) +

t
T

∑
k=0

[$3(ui,k−1 − ui,k)] (4)

where MSE represents the mean square error; t is the total time of the simulation; ei,k
represents the identification error; zi,k is the tracking error; ui,k represents the input control;
and $1, $2, and $3 are scaling factors to bring all the terms of the objective function to a
similar order.

3.2. DNBC-UKF Controller Design

Once the RHONN training has been defined, we design a controller based on the
tracking error zi as follows:

zj
i,k = xj

i,k − x1j
id,k (5)

where xj
id,k is the desired trajectory signal and xj

i,k is the NN state [27].
The new value is obtained as:

zj
i,k+1 = wj

i,kS(X 1
i,k, . . . ,X j

i,k) + w
′ j
i ui,k − xj

id,k+1. (6)

Then, system (2) should be expressed as a function of variables zj
i,k as:

zj
i,k+1 = kj

iz
j
i,k + w

′ j
i ui,k − xj

id,k+1 (7)

When a sliding mode control strategy is implemented, the control input must be
limited by u0i as:

|ui,k| ≤ u0i. (8)

The sliding surface is designed as SDi,k = zr
i,k = 0; then, system (7) is rewritten

as follows:
SDi,k+1 = wr

i,kS(X 1
i,k, . . . ,X r

i,k) + w
′r
i ui,k − xr

id,k+1. (9)
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The proper selection of the sliding manifold [28] presents the possibility of finding a
bounded control law by u0i; the control ui,k is composed as

ui,k =





ueqi,k for
∥∥∥ueqi,k

∥∥∥ ≤ u0i,

u0i
ueqi ,k

‖ueqi ,k‖ for
∥∥∥ueqi,k

∥∥∥ > u0i,
(10)

where ueqi,k is calculated from SDi,k+1 = 0 as

ueqi,k =
1

w′r
i

[
−wr

i,kS(X 1
i,k, . . . ,X r

i,k) + xr
id,k+1

]
. (11)

Figure 3 illustrates the block diagram of the proposed SI optimization approach.

Figure 3. Decentralized neural identification and control scheme with SI optimization approach.

4. Results

The performance of the proposed approach was analyzed and compared using the
following SI algorithms: ABC, ACO, ALO, BA, CS, GWO, MFO, PSO, APSO, and WOA.
The comparisons were performed to find the algorithm that best minimizes the trajectory
tracking error without exceeding the limits of the input torques.

This last condition of not surpassing the torque bounds is necessary for algorithm
selection in real-time experiments. The experiments were performed on a 2-DOF vertical
direct-drive robot manipulator, which is located at the Tecnologico Nacional de Mex-
ico/Instituto Tecnologico de La Laguna, Mexico.

4.1. Prototype Description

To illustrate the implementation of the proposed scheme, we used the robot manipula-
tor shown in Figure 4, which consists of two rigid links articulated by high-torque brushless
direct-drive servos that present a reduced backlash and a significantly lower joint friction
to drive the joints. The robot actuators act as torque sources and receive analog voltage as a
torque reference signal. Joint positions are obtained using incremental encoders that send
information to a DAQ [16].

The numerical values for the 2-DOF robot manipulator parameters alongside the
dynamic model can be found in [29].

In order to prove the proposed approach, the discrete-time trajectories [27] were
chosen as

x1
1d,k = b1(1− ed1kT3

) + c1(1− ed1kT3
) sin(ω1kT)[rad],

x1
2d,k = b2(1− ed2kT3

) + c2(1− ed2kT3
) sin(ω2kT)[rad]

where b1 = π/4, c1 = π/18, d1 = −2.0, and ω1 = 5 [rad/s] are used for the first joint,
while b2 = π/3, c2 = 25π/36, d2 = −1.8, and ω2 = 1 [rad/s] are used for the second joint.
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l1

lc1

l2

lc2

χ1

χ2

I2

m2

m1

I1

Figure 4. Diagram of the 2-DOF robot manipulator.

4.2. Simulation Results

For the simulations, the parameter settings of the SI algorithms considered are sum-
marized as follows: starting with the common parameters, the number of iterations, which
was 15; the population size was 30; the variables were 54; and the simulation time was 10 s.
The particular parameter settings are given in Table 2.

Table 2. Parameter settings for SI algorithms.

Reference Algorithm Parameter Values

[30] ABC Limit: 100, Fl : 0.1, Fu: 0.9, p: 0.5
[31] ACO α: 1.0, β: 3.0, Evaporation Rate: 0.5
[32] ALO Probabilistic Switch: 0.1, Random Walk Length: 1.5, Levy Flight a: 1.0, b: 1.0
[33] BA A: 0.25, r: 0.5, α: 1.0, γ: 0.1, fmin: 0.0, fmax: 2.0
[34] CS Discover Rate pa: 0.25, Levy Flight a: 0.1, b: 0.9
[35] GWO a0: 2.0
[36] MFO a: 1.0, b: 1.0
[37] PSO ϕ1: 2.0, ϕ1: 2.0, w: 0.7, vmax: 0.1
[37] APSO ϕ1: 1.5, ϕ2: 1.5, w: 0.7, vmax: 0.1, pa: 0.1, pr: 0.1
[38] WOA a1: 2.0, a2: −1.0

SI algorithms presented in Table 2 were considered for comparison purposes because
they have been employed previously in the state-of-the-art for neural network training, as
reported in [39–48].

In all simulations, the specifications of the test machine were an AMD Ryzen 9 4900HS®

(AMD Ryzen is a registered trademark of Advanced Micro Devices, Inc., Santa Clara, CA,
USA ) CPU 3.0 GHz and 16 GB of RAM. Moreover, the experiments were performed in the
MATLAB R2015a environment® (MATLAB is a registered trademark of MathWorks, Inc.,
Natick, MA, USA).

For comparative purposes, we tested each SI algorithm 50 times independently. To
qualify the results, we calculated statistical data of the mean, standard deviation (SD), and
the best and worst results for different performance indices and the proposed objective
function. The performance of the algorithms is reflected in a small mean value with a
low standard distribution, implying a small difference between the best and worst results.
Table 3 shows the performance measures.
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4.3. Experimental Results

The selection of the ALO, BA, GWO, MFO, and PSO algorithms for real-time exper-
iments was because they show a balanced performance with low computational costs.
However, the main reason was that during the entire simulation, none of them exceeded
the torque limits.

Real-time experiments were implemented using Ansi C on WinMechLab, a real-time
platform running on an Intel Pentium 4 PC with real-time Windows XP, with a 2.5 ms
sampling period, and using a MultiQ-PCI data acquisition board from Quanser Consulting
Inc., Markham, ON, CAN [49].

Figures 5 and 6 show the tracking trajectories for each link obtained in the simulation
using the SI algorithms compared to the non-optimized UKF, we include in Table 4 and
Figure 7 the values of the performance of the algorithms by evaluating the objective function
and L2-norm, described by

L2-norm =

√
T
t

n

∑
i=0
||zi,k||2

where T is the sampling time and t is the total time of the simulation, which, for this case
is 20 s. In addition, Table 5 includes the RMS of the joint input torques comparing each
algorithm with the UKF with non-optimized parameters. Moreover, the input pairs for
each link are shown in Figures 8a to 9e.

Table 4. Objective function evaluation for real-time experimentation.

Algorithm UKF fobj

non-optimized 2.0023

ALO 1.2678

BA 1.3529

GWO 1.4797

MFO 1.3948

PSO 1.7829

Table 5. RMS for joint input torques of SI algorithms.

Algorithm UKF RMS(u1,k) RMS(u2,k)

non-optimized 30.6562 2.5715

ALO 30.5262 2.5931

BA 30.3053 2.6880

GWO 30.7568 3.2744

MFO 30.3398 2.8736

PSO 30.5262 2.5931
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Figure 5. Trajectory tracking position error link 1.

Figure 6. Trajectory tracking position error link 2.

Figure 7. L2-norm for SI algorithms.
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(a) (b)

(c) (d)

(e)
Figure 8. Input torque link 1 with SI optimization. (a) Input torque link 1 ALO. (b) Input torque link
1 BA. (c) Input torque link 1 GWO. (d) Input torque link 1 MFO. (e) Input torque link 1 PSO.

109



Algorithms 2023, 16, 393

(a) (b)

(c) (d)

(e)
Figure 9. Input torque link 2 with SI optimization. (a) Input torque link 2 ALO. (b) Input torque link
2 BA. (c) Input torque link 2 GWO. (d) Input torque link 2 MFO. (e) Input torque link 2 PSO.

5. Discussion

For the tracking control problem of a 2-DOF robot manipulator, we proposed a DNBC
controller, which does not require any knowledge of the system since it uses a UKF-trained
neural identifier, whose added value presents an optimization tuning via SI algorithms.
Everyone tuned the initial filter parameters in an off-line simulation subsequently used in
real-time experiments.
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The selection of SI algorithms employed in this work is due to the following criteria:

1. Few tuning parameters.
2. Good exploitation–exploration balance.
3. Low computational cost concerning their performance.

The computational cost is the factor that we consider to be most important when
carrying out the proposed optimization task, at least for the off-line simulation. Since the
stochastic nature of both the UKF filter and the algorithms must be taken into account, in
addition to the added cost of the controller, this translates into an increase in the number
of attempts to achieve acceptable results. For this reason, Table 3 shows the average CPU
time for each SI algorithm utilized.

Interpreting the results obtained in the off-line simulation, we can highlight the
following:

1. According to Tables 2 and 3, all algorithms meet the selection criteria, have few
parameters, acceptable performance, and relatively low CPU time.

2. All performance indices show similar average CPU time for each algorithm. The
algorithm with the lowest average CPU time was BA, while the highest was ABC.

3. Based on the statistical mean and standard deviation, the best-performing algorithm
overall was ALO, followed by BA, GWO, and MFO, in that order.

In the case of real-time experiments, the principal selection criterion is to maintain
joint torque limits. Only the Bolza form (3) and the objective function (4) of all performance
measures consider the joint torques. Although Table 3 shows that all algorithms perform
well, input torque signals in the simulation of the ABC, ACO, CS, APSO, and WOA
algorithms exceeded the joint torque limits. For this reason, they were discarded from
being used in real-time experiments.

Interpreting the results obtained in real-time, we can reach the following final remarks:

1. According to Figures 5–7, all algorithms perform better than the UKF without op-
timization. This demonstrates the advantages of using the proposed methodology.
Table 4 shows the values of the objective function (4) evaluated in all used algorithms;
the performance of these algorithms is reflected by minimizing the value of the objec-
tive function since it is described in terms of tracking and identification errors. As
we can observe, the one with the best performance is the ALO, which we can also
contrast in Figure 7. The controller performance shows a notorious improvement
concerning a previous heuristic tuning.

2. Concerning Figure 5, the performance of the GWO for the first link is not up to par.
However, according to Figure 6, this algorithm on the second link performs better
than the other algorithms. Figure 9c exhibits this in the noise of the input torque
signal, which is reflected in the RMS value in Table 5.

6. Conclusions

In this work, we have presented the implementation of SI-inspired algorithms in the
selection of UKF initialization parameters and their real-time application in a discrete-time
decentralized neural block control scheme. We proposed a new objective function that
effectively utilizes information from trajectory tracking and identification errors paired with
the slopes of the input torques. This function allows us to meet minimizing tracking errors
without overshooting the bounds on the control input signals. We performed in simulation
a comparative experimental study of the performance of the following SI algorithms:
ABC, ACO, ALO, BA, CS, GWO, MFO, PSO, APSO, and WOA. For this analysis, we used
five performance indices in addition to our proposed objective function. The real-time
experiments were carried out on a 2-DOF robot manipulator, showing ALO, BA, GWO,
MFO, and PSO performance, which were the best in our comparative study.

In summary, the main contribution of this work is the implementation of the use
of SI-inspired algorithms in the selection of UKF initialization parameters and its real-
time implementation in a discrete-time decentralized neural block control; moreover, an
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experimental comparative study of performance was carried out between the ALO, BA,
GWO, MFO, and PSO.
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Abbreviations
The following abbreviations are used in this manuscript:

ABC Artificial Bee Colony
ACO Ant Colony Optimization
ALO Ant Lion Optimizer
APSO Accelerated Particle Swarm Optimization
BA Bat Algorithm
CS Cuckoo Search
DOF Degrees of Freedom
EKF Extended Kalman filter
GWO Grey Wolf Optimizer
IAE Integral Absolute Error
ISE Integral Squared Error
ITAE Integral Time-weighted Absolute Error
ITSE Integral Time-weighted Squared Error
MFO Moth Flame Optimization
MSE Mean Square Error
NBC Nonlinear Block Control
NN Neural network
PSO Particle Swarm Optimization
RHONN Recurrent High Order Neural Networks
RMS Root Mean Square
SD Standard Deviation
SI Swarm Intelligence
UKF Unscented Kalman filter
WOA Whale Optimization Algorithm
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Abstract: In this study, we propose a population-based, data-driven intelligent controller that lever-
ages neural-network-based digital twins for hypothesis testing. Initially, a diverse set of control laws
is generated using genetic programming with the digital twin of the system, facilitating a robust
response to unknown disturbances. During inference, the trained digital twin is utilized to virtually
test alternative control actions for a multi-objective optimization task associated with each control
action. Subsequently, the best policy is applied to the system. To evaluate the proposed model
predictive control pipeline, experiments are conducted on a multi-mode heat transfer test rig. The
objective is to achieve homogeneous cooling over the surface, minimizing the occurrence of hot
spots and energy consumption. The measured variable vector comprises high dimensional infrared
camera measurements arranged as a sequence (655,360 inputs), while the control variable includes
power settings for fans responsible for convective cooling (3 outputs). Disturbances are induced by
randomly altering the local heat loads. The findings reveal that by utilizing an evolutionary algo-
rithm on measured data, a population of control laws can be effectively learned in the virtual space.
This empowers the system to deliver robust performance. Significantly, the digital twin-assisted,
population-based model predictive control (MPC) pipeline emerges as a superior approach compared
to individual control models, especially when facing sudden and random changes in local heat
loads. Leveraging the digital twin to virtually test alternative control policies leads to substantial
improvements in the controller’s performance, even with limited training data.

Keywords: model predictive control; digital twin; neural network; deep learning; genetic programming;
evolutionary algorithm; heat transfer; temperature control; data driven control; data-driven engineering

1. Introduction

Model Predictive Control (MPC) represents an advanced control method that dis-
tinguishes itself by employing a mathematical system model to anticipate future system
behavior and makes proactive decisions in response to expected deviations from a set point.
Unlike traditional control methods that reactively rely on past and present system behavior,
MPC combines the principles of feedback control and numerical optimization to achieve
optimal control outcomes. By continuously optimizing the system model in real-time, MPC
determines an optimal trajectory for the manipulated variable.

The essential constituents of MPC encompass three fundamental elements: (i) a
predictive model capturing the dynamics of the controlled system, (ii) a trajectory to be
tracked and (iii) an optimal controller achieved through continuous optimization. Notably,
only the initial value of the optimized output trajectory is implemented in the system, with
the prediction and optimization process being repeated at each time step. This adaptive
approach enables MPC to dynamically respond to changing conditions and deliver accurate
control by considering future system behavior.

As the MPC revolves around the iterative solution of an optimization problem, it
necessitates a system model, as well as a mathematical description of the corresponding
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control law [1]. These models are traditionally derived from first principles or obtained
through system identification techniques using measured data [2]. However, an attractive
alternative approach is to directly implement an MPC controller using solely measured data,
without relying on prior knowledge of an accurate model [3]. The data-driven approach
particularly offers practical advantages in scenarios where (i) obtaining a precise model may
be challenging, time-consuming and/or expensive to evaluate; (ii) the process is ill-defined;
(iii) the process is time-variant or stochastic in nature. Herein, recent advancements in
machine learning facilitates the creation of input–output-based digital twin models (DT)
that do not require a thorough mathematical description of the process [4], enabling the
implementation of intelligent controllers that can adapt to the system dynamics and change
their control policies in real time. These techniques allow for treating the system and
the physical process within itself as a black box [5], while maintaining good accuracy, by
approximating the mapping from the input to the output space [6].

Examples of using machine learning in MPC cover a broad range of applications. In
one of the early works, Liu and Atkeson combined the linear quadratic regulator with un-
supervised clustering (k-nearest neighbor) [7]. Other shallow learning applications include
Gaussian process modeling for the safe exploration of dynamical systems [8], the optimal
energy management in commercial building micro-grids [9], heating, ventilation and air-
conditioning (HVAC) control of a hospital surgery center [10]; Bayesian regression for safe
predictive learning control [11], statistical time series modeling (ARIMA) for optimal energy
management [9], random forests for HVAC systems [12] and support vector machines for
milling [13]. Feed-forward neural network (NN) applications within an MPC framework
can also be found in various disciplines. Piche et al. [14] implemented an NN to regulate
set point changes in a polyethylene reactor, resulting in a 30% improvement in transition
speed and a significant reduction in controlled variable fluctuations. The work of Mu and
Rees [15] is another early example combining NNs with MPC to control the shaft speed
of a gas turbine engine. Gas turbine models were created via a nonlinear autoregressive
moving average model with exogenous inputs (NARMAX) and neural networks, enabling
an improved control performance compared to PID controllers through various step tests.
Afram et al. [16] employed NNs to develop a supervisory MPC for residential heating,
ventilation, and air conditioning(HVAC) systems. Their approach successfully reduced the
operating costs of the equipment, while ensuring that thermal comfort constraints were not
compromised. In comparison to the fixed set-point (FSP) approach, the NN-augmented
MPC achieved cost savings ranging from 6% to 73%, depending on the season. Similarly,
Li et al. [17] investigated the application of an NN in the context of MPC, focusing on
temperature control in a stirred tank reactor. Maddalena et al. [18] used NNs to generate
control laws for MPC of voltage-current regulation in DC-DC converters. Similarly, Nu-
bert et al. [19] demonstrated that the computation time of MPC can be drastically reduced
with an NN controller for real-world robotic systems. In another study, Shin et al. [20]
employed an NN in conjunction with MPC to control a simulated depropanizer in Aspen
HYSYS, achieving a remarkable 60% reduction in settling time compared to a traditional
PID controller. Nunez et al. [21] utilized a recurrent neural network (RNN) along with a
particle swarm optimization (PSO) to model an industrial paste thickening process. The
RNN-based MPC successfully maintained the desired concentration of the paste thickener,
even in the presence of severe pump failures. Other RNN-based applications include
solving a generic nonconvex control problem [22], optimal policy selection [23], fault di-
agnosis for HVAC systems [24], theory [25] and application [26] of a generic nonlinear
system for open-loop simulations, multi-mode process control of a generic system [27],
chemical reactor control [28], crystallization processes [29] annealing furnaces [30], N-tank
problems [31] and corn production [32]. Achirei et al. [33] very recently introduced a model-
based predictive controller that utilized the object map obtained from the convolutional
neural network (CNN) detector and light detection and ranging (LIDAR) data to guide
an omnidirectional robot to specific positions in a warehouse environment. For a more
comprehensive understanding of recent advancements in model predictive control, we rec-
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ommend consulting several key papers. Sand [34] offers a detailed comparison of different
predictive control methods. In the realm of autonomous systems, Rosolia et al. [35] delve
into the realm of data-driven control. For those interested in chemical process systems,
Rawlings and Maravelias [36] provide a comprehensive exploration. Schwenzer et al. [37]
present a holistic view of model predictive control, while Schweidtmann et al. [38] explore
the integration of machine learning techniques in this context.

The literature review on NN-augmented MPC reveals the successful utilization of
neural networks as effective approximators in MPC. Recent advancements in deep learning,
such as neural networks with memory functions (RNNs) and specialized architectures
capable of handling spatial information (CNNs), have further enhanced the representational
power of data-driven models. Our contribution introduces a noteworthy progression
within the domain of intelligent control strategies, stemmed from the strategic utilization
of ConvLSTM-based digital twins’ spatiotemporal pattern extraction abilities, enabling the
successful implementation of a real-time population-based MPC in systems with many
controlled variables. In particular, we propose a data-driven intelligent controller that
leverages NN-based digital twins for hypothesis testing. Initially, a diverse set of control
laws is generated using genetic programming with the digital twin of the system, facilitating
a robust response to unknown disturbances. During inference, the trained digital twin is
utilized to virtually test alternative control actions for a multi-objective optimization task
associated with each control action. Subsequently, the best policy is applied to the system.
To evaluate the proposed intelligent control pipeline, experiments are conducted on a multi-
mode heat transfer test rig. The measured variable vector comprises high-dimensional
infrared camera measurements arranged in a sequence (i.e., 655,360 inputs), while the
control variable includes power settings for three fans responsible for convective cooling.
Disturbances are induced by randomly altering the set point of local heat loads. The
objective is to achieve homogeneous cooling over the surface, minimizing the occurrence
of hot spots and energy consumption.

The structure of this paper is outlined below. Section 2 begins by providing an
explanation of the experimental setup. Next, the model architecture of the NN-based
digital twin is detailed. Then, the genetic programming implementation for generating a
diverse control law population is described. Lastly, the design of the experiment used to
evaluate the performance of MPC is presented. In Section 3, the predictive capabilities of
the digital twin are assessed, followed by an evaluation of the MPC performance in real
time test experiments. The paper concludes with a discussion about the current limitations
of the approach, and the future directions.

2. Materials and Methods
2.1. Experimental Setup

This case study is motivated by the significant impact that high-temperature technical
processes can have on the degradation of components. Accordingly, the proposed approach
seeks to develop an intelligent controller using machine learning techniques to enable
predictive cooling. The main objective is to generate control laws that facilitate a uniform
temperature distribution, thereby minimizing the stresses and deformations arising from
the formation of hot spots in the presence of unknown disturbances, or sudden changes in
the thermal load.

The physical setup is designed as a multi-mode cooling problem. It consists of the
following components (Figure 1):

• A copper plate—selected due to its high thermal conductivity in order to reduce the
duration of the experiments;

• The copper plate is coated with a high-emissivity black paint (Nextel Velvet Coating
811-21) for improved signal-to-noise ratio;

• Three heating strips on the backside of the plate arranged in a “Z”-like pattern—
310 mm × 17 mm, 24 V, 36 W;

• Three fans located on the perimeter of the plate—SUNON, 12 V, 1.62 W;
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• A data acquisition module (myDAQ, NI) with an in-house built control unit;
• A mid-wave infrared camera—FLIR SC5000, (512 × 640) pixels;
• A LabVIEW interface for the real-time control of the system.

The infrared camera detects thermal radiation emitted by the copper plate and other
components. The detected radiation is dependent on the plate surface temperature only for
constant ambient conditions. This is achieved by conducting the tests in an air-conditioned
room. This way, changes in the camera signal can be directly attributed to changes in the
plate surface temperature.

A single experiment begins from an initial steady state s0. A heating disturbance is
then introduced through the strips and the fan loads are adjusted. The experiment lasts
until a new steady state s1 is reached. Figure 2 depicts the recordings of two experiments
(top row and bottom row) from the training dataset. The first six frames show the steady-
state temperature distribution reached at the end of the previous operating point, while the
final two frames illustrate the new steady state under the new thermal loads and cooling
configuration. There are two options for s0. We either start with the system completely shut
down (no heating or cooling), or we carry on with the steady state reached in the previous
operating point.

Figure 1. The physical setup is devised as a multi-mode cooling problem, depicted in the upper
section. The arrangement of fans around the copper plate is illustrated in the lower left corner, while
the configuration of heating strips at the back of the plate, along with randomly placed thermal
insulators, is shown in the lower right corner.
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Figure 2. Visualization of two experiments from the dataset.

The following conditions are used to define the second steady state s1 (Figure 3):

1. The per pixel percentage difference of consecutive frames after 16 × 16 max filter is
less than 1.5%. The application of this max filter is required for two reasons. First, due
to thermal inertia, the difference between consecutive frames can be small, and thus
we increase the rigidity of the steady-state condition. Second, we reduce the impact of
objects that have the same temperature in all frames (e.g., the frame around the plate).

2. The pixels with a 3% deviation in consecutive frames are less than 1% of the total
pixels in a frame after a 16× 16 max filter.

It is important to highlight that thermal insulation is absent at the slab edges as well
as behind the resistance heating strips. The experimental configuration, illustrated in
Figure 1, was executed in this manner. Once the system attains a steady state, it does
so due to the interplay of forced and natural convection, conduction, and radiative heat
transfer processes. In other words, the system was deliberately rendered more susceptible
to environmental disturbances and fluctuations.

Figure 3. Evolution of consecutive frames over the course of an experiment. (Left): Mean pixel
value change compared to the first steady-state condition. (Right): The percentage of pixels with a
deviation larger than 3%.

2.2. Dataset

The training of the digital twin model necessitates a substantial amount of data. In
this study, we performed 323 experiments, with each experiment saved as an individual
HDF-file. The dataset was split into an 87.5/12.5% training-validation split and the frames
were captured at a fixed rate of 1 image per 30 s. Each frame is stored as a grayscale
image. The selection of the frame rate was based on preliminary experiments aimed at
identifying the system’s thermal inertia and response time. A higher frame rate would
yield negligible differences between the images, making it challenging for the model to
capture the temperature field’s evolution. Conversely, longer time intervals may result in
the loss of crucial information, such as heat propagation mechanisms and the formation
and dissipation of local hot spots.
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Within each experiment, the first six frames (2 min and 30 s) represent the initial
steady state, denoted as s0. This allows for the use of up to six frames as an input sequence,
ensuring that all subsequent frames after thermal disturbances can be utilized as the
ground truth at least once, maximizing the information within the dataset. Furthermore,
to cover the parameter space for heating and cooling loads, we randomly sampled fan
settings from a 0 to 100% workload with 20% increments and heating strip loads from 0 to
100% workload with 25% increments. In other words, fan settings and heating loads were
randomly sampled from a pool of 63 and 53 possible configurations, respectively. These
settings are also saved in the labels of the HDF5-files for post-processing purposes.

It is important to note that different initial conditions, heat loads, and fan settings
influence the behavior of the system. Consequently, each configuration requires a varying
amount of time to reach a steady-state operation, leading to variations in the sequence
lengths across different experiments. Table 1 summarizes the distribution of experiment
durations in the dataset.

Table 1. Summary of Experiment Duration in the Dataset.

Duration in Frames Number of Experiments

8 32
9 103

10 85
11 48
12 35
13 16
14 4

2.3. Digital Twin
2.3.1. Model Architecture

The digital twin serves as the fundamental component of the proposed MPC pipeline.
Hence, an extensive parametric study was conducted to identify an appropriate architecture
and training protocol (see Appendix A for details). The model is based on Convolutional
Long Short-Term Memory (ConvLSTM) cells [6]. Given the thermal inertia and slow evolu-
tion of the temperature field, it is anticipated that a smaller kernel size would yield better
results. This hypothesis was confirmed through numerical experiments, where models
utilizing a 3 × 3 kernel outperformed those employing a 5 × 5 kernel. Hence, the standard
ConvLSTM cell with a 3 × 3 convolutional kernel is employed as the fundamental building
block of the model. Following the lead of prior studies implementing ConvLSTM-based
models, we adopt an auto-encoder structure. This choice offers two significant advantages.
Firstly, it allows for the extraction of rich semantic information at a relatively low compu-
tational cost. Secondly, the learned compression of input data can considerably reduce
the workload associated with the genetic programming-based optimization process, while
enabling a high accuracy (mean absolute percentage error, Equation (1)). The architecture
of the model is depicted in Figure 4.

The encoder is constructed by stacking seven convolutional layers with an increasing
number of channels. Semantic information is extracted and the spatial dimension of the
input is compressed by each layer. Various compression strategies, such as max pooling,
average pooling, and strided convolution, were compared in the preliminary tests. The
best results were achieved using a strided convolution with a stride of two. The structure
of a single convolutional layer consists of (i) a ConvLSTM cell with a 3 × 3 kernel, (ii) a
stride of two, (iii) L2 weight regularization and (iv) batch normalization. This structure
enables the compression of the input image of size n× 512× 640× 1 to a n× 4× 5× 256
tensor, which contains rich semantic features. The parameter n represents the number of
frames in the input sequence. The feature tensor is subsequently flattened into a vector for
further processing.
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(a)

(b)

(c)

Figure 4. Deployed digital twin model architecture. (a) The next sequence predictor architecture with
input and output sequence length of two. The fan settings vector is appended to the output of the
first dense layer. (b) A detailed view of the encoder architecture. The input sequence is compressed to
a latent state representation through 7 convolutional layers with (16, 32, 64, 64, 128, 128, 256) channels,
respectively. (c) A detailed view of the decoder. The output of the second dense layer is reshaped
into a 2× 4× 5× 256 tensor. The reconstruction is conducted through 7 consecutive deconvolutional
layers with (256, 128, 64, 32, 16, 8, 1) channels, respectively.

Following the encoder, a small fully connected network comprising two dense layers
is employed. Due to the limited size of the training dataset, the number of dense layers is
restricted to avoid overfitting, as supported by the parametric study conducted. Each dense
layer includes (i) a dense layer with ReLU activation, (ii) a normal initializer, (iii) dropout
regularization and (iv) batch normalization. The first dense layer consists of 2048 nodes and
employs a dropout rate of 0.2. The optimal parameters were determined experimentally,
considering the trade-off between computational burden and model performance. Next,
the fan settings vector obtained from the experiment filename is appended. We select
this point to introduce the meta-parameters since this is the layer containing the densest
representation of the inputs. Hence, it is an ideal concatenation point that can serve as an
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input to the GP-based controller. The fan settings vector comprises one hundred repetition
of the duty cycle values for each fan. This extension is necessary since the original vector
contains only three entries, one for each fan. By appending the initial vector to itself, its
relevance to the output of the neural network is increased. This enables the model to
learn the impact of the ventilators on the plate’s temperature distribution. The size of the
second dense layer is predetermined as m× 5120, where m represents the length of the
predicted sequence. This ensures that the output is rescaled to m× 4× 5× 256 to initiate
the upscaling of the prediction. To accurately capture the influence of the fans, dropout
is disabled in this layer. The activation and initializer used are the same as in the first
dense layer.

The final component of the model is the decoder, which mirrors the structure of
the encoder. It consists of seven “deconvolutional” layers with a decreasing number of
channels. Unlike the encoder, the deconvolutional blocks in the decoder upscale their inputs.
Therefore, non-strided convolution and an upsampling layer, which doubles the height and
width of the input, are utilized. The structure of the block includes (i) ConvLSTM cell (same
as the encoder cell but with a stride of 1), (ii) batch normalization and (iii) upsampling
layer. The decoder output has the shape m× 512× 640× 1 and represents the prediction
for the next “m” frames in the sequence.

It is pertinent to highlight that the digital twin model operates as a functional ap-
proximator. In essence, this model facilitates the mapping of the temperature distribution
across a defined spatial region, over a specific time interval. This mapping takes the form
of predicting the temperature field for the upcoming minute based on the temperature
distribution observed in the preceding minute—a configuration often referred to as a
sequence-to-sequence prediction. It is crucial to emphasize that this mapping encompasses
not only the intricate temporal relationships but also the intricate spatial correlations within
the field. These predictions are executed on a grid whose spatial resolution mirrors the
input dimensions (512 × 640), preserving the structured nature of the grid and facilitating a
seamless translation of insights between the physical domain and the digital representation.
This framework, driven by the principles of neural networks, extends the familiar principles
of function approximation to the realm of dynamic systems, such as the multi-mode heat
transfer setup developed in this work.

2.3.2. Training Protocol

Determining optimal hyperparameters for training neural networks can pose a chal-
lenge and often necessitates an empirical approach. In our case, extensive testing was
conducted, leading to the derivation of the following list of hyperparameters:

• The batch size was set to 16.
• The optimizer employed was Adam, utilizing a default initial learning rate of 0.001.
• A learning rate decay scheme was employed, wherein lrt = lrt−1 × 0.99 was initiated

after the tenth epoch, with decay continuing until a minimum value of 0.000001
was reached.

• Training was conducted for 800 epochs on an NVIDIA GeForce RTX 3080 GPU. Early
stopping was implemented with a patience of 100 epochs.

• One hundred copies of the fan settings vector were utilized.

The selection of an appropriate loss function significantly influences the performance
of the model. In this study, the mean absolute percentage error (MAPE) was adopted, with
the following conventions: 0

0 = 0 and a
0 = ∞ for all a 6= 0 [39]. Equation (1) demonstrates

the calculation of the MAPE loss, where n denotes the number of pixels in the image, p
represents the predicted value for a given pixel, and gt signifies the ground truth value.

LOSSMAPE =
1
n

n

∑
i=1

(pi − gti)

gti
∗ 100 (1)
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Preliminary tests indicated that utilizing MAPE as the loss function yielded signifi-
cantly improved the performance in comparison to the mean absolute error (MAE) or mean
squared error (MSE) for both the training and validation datasets.

To maximize the utilization of all available data, the sequence length was limited to
two, considering the duration of the experiments in the dataset as described in Table 1.
For instance, an experiment comprising 8 frames contributed a single input-ground truth
sequence pair, while 9 frames resulted in 2 pairs, and so forth. To prevent the model from
memorizing the order of entries in the dataset, all sequence pairs were randomly shuffled.

2.4. Control Policy Generation Using Genetic Programming

The subsequent component of the pipeline involves the utilization of genetic program-
ming (GP) to generate control policies for the fans. GP is a variant of Genetic Algorithms
(GA) developed by John R. Koza, where the solution is encoded in a tree structure instead
of a string [40–42]. Similar to GA, GP draws inspiration from nature and mimics the
evolutionary process by iteratively applying a set of genetic operations on an initially
randomly selected pool of candidate solutions [41,43,44]. However, unlike GA, which aims
to solve specific optimization tasks, genetic programming focuses on creating a model with
a predefined objective [45].

In this study, the controller population is designed with two primary objectives. Firstly,
it aims to adjust the fans to achieve a homogeneous temperature field. Secondly, it strives to
prevent the occurrence of local hot spots. Evaluating these phenomena can be challenging,
and relying solely on a single metric may be insufficient. To address this issue, we propose
a combination of three metrics to assess the performance of the controller. The first metric
targets the homogeneity of the temperature field by minimizing the standard deviation
of the pixel values. A lower standard deviation indicates a more uniform temperature
distribution. However, relying solely on this metric is inadequate for effectively penalizing
hot spot formation. Hence, we introduce a second loss, referred to as the hot spot loss,
which calculates the sum of all positive pixel values after subtracting the mean temperature
from each pixel. This loss function encourages strong cooling and discourages the formation
of regions with temperatures significantly higher than the system’s average temperature.
Additionally, we incorporate an auxiliary loss function to penalize excessive fan usage:

LossSTD =

√
∑n

i=1 (xi − µ)2

n

Losshotspot =
m

∑
i=1

xi − µ

Loss f anload =
1

300

3

∑
i=1

fi

(2)

where µ represents the mean value, n corresponds to the total number of pixels, and m
corresponds to the number of pixels with values larger than µ. To ensure an appropriate
evaluation, we scale these three losses to the same order of magnitude and assign weights
to emphasize their relative importance. The assigned weights are 5, 5, and 1, respectively.
This weight distribution ensures that the fan load loss only becomes relevant when different
control laws produce similar temperature distributions.

Control Model Architecture

The integration of the controller into the pipeline requires a trained next-sequence
predictor. As explained in Section 2.3.1, the predictive model is compiled as two parts,
separated at the output of the initial dense layers. This separation offers a significant
advantage: it allows the entire 2× 512× 640× 1 input sequence to be compressed into a
vector consisting of only 2048 data points. This compressed vector is used as the input for
the GP-based controllers. By employing this compression technique, the entire input space
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can be spanned by deeper trees, enabling the generation of solutions based on the complete
temperature field, rather than randomly selected local regions of interest.

Control laws in the form of a 3D vector are generated by each candidate in the
population (Figure A1). To align with the expected input dimensions of the second part of
the predictor, the vector is duplicated 100 times. Next, the proposed fan settings vector is
appended, and predictions are generated using the decoder component of the digital twin
model. These predictions are then evaluated against a predefined fitness function, and the
corresponding fitness scores are assigned to the respective individuals (Figure A1).

The GP controller undergoes evolutionary training for 5 generations on each training
experiment, amounting to a total of 1410 generations. Limiting the training to only 5 gener-
ations per sequence prevents overfitting to a specific problem, allowing for the transmission
of genes that exhibit generalization capabilities across various heating loads. This can be
considered similar to the early stopping policies in NN training. For additional information
on the GP controller’s configuration and the reasoning behind the chosen approaches, refer
to Appendix B. Appendix C further presents the details of the MPC experiment design for
a population of control laws.

3. Results
3.1. Testing Digital Twin as a Predictive Model

Before implementing with the GP-based controller on the real experimental setup,
the performance of the digital twin is first assessed in two distinct aspects. First, it should
be able to accurately predict the next two frames given a certain set of inputs. Second,
it should be able to capture the impact of the fan loads on the temperature distribution
within a virtual experiment, even if it is not part of its training set. In other words, the
learnt model representation of the problem in NN parameters should be able to answer
“what if” questions in a reasonable way.

Figures 5 and 6 illustrate some good and bad predictions of the digital twin model
on new test experiments with pre-set heat load changes and fan settings. It is worth note
here that the digital twin typically performed well for experiment trajectories with around
10 snapshots, while failing to capture the extreme hot spots in very short experiments, which
were underrepresented in the training set (see Table 1). For instance, the first experiment in
Figure 6 consists of only one executable sequence. As a result, the model never received
information regarding the new heat load on the system. Consequently, the prediction is an
informed guess, based on the last steady state reached. Similar behavior can be observed in
the first predictions for experiments (a) and (b) in Figure 5. Hence, weaker performance is
to be expected in such cases. This indicates that input sequences containing only the frames,
depicting the steady state reached from the previous experiment, may have a negative
influence on the model’s predictive capabilities on hot spot risk estimation. Fortunately, we
do not parse two consecutive steady-state frames as input to the controller, thus mitigating
the effect of such outliers when we evaluate the MPC performance. The reason for the
inaccurate predictions for the second experiment in Figure 6 is not clearly identifiable.
While it manages to capture the structural evolution of the temperature field, it misses the
hot spot formation. One reasonable explanation for this is the effect of sampling through a
sparsely populated set of fan settings. Increasing the number of training and validation
examples and sampling from a set with smaller intervals may remedy this behavior. In
either case, however, the MAPE score was less than 5%, which would still be relatively
informative enough to decide upon the best MPC policy given the input sequence.
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(a)

(b)

(c)

Figure 5. Examples of successful digital twin predictions. GT refers to the ground truth (i.e.,
experiments). (a) Fans [0, 40, 60]; Heating Strips [75, 0, 25]. (b) Fans [0, 40, 40]; Heating Strips [75, 100,
100]. (c) Fans [60, 80, 100]; Heating Strips [75, 75, 100].
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(a)

(b)

Figure 6. Digital twin predictions missing the hot spot formations. GT refers to the ground truth (i.e.,
experiments). (a) Fans [60, 20, 20]; Heating Strips [25, 100, 25]. (b) Fans [80, 0, 40]; Heating Strips [100,
75, 75].

The second assessment for the digital twin is related to its ability to capture the
physical relationship between the fan settings and the evolution of the temperature field, as
“understanding” the fans’ impact is crucial for the performance of the controller. For that
purpose, we conducted a set of parametric analysis. Given a sequence of inputs, the digital
twin first makes a prediction of the next one minute for a given fan setting (e.g., [0%, 40%,
60%]), for which the ground truth measurements exist. After checking model accuracy
(MAPE < 2%), the DT is used to estimate how the temperature field would be if the fans
were fully open ([100%, 100%, 100%]), or fully closed ([0%, 0%, 0 %]). Some examples
of the DT predictions are shown in Figure 7. While it is difficult to judge the extent to
which the model perceives the impact of cooling on the temperature field distribution, one
may conclude that it adequately shifts the prediction with changing fan loads. If they are
fully opened, there is an increased cooling effect, while turning the fans off leads to the
emergence of some hot spots.

It is worth noting here that changing the way the fan settings are parsed to the model
can further improve its ability to capture the effect of the fan loads on the temperature
distribution. In the current architecture, we clone the fan settings vector 100 times to
increase its relative importance. Although this strategy achieves satisfactory results, it may
not be the optimum approach. An alternative way would be to append each of the three
fan loads as a channel to the input images. In this way, we would allow the encoder to
“learn” the impact the fan settings have on the temperature field evolution. For the current
implementation, however, it is considered to be unnecessary as the model already performs
with high accuracy (mean absolute percentage error, Equation (1)).
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(a)

(b)

(c)

(d)
Figure 7. Capabilities of the digital twin model for extrapolation of the fan settings. (a) Prediction:
Fans [0, 40, 60]; Fans on [100, 100, 100]. (b) Prediction: Fans [0, 40, 40]; Fans on [100, 100, 100].
(c) Prediction: Fans [60, 20, 20]; Fans off [0, 0, 0]. (d) Prediction: Fans [80, 0, 40]; Fans off [0, 0, 0].

3.2. Model Predictive Controller Performance

After validating the accuracy of the digital twin model, the performance of the con-
trol law population is investigated via following the experimental protocol described in
Appendices B and C. The metrics used to evaluate the controller’s performance are the
same as the loss functions defined in Equation (2).
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The greatest advantage of the intelligent controller is that it can leverage the speed of
the NN-based predictive model to select the best control law policy among the alternatives
for the current state trajectory in real time. Figure 8 portrays the change in the temperature
field caused by a significant and sudden increase in the thermal load applied to the system,
while Figure 9 shows the temporal evolution of performance metrics. In all GP-based tests,
a control law population of 10 is deployed. In both figures, the term “Specialist” denotes a
subset of controls particularly trained to handle high load disturbances. “General” refers
to control laws learned for the entire operating range. The category labeled as “Random”
corresponds to the benchmark case, where fan settings are randomly assigned (for further
details, refer to Appendix C). It is clearly observed in Figure 9 that both GP controllers
(Specialist, General) significantly outperform the random controller. Interestingly, the Gen-
eral population achieves a reasonably similar performance to the Specialist at significantly
lower energy consumption.

Figure 8. From left to right—Evolution of the temperature field during the experiment: Specialist
(top row), General (middle row) and Random Control (bottom row).

Figure 9. Performance metrics of MPC with 10 individuals at high thermal loads. The x-axis denotes
the time, while the y-axis shows the metric.

When the the heat load is raised to medium range from low loads (Figure 10), the
Specialist population was found to outperform both the General control law population and
the Random cooling, despite the fact that the fan load of the Random case is much higher
(Figure 11). If just the fan settings are considered, Specialist MPC is at a disadvantage to
eliminate the hot spots on the surface, compared to the random controller. Yet it was found
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in repeated experiments that Specialist population-based control outperforms the others
with less power usage for the fans. The performances of the GP-based controller were
also tested in the settings where the heat load is reduced (Figures 12 and 13). As expected,
the Specialist population is the best performer. However, its energy consumption is also
higher. A possible explanation is that since a homogeneous temperature field is currently
prioritized over efficiency, individuals that perform better on the hot-spot and standard
deviation metrics are overtaken, albeit at a higher energetic cost.

Figure 10. From left to right—Evolution of the temperature field during the experiment: Specialist
(top row), General (middle row) and Random Control (bottom row).

Figure 11. Performance metrics of MPC with 10 individuals at medium thermal loads. The x-axis
denotes the time, while the y-axis shows the metric.

Figure 12. From left to right—Evolution of the temperature field during the experiment: Specialist
(top row), General (middle row) and Random Control (bottom row).
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Figure 13. Performance metrics of MPC with 10 individuals at low thermal loads. The x-axis denotes
the time, while the y-axis shows the metric.

4. Discussions

Many critical processes of a technical nature occur at high temperatures, leading to
the heating of structurally and functionally important components. This heat can signifi-
cantly deteriorate their properties, especially when coupled with an uneven distribution
of temperatures that creates local stresses and deformations. Such processes are often
characterized by nonlinearity and stochasticity, making analytical modeling challenging.
Fortunately, recent advances in machine learning have provided new opportunities for
modeling dynamic systems, even in the absence of precise mathematical descriptions.
Consequently, it has become feasible to design controllers that exhibit robust performance
and fast response times, even for systems that are stochastic and nonlinear in nature. The
objective of this work is to establish a population-based model predictive controller, which
tests alternative cooling policies via a virtually trained digital twin on a generic multi-mode
heat transfer test rig. The practical aim is to minimize the hot spot formations on the sur-
face, while simultaneously minimizing the overall surface temperature. In accordance, the
controlled variables are taken from IR camera measurements, which creates an extremely
large input space with more than half a million dimensions. Furthermore, the sudden
changes in the heat load distributions on the surface leads to complex, nonlinear transient
heat transfer processes, resulting in a significant variation in the time and length scales
in the thermal state. In accordance, the controller should be complex enough to respond
the drifts in both the system state and the measured variable characteristics. In this work,
we propose to use a population of control models within an MPC scheme to respond to
these demands. Moreover, the control models in the population were not assumed a priori,
but rather learnt via an evolutionary algorithm on measured data. The same training
database of experiments were also used to create a digital twin of the process, with which
virtual control experiments can be conducted to speed up the evolutionary process. For
the studied problem type of image sequence prediction, ConvLSTM-based autoencoder
enabled the extraction of a latent representation of the past and current state by using IR
camera measurements. More importantly, when fan settings are appended to the vector
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representation in the latent space, the autoencoder was shown to learn and interpret the
impact of fan settings on the future state trajectories, which is of critical importance for a
dynamic MPC problem. The robustness of the population-based controller is one of the key
properties of the proposed digital-twin-assisted MPC pipeline. In order to demonstrate
its added value, the same high, medium and low heat load tests were also conducted by
picking one individual control model from the converged population pool, instead of 10 for
the Specialist and the General sub-groups (Appendix D). While selecting one individual
from the gene pool led to a better control when the heat load was suddenly decreased to
medium and low load range, it resulted in a worse performance in hot spot formation
when the load suddenly increased from a low to high range. It should be pointed out at
this point that 323 experiments were conducted in the study to create a train/validation
dataset, and the whole MPC pipeline was tested on randomly generated disturbances out
of 27,000 possible configurations (data density was 1.2%). As a result of this sparsity, it is
likely that the state dynamics may not be captured with a single control law, particularly if
both the DT and the controller model is learnt from data. However, deploying an ensemble
of controller models with a DT enables the testing of alternative control policies virtually
and deploys the best approach. Furthermore, with an evolutionary approach, it is also
possible to trigger the creation of new offspring models, if the current population starts to
fail in suppressing the hot spot formations. In the current work, we only deployed 10 of
the best individuals from the whole gene pool around 300 converged solutions, based on
their performance on a small subset of the state space (<1%). Although the performance of
10 individuals was better than the benchmark case, utilizing the whole population within
MPC would lead to much better performance. In MPC experiments, the time interval to
make a decision after testing the controller models was set to be less than 30 s. In the current
code implementation, the tree model compiling of the GP model was run in a serial mode,
hence it limited the application to a maximum of 10 individuals. Therefore, it is strongly
recommended to parallelize the controller testing for a more robust implementation. The
task of speeding up the candidate evaluation problem and sampling from a larger pool of
candidates remains open for future work.

Enhancing the accuracy of the predictive model is a paramount objective for future
contributors. Expanding the size of the training and validation datasets is imperative to
comprehensively evaluate the architecture’s potential. Moreover, refining the data-cleaning
process and incorporating experiments with longer durations could booster the model’s
performance and reliability. Tailoring the pipeline to the specific requirements of the
problem at hand is another crucial aspect to consider. For instance, another potential
improvement is to extend the length of the sequence for the ConvLSTM autoencoder to
fully take advantage of the long-term memory capacity of the model, particularly if the
proposed methodology is applied to a different problem. Additionally, we investigate the
integration of fan settings as channels within the input images and explore the utilization
of symmetric skip connections.

Overall, the results strongly suggest that taking advantage of the ability to test multiple
control laws in real-time leads to a significant improvement in the controller’s performance.
The results clearly indicate that DT-assisted MPC produces effective and efficient control
laws even with sparse training data. The fact that the specialist populations consistently
outperform random controllers, highlights the potential for the application to more sophis-
ticated problems.

5. Conclusions

This study highlights the significant potential that emerges from combining a
population-based control strategy with neural networks to construct a robust and dy-
namic Model Predictive Control framework suitable for addressing complex and nonlinear
challenges. The effectiveness of our approach is demonstrated through extensive real-time
experiments conducted within a multi-mode heat transfer scenario, where the measured
variable vector encompasses high-dimensional infrared camera measurements organized
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as a sequence (655,360 inputs). We utilize evolutionary algorithms to generate a diverse set
of control laws from empirical data, allowing for adaptability to complex and transient heat
transfer dynamics. Importantly, our digital twin-enhanced population-based MPC outper-
forms individual control models, particularly in scenarios involving sudden and stochastic
shifts in localized thermal loads. The digital twin, engineered through ConvLSTM-based
spatiotemporal pattern extraction, assumes a pivotal role in virtually testing alternative
control policies, thereby substantially heightening the controller’s responsiveness, even
when confronted with limited data availability. Differentiating from traditional methods
constrained by the nonlinear and stochastic aspects of complex systems, our data-driven
approach harmonizes the capabilities of neural networks, genetic programming and digital
twin technology. This blend not only demonstrates the practical efficacy of our contribution,
but also highlights the broader potential of these methods across various domains.
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Nomenclature
The following abbreviations are used in this manuscript:

ARIMA Autoregressive moving average model
CNN Convolutional neural network
ConvLSTM Convolutional Long Short-Term Memory
DT Digital twin
FSP Fixed set-point
GA Genetic algorithm
GP Genetic programming
HDF Hierarchical data format
HVAC Heating, ventilation and air conditioning
LIDAR Light detection and ranging
MAE Mean absolute error
MAPE Mean absolute percentage error
MSE Mean squared error
MPC Model predictive control
NARIMAX Nonlinear Autoregressive moving average model with exogenous inputs
NN Neural networks
PID Proportional–integral–derivative controller
PSO Particle swarm optimization
RNN Recurrent neural network
ReLU Rectified linear unit
STD Standard deviation
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Appendix A. Background of the Deployed Digital Twin Model

While data-driven methods have an impressive potential for application in the field of
digital twin creation, it is important to note that the architecture and performance are heav-
ily dependent on the nature of the problem to be solved. Thus, a thorough understanding
of the system and the underlying fundamental physical laws could contribute to a more
precise problem formulation. In turn, this can facilitate the selection of a more adequate
architecture for the approximation of the system. The problem that the model used in this
paper is going to solve falls within the subcategory of the image sequence prediction.

Given that the system’s state is represented by infrared (IR) camera images, the
predictive task undertaken by the digital twin becomes a challenging task of estimating
conditioned image sequences. This entails the need to capture both the spatial structures
within the images and the temporal relationships between consecutive frames. When
working with image data, CNNs are widely regarded as the preferred choice due to
their strong performance and efficiency. Conversely, RNNs have demonstrated success
in handling time-series data. Thus, a combination of CNN and RNN architectures is
necessary to address the image sequence prediction problem effectively. In recent years,
architectures incorporating the Convolutional Long Short-Term Memory (ConvLSTM) module
have emerged as successful solutions for such tasks [6,46,47]. The ConvLSTM memory cell
has a very similar structure to the standard LSTM. However, the fully connected matrix
multiplications are replaced by convolutional operators [47]. This simple modification
has two significant implications. First, it reduces the redundancy in the model. Second,
by setting the convolutional kernel to a value larger than one, one can capture complex
“spatiotemporal motion patterns” [6]. An interesting point to highlight here is the robustness
of LSTM-based temporal modeling. For instance, in a recent work, the concept has been
further extended to a reversed sequence-to-sequence mapping technique that is applicable
for long time-horizon forecasting in dynamical systems [48]. The applicability of the
approach was also shown to model spiking (biological) pyramidal neurons in hippocampal
CA1 [48].

The typical ConvLSTM architecture resembles an Encoder-Decoder architecture. In
the original implementation of this architecture, Shi et al. [6] try out several models with
varying depths and widths. This approach consistently outperforms the fully connected
LSTM. In another example, ref. [49] construct a next-frame prediction model adopting
ConvLSTM. The encoder extracts high-level features and encodes them into a fixed-size
vector, while the decoder reads the vector and transforms it into the prediction for the next
frame’s state [49].

Considering the practical importance of multivariate time series prediction, several
improvements to the original ConvLSTM architecture have been proposed. Ref. [50] demon-
strated that symmetric skip connections between the encoder and decoder parts of the
model can significantly improve its image restoration capabilities. Others try to combine
ConvLSTM cells with conventional convolutional modules. For instance, ref. [51] applied
a ConvLSTM network to the fully compressed feature map of a five-layer convolutional
encoder to predict subsurface flows. This allows them to extract rich features through the
convolutional encoder alongside the long-term temporal evolution of the flow with a rela-
tively compact model. Alternatively, ref. [52] applied a standard 2D convolution in parallel
with a ConvLSTM layer. In this way, he preserves the original ConvLSTM implementation
where the input dimensions remain constant, while simultaneously compressing the inputs
through a standard convolutional encoder. This architecture allows the addition of more
layers, and thus extracts more features, without a dramatic increase in the number of total
parameters. As a result, the model can generalize better and process longer sequences.
Ref. [53] adopted a similar approach, however, they argued that separating the convo-
lutional autoencoder from the ConvLSTM network may further increase the network’s
performance. Furthermore, they proposed an improved training protocol. The autoencoder
was first trained independently. Consequently, latent space representations are used for the
training of the ConvLSTM network. As a last step, the entire network was trained together
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for fine-tuning [53]. Finally, ref. [47] proposed an inception-inspired ConvLSTM, where
each convolution was implemented with a different kernel size, thus extracting features at
different scales. Overall, the previous work indicates that ConvLSTM-based models can
achieve good results for image sequence prediction. Furthermore, the architecture can be
optimized according to the task at hand.

In this work, a relatively simpler design approach was considered. The image space
of the case of interest was found to be relatively homogeneous, and the duration of the
experiments ranged between three and five minutes. As a result, the main objectives could
be identified as follows: (i) accurate predictions of the next frames, (ii) low computational
cost to be useful to the controller, and (iii) avoidance of information loss during image
reconstruction. Consequently, a ConvLSTM-based approach was deemed sufficient due to
its adequate performance, flexibility, and straightforward implementation. Details of the
deployed architecture are provided in the next section.

Appendix B. GP Controller Hyperparameters and Operators

Table A1. Hyperparameters of the deployed genetic programming approach.

Parameter/Operator Value/Policy Argument

Mutation Probability 0.05 To prevent the loss of good solutions while maintaining diversity in the gene
pool.

Crossover Probability 0.85 To avoid unnecessary population shrinkage and prevent excessively fast
convergence.

Tree Depth 15–25
Shallow trees would only utilize a small portion of the inputs and would be
insufficient for generating sophisticated control laws. Deeper trees, however,

require longer computational times for evaluation.

Selection Strategy Tournament selection
This strategy is widely used and has shown acceptable results. According to [41],

all selection strategies can generate satisfactory outcomes, except for roulette,
which is not suitable for minimization tasks.

Tournament Size 2 A smaller tournament size preserves greater variety in the gene pool.

Population Size 300
A larger initial population ensures a more diverse gene pool. However, it also

leads to longer training times. To capitalize on the processing power of our GPU
unit, we explore a broader set of initial candidates.

Output Filter Sigmoid The outputs of the trees are scaled to values between 0 and 1 using the sigmoid
function.

Furthermore, we selected the following mathematical operations for the nodes of
the trees:

• Linear operations—summation, addition, subtraction, multiplication and negation;
• Trigonometric operations—sine and cosine—these operators are used to scale the

floating point numbers in the tree. This prevents an “explosion” of the values in either
direction (positive or negative), resulting in only two possible modes of operation for
the fans—either 0% or 100% load;

• Regrouping operations—create a 3D vector from three values—this is a hard-coded
function for the output of the tree, which should result in a 3D vector with one value
for the duty cycle of each fan.

Appendix C. MPC Experiment Design

The next step is to transfer the controller from the virtual to the physical domain and
assess its performance on the experimental setup. Figure A2 depicts the final procedure for
the MPC experiments with one, or multiple control models.
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Figure A1. The training pipeline for the GP controller.

(a)
Figure A2. Cont.
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(b)

Figure A2. Experimental protocol for MPC. (a) Experiment pipeline with a single individual. (b) Ex-
periment pipeline with population-based MPC.

MPC tests were conducted using three distinct control policies: (i) specialist control
models based on heat loading, (ii) general-purpose control models, and (iii) a simple
control model utilized as a benchmark. The specialist groups were formed by selecting
the top 10 performers from the final population in experiments with low (total load < 100),
medium (100 < total load < 200), and high heat load conditions (200 < total load < 300).
As a result, three specialist populations were created, each corresponding to one of the
heating load groups. The general group consisted of randomly chosen individuals from
the final population.

Figure A3. Standardized protocol for the Performance Evaluation Experiments.

To ensure a proper evaluation of the controller’s performance, it is essential to maintain
comparability among experiments within each group. To achieve this, a standardized
workflow is followed, as depicted in Figure A3. The workflow includes the following steps:

1. Cooling to the initial state: All experiments begin from the same starting point by
cooling the system to the initial state. This step ensures consistency across experi-
ments.

2. Recreating a predetermined steady state: To simulate the control of a dynamic system
and replicate a realistic scenario, the system is preheated to a predetermined secondary
steady state. This step further enhances the reliability of the evaluation.

3. Fixed experiment duration: Each experiment is conducted for a fixed duration of
5 min, with a frame captured every 30 s. This extended monitoring period allows for
a comprehensive observation of the evolution of the temperature field.

In the MPC tests, three different thermal load scenarios are investigated:

• High heat loading: the load on the heating strips was suddenly increased from [50%,
25% and 0%] to [75%, 100% and 75%], while the fans were open at [20%, 40% and
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20%]. The benchmark control law resulted in a fan setting for the cooling experiment
of [70%, 0% and 20%] after the set point change.

• Medium heat loading: the heating strip loads were suddenly raised from [25%, 0%
and 50%] to [25%, 50% and 70%], while the fans were open at [30%, 20% and 30%]
during the second steady state. In this situation, the benchmark control law adjusted
the fan settings to [30%, 80% and 100%].

• Low heat loading: the thermal load was abruptly reduced from [75%, 75% and 50%]
to [0%, 25% and 25%], while the fans were open at [50%, 80% and 0%]. In this case,
the benchmark controller set the fan settings to [80%, 50% and 40%].

Finally, the number of candidates to be evaluated in real-time before applying the
control laws needs to be determined. Given our objective of achieving quick response times,
it is crucial to strike a balance between evaluation accuracy and computational efficiency.
To address this, we employ two different strategies, as illustrated in Figure A2. In the first
strategy, a single individual is evaluated. For the specialist populations, the best individual
is selected, while for the general populations, a single individual is randomly chosen. This
approach ensures a focused evaluation while minimizing computational overhead. In the
second strategy, ten individuals are selected for real-time evaluation. Similar to the first
strategy, individuals are randomly chosen from the general populations. However, for the
specialist populations, the entire population is included in the evaluation. This expanded
evaluation allows for a more comprehensive assessment of the control laws. Regardless
of the chosen strategy, the randomly generated fan settings remain constant throughout
the entire duration of the control experiment. This ensures consistency and eliminates any
potential bias introduced by varying fan settings.

Appendix D. Single Individual Tests

Appendix D.1. High Load Test Case

Figure A4. Performance metrics of MPC with 1 individual at high thermal loads. The x-axis denotes
the time, while the y-axis shows the metric.
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Appendix D.2. Medium Load Test Case

Figure A5. Performance metrics of MPC with 1 individual at medium thermal loads. The x-axis
denotes the time, while the y-axis shows the metric.

Appendix D.3. Low Load Test Case

Figure A6. Performance metrics of MPC with 1 individual at low thermal loads. The x-axis denotes
the time, while the y-axis shows the metric.
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Abstract: Planning tasks are important in construction, manufacturing, logistics, and education. At
the same time, scheduling problems belong to the class of NP-hard optimization problems. Ant
colony algorithm optimization is one of the most common swarm intelligence algorithms and is a
leader in solving complex optimization problems in graphs. This paper discusses the solution to
the job-shop scheduling problem using the ant colony optimization algorithm. An original way of
representing the scheduling problem in the form of a graph, which increases the flexibility of the
approach and allows for taking into account additional restrictions in the scheduling problems, is
proposed. A dynamic evolutionary adaptation of the algorithm to the conditions of the problem is
proposed based on the genetic algorithm. In addition, some heuristic techniques that make it possible
to increase the performance of the software implementation of this evolutionary ant colony algorithm
are presented. One of these techniques is parallelization; therefore, a study of the algorithm’s
parallelization effectiveness was made. The obtained results are compared with the results of other
authors on test problems of scheduling. It is shown that the best heuristics coefficients of the ant
colony optimization algorithm differ even for similar job-shop scheduling problems.

Keywords: job-shop scheduling problem; ant colony optimization; multiphasic systems; genetic
algorithm; parallel computing

1. Introduction
1.1. Job-Shop Scheduling Problem

In all cases of human activity to achieve the desired result, as a rule, plans and sched-
ules are drafted. The complexity of task scheduling along with the continuous improvement
of automation tools for such activities has led to increased interest in scheduling synthesis
theory and calendar planning. The tasks of calendar planning reflect the process of the
distribution over time of a limited number of resources assigned to the project, which
includes a list of related works.

Problems of scheduling theory belong to the class of problems of combinatorial opti-
mization or ordering. The active research and development of scheduling theory began
in the 1950s. One of the main issues of scheduling theory was the classification of tasks
and the establishment of their complexity. Reviews of problems in scheduling theory are
presented in the works of Gary and Johnson, Lower, Brucker, Xie, Leusin, and Xiong,
et al. [1–6].

The scheduling problem of the “job-shop” class is NP-hard if there are more than
two devices [5,7]. The survey [6] shows that the job-shop scheduling (JSS) problem is one
of the most difficult among all NP-class problems even from the point of view of task
formulation. As shown in [8], the number of combinations for a job-shop task with n
jobs and m devices (each job contains m stages) is proportional to the value (n!)m. At the
same time, JSS problems are important for many fields: manufacturing, semiconductors,
pharmaceuticals, supply chains, rail-bound transportation, mining, healthcare, etc. [6].
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Since planning tasks are very important in practice and have high complexity and
variety, a wide variety of methods are used to solve them, including artificial intelligence
methods [5,9,10]. Although classical optimization methods are also used, such as the branch
and bound method [11,12], dynamic programming [7], and methods based on heuristics
and rules [13–16].

Among the methods of artificial intelligence, the most commonly used is the genetic
algorithm (GA) [5,17–19] and other population-based algorithms such as the Particle
Swarm Optimization [20,21] and ant colony optimization (ACO) algorithms [22]. All
these stochastic population optimization algorithms (evolutionary or swarm) provide
high flexibility and solve scheduling problems not with 100% accuracy but with sufficient
accuracy in a reasonable time. In addition, population algorithms can be used to create
hybrids with other, deterministic approaches [7,17–19,23]. Additionally worthy of note is
the use of stochastic algorithms that are faster than population algorithms and based on
Simulated Annealing [10,24].

Despite a large number of solution methods, none of them can be called dominant.
Besides the usual reasons typical for NP-hard problems [25], the variability of planning
problems even within the same class should also be noted.

Most scheduling tasks are associated with the concept of multi-stage service systems.
These include systems in which servicing requirements consist of several stages. Despite
the diversity of production systems, the formalized description of the JSS problem can be
considered basic for a large class of multi-stage systems. The job-shop problem can be
formulated as follows.

1. There is a finite set N = {1, 2, . . . , n} of requirements (works, jobs, orders) and a
finite set M = {1, 2, . . . , m} of devices (machines, executors, workstations, etc.).

The service process for requirement i includes ri stages. At the same time, each
requirement i and each stage q (1 ≤ q ≤ ri) of its service is associated with some subset of
machines Miq from the set M. It is assumed that each machine can simultaneously serve no
more than one requirement. In such systems with successive servers, each job i is assigned
its own, characterizing for this job the sequence Li of its servicing by machines: Li = (L1

i,
L2

i, . . . , Lri
i).

The requirement i is served first by the machine L1
i, then by L2

i, and so on. Service
sequences may be different for different requirements and may contain instrument repeti-
tions. If the requirement i at stage q must be serviced by machine l, then the duration tliq of
its servicing by this machine is assumed to be given. The system operation process can be
described by setting a schedule (calendar plan), i.e., some set of indications as to whether
particular requirements are served at each moment of time.

Figure 1 shows a Gantt chart of an example of a JSS problem with jobs A (blue),
B (green), C (red), and D (yellow) and machines R, S, T, and Q. For example, job A has three
stages that require the consistent use of machines R (8 h), S (5 h), and Q (2 h).
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Under the assumptions made above, the schedule can be considered a vector {s1(t),
s1(t), . . . , sm(t)}, whose components are piecewise constant left continuous functions. Each
of them is given on the interval 0 ≤ t < ∞ and takes a value of 0, 1, . . . , n.

s = {s1(t), s2(t), . . . , sm(t)}. (1)

If (t′) = i, l ∈M, i ∈ N, then at the time t′, the device l serves the requirement i. When
setting the schedule, all conditions and restrictions arising from the formulation of the problem
under consideration must be observed, which means the schedule must be permissible.

If there are several permissible schedules, it is necessary to choose the best of them,
which means setting some selection criterion (quality criterion). In the classical scheduling
theory, such a criterion is the completion time of all requirements (makespan); that is, the
completion time of the last requirement. Each admissible schedule s uniquely determines
the vector of time points for completing the service of all jobs:

T(s) = (T1(s), T2(s), . . . , Tn(s)). (2)

If some valid, non-decreasing in each of the variables function F(x) is given,

F(x) = F(x1, x2, . . . , xn), (3)

then the quality of the schedule s is estimated by the value of this function at x = T(s):

F(x) = max{xi}, i = 1,2, . . . , n. (4)

In this case,

F(T(s)) = Tmax(s), where Tmax(s) = max{Ti(s)}, i = 1, 2, . . . , n, (5)

From this statement of the problem, the main difficulties are noticeable:

• Discreteness;
• Multivariance;
• Multifactorialism;
• The inability to construct an objective function in the form of an algebraic expression,

since the objective function is calculated only algorithmically.

Mathematically, the JSS problem can be divided into several subtypes according to
their constrictions, criteria, and other features. The review [6] identifies 37 subtypes of the
JSS problem. It also provides mathematical formulations for various subtypes and a review
of solution methods. A variety of tasks and methods and the fact that research on this issue
does not stop indicate both the relevance and high complexity of the JSS problem.

1.2. Ant Colony Optimization Algorithm

Ants solve pathfinding problems using chemical regulation [26]. Each ant leaves a
trail of special substances on the ground (named pheromones). Another ant, sensing a
footprint on the ground, rushes along it. The more ants have passed along one path, the
more noticeable the trace for them, and the more noticeable the trace, the greater the desire
to go in the same direction arises in ants. Since the ants that find the shortest path to the
“feeder” spend less time traveling back and forth, their trail quickly becomes the most
visible. It attracts more ants, so the process of finding a shorter path is completed quickly.
Other, less-used paths gradually disappear. It is possible to formulate the basic principles
of interaction between ants: stochastic; multiplicity; positive feedback.

Since each ant performs primitive actions, the algorithm turns out to be very simple
and boils down to multiple traversals of some graph, the edges of which have not only
weight but also an additional, dynamically changing quantitative characteristic, called the
amount of pheromone or simply pheromone.
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The ACO algorithm is inherently the most suitable for solving optimization problems
related to graphs and routes [26–29]. Currently, research related to the ACO algorithm is
aimed at solving problems such as finding an efficient starting point [28,29], hybridization
with other methods that solve subproblems (local search [30,31], exact large neighborhood
search [32], etc.), the usage of adaptation methods, and the meta-optimization of the
algorithm [33,34]. The application of the local search and neighborhood search [30–32] is
difficult for JSS problems because of their non-trivial formulation [6].

Research in which the ACO algorithm would be applied to scheduling problems began
as soon as ACO algorithms became known; for example, the application of ACO to single-
machine scheduling problems [35,36] or JSS problems in general [37]. In particular, authors
use techniques for combining the ACO algorithm and specialized methods for solving
JSS problems; for example, to perform local searches [38,39]. The JSS problem differs
significantly from route search problems and other problems on graphs. In studies, the
process of schedule creation is presented as moving along a schedule-based graph [40,41],
which imposes some restrictions on the capabilities of the ACO algorithm [42]. In addition,
it is not clear how best to assign weights to edges with the JSS problem.

The issue of setting the ACO algorithm parameters requires separate research. It
is important to understand how the best algorithm parameters differ for different JSS
problems, and whether they depend on the dimension of the problem (numbers of jobs,
stages, and machines). The studies cited above do not address this issue in detail. The
authors of papers [37,41,42] used the same parameters for all tasks, and the parameters’
values were selected experimentally. In the works [38,43], the parameters were tuned
using only one JSS problem instance. The number of ants and a parameter influencing the
pheromone updating were studied in [40]; it was shown that different values should be
chosen for different JSS problem instances.

1.3. Meta-Optimization Approach

Genetic algorithm (GA) usage in conjunction with other (heuristic, as a rule) algorithms
is a common practice [44,45]. Most often, the GA is used as the main algorithm for solving
the problem with a local search additional algorithm. Studies [5,16,19,46] applied this
approach to the JSS problem. In [18], another approach is presented wherein a heuristic
algorithm is used to determine the initial population of the GA.

Finally, the third approach is using the GA as a meta-optimizer [18,47]. The GA adjusts
the hyper-parameters of another optimization algorithm. This approach is relatively rarely
used because it requires large computational costs.

In this paper, a new way of representing the graph along which ants move is proposed
for solving the scheduling problem. It is distinguished by simplicity, versatility, and, at the
same time, flexibility. In particular, it can be used in case of dynamic changes in constraints
or initial data (for example, replacing stages in jobs or changing their execution time). Some
techniques are given to improve the performance in software implementation. To study the
parameters of the ACO algorithm in the JSS problem, meta-optimization was implemented
using the GA. As noted above, this evolutionary meta-optimization approach has not been
used previously for the ACO algorithm and JSS problem because of the high computational
complexity. However, in scheduling problems and with long-term production processes,
the high computational complexity is not a critical flaw.

The structure of the paper is as follows. Section 2 presents, first, the proposed method for
constructing the pheromone graph and traversing it, suitable for applying the ACO algorithm;
second, the method of adjusting the coefficients of the ACO algorithm; third, techniques for im-
proving software implementation performance. Section 3 presents the results of computational
experiments and their analysis. The conclusion summarizes the results.

2. Materials and Methods
2.1. Proposed Application of the ACO Algorithm for the JSS Problem

To solve the JSS problem by using the ACO algorithm, it is necessary to:
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1. Present the problem as a directed graph;
2. Determine the heuristics of the behavior of ants when constructing a solution;
3. Adjust the algorithm parameters.

The iterative ACO algorithm includes building a solution by all ants, improving the
solution using the local search method, and updating the pheromone. Building a solution
starts with an empty partial solution, which is expanded by adding a new, permissible
solution component to it.

Based on the algorithm and formulas proposed in [26], in this study, the calculation
relations presented below, which are used when adapting the method to the problems of JSS,
have been written down. The choice of the solution component is carried out according to the
rules of probabilistic choice at each step of constructing the solution in accordance with:

Pk =
( fk)

α

∑
i
( fi)

α (6)

The coefficient α determines the influence of the amount of pheromone on the k-th
edges (fk) on the probability that the ant will choose this edge. The denominator is the sum
over all edges accessible from the node. The proposed approach does not use any heuristic
information; for example, the duration of the selected stage or the duration of the job to
which the selected stage belongs. Preliminary experiments have shown that it does not
improve accuracy. For the traveling salesman problem, a route does not include all edges.
Therefore, it makes sense to increase the probability of choosing a shorter graph edge for
each step. For the scheduling problem, a route must include all stages in any case.

Pheromone renewal is necessary to increase it on the best (short) path and to decrease
its amount on paths corresponding to bad decisions. Pheromone evaporation is also used
in order to avoid the too-fast convergence of the algorithm.

If F is the value of the objective function on the route, then the amount of pheromone
applied by the ant to all edges of the route ∆f can be determined:

∆ f =
(γ

F

)β
(7)

Here β and γ are the intensity coefficients of pheromone release. The coefficient β was
introduced in this work in order to make the dependence of applying the pheromone on
the graph more flexible (not necessarily linear).

The coefficient ρ characterizes the pheromone evaporability. Here, it is considered that
a certain minimum non-zero amount of pheromone should always remain on the edges.
Otherwise, the probability of choosing an edge may be zero and it will be “ignored” by the
ants. The maximum value is also limited, which prevents the convergence of the algorithm
to a solution far from the optimal one. The coefficient takes values from 0 (no evaporation)
to 1 (evaporates to a minimum level).

f ′ =





f (1− ρ), fmin < f (1− ρ) < fmax
fmin, f (1− ρ) ≤ fmin
fmax, f (1− ρ) ≥ fmin

(8)

During the experimental studies, an improvement in results was revealed with an
increase in the significance of the current best solution. To do this, on all edges of the path
corresponding to the best result at each iteration, a certain amount of pheromone is added,
which is determined by the coefficient λ:

fbest =

{
fbest · λ, fbest · λ < fmax

fmax, fbest · λ ≥ fmax
(9)

Thus, the limit on the maximum amount of pheromone is taken into account here as well.
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It is possible to present the search for a solution to the JSS problem as follows.
In order to completely set the schedule, it is enough to determine which job to load on

the device it needs at each i-th step, I = 1, 2, . . . , Cs, where Cs is the total number of stages
of all jobs from the set N. Then, the graph will have Cs+1 vertexes, with the first vertex
connected only to the second, the second to the first and third, the third to the second and
fourth, and so on (the graph is direct). The vertex numbered Cs+1 is connected only to the
vertex Cs. The edges connecting the vertices correspond to jobs.

Passing along the graph, the ant remembers its path—in this case, the sequence of jobs.
As soon as job j enters into this sequence as many times as it has stages (rj), the ant starts
ignoring the edges corresponding to it until the end of the path.

For example, there are three requirements, N = {A, B, C}, n = 3. Requirement A has
two stages and requirements B and C each have three stages. Figure 2 shows the graph.
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Figure 2. The JSS graph for the proposed ACO application scheme.

For example, an ant in the first step chose requirement A, then B, and again A. Re-
quirement A has two stages, so the ant will ignore its remaining edges in the next steps
(shown by the dotted line in Figure 3). Then, let the ant select requirements C, C, B, and C
in succession, then only edge B remains valid at the 8th node. Because of the above pass, a
sequence of requirements {A, B, A, C, C, B, C, B} will be obtained. Using this sequence, it is
easy to obtain the stage selection sequence vector:

L** = {l1A, l1B, l2A, l1C, l2C, l2B, l3C, l3B}.
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Figure 3. An example of passing through a graph.

Figure 3 shows the path of the ant along the graph for this example. The selected
edges are shown with thicker lines. The dotted line shows the edges that were ignored by
the particle based on the selections made.

Thus, the problem under consideration differs from the weighted undirected graph
traversal problem. However, to adapt the algorithm to these conditions, it is enough to
place the leftmost vertex in the list of vertices of the graph that are allowed to start the
bypass. The graph is not weighted; this is equivalent to the unit weight of all graph edges.

This approach to graph representation is universal, as it allows for considering various
additional requirements. For example, in the classical formulation of the JSS problem, there
are no dependencies between different stages of different jobs (all jobs are independent). For
the proposed approach, it is easy to take into account such a modification of the problem.
In addition, it becomes possible to solve scheduling problems that dynamically change.
For example, when, after the plan is drawn up and the execution begins, the order of stages
or the duration of stages change, or new works appear.

A more formalized description of the algorithm is given in Algorithms 1 and 2. Algorithm 1
presents the algorithm in general; Algorithm 2 shows the traversal of the graph by one ant.
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Algorithm 1. Pseudocode for the ACO Algorithm Application for JSS Problem

Input: N, M, Iaco, Cant, f min, f max, α, β, γ, ρ, λ

Output: T, makespan
Auxiliary Variables: f, Cs, routes, makespans, best_route, best_makespan
Initialization: Cs = Count_stages(N), f = I[n × Cs] · f min,
best_makespan = ∞
Begin ACO-JSS Algorithm
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

for (i = 1, . . . , Iaco) do
for (a = 1, . . . , Cant) do

makespanesa, routesa = Ant_route(N, M, Cs, f, α, β)
end for
for (a = 1, . . . , Cant) do

for (s = 1, . . . , Cs) do
j = routesa,s
fs, j = fs,j + (γ/makespanesa)β

end for
end for
a = argmina(makespanesa)
if (makespanesa < best_makespan) then

best_makespan = makespanesa
best_route = routesa

end if
for (s = 1, . . . , Cs) do

j = best_routes
fs,j = λ·fs,j

end for
for (ϕ ∈ f ) do
ϕ = max(min(ϕ·(1 − ρ), f max), f min)
end for

end for
T = JSS(best_route)
makespan = best_makespan
return T, makespan

End ACO-JSS Algorithm

In Algorithm 1 the following designations are introduced: Iaco is the number of ACO
algorithm iterations; Cant is the number of ants; Cs is the total number of all stages of all
jobs; I[A × B] is an identity matrix A × B.

Each ant traverses the graph at each algorithm iteration (rows 2–4). After that, the
application of the pheromone is performed in accordance with Equations (7) (rows 5–10),
(9) (rows 11–19), and (8) (rows 20–22). The schedule obtained with the best-found route is
the output result of the algorithm (rows 24–26).

In Algorithm 2, the following designations are introduced: tabu_list is the list of job
numbers for which all stages are added to the schedule; stage_counters is the vector of the
counters of added stages for each job; stages is the vector of the number of stages in each job.

During the traversal, the ant at each step chooses an edge. Edge selection means job
selection, as shown in Figures 2 and 3. The next stage of the selected job will be added to
the schedule with the start of execution as soon as possible. Edge selection probabilities
are calculated according to Equation 6 (rows 3–15). The probabilistic choice is made
using roulette wheel simulation (rows 16–17). If the selected stage is the last stage for the
corresponding job, then the stages of this job can no longer be selected (rows 18–21).
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Algorithm 2. Pseudo Code for the Ant_route

Input: N, M, Cs, α, f
Output: makespan, route
Auxiliary Variables: p, sp, tabu_list, stage_counters, stages
Initialization: route = 0[Cs], tabu_list = {}, stage_counters = 0[n]
stagesi = Count_stages(Ni), i = 1, . . . , n
Begin Ant_route Algorithm
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

for (s = 1, . . . , Cs) do
sp = 0
for (j = 1, . . . , n) do

if (j /∈ tabu_list) then
pj = (fs,j)α

sp = sp + pj
else

pj = 0
end if

end for
for (j = 1, . . . , n) do

if (j /∈ tabu_list) then
pj = pj/sp

end if
end for
j = Roulette_Selection(p)
routes = j
stage_countersj + = 1
if (stage_countersj = stagesj) then

tabu_list = tabu_list ∪ j
end if

end for
T = JSS(route)
makespan = max(T)
return makespan, route

End Ant_route Algorithm

2.2. Adaptive Selection of Algorithm Parameters

As noted in [26,27,33,34,40,43], the quality of the solutions obtained using the ACO
algorithm strongly depends on the coefficients (parameters) used in it. In the above
algorithm, such coefficients are α, β, γ, ρ, λ (Equations (6)–(9). Since each of the coefficients
can take an infinite number of values, the question arises of choosing the coefficients
that make it possible to obtain a solution that is closest to the optimal one. Selecting
coefficients manually is inefficient because of the large range of their values and the lack of
methods for their selection. In this study, it is proposed to select coefficients using their
evolutionary selection. The most common method for implementing such a selection is a
genetic algorithm.

Algorithm 3 presents the GA application for tuning ACO parameters.
The ACO parameters selection is carried out according to the scheme described below:

1. Generation of a random initial state. The first generation is created from randomly
selected solutions (chromosomes), where the parameters α, β, γ, ρ, λ are used as genes
(initialization in Algorithm 3).

2. Calculation of the coefficient of survival (fitness). Each solution (chromosome) is
assigned a certain numerical value, depending on its proximity to the value of the
fitness function (rows 2–12).

3. Reproduction. Chromosomes with greater fitness are more likely to pass to offspring,
roulette selection, and a single-point crossover operation is performed (rows 13–25).

4. Mutation. If it is randomly determined that it is necessary to carry out a mutation,
then the chromosome is changed to a new random chromosome (rows 21–31).
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5. If the specified number of iterations is completed, then the problem is solved. Other-
wise, steps 2–4 are repeated.

In Algorithm 3, the following designations are introduced: Ig—the number of GA itera-
tions; Cg—the number of chromosomes; and population—the population of GA chromosomes.

Algorithm 3. Pseudo Code for the ACO Algorithm with GA Adaptation

Input: N, M, Ig, Cg, Iaco, Cant, f min, f max
Output: T, makespan, α, β, γ, ρ, λ

Auxiliary Variables: population, prob, fitnesses, best_parameters, best_fitness, Pm
Initialization: population = I[Cg × 5] · Random[Cg × 5], fitnesses = [], prob = 0[Cg]
best_fitness = ∞, Pm = 0.05
Begin ACO-GA Algorithm
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

for (i = 1, . . . , Ig) do
for (g = 1, . . . , Cg) do

α, β, γ, ρ, λ = Scale(populationg)
T, makespane = ACO_JSS(N, M, Iaco, Cant, f min, f max, α, β, γ, ρ, λ)
fitnessesg = makespane

end for
for (g = 1, . . . , Cg) do

if (fitnessesg < best_fitness) do
best_fitness = fitnessesg
best_parameters = populationg

end if
end for
next_population = population
for (j = 1, . . . , Cg/2) do

prob = 1/fitnesses
a = Roulette_Selection(prob)

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

b = Roulette_Selection(prob)
x = round(Random()·4)
next_ population2j–1 = populationa,1 . . . x ‖ populationb, x+1 . . . 5
next_ population2j = populationb, 1 . . . x ‖ populationa,x+1 . . . 5

end for
for (j = 1, . . . , Cg) do

if (Random() < Pm)do
next_ populationj = Random [5]

end if
end for
population = next_population

end for
α, β, γ, ρ, λ = Scale(best_parameters)

T, makespane = ACO_JSS(N, M, Iaco, Cant, f min, f max, α, β, γ, ρ, λ)
return T, makespan, α, β, γ, ρ, λ

End ACO-GA Algorithm

The operation of the genetic algorithm is an iterative process until a stopping crite-
rion is met, such as a number of generations. In this case, we consider the problem of
continuous optimization:

min F(x), D = {x1, x2, x3, x4, x5|xi ∈ [ai, bi]}, (10)

where F(x) is the objective function to be minimized (in this work, it is the function calculated
by Equation (5)), D is the search area, and x = {α, β, γ, ρ, λ}. The results of the implementation
of the adaptive properties of the ACO algorithm are given below, in Section 3. In this work,
a genetic algorithm with a single-point crossover of two parents, 95% crossover probability,
and 10% mutation probability is used. During mutation, one randomly selected coefficient
is changed to a random number in the allowable range.
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2.3. Improving the Performance of the Software Implementation of the Algorithm

With the approach described above, the solution search time increases dramatically,
since the solution of the problem by the ACO algorithm is launched many times. The
search speed can be significantly increased by parallelizing calculations by dividing the
population into parts and distributing the computational load for working with these parts
between processors.

The mutation and calculation of the fitness function of individuals can be easily
parallelized since they occur independently for each individual. At the same time, data
common to all individuals is used only for reading, so there are no difficulties with the
need to synchronize these stages and waste time on blocking processes while waiting for
resources to be released.

Crossover is more difficult to parallelize since during this stage there is an interaction
between individuals from different parts of the population. However, there is no need for
parallelization, since this stage takes negligible time compared to other calculations.

However, the higher the efficiency of parallelization, the higher the level at which it
is performed. Since the ACO algorithm is stochastic, it seems reasonable to simply run
multiple independent instances of the algorithm at the same time. Since this paper uses
meta-optimization based on a genetic algorithm, then parallelization is performed at the
level of calculating the GA fitness function. In Algorithm 3, row 4 occupies the vast majority
of the running time of the entire algorithm and, at the same time, the loop in rows 2–6 is
easily parallelized.

Since the algorithm requires multiple traversals of the graph and changing the
pheromone on edges, the choice of the graph structure and the mechanism for applying
the pheromone is very important. At first glance, it might seem that an implementation of
a graph would be a set of nodes containing a list of edges, each of which contains a pointer
to a neighboring node and quantitative characteristics (weight and amount of pheromone).
However, the graph can be represented as a matrix of weights and a pheromone matrix. It
is, first, easier to implement; second, lesser in terms of the amount of memory required (no
need to store lists of pointers in each node); and, third, it works faster.

The following method is especially effective: apply the pheromone to the matrix
representing the graph, not at the end of each iteration (after the graph has been traversed
by all ants), but create a copy of the matrix and, after each ant has traversed, increase the
value of the pheromone in this copy, and after the traversal stage is over, perform a reverse
replacement.

Using this method (let us designate two pheromone graphs as fGraph and fTmpGraph)
allows us to significantly increase the speed of calculations by applying the following
trick. Within one iteration, the number of pheromones on each edge remains unchanged;
therefore, the fkα values from Equation (6) also do not change within one iteration. In
this case, there is no need to calculate them for each ant again. Then, at the initialization
stage, the fTmpGraph edges receive the initial value of the pheromone, and the fGraph
edges receive the initial value to the power of α. At each iteration, the ants, bypassing the
graph, are guided by fGraph (it is no longer necessary to calculate fkα—it is the essence of
increasing the speed), and the pheromone is deposited on fTmpGraph. After all the ants
traverse the graph and the pheromone evaporates from the graph fTmpGraph, each k-th
branch of fGraph receives a pheromone value equal to fTmpGraphk = (fTmpGraphk)α.

Equation (6) contains the operations of exponentiation. Depending on the compiler,
raising a number to the power of e and calculating the natural logarithm may be faster
than raising a number to an arbitrary power, so in the first case, the operation fα should be
replaced as follows: f α = eαln(f ). It should be noted that there are ways to quickly calculate
the exponent and the natural logarithm. If there is a high probability that the coefficient α
will be an integer, especially 1 or 2, then for this case it is possible to add a variant of the
algorithm in which multiplication will replace the exponentiation functions.
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3. Results and Discussion

The software implementation of the proposed algorithm has been tested on the
well-known model JSS problems from [48–50] and the real-life manufacturing problems
from [51]. Table 1 shows the values of the ACO algorithm’s coefficients, which were selected
by the GA as the best for test tasks.

Table 1. Examples of the best sets of coefficients obtained using the genetic algorithm.

Problem Iz Lmin Lavg Iaco Cant α β ρ γ λ

abz6 40 948 977.333 1000 100 0.63 2.0 0.696 28 1.3
abz6 40 945 982.524 1000 100 1.1 1.0 0.499 900 1.3
ft10 40 950 995.866 1000 100 0.63 1.2 0.7 1000 1.1
ft10 20 951 1006.1 1000 50 0.3781 1.711 0.97 1108.7 2.277
la17 20 784 805.4 1000 100 0.392 2.7701 0.2998 425.5387 1.9615
la17 20 785 798.25 1000 100 0.0341 1.7968 0.5461 949.1535 4.5589
la15 20 1207 1215.45 1000 100 0.531 1.72 0.663 1032 1.2

3_Plates 10 657.55 662.075 30 10 0.2782 0.4251 0.4919 296.61 2.5373
3_Plates 10 657.55 662.3275 30 10 0.1754 0.5705 0.3836 326.05 2.5083

la01 10 666 670.2 200 20 0.2262 0.8665 0.6883 903.3459 2.0363
la01 10 666 669.4 200 20 0.3542 0.6527 0.8001 120.8012 2.1305
la21 10 1107 1150.9 2000 100 0.7478 1.1134 0.3488 790.57 2.2236

6_Plates 20 107 111.45 30 10 0.6218 2.7953 0.6995 335.6241 1.2376
6_Plates 20 107 111.5 30 10 0.6204 0.2863 0.0775 137.6017 1.479

In Table 1 and the next two tables, the following designations are introduced:

• Iz is the number of runs over which averaging was carried out (with the same coeffi-
cients);

• Lmin is the best-obtained solution;
• Lavg is the solution averaged over Iz launches;
• Iaco is the number of ACO iterations;
• Cant is the number of ants;
• α is the degree of significance of the pheromone when choosing the graph edge

(Equation (6));
• β is the non-linear pheromone deposition coefficient (Equation (7));
• ρ is the pheromone evaporation coefficient (Equation (8));
• γ is the linear coefficient of pheromone application (Equation (7));
• λ is the accounting factor for the best current solution (Equation (9)).

It follows from the data obtained that the best-found sets of coefficients differ even
when solving the same problem. The search for the relationship between the coefficients
and their correlation is a direction for further research.

The experiments showed a significant improvement in the results compared to those
obtained earlier without the evolutionary selection of coefficients (best and average results
were determined by 40 runs), which is reflected in Table 2.
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Table 2. Examples of the best sets of coefficients obtained using the genetic algorithm.

Problem Lm1 La1 Lg Lga Lm2 La2 Iaco Cant

abz6 980 1005.3 945 977.33 948 985.26 1000 100
ft06 55 55.16 55 55 55 55.16 30 10
ft10 1017 1038.8 950 995.87 975 1013.84 1000 100
la01 666 673.08 666 669.4 666 673.08 30 10
la10 958 958 958 958 958 958 1000 100
la15 1211 1220.6 1207 1215.45 1207 1220.62 1000 100
la17 796 809.32 784 798.25 787 809.32 1000 100
la21 1121 1168.1 1107 1150.9 1118 1154.06 1000 100

3_Plates 657.55 664.782 657.55 662.08 657.55 664.782 30 10
6_Plates 109 113.22 107 111.45 108 112.12 30 10

In Table 2, in addition to those already described, the following notations are used:

• Lm1 is the best solution that was recorded before using the GA (the coefficients were
selected manually);

• La1 is the average value of the solutions that were recorded before using the GA;
• Lg is the best solution that was obtained using the GA;
• Lga is the average value of the solutions that were obtained using the coefficients found

by the GA;
• Lm2 is the best solution that was obtained using the coefficients found by averaging

over other solved problems;
• La2 is the average value of the solutions that were obtained using the coefficients found

by averaging over other solved problems (except for the coefficient γ).

Here, averaged coefficients are understood as a set of coefficients found as the arith-
metic means among the best-found coefficients for problems of similar dimensions.

To assess the improvement in the quality of schedules compiled with the adaptation
of the method parameters, quasi-optimal solutions to test problems were used [52]. The
results are shown in Table 3. For the problem of processing plates, the result 657.55 [51] is
given, which also coincides with the solution obtained in this paper.

Table 3. Comparison of results.

Problem Lm1 La1 Lgm Lga Iaco Cant Best known

abz6 980 1005.3 945 977.33 1000 100 943
ft06 55 55.16 55 55 30 10 55
ft10 1017 1038.8 950 995.87 1000 100 930
la01 666 673.08 666 669.4 30 10 666
la10 958 958 958 958 1000 100 958
la15 1211 1220.6 1207 1215.45 1000 100 1207
la17 796 809.32 784 798.25 1000 100 784
la21 1121 1168.1 1107 1150.9 1000 100 1048

3_Plates 657.55 664.782 657.55 662.08 30 10 657.55
6_Plates 109 113.22 107 111.45 30 10 107

The experiments showed a significant improvement in the results (up to 12%) com-
pared to those found earlier (without the adaptation of the coefficients).

The solutions obtained by the proposed adaptive algorithm for many problems
from [47–49] turned out to be no worse than the known quasi-optimal solutions for these
problems. The deviation from the known quasi-optimal solutions does not exceed 6% (in
the work of the founders of the ACO algorithm [27], they state the 10% deviation in their
results to job-shop problems). At the same time, the adaptive method makes it possible to
obtain guaranteed solutions of the specified quality at each run with enough iterations.
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Figure 4 shows experimental data on the increase in the speed of parallel calculations
compared to sequential operation, depending on the number of processors (cores) used.
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Figure 4. The parallelization effect.

It can be seen from the figure that the proposed approach can significantly reduce
the computation time. The greater the effect of parallelization, the greater the number of
calculations in solving the problem by the ACO algorithm, i.e., the greater the dimension
of the problem, the number of ants, and the number of iterations. Indeed, according to
Amdahl’s law, parallel computing is more effective the greater the proportion of calculations
performed in parallel. In the test examples under consideration, the proportion of such
calculations was 3–5%.

The greater the gain from the above technique of using two graphs, the greater the
number of ants and the size of the graph. In test tasks of scheduling with 10 requirements in
five stages, the calculation time was reduced by about four times; in tasks with 10 requirements
in 10 stages—five times; in tasks with 50 requirements in 10 stages—seven times.

4. Conclusions

This study considers ways to improve the speed, accuracy, and flexibility of the ant
colony optimization algorithm for solving scheduling problems. A new way of representing
the problem as a problem of finding the shortest path on a graph is proposed, which is
distinguished by a high level of universality and flexibility. At the same time, its use
allows for obtaining acceptable job-shop scheduling problem solutions. It is shown that the
use of the Genetic Algorithm as a meta-optimizer for tuning the parameters of the ACO
algorithm simplifies the study, makes the algorithm adaptive to the problem being solved,
and improves the resulting plans. It is determined that the sets of the best parameters of
the algorithm differ from task to task.

For the next steps, we plan to conduct a study on a larger basis of scheduling instances,
while covering not only job-shop scheduling problems but also open-shop scheduling
(OSS) problems and flexible JSS and OSS problems [6,41,53,54] and considering the ad-
vantages of the proposed approach for planning problems with dynamically changing
conditions [54–56]. In addition, the study of dependencies between the properties of the
scheduling problem, the best values of the parameters of the ACO algorithm, and the
efficiency of the solutions will be continued.
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Abstract: Given the importance of identifying key performance points in organizations, this research
intends to determine the most critical intra- and extra-organizational elements in assessing the
performance of firms using the European Company Survey (ECS) 2019 framework. The ECS 2019
survey data were used to train an artificial neural network optimized using an imperialist competitive
algorithm (ANN-ICA) to forecast business performance and employee wellbeing. In order to assess
the correctness of the model, root mean square error (RMSE), mean absolute percentage error (MAPE),
mean square error (MSE), correlation coefficient (r), and determination coefficient (R2) have been
employed. The mean values of the performance criteria for the impact of internal and external factors
on firm performance were 1.06, 0.002, 0.041, 0.9, and 0.83, and the value of the performance metrics
for the impact of internal and external factors on employee wellbeing were 0.84, 0.0019, 0.0319, 0.83,
and 0.71 (respectively, for MAPE, MSE, RMSE, r, and R2). The great performance of the ANN-ICA
model is indicated by low values of MAPE, MSE, and RMSE, as well as high values of r and R2. The
outcomes showed that “skills requirements and skill matching” and “employee voice” are the two
factors that matter most in enhancing firm performance and wellbeing.

Keywords: organizational performance; machine learning; big data; imperialist competitive
algorithm; employee wellbeing; artificial neural networks; firm performance; artificial intelligence;
deep learning; data science

1. Introduction

One of the top goals that today’s firms are searching for is a competitive edge. They
attempt to achieve this by providing high-quality goods or services. As a result, performance
review and quality enhancement seem crucial [1]. Monitoring organizational performance
is one of the responsibilities of managers. However, it may be claimed that organizational
performance is a wide notion that encompasses both the products and interactions a firm
has. Actually, organizational efficiency can be related to the effectiveness of the organization’s
mission, assignments, and organizational actions, as well as the quality of its outcomes [2].
One of the challenges that the business and academic sectors have given a significant deal of
interest to is organizational performance evaluation [3]. In order to achieve the objective of the
business with the highest level of performance and to serve the needs of the workforce, there
is a need to employ performance evaluation using the effective instruments and methods
of human resource management. An efficient evaluation system that also makes use of its
findings is necessary for the organization’s growth and the quality of its personnel. Naturally,
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by enhancing employee effectiveness, formulating and having a performance evaluation
process in place can help companies achieve their objectives [3].

The literature contains evidence that one of the elements impacting the performance
of firms is management factors. The organizational ideals and mission are defined by
managers who also make them accessible, develop the values necessary for long-term
success, and put those values into practice through proper action and behavior. These
elements may have a direct or indirect impact on how well a company performs and
how it conducts business [4]. Another element whose influence on businesses’ success
has been researched and verified is human resources [5,6]. Making people productive
in the production and service sectors is crucial for joining international markets and
building an economy in the current period of intense market rivalry. Quality, affordability,
and speed are the three competitive advantages. In order to improve their innovation
culture, several firms opt for a command and control culture [7]. Another factor that
significantly affects how well businesses succeed is organizational structure. Synchronizing
organizational performance with employee welfare is crucial for improving organizational
performance. In recent years, machine learning (ML) techniques have provided valuable
tools for evaluating systems [8,9], modeling proper frameworks [10,11] and increasing
system accuracy [12]. ML-based techniques can successfully link the dependent and
independent variables to provide a practical mapping of a system. Fredström et al. (2022)
suggested that using ML techniques improves business success, and companies should
communicate using terms connected to AI, particularly when discussing innovation and
teamwork [13]. Shaaban et al. (2022) employed association rule algorithms, Apriori
algorithm, and chi-square automatic interaction detection analysis tree to enhance business
performance. This enhancement also provides considerable wellbeing [14]. Ahmed et al.
(2022) employed ML techniques for boosting business performance [15]. As is clear from the
literature, ML provides a promising output for analyzing firm performance and employee
wellbeing. In the present study, an advanced ML was employed to provide a conceptual
framework of firm performance and employee wellbeing. In the following, the provided
framework was employed to identify the most effective parameters for firm performance
and employee wellbeing. The ECS (2019) conceptual framework is used to assess firm
performance [16]. The two outputs of this model are the effectiveness of the company
and the happiness of the employees. Two levels of variables, organizational features and
the external environment, are said to have an impact on these outcomes. Organizational
features include job organization, skills availability and skill development, and employee
voice, according to Eurofound and Cedefop (2020) [17], Valeyre et al. (2009) [18], and
Haapakorpi and Alasoini (2018) [19]. Accordingly, the present study has three main layers.
The first layer presents the characteristics of the dataset, the second layer presents the
modeling phase, and the last layer is a description of the results and findings for proper
policy making in the field.

2. Materials and Methods
2.1. Dataset Description

The dataset was prepared according to the 2019 European Company Survey (ECS). In
the 2019 ECS, 3073 employee representatives and 21,869 management representatives from
27 EU Member States participated in an interview-based representative sample survey [17].
The data must first be unified since various data types utilize distinct units of measurement
before being subjected to quantitative analysis. For instance, the ESC model assesses “work
organization” using the two variables “collaboration and outsourcing” and “job complexity
and autonomy”. There are eight questions that have been created to gauge complexity
and autonomy, and each question has a yes/no response option. The respondent must
select one of the two alternatives in order to respond to two of the eight questions. The
work of quantitative data analysis is made challenging by the discrepancy in the units
of measurement of the inquiries. As a result, the questions were originally changed and
combined, and each was rewritten such that the responses may be either zeros or ones.
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For instance, for yes or no questions and questions where the respondent had to select an
alternative, one was provided for a yes response and zero for a no response. The option
that was not chosen received a score of 0, whereas the chosen option received a score of 1.

Figure 1 presents the variables employed in the study and their definitions. Accord-
ing to Table 1, each area contains factors that have been extracted from the questionary.
Employee wellbeing and firm performance are two dependent factors. Work organization
was evaluated using collaboration and outsourcing and job complexity and autonomy.
Skills use and skills strategies was evaluated using “skills requirements and skills match”
and “training and skill development”. Employee voice was evaluated using “direct em-
ployee participation” and “indirect employee participation”. The external environment
was evaluated using “innovation”, “digitalization”, and “product market strategy”. All
these parameters had an effect on the “employee wellbeing” and “firm performance” as
the two outputs of the system.
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2.2. Machine Learning Method

The present study developed an advanced multi-layered perceptron (MLP) integrated
with the imperialist competitive algorithm (ICA) (called ANN-ICA) [20] to analyze the
factors affecting firm performance and employee wellbeing. MLP is one of the most popular
multilayer feeder networks [21,22]. This network processes existing data using activation
functions in tandem layers. In this network, the input signals in each step by forwarding
transmit the error signal for each node in the output layer [23,24]. The resulting error rate
moves backward, and the weights and biases of the network change. Several activation
functions are applied to the input to produce the neuron output. The outputs are then
transmitted as input to the neurons in the next layer. Sigmoid transfer functions may be
used when dealing with nonlinear situations.

Atashpaz-Gargari and Lucas [25] developed the imperialist competitive algorithm
(ICA) as a solution for optimization problems. A random population solution initiates ICA.
In ICA, the individuals are referred to as countries. The best solution is for the countries
with the maximum power to be identified as imperialists. Figure 2 presents the main
algorithm for the ICA optimization.
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Table 1. Training MAPE for the effect of work organization on outputs.
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1 20-10 100 1000 7.314 6.706 5.304 6.903 5.801 5.756 7.423 8.123
2 20-10 200 1000 6.001 5.804 5.112 6.209 5.111 5.569 7.057 7.912
3 20-10 300 1000 5.905 5.586 4.920 6.017 5.765 5.554 6.929 7.178
4 20-10-5 100 1000 5.271 5.002 5.000 5.343 5.887 5.021 6.045 6.213
5 20-10-5 200 1000 4.364 4.632 4.323 5.009 5.521 4.982 5.944 5.965
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11 30-20-10 200 1000 2.788 2.001 1.461 2.700 1.211 1.458 3.503 3.522
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Figure 2. A schematic representation of the ICA algorithm.

The capabilities of the MLP network can be improved with meta-heuristic algorithms
such as ICA [26]. These algorithms can replace the learning algorithm in the MLP network
and adjust the weight and bias values to reduce the network output error. In this study, a
combination of the MLP network with ICA (called MLP-ICA) investigated the correlation
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analysis of the factors affecting firm performance and employee wellbeing. The network
was implemented based on the study of different treatments in terms of the number of
hidden layers, the number of neurons in each layer, and the number of populations in a
fixed number of iterations. This method was performed in the network training phase, and
the analyses were performed using different indices to find the best network configuration.
The results of this step are shown in Tables 1–4 for the various outputs based on mean
absolute percentage error (MAPE). Equations (1)–(4) present the evaluation metrics for
comparing the model’s output with the target values [27–31].

Mean square error (MSE) =
1

t× o

o

∑
i=1

t

∑
j=1

(Tij −Oij)
2 (1)

Root mean square error (RMSE) =

√√√√ 1
t× o

o

∑
i=1

t

∑
j=1

(Tij −Oij)
2 (2)

Correlation coefficient (r) =

√√√√√√
∑n

i=1

[(
Oi −O

)(
Ti − T

)]

∑n
i=1

[(
Oi −O

)2
∑n

i=1

(
Ti − T

)2
] (3)

Mean absolute percentage error (MAPE) = 100× 1
o× t

o

∑
i=1

t

∑
j=1
|Tij −Oij

Tij
| (4)

Determination coefficient (R2) =
∑n

i=1

[(
Oi −O

)(
Ti − T

)]

∑n
i=1

[(
Oi −O

)2
∑n

i=1

(
Ti − T

)2
] (5)

where O refers to the output values, T refers to the target values, o refers to the number of
output values, t refers to the number of target values, and n refers to the number of data.

Table 2. Training MAPE for the effect of skill requirements on outputs.
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1 20-10 100 1000 7.113 0.899 4.161 2.100 1.422 4.198 0.0500 0.903
2 20-10 200 1000 6.001 0.702 3.604 1.912 1.310 3.698 0.048 0.803
3 20-10 300 1000 5.434 0.732 3.169 1.808 1.278 3.121 0.031 0.800
4 20-10-5 100 1000 5.005 0.693 2.234 1.721 1.162 2.891 0.020 0.731
5 20-10-5 200 1000 4.777 0.613 1.906 1.600 1.001 2.400 0.008 0.605
6 20-10-5 300 1000 4.100 0.501 1.333 1.449 0.912 2.005 0.006 0.500
7 30-20 100 1000 3.356 0.412 1.125 1.228 0.900 1.977 0.004 0.389
8 30-20 200 1000 2.988 0.290 0.996 0.991 0.787 1.822 0.003 0.201
9 30-20 300 1000 2.401 0.056 0.721 0.620 0.422 1.701 0.003 0.142

10 30-20-10 100 1000 1.889 0.014 0.506 0.399 0.211 1.498 0.002 0.099
11 30-20-10 200 1000 0.987 0.0009 0.422 0.100 0.098 1.032 0.001 0.049
12 30-20-10 300 1000 0.301 0.0005 0.297 0.0403 0.014 0.432 0.0000 0.013
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Table 3. Training MAPE for the effect of employee voice on outputs.
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1 20-10 100 1000 5.014 6.891 2.093 3.618 2.948 2.094 3.577 2.051
2 20-10 200 1000 4.194 5.792 1.999 3.321 2.431 1.901 3.113 1.901
3 20-10 300 1000 3.900 5.299 1.891 2.965 2.131 1.872 2.976 1.878
4 20-10-5 100 1000 3.564 5.014 1.700 2.432 1.990 1.789 2.667 1.750
5 20-10-5 200 1000 3.109 4.842 1.509 2.006 1.776 1.609 2.067 1.450
6 20-10-5 300 1000 2.942 4.511 1.400 1.891 1.540 1.430 1.645 1.251
7 30-20 100 1000 2.777 3.888 1.294 1.603 1.345 1.202 1.236 1.051
8 30-20 200 1000 2.001 3.001 1.010 1.590 1.223 1.029 1.069 0.905
9 30-20 300 1000 1.666 2.118 0.822 1.333 1.005 0.999 0.907 0.850

10 30-20-10 100 1000 1.213 1.542 0.555 1.003 0.899 0.621 0.700 0.502
11 30-20-10 200 1000 0.801 1.002 0.282 0.872 0.567 0.328 0.699 0.200
12 30-20-10 300 1000 0.488 0.719 0.099 0.444 0.302 0.121 0.586 0.099

Table 4. Training MAPE for the effect of the external environment on outputs.
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1 20-10 100 1000 7.5194 5.9298 5.4228 4.9581 5.268 5.142 7.074 6.141
2 20-10 200 1000 6.944 5.268 5.005 4.101 4.811 4.992 6.714 5.800
3 20-10 300 1000 6.532 4.999 4.898 3.911 4.333 4.215 6.001 5.150
4 20-10-5 100 1000 6.001 4.708 4.451 3.526 4.089 4.000 5.704 4.845
5 20-10-5 200 1000 5.823 4.277 4.021 3.051 3.698 3.482 5.048 4.101
6 20-10-5 300 1000 5.104 3.810 3.709 2.508 3.064 3.100 4.571 3.811
7 30-20 100 1000 4.601 3.021 3.202 1.968 2.939 2.777 4.061 3.112
8 30-20 200 1000 3.904 2.987 2.658 1.501 2.282 2.452 3.379 2.642
9 30-20 300 1000 3.101 2.892 2.202 1.331 2.008 2.012 3.005 2.465

10 30-20-10 100 1000 2.400 2.598 2.002 1.111 1.841 1.723 2.893 2.001
11 30-20-10 200 1000 2.000 2.220 1.777 1.032 1.570 1.404 2.500 1.555
12 30-20-10 300 1000 1.999 1.872 1.383 0.876 1.380 1.130 2.170 1.132

Based on the results presented in Tables 1–4, increasing the number of hidden layers,
the number of neurons, and the number of countries increased the model’s accuracy. Model
No. 12 was selected as the best model for the prediction of firm performance and employee
wellbeing with the lowest MAPE. The best architecture was obtained to be 11-30-20-10-2. It
should be noted that the modeling and analysis were performed using MATLAB software
(version R2022a, The MathWorks, Inc. New York, NY, USA) on hardware consisting of an
Intel® Core™ i7-8557U CPU @ 1.70 GHz and 16 GB RAM in the presence of the 70% of the
dataset as the training dataset and 30% of the dataset as the testing dataset. The increasing
number of layers and neurons and the number of countries require more processing time
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and power due to the huge number of datasets. Figure 3 also shows the implementation
algorithm of the desired network.
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Figure 3. The architecture of the proposed method.

According to Figure 3, ICA adjusts the bias and weights using the relations of input
and output values and provides a training algorithm for the MLP method. Work organi-
zation, skills requirements and skill matches, employee voice, and external environment
are considered as the independent variables, and firm performance and employee well-
being are considered as the dependent variables. The next step presents the results and
discussion section.

3. Results

This section has two main categories. The first phase presents the analytical results for
the nature of the dataset and the second phase provides the modeling results.

3.1. Mean Value Analysis

This section presents the mean value analysis for the target values. This analysis
provides a simple and accurate sight of the dataset’s range, min, max, and average values
for better discussion (Table 5).

3.2. Modeling Results

This section presents the testing phase modeling results. Accordingly, the highest correla-
tion can refer to the highest impact of that parameter on the output value. Tables 6–13 refer
to the testing results for work organization, skills requirements and skill matches, employee
voice, and external environment, and their impact on the firm performance, and employee
wellbeing, respectively. Each table also presents the average values for better justification.
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Table 5. Descriptive statistics for the effect of results on the dataset.

Parameter Minimum Maximum Mean Std. Deviation

sickleave_59 1 2 1.745542 0.435606

lowmot_60 1 2 1.78235 0.412695

retainemp_62 1 2 1.3123 0.463484

qwprel_63 1 2 1.859625 0.347415

prodvol_68 1 2 1.501143 0.500056

profit_69 1 2 1.714906 0.451511

profplan_70 1 2 1.807727 0.394131

chempfut_71 1 2 1.322359 0.467433

Table 6. Testing results for the effect of work organization on firm performance.

Work Organization Prodvol_68 Profit_69 Profplan_70 Chempfut_71 Average

MAPE 2.217 1.546 1.230 2.857 1.962
MSE 0.004 0.003 0.003 0.004 0.004

RMSE 0.064 0.058 0.057 0.063 0.060
R 0.893 0.876 0.831 0.852 0.863
R2 0.797 0.767 0.691 0.727 0.745

Table 7. Testing results for the effect of work organization on employee wellbeing.

Work Organization Sickleave_59 Lowmot_60 Retainemp_62 Qwprel_63 Average

MAPE 0.727 0.842 3.209 1.045 1.456
MSE 0.002 0.001 0.006 0.002 0.003

RMSE 0.044 0.036 0.078 0.047 0.051
R 0.904 0.797 0.682 0.821 0.801

R2 0.818 0.635 0.464 0.673 0.648

Table 8. Testing results for the effect of skills requirements and skill matches on firm performance.

Skills Requirements
and Skill Matches Prodvol_68 Profit_69 Profplan_70 Chempfut_71 Average

MAPE 0.0084 0.7622 0.0000 0.0293 0.2000
MSE 0.0001 0.0010 0.0001 0.0001 0.0002

RMSE 0.0004 0.0310 0.0001 0.0038 0.0088
R 0.9996 0.9426 0.9997 0.9992 0.9854
R2 0.9999 0.8885 0.9999 0.9983 0.9717

Table 9. Testing results for the effect of skills requirements and skill matches on employee wellbeing.

Skills Requirements
and Skill Matches Sickleave_59 Lowmot_60 Retainemp_62 Qwprel_63 Average

MAPE 0.3338 0.0002 0.4586 0.0330 0.2064
MSE 0.0012 0.0001 0.0023 0.0004 0.0010

RMSE 0.0351 0.0001 0.0482 0.0209 0.0260
R 0.9183 0.9996 0.7196 0.9531 0.8978
R2 0.8433 0.9999 0.5178 0.9085 0.8174
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Table 10. Testing results for the effect of employee voice on firm performance.

Employee Voice Prodvol_68 Profit_69 Profplan_70 Chempfut_71 Average

MAPE 0.5149 0.8209 0.0990 0.1306 0.3914
MSE 0.0008 0.0013 0.0000 0.0001 0.0005

RMSE 0.0284 0.0356 0.0046 0.0071 0.0189
R 0.9708 0.9229 0.9983 0.9971 0.9723
R2 0.9425 0.8517 0.9967 0.9942 0.9462

Table 11. Testing results for the effect of employee voice on employee wellbeing.

Employee Voice Sickleave_59 Lowmot_60 Retainemp_62 Qwprel_63 Average

MAPE 0.3384 0.2290 0.6067 0.0500 0.3060
MSE 0.0003 0.0005 0.0010 0.0003 0.0005

RMSE 0.0185 0.0219 0.0316 0.0179 0.0225
R 0.9775 0.9205 0.8755 0.9649 0.9346
R2 0.9556 0.8474 0.7665 0.9311 0.8752

Table 12. Testing results for the effect of the external environment on firm performance.

External Environment Prodvol_68 Profit_69 Profplan_70 Chempfut_71 Average

MAPE 2.5194 1.9298 1.4228 0.9581 1.7075
MSE 0.0081 0.0130 0.0031 0.0027 0.0067

RMSE 0.0898 0.1139 0.0560 0.0516 0.0778
R 0.8296 0.6417 0.8629 0.9206 0.8137
R2 0.6883 0.4118 0.7447 0.8475 0.6731

Table 13. Testing results for the effect of the external environment on employee wellbeing.

External Environment Sickleave_59 Lowmot_60 Retainemp_62 Qwprel_63 Average

MAPE 1.268 1.142 2.074 1.141 1.4062
MSE 0.004 0.004 0.003 0.003 0.0033

RMSE 0.061 0.061 0.052 0.053 0.0569
R 0.787 0.481 0.845 0.688 0.7003
R2 0.619 0.232 0.714 0.474 0.5096

Figures 4–11 present the plot diagrams for the testing phase separately for firm perfor-
mance and employee wellbeing. These figures evaluate the linearity of target values against
the output values. These figures also present the trendline, including the determination
coefficient, for better analysis.
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According to Figure 4, the mean value of linearity for predicting employee wellbeing
using a working organization is about 64%. Figure 5 presents the effect of working orga-
nization on firm performance. As is clear from Figure 5, the mean value of linearity for
predicting firm performance using a working organization is about 74%, which is about
10% higher than that for predicting employee wellbeing. This trend describes that the effect
of work organization-related factors on firm performance is about 15% higher than that of
the effect of work organization-related factors on employee wellbeing.

The mean value of linearity for forecasting employee wellbeing using skills require-
ments and skill matches-related factors is approximately 86%, as shown in Figure 6. The
impact of skills requirements and skill matches-related factors on firm performance is
shown in Figure 7.

The mean value of linearity for predicting firm performance using skills requirements
and skill matches is approximately 67%, which is about 19% lower than that for predicting
employee wellbeing. According to this tendency, the impact of skills requirements and skill
matches-related characteristics on firm performance is around 22% lower than the impact
of those same factors on employee wellbeing.

According to characteristics connected to employee voice, the mean value of linearity
for predicting employee wellbeing is roughly 87%, as shown in Figure 8. Figure 9 illustrates
how factors related to employee voice affect firm performance.

Figure 9 shows that the mean value of linearity for forecasting firm performance
based on employee voice is around 94%, which is about 7% higher than that for predicting
employee wellbeing. This pattern indicates that the influence of employee voice-related
features on firm performance is around 8% higher than the influence of the same qualities
on employee wellbeing.

Figures 10 and 11 present the effects of the external environment-related factors
on output values of employee wellbeing and firm performance, respectively. Figure 10
illustrates the mean value of linearity for forecasting employee wellbeing based on factors
related to the external environment, which is around 52%. The impact of parameters
connected to the external environment on firm performance is seen in Figure 11.

Figure 11 demonstrates that the average linearity for predicting firm performance us-
ing the external environment is around 94%, which is roughly 42% higher than that for pre-
dicting employee wellbeing. This trend suggests that the impact of external environment-
related characteristics on firm performance is approximately 80% greater than the impact
of the same characteristics on employee wellbeing.

Figure 12 presents the main findings from the previous sections for describing the
effects of the independent parameters on the output values. As is clear from Figure 8,
skill requirements and skill matches have the highest correlation with firm performance.
However, in the case of employee wellbeing, the highest correlation refers to the employee
voice. It can be mentioned that skill requirements and skill matches and employee voice
have the highest impact on firm performance and employee wellbeing, respectively.
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4. Conclusions

This study was employed for the evaluation of the firm performance and employee
wellbeing parameters using the ANN-ICA technique. Outputs of the models have been
compared using evaluation criteria with the target values. In the second phase, the effect
of each independent category was considered compared to the output values to find the
most effective variables. According to the findings, the model architecture of 11-30-20-10-2
(11 inputs interconnected with 30 neurons in the first hidden layer, 20 neurons in the second
hidden layer, 10 neurons in the third hidden layer, and 2 outputs) was selected as the best
model for the prediction of the firm performance and employee wellbeing with the lowest
MAPE. According to the findings, it can be mentioned that, when predicting company success
(firm performance) using working organizations, the mean value of linearity was around 74%,
which is about 10% higher than that for predicting employee wellbeing. This pattern showed
that the impact of work organization-related characteristics on firm performance was around
15% greater than the impact of these same factors on employee wellbeing. The mean value
of linearity, on the other hand, was around 67% for forecasting firm performance using skill
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needs and skill matches, which was roughly 19% lower than that for predicting employee
wellbeing. This tendency indicates that the influence of the qualities linked to the skills needed
and skill matching on firm performance was approximately 22% less than the impact of the
same characteristics on employee wellbeing. Additionally, based on employee feedback,
the mean linearity for predicting firm performance was about 94%, which was around 7%
higher than that for predicting employee wellbeing. This trend showed that the impact of
characteristics linked to employee voice on firm performance was around 8% more than the
impact of the same characteristics on employee wellbeing. Furthermore, the average linearity
for forecasting firm performance using the external environment was about 94%, which was
roughly 42% higher than that for forecasting employee wellbeing. According to this pattern,
the influence of factors connected to the external environment on a company’s success was
almost 80% bigger than its influence on employee wellbeing. It would be exciting to use
this method (ANN-ICA) to identify the cross-country differences covering EU-27 countries
involved in the ECS 2019 survey. It would be exciting to locate country group differences
(e.g., Nordic countries, continental countries, Mediterranean countries, etc.).
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Abstract: Genetic algorithms mimic the process of natural selection in order to solve optimization
problems with minimal assumptions and perform well when the objective function has local optima
on the search space. These algorithms treat potential solutions to the optimization problem as
chromosomes, consisting of genes which undergo biologically-inspired operators to identify a
better solution. Hyperparameters or control parameters determine the way these operators are
implemented. We created a genetic algorithm in order to fit a DeGroot opinion diffusion model
using limited data, making use of selection, blending, crossover, mutation, and survival operators.
We adapted the algorithm from a genetic algorithm for design of mixture experiments, but the
new algorithm required substantial changes due to model assumptions and the large parameter
space relative to the design space. In addition to introducing new hyperparameters, these changes
mean the hyperparameter values suggested for the original algorithm cannot be expected to result
in optimal performance. To make the algorithm for modeling opinion diffusion more accessible
to researchers, we conduct a simulation study investigating hyperparameter values. We find the
algorithm is robust to the values selected for most hyperparameters and provide suggestions for
initial, if not default, values and recommendations for adjustments based on algorithm output.

Keywords: genetic algorithm; hyperparameters; control parameters; opinion diffusion; parameter
estimation; social networks

1. Introduction

Genetic algorithms, developed by John Holland in the 1970s, mimic the process
of natural selection to solve optimization or search problems and are particularly use-
ful when the objective function lacks continuity, differentiability, or convexity or has
local optima on the search space [1–6]. These algorithms represent a solution to the
optimization problem as a chromosome consisting of genes. The chromosomes undergo
biologically-inspired operators, modifying the genes to identify progressively better solu-
tions. Hyperparameters or control parameters govern the behavior of these operators;
however, specifying these hyperparameters is a barrier to use of genetic algorithms, par-
ticularly for researchers outside of the field of machine learning who are applying genetic
algorithms in their research [7,8].

We developed a genetic algorithm to fit DeGroot opinion diffusion models using
limited data on small social networks specifically for use in network and social science
research [9]. While there were existing algorithms for the closely-related Stochastic
Opinion Dynamics Model (SODM), both the maximum-likelihood-based algorithm and
the particle learning algorithm were developed for online social networks and require far
more data than are practical to obtain in the public health and social science applications
for which we developed our method [10,11]. Though other bio-inspired algorithms may be
viable options for fitting the DeGroot model–for example, bacterial foraging optimization
(BFO) or particle swarm optimization (PSO)–these algorithms have a tendency to identify
local as opposed to global optima: a concern motivating our choice of a genetic algorithm
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[12–14]. Using adaptive modifications of these algorithms, such as the self-adaptive
chemotaxis strategy for bacterial foraging optimization (SCBFO), is a potential solution,
but the performance of a genetic algorithm has already been demonstrated on the related
problem of design of constrained mixture experiments with the structure of the design
matrix and the matrix of parameters for the DeGroot model having a similar structure
and the same sum-to-one constraint across rows [2,14]. Further, we demonstrated the
performance of the genetic algorithm under the conditions expected in the intended
application of this method [15].

While we adapted the operators from the genetic algorithm for design of mixture
experiments, substantial changes to the operators were necessary due to model assump-
tions and the large parameter space relative to the design space. As such, the suggested
hyperparameter values for the original algorithm cannot be expected to result in optimal
performance. While research exists on either optimizing or removing hyperparameters
from genetic algorithms in general, the algorithms and objective functions used bear even
less resemblance to our algorithm because of the features specific to the opinion diffusion
application [7,16]. To make the algorithm for modeling opinion diffusion more accessible
to applied researchers, we conduct a simulation study investigating hyperparameter
values, removing a barrier for researchers applying this methodological development to
their applied research.

We begin by providing an overview of the model for opinion diffusion, detailing
the genetic algorithm, and describing our approach and procedures for calibrating the
algorithm in Section 2. We then present the results of the simulation study, addressing
the performance of the algorithm in terms of parameter recovery and efficiency for the
different hyperparameter values considered in Section 3. Finally, we conclude by tying
the results back to the hyperparameters considered, providing specific suggestions for
hyperparameter values and paying particular attention to hyperparameters that can
negatively affect performance if poorly calibrated in Section 4.

2. Materials and Methods

In this section, first, we explain our model for opinion diffusion, focusing on the
features that inform our decisions regarding the genetic algorithm. Then, we detail the
genetic algorithm, highlighting the purposes of the operators and how the hyperparam-
eters govern their behavior. Lastly, we describe the hyperparameters, procedures, and
measures used in the simulation study.

2.1. Opinion Diffusion Modeling

In this section we provide an overview of the approach we take to opinion diffusion
modeling. We focus on the details of the model to be fit and the modifications necessary to
work with ordinal opinion data. Finally, we detail the objective function, highlighting why
a new method was appropriate for optimization and why suggestions on hyperparameter
values from the algorithm we adapted are not expected to be informative.

2.1.1. DeGroot Model

The DeGroot model for opinion diffusion is a deterministic model that describes the
process through which individuals or agents update their opinions from time t, through
the influence of their social network contacts, to their opinions at time t + 1 using

X(t + 1) = WX(t), (1)

where X(t) is an N× 1 vector of opinions and W is an N×N weight matrix. Each element
in X(t), xi(t) ∈ [0, 1], represents the opinion of agent i at time t and each element of W,
wij ∈ [0, 1], represents the weight that agent i places on the opinion of agent j when
updating their current opinion. The elements in W are restricted by ∑N

j=1 wij = 1 so
that wij can be interpreted as the proportion of the total influence on agent i exerted
by agent j. The model also incorporates the structure of the social network through an
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adjacency matrix A, where aij = aji = 1 if agents i and j can directly influence each other
and aij = aji = 0 otherwise, with a link between i and j in the social network being the
simplest definition of “ability to influence”. The adjacency matrix constrains the weight
matrix by forcing wij ≤ aij, so the absence of influence implies zero weight. Though
atypical for social network analysis, we include a self-link (aii = 1) so that agents update
their opinions based on their own current opinions.

2.1.2. Transformations

The purpose of our method is to fit the above model, producing estimates for the
parameters in the weight matrix W, using observed opinions across T time steps on a
network of N agents. Ideally, we would be able to observe the continuous opinions, on
the interval [0, 1], of all agents across T time steps (X(0), X(1), ..., X(T − 1)). In practice,
opinions are typically measured using a Likert or other ordinal scale in behavioral and
social science research. As such, we assume the continuous opinions are shared with
network contacts without error according to the DeGroot model, but researchers are only
able to measure these opinions on an n-point ordinal scale (Y(0), Y(1), ..., Y(T− 1)). To
be consistent with the model, we assume these ordinal data possess interval properties. A
common approach when using ordinal data, this is necessary to perform any mathematical
operations and is implicit in the use of a composite scale. We convert between ordinal
and continuous opinions using the following process:

Forward Transformation

1. Begin with data on an n-point ordinal scale, converting to a 1 to n scale if necessary.
2. Divide the interval [0, 1] into n sub-intervals of equal width.
3. An opinion of y on the ordinal scale takes on the middle value, x, in the yth sub-

interval on the continuous scale.

Back Transformation

1. Begin with data on a continuous [0, 1] interval to be converted to an n-point ordi-
nal scale.

2. Multiply the continuous opinion x by n.
3. Round the multiplied continuous opinion up to an integer (ceiling function) to

produce an opinion on the ordinal scale. (This final step does not work for the edge
case where x = 0, so any such values are automatically converted to an ordinal
value of 1.)

This process is also presented graphically in Figure 1 using a 5-point ordinal scale.
For example, an ordinal opinion of 4 is converted to a continuous opinion of 0.7, the
center of the 4th sub-interval or bin from 0.6 to 0.8, and any continuous opinion on that
sub-interval are converted back to an ordinal opinion of 4.

Figure 1. Transformation procedure for a 5-point ordinal scale.
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2.1.3. Objective Function

Our selected objective function incorporates opinions on both the continuous and
ordinal scales, accounting for an important feature of the back-transformation process: a
range of continuous opinions map back to a single ordinal opinion. We use

f (X̂, X) =
N

∑
i=1

T−1

∑
t=0

B
(
x̂i(t), xi(t)

)∣∣x̂i(t)− xi(t)
∣∣, (2a)

where N is the number of agents in the network and B(x̂i(t), xi(t)) measures the absolute
deviation between the observed and predicted opinions on the ordinal scale, measured in
bins. This allows us to penalize deviation from the center of the correct interval on the
continuous scale only if the observed and predicted opinions also differ on the ordinal
scale (B(x̂i(t), xi(t)) 6= 0). Though this objective function is well-suited for our goal
of fitting a model based on observed ordinal opinions, the inclusion of B(x̂i(t), xi(t))
presents problems for any optimization method requiring continuity or differentiability.
We also expect many perfect solutions ( f (X̂, X) = 0) will fail to recover the parameters,
particularly for less precise ordinal scales (ones with fewer points) and fewer time steps.
This objective function can also be assessed on a chromosome or agent level by excluding
the sum across agents:

f (x̂i, xi) =
T−1

∑
t=0

B
(
x̂i(t), xi(t)

)∣∣x̂i(t)− xi(t)
∣∣, (2b)

which we leverage as part of the gene-swapping procedure in Section 2.2.1.

2.2. Genetic Algorithm

We use the genetic algorithm to identify the parameters of the DeGroot model, in
the form of the weight matrix W, that minimize the objective function. A chromosome is
defined as the weight matrix W and a gene as a row of W, denoted Wi and representing
the sources and strength of influence on agent i. We begin with a population consisting of
an odd number of chromosomes, consistent with any fixed values. These fixed values are
usually zeros resulting from zeros in the adjacency matrix (See Section 2.1.1) but can be
other known parameters. Though the user has the option to specify chromosomes, the
default is a population of randomly generated chromosomes and an identity matrix. This
population undergoes selection, blending, crossover, mutation, and survival operators,
incorporating a gene-swapping procedure, to identify an optimal solution.

2.2.1. Gene Swapping

Since the objective function can be assessed on the individual– or gene–level, the
fitness of a gene clearly does not directly depend on the other genes within the chromo-
some. Instead, the fitness of a gene Wi depends on the predicted opinions of the agents
who influence agent i, as indicated by non-zero elements within Wi. Since these predicted
opinions are a function of the genes corresponding to the agents who influence agent i,
the fitness of a gene can be assessed independently of other genes within the chromosome
but does depend those other genes. We use this ability to assess fitness at the gene level
while accounting for dependencies in our gene-swapping process.

At any point in the algorithm where we identify the fittest chromosome, we assess
the fitness of each gene within that chromosome and for all other chromosomes. If the
overall fittest chromosome B contains a gene Bi which is less fit than the corresponding
gene Ci in a less fit chromosome C, we swap Bi and Ci between the two chromosomes to
produce B∗ and C∗. We retain this change for both chromosomes if B∗ is fitter than B and
revert to B and C otherwise. In the case where the less fit population contains multiple
chromosomes, we swap all fitter genes at once, either retaining all swaps or reverting to
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the original chromosome B. This helps prevent the loss of a fit gene in an otherwise unfit
chromosome while ensuring the best solution identified so far is retained.

2.2.2. Operators

We apply selection, blending, crossover, mutation, and survival operators to our
population of chromosomes. The application of all operators constitutes a single iteration
of the algorithm and produces a new generation of chromosomes. We use “iteration”
and “generation” interchangeably except where a distinction between the process of
producing a new generation (in this case referred to as an iteration) and the generation
itself is meaningful. We repeat the process until stopping criterion are met, modifying
the behavior of the operators as the generations progress to shift from exploration of the
parameter space to exploitation of existing solutions, making this an adaptive genetic
algorithm as suggested by the literature [2,17–19]. Descriptions of the operators that
include examples are available in Johnson et al. and the code is linked in the Data
Availability Statement [9].

Selection: In order to preserve the best solution identified in any previous generation,
we use selection with elitism: identifying the fittest chromosome (the chromosome pro-
ducing the lowest value of the objective function), and exempting it from the remaining
operators until the next generation. After identifying the elite chromosome, we attempt
gene swapping between that chromosome and the remaining population of non-elite
chromosomes. We exempt either the original elite chromosome or row-swapped elite
chromosome, depending on the fitness of each, and proceed with either the original
remaining population or the row-swapped remaining population as appropriate.

Blending: Using the even number of chromosomes remaining after the selection operator,
we randomly pair all chromosomes. For each pair of chromosomes, blending occurs
independently for each gene with probability pb. For a pair of chromosomes B and C, if
blending occurs for row i, a blending factor β is drawn from a Uni f (0, 1) distribution. The
new genes (B∗i and C∗i ) are the weighted averages of the current genes and corresponding
genes from the paired chromosome according to:

B∗i = βBi + (1− β)Ci and C∗i = (1− β)Bi + βCi. (3)

While this can result in substantial changes to genes Bi and Ci when these genes
are very different, we use the blending operator primarily to make slight changes to a
population of similar chromosomes for later generations in order to refine a solution as
we shift from exploration to exploitation, meaning we begin with a lower value of pb and
increase the probability over time.

Crossover: The within-parent crossover operator defined by Limmun, Borkowski, and
Chomtee uses a crossover point after the decimal point, resulting in small changes to
the genes [2]. Since both the blending and mutation operator either already accomplish
this goal or can easily be modified in later generations to do so, we use a more drastic
version of this operator to explore our much larger parameter space. Crossover occurs
independently for each gene within each chromosome with probability pc, with all
values not fixed at zero randomly reshuffled within the gene, preserving the sum-to-one
constraint and any fixed values. Since exploring the parameter space is desirable during
early generations, but drastic changes to chromosomes are not helpful in later generations,
we begin with a higher value of pc which decreases over time.

Mutation: While the mutation operator is also used to make slight changes to genes for
later generations, the primary purpose of this operator is to explore the boundaries of the
parameter space: solutions where a gene contains a weight where wij = 1 and all others
are zero (or with wij = 1− w f ixed where w f ixed is the sum of all fixed weights within the
row). Since our method for generating the initial population of chromosomes–drawing
each weight from a Uni f (0, 1) distribution and scaling the rows to sum to one–will not
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result in any edge cases other than the identity matrix included in the initial population,
this is necessary in order to consider edge cases as potential solutions. Mutation occurs
independently for all genes within each chromosome with probability pm. If mutation
occurs, ε is drawn from a N(0, σ2) distribution and added to a randomly selected weight
within the gene to produce w∗ = w + ε, and all other non-fixed weights are scaled by

1
1−w f ixed−w∗ to preserve the sum-to-one constraint. We handle edge cases as follows:

• If w∗ < 0, w∗ is set to 0, with scaling of other non-fixed weights as above.
• If w∗ > 1− w f ixed, w∗ is set to 1− w f ixed. All other non-fixed weights in the row are

set to 0.
• If the selected weight w = 1− w f ixed, the excess weight of 1− w f ixed − w∗ is evenly

distributed between all other non-fixed weights within the row.

Survival: After the preceding operators, our population of chromosomes includes the elite
chromosome, the parent chromosomes (the chromosomes from the previous generation),
and the offspring chromosomes (the chromosomes from the current generation, having
undergone the selection, crossover, and mutation operators). For each pair of parent and
offspring chromosomes, we identify the fittest chromosome and attempt gene swapping
with the other chromosome. The fittest chromosome from each pair after the attempted
gene swapping along with the elite chromosome constitute the current generation and
become the parent chromosomes for the next generation.

2.2.3. Other Features

As discussed in the descriptions of the operators, we use an adaptive genetic algo-
rithm where each operator becomes more or less important as the generations progress,
and the mutation operator in particular can be modified to serve a different purpose. This
allows us to begin with a focus on exploration of the parameter space and progressively
move to refining existing solutions (exploitation). For the sake of clarity, we will refer
to the values controlling behavior of the individual operators, the operator probabilities
(pb,pc,pm) and σ, as control parameters and reserve the term hyperparameters for the user-
specified values that govern the overall behavior of the algorithm, including the way the
control parameters are modified within the algorithm. We modify the control parameters
by applying a multiplicative adjustment whenever a specified number of generations
without improvement is reached. For example, p∗b = cpb for the specified constant c
where p∗b is the new value of the probability of blending.

We apply a similar process with chromosome reintroduction: reintroducing either a
clone of the elite chromosome or an identity matrix after a specified number of generations
without improvement. Reintroducing a clone of the elite chromosome allows slight
changes to the current best solution—facilitating exploitation—while still preserving this
solution in the selection operator. Reintroducing an identity matrix reinforces a prior
belief that agents place high weight on their own opinions. In either case, the reintroduced
chromosome replaces the least fit chromosome in the population.

2.3. Algorithm Calibration

In this section, we explain all aspects of the simulation study to calibrate the algo-
rithm, detailing the hyperparameters and our approach for condensing them into groups,
describing the procedure for the simulation study, and presenting the measure used
to assess algorithm performance. Though tuning approaches such as the Chess Rating
System (CRS-tuning), Relevance Estimation and Value Calibration (REVAC), and F-race
are available, the simulation study approach, overviewed in Figure 2, better suits our
objectives [8,20]. The simulation study facilitates investigating the relationship between
hyperparameter values and performance and providing accessible suggestions to algo-
rithm users based on the results while acknowledging that both the relationship and
suggestions may depend on network or dataset characteristics.
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Figure 2. Procedure for algorithm calibration.

F-race identifies a set or sets of hyperparameters that are statistically significantly
better than others; however, our goal is not to identify an ideal set of hyperparameters
based on an arbitrary threshold but to characterize the behavior of the algorithm under
various hyperparameter combinations [21]. While CRS-tuning does address the concerns
of the binary include or exclude through the use of a ranking system, this raking does not
contain the information necessary for users to develop intuition about how the different
hyperparameters affect algorithm behavior [22]. Since REVAC identifies a marginal
distribution of high-performing values for each hyperparameter that approximates the
maximum Shannon entropy distribution, this approach produces a distribution of values
instead of a single value, and the relevance of each parameter can be measured [23,24].
While these are both appealing, the simulation study allows for an assessment of relevance
through the relationship between the values used and algorithm performance while also
presenting this overall relationship in an accessible manner that incorporates network
and dataset features.

2.3.1. Hyperparameters

Table 1 contains all of the hyperparameters used in the algorithm. Since most are con-
sidered in the simulation study, we highlight the ones that are not: max_iter, min_improve,
min_dev, and reintroduce. In all simulations, we run the algorithm until we either reach
100,000 iterations (max_iter=100,000) or identify a perfect solution on the ordinal scale
(min_dev=0). Note that this check is only applied every thousand generations. We do not
specify a minimum change in the objective function that is considered an improvement
(min_improve=0) and reintroduce the elite chromosome (reintroduce=“elite”).

To reduce the simulation study to a manageable size, we condense some of these
hyperparameters to a single value or otherwise group them. We consider 200, 1000,
and 5000 generations without improvement before modifying control parameters or
reintroducing a chromosome, using the same value for all relevant hyperparameters
(iterb, iterc, iterm, iters, and iterr) within a run of the algorithm. The remaining
hyperparameters are grouped into ProbSigma (probb, probc, probm, and sigma), MinMax
(maxb, minc, minm, and mins), and MultFactor (factorb, factorc, factorm, factors). These
groupings represent the starting values of the control parameters, the minimum or
maximum values for the control parameters, and the factors for multiplicative adjustment
to the control parameters, respectively. Since the hyperparameters within a group cannot
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reasonably be set to the same value, we instead define three levels for each group with
differing values of each hyperparameter but consistent goals or concepts.

Table 1. Name and description of all hyperparameters used in the algorithm.

Hyperparameter Description

chromosomes Number of chromosomes
probb Initial probability of blending (pb)
factorb Multiplicative factor for modifying pb
maxb Maximum value of pb
iterb Number of iterations with no improvement before modifying pb
probc Initial probability of crossover (pc)
factorc Multiplicative factor for modifying pc
minc Minimum value of pc
iterc Number of iterations with no improvement before modifying pc
probm Initial probability of blending (pm)
factorm Multiplicative factor for modifying pm
minm Minimum value of pm
iterm Number of iterations with no improvement before modifying pm
sigma Initial value of standard deviation σ of ε for mutation operator
factors Multiplicative factor for modifying σ
mins Minimum value of σ
iters Number of iterations with no improvement before modifying σ

max_iter Maximum number of iterations to run algorithm
min_improve Minimum decrease in value of objective function considered an improvement

min_dev Acceptable value of objective function for stopping algorithm
reintroduce Type of chromosome to be reintroduced

iterr Number of iterations with no improvement before reintroducing chromosome

For ProbSigma, we use low, medium, and high to indicate whether we use low,
medium, or high initial values for the control parameters. Table 2 shows the specific
hyperparameter values corresponding to each level for ProbSigma. For MinMax, we
use minimal, moderate, and extreme to specify whether we applied minimal, moderate,
or extreme restrictions on the minimum or maximum value of each control parameter.
The specific values corresponding to each level for MinMax are in Table 3. Note that the
minimal level imposes no restrictions on the probabilities beyond those either implied
as probabilities or possible through a multiplicative adjustment. Finally, we use slow,
moderate, and rapid levels for MultFactor, indicating whether the multiplicitive factors
used will result in slow, moderate, or rapid changes to the control parameters, with
specific values for each level in Table 4.

Table 2. Grouping levels and hyperparameter values for ProbSigma.

Level probb probc probm sigma

Low 0.01 0.05 0.05 0.2
Medium 0.1 0.1 0.1 0.5

High 0.2 0.2 0.2 1

Table 3. Grouping levels and hyperparameter values for MinMax.

Level maxb minc minm mins

Minimal 1 0 0 0
Moderate 0.5 0.01 0.01 0.01
Extreme 0.2 0.05 0.05 0.05
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Table 4. Grouping levels and hyperparameter values for MultFactor.

Level factorb factorc factorm factors

Slow 2 0.5 0.5 0.5
Moderate 5 0.2 0.2 0.2

Rapid 10 0.1 0.1 0.1

2.3.2. Procedure

The hyperparameters and features of the social network and opinion diffusion
process considered in the simulation study are in Table 5. We use each combination for
ten runs of the algorithm, generating a new network, weight matrix, and dataset each
time. First, we generate an Erdős–Rényi network, to represent a cluster within a larger
network, of the specified size and target degree, rejecting any disconnected networks
(networks that do not include a path between every pair of agents). We generate a
weight matrix using a target self-weight of wii = 0.5, drawn from a beta distribution with
κ = α + β = 4, and draw all other weights from a Uni f (0, 1) distribution, scaling all
weights other than the self-weight to maintain the sum-to-one constraint. Note that this
approach results in a ground truth that is biased against edge cases, as is the population
of initial chromosomes other than the identity matrix. Then, we draw initial opinions
(X(0)) from a Uni f (0, 1) distribution, using these and the weight matrix to generate
“true” opinions across the specified number of time steps (X(1), ..., X(T − 1)). Finally,
we convert the latent, continuous opinions to the appropriate ordinal scale to produce
observed opinions (Y(0), ..., Y(T− 1)), using the back-transformation process (See Section
2.1.2). We provide the adjacency matrix representing the generated network and the
observed opinions to the algorithm, using the specified hyperparameter values.

Table 5. Inputs used in the hyperparameters simulation study.

Input Values Notes

Network Size N = 4, 20, 50 reachability enforced
Mean Degree d = 2, 5, 9 minimum degree d = 1 for all nodes
Self-weight wii = 0.5 beta distribution with κ = α + β = 4
Time Steps T = 2, 3, 6
Scale Bins n = 5, 7, 10, 20, 30

Chromosomes 5, 21, 51, 99 chromosomes hyperaprameter
ProbSigma low, medium, high (see Table 2)

MinMax minimal, moderate, extreme (see Table 3)
MultFactor slow, moderate, rapid (see Table 4)

2.3.3. Measures

Optimal hyperparameters would quickly identify a perfect solution in terms of the
objective function. Ideally, this perfect solution would also result in good parameter
recovery. Since how quickly the algorithm identifies a solution can be measured in
both number of generations and time, we record the amount of time and the number
of generations to reach a solution, both measured in thousand-generation increments.
Simulations were run on a custom desktop with a Ryzen 9 3950X CPU with 64 GB of 3000
MHz RAM on Ubuntu Server 21.10 and Julia 1.5—using a single thread per run of the
algorithm—and use @elapsed to time in thousand-generation increments [25]. We assess
parameter recovery using root-mean-square-error (RMSE) according to

RMSErec =

√√√√∑N
i=1 ∑N

j=1(wij − ŵij)2

∑N
i=1 ∑N

j=1 aij
=

√
∑P

i=1(wp − ŵp)2

P
, (4)

where P is the number of elements not fixed at zero in the weight matrix (the number of
parameters to be estimated) and wp is the pth non-structurally-zero element, with wp and
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ŵp representing the true and estimated weights, respectively. Though we also assessed
the ability of the algorithm to model the latent opinions on the observed time steps and
predict future latent opinions in Johnson et al., parameter recovery implies the other
outcomes and is not possible to measure in practical applications [15]. As such, selecting
hyperparameters that improve parameter recovery is our priority.

3. Results

To provide context for this section, note that the existence of a perfect solution is
guaranteed (the ground truth used to generate the data) but many “perfect” solutions that
fail to recover the parameters are expected, particularly for runs with imprecise ordinal
scales (i.e., few bins) and few time steps. Overall, the algorithm identified a perfect
solution very quickly regardless of the hyperparameters used, with 67.7% of runs finding
a solution within the first 1000 generations. Only 4.5% of runs failed to identify a perfect
solution within 100,000 generations, though the largest value of the objective function for
these runs was 0.02, representing a good—but imperfect—solution. Since we prioritize
recovery over either measure of speed, we begin by assessing the hyperparameters that
produce the best recovery. Informed by the results on recovery, we assess speed in number
of iterations, the measure independent of the computer used. Finally, we present results
on computation time to provide context on the trade-off between time per generation and
number of generations.

3.1. Parameter Recovery

Figure 3 shows parameter recovery RMSE by number of generations without im-
provement before the control parameters are modified and the elite chromosome reintro-
duced, the only set of hyperparameters that produces a notable difference in parameter
recovery. This plot includes only the subset of the data where a perfect solution was iden-
tified within the first 1000 generations to illustrate our next point, but the features seen in
this plot hold for the full dataset. Clearly, using 200 generations without improvement
results in the best parameter recovery. Nothing that the populations of chromosomes
requiring either 1000 or 5000 generations without improvement could not possibly have
begun the exploitation phase within 1000 generations, this initially seems intuitive since
we would expect solutions resulting from the exploitation phase to be better. Unfortu-
nately, this does not explain the results since all the solutions presented here are perfect in
terms of the value of the objective function. Instead, we must explain why perfect solu-
tions identified during the exploration phase have worse recovery that perfect solutions
identified during the exploitation phase.

Figure 3. Boxplots and violin plots for root-mean-square-error for recovery by number of genera-
tions without improvement for runs that identified a solution with 1000 generations.

To do so, we revisit the intended purpose of the exploration process. During early
iterations of the algorithm, we use control parameter values that result in drastic changes to the
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chromosomes and force—to varying degrees depending on the ProbSigma hyperparameters—
the exploration of edge cases. As noted in our description of the procedures, our process
for generating the true parameters is biased against edge cases. Consequently, populations
forced to search the boundaries of the parameter space will identify solutions with poor
recovery. Figure 4 supports this assertion by showing parameter recovery for 200, 1000, or
5000 generations without improvement by level of ProbSigma and number of time steps.
For the purpose of transparency, this plot uses the full dataset. We use the number of time
steps as a proxy for the prevalence of perfect solutions in the parameter space and include
ProbSigma as it governs the extent to which early generations are forced to explore edge
cases (The precision of the ordinal scale is also indicative of the ease of finding a perfect
solution and demonstrates the same phenomenon seen in Figure 4. We selected number
of time steps because the fewer levels of that factor improve readability of the plot).

Figure 4. Boxplots and violin plots for root-mean-square-error for recovery by number of genera-
tions without improvement with ProbSigma hyperparameter levels (horizontal) and number of
time steps (vertical) across facets.

Comparing across number of time steps, we see the difference in parameter recovery
between different numbers of generations without improvement decreases as the number
of time steps increases (decreasing the number of potential perfect solutions). This
supports our assertion that the poor parameter recovery is the result of forcing the
algorithm to search the boundaries, where any solutions identified will inherently result in
poor recovery. When an increased number of time steps makes it more difficult to identify
an edge-case solution, the threshold for number of generations without improvement can
then be reached, starting the transition away from the exploration phase and pulling the
chromosomes away from the boundary. As expected, high values for the hyperparameters
in the ProbSigma group—corresponding to the high level—appear to exacerbate this
difference since larger values of the control parameter σ apply stronger pressure to search
the boundaries. It is much more difficult to assess any differences between the low and
medium levels, but the level of ProbSigma also controls the values of pb, pc, and pm, any
of which could have a moderating effect on the value of σ.
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3.2. Generations

While the poor parameter recovery with 1000 or 5000 generations without improve-
ment when the ground truth is biased against edge cases does not necessarily imply they
will perform poorly in practical applications, having 2

3 of our runs identify a solution
within 1000 generations does suggest lower values may be a better choice. Figure 5,
showing the log-transformed number of generations to a solution by number of gener-
ations without improvement, further supports that 200 generations is a better choice.
200 generations consistently requires the fewest generations necessary to find a solution,
though it also has the highest density of runs requiring 100,000 generations, suggesting a
slight tendency to transition from the exploration phase too quickly and become stuck
near a local minima that is not a perfect solution. We will consider only 200 generations
without improvement for the remainder of these results.

Figure 5. Boxplots and violin plots for log (base 10) number of generations to solution by number of
generations without improvement. The absence of a box for 200 generations without improvement
indicates that the median, first quartile, and third quartile are the same.

Figure 6 shows the log-transformed number of generations to a solution by number of
chromosomes. Unsurprisingly, five chromosomes typically requires more generations to
identify a solution and also has the most runs reaching 100,000 generations. Though each
iteration would be completed more quickly with only five chromosomes, the iterations
are much less efficient. Five chromosomes also resulted in slightly worse recovery overall,
though this difference is barely discernible in a plot, so we remove five chromosomes
from consideration. ProbSigma, MinMax, and MultFactor all showed minimal difference
in number of iterations to find a solution across the varying levels.
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Figure 6. Boxplots and violin plots for log (base 10) number of generations to solution by number
of chromosomes for 200 generations without improvement. The absence of a box for 21 or more
chromosomes indicates that the median, first quartile, and third quartile are the same.

3.3. Time

Figure 7 shows the time to identify a solution on the log scale by number of chromo-
somes, with median times to identify a solution of 4.7 s, 11.0 s, and 19.3 s for 21, 51, and
99 chromosomes, respectively. This demonstrates that, for the computer used to conduct
the simulation study, the efficiency of using fewer chromosomes outweighs any potential
reduction in number of generations from using more chromosomes. Since the number
of chromosomes used—after excluding 5—had little effect on the number of generations
required to identify a solution, we expect this to be true for most users. It should also be
noted that, while the magnitude of the differences in time are substantial on the scale used,
these differences are fairly negligible in practice. The exception to this is for conditions
that are known to increase computation time, such as large and high-degree networks.
Since computational time scales roughly linearly with the number of chromosomes (O(n)
complexity), using a high number of chromosomes can substantially increase computation
time under these conditions.

Figure 7. Boxplots and violin plots for log time to identify a solution (in seconds) by number of
chromosomes for 200 generations without improvement.
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4. Discussion

While we discuss the following specifically in the context of the opinion diffusion
application, the hyperparameters of concern are the result of a parameter space with
many perfect solutions other than the parameters used to generate the data. The behavior
and suggestions for mitigation, along with the associated operator modifications, are
relevant to other applications of genetic algorithms under similar conditions. Overall,
the algorithm is fairly robust to the hyperparameter values selected, with number of
generations without improvement (iterb, iterc, iterm, iters, and iterr) and number
of chromosomes (chromosomes) being notable exceptions. We recommend using at least
21 chromosomes, though using more should have minimal practical impact on com-
putation time, except in cases where the networks are large—increasing the size of the
chromosomes—or more dense—making the chromosomes less sparse. For the hyperpa-
rameters in the ProbSigma, MinMax, and MultFactor groupings, we suggest values close
to those in the medium and moderate levels simply because they fall roughly in the center
of ranges of values demonstrated to perform well. The exception to this suggestion is
when users may seek to use these hyperparameters to mitigate undesirable effects from
the number of generations without improvement.

The results suggest using 200 generations without improvement is a good starting
point for all relevant hyperparameters because of both the performance in recovering
parameters and the low number of generations typically needed to find a solution. While
the number of generations to identify a solution may increase in practical applications—
without a guaranteed solution and with agents missing from the network—the user will
receive this feedback and can adjust accordingly. We identified the bias against edge
cases inherent in our weight matrix generation process as an explanation for the poor
parameter recovery for runs using either 1000 or 5000 generations without improvement,
pointing to iters—which triggers the change to the control parameter σ within the
mutation operator—as the hyperparameter of concern. The choice of itetrs is the one
decision where we encourage caution and careful consideration, particularly because the
consequences are not just poor efficiency but also poor recovery.

While the bias against edge cases is clear in the networks used in this simulation
study, the extent to which this is a concern for real-world opinion diffusion processes
is unknown. Networks of stubborn individuals would be biased toward the boundary,
while networks of highly receptive individuals could be biased either toward or away
from the boundary, depending on whether they have preexisting opinions on the topic.
Unfortunately, it is not possible to distinguish between these cases using the opinion
data since consistent opinions across time could indicate either stubborn individuals or
receptive individuals only connected to those with similar opinions. As such, it would be
irresponsible to intentionally direct the algorithm toward or away from the boundaries
using the hyperparameter. Instead, the user must find a balance between forcing the
algorithm to search only the boundaries or beginning the exploitation phase without
first exploring the boundaries. Recall that, since the method for generating the initial
chromosomes is also biased against edge cases, setting the initial probability of mutation
(probm) to zero or making the initial value of the control parameter σ (sigma) very small
is not a viable solution, avoiding concerns about becoming stuck at the boundary by
preventing the algorithm from exploring them at all.

As with the other hyperparameters controlling the number of generations without
improvement before the control parameters are modified and the elite chromosome
reintroduced, our recommendation for finding this balance for iters is to test different
values and make modifications based on the feedback. Users can decrease the value
of iters if the algorithm consistently identifies solutions at the boundary or increase
iters to ensure they are being searched. A value closer to one for factors can also be
used to control how quickly the algorithm moves away from the boundaries, mitigating
the choice of an inappropriately low value of iters. Since the number of generations
without improvement must be reached for factors to be relevant, this is not an option
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for correcting inappropriately high values of iters. Though not directly tied to the
hyperparameters, using more time steps or a more precise scale can minimize the effect
of iters by decreasing the prevalence of perfect solutions with poor recovery, which we
already suggest as they improve overall performance of the method.

In summary, we suggest at least 21 chromosomes, values close to the medium and
moderate levels for the ProbSigma, MinMax, and MultFactor groupings, and setting iterb,
iterc, iterm, iters, and iterr to 200 as initial values. Users should assess performance
with these values and make modifications as necessary. Since inappropriate values of
iters inhibit a proper search of the parameter space, especially when used with a high
value of sigma, we strongly recommend paying close attention to this hyperparameter.
In cases where forcing a search of only the boundaries is of particular concern, such as
datasets with limited time steps and imprecise ordinal scales, users can use a conservative
(low) value of iters, mitigating concerns about failing to explore the edge cases by using
values of factors closer to one. While all the discussion surrounding iters may seem
intimidating, we want to highlight that the algorithm is robust to the choices of all but a
few hyperparameter values, all of which are discussed here and for which initial, if not
default, values are suggested.
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18. Črepinšek, M.; Liu, S.H.; Mernik, M. Exploration and exploitation in evolutionary algorithms: A survey. ACM Comput. Surv.
(CSUR) 2013, 45, 1–33. [CrossRef]

19. Aleti, A.; Moser, I. A systematic literature review of adaptive parameter control methods for evolutionary algorithms. ACM
Comput. Surv. (CSUR) 2016, 49, 1–35. [CrossRef]

20. Montero, E.; Riff, M.C.; Neveu, B. A beginner’s guide to tuning methods. Appl. Soft Comput. 2014, 17, 39–51. [CrossRef]
21. Birattari, M.; Stützle, T.; Paquete, L.; Varrentrapp, K. A Racing Algorithm for Configuring Metaheuristics. In Proceedings of the

Gecco, New York, NY, USA, 9–13 July 2002; Volume 2.
22. Veček, N.; Mernik, M.; Filipič, B.; Črepinšek, M. Parameter tuning with Chess Rating System (CRS-Tuning) for meta-heuristic

algorithms. Inf. Sci. 2016, 372, 446–469. [CrossRef]
23. Nannen, V.; Eiben, A.E. Efficient relevance estimation and value calibration of evolutionary algorithm parameters. In Proceedings

of the 2007 IEEE Congress on Evolutionary Computation, Singapore, 25–28 September 2007; pp. 103–110.
24. Rudolph, G.; Jansen, T.; Lucas, S.M.; Poloni, C.; Beume, N. Parallel Problem Solving from Nature-PPSN X: 10th International

Conference Dortmund, Germany, 13–17 September 2008; Springer: Berlin/Heidelberg, Germany, 2008; Volume 5199.
25. Bezanson, J.; Edelman, A.; Karpinski, S.; Shah, V.B. Julia: A fresh approach to numerical computing. SIAM Rev. 2017, 59, 65–98.

[CrossRef]

188



algorithms

Article

Parameter Optimization of Active Disturbance Rejection
Controller Using Adaptive Differential Ant-Lion Optimizer
Qibing Jin and Yuming Zhang *

College of Information Science and Technology, Beijing University of Chemical Technology, Beijing 100020, China;
jinqb@mail.buct.edu.cn
* Correspondence: 2015400132@mail.buct.edu.cn; Tel.: +86-135-5276-0639

Abstract: Parameter optimization in the field of control engineering has always been a research topic.
This paper studies the parameter optimization of an active disturbance rejection controller. The
parameter optimization problem in controller design can be summarized as a nonlinear optimization
problem with constraints. It is often difficult and complicated to solve the problem directly, and
meta-heuristic algorithms are suitable for this problem. As a relatively new method, the ant-lion
optimization algorithm has attracted much attention and study. The contribution of this work is
proposing an adaptive ant-lion algorithm, namely differential step-scaling ant-lion algorithm, to
optimize parameters of the active disturbance rejection controller. Firstly, a differential evolution
strategy is introduced to increase the diversity of the population and improve the global search ability
of the algorithm. Then the step scaling method is adopted to ensure that the algorithm can obtain
higher accuracy in a local search. Comparison with existing optimizers is conducted for different test
functions with different qualities, the results show that the proposed algorithm has advantages in
both accuracy and convergence speed. Simulations with different algorithms and different indexes
are also carried out, the results show that the improved algorithm can search better parameters for
the controllers.

Keywords: antlion optimizer; heuristic algorithm; active disturbance rejection control

1. Introduction

Active disturbance rejection control (ADRC) is a promising and relatively new control
technology, which was formally proposed by Han in 2009 [1], while the origin of ADRC
could date back to the year of 1995 [2]. Its core idea is to treat both internal uncertainty
and external disturbance as “generalized interference”, estimate the generalized inter-
ference through a mechanism called “extended state observer (ESO)” in real time, and
then compensate the generalized interference by a nonlinear feedback controller using
the estimation of ESO. The greatest advantage of ADRC is that it only needs the relative
order of the controlled object; thus, it is independent of a precise model of the controlled
object. So far ADRC has been widely applied in many fields such as motion control [3],
energy [4], chemical industry [5], power parafoil control [6], paper tension adjustment [7],
and so on. ADRC has also shown broad commercial application value, one of the exam-
ples is InstaSPIN-MOTION motor control solution produced by Texas Instruments, which
integrates ADRC inside to achieve high control performance.

Generally speaking, in the field of control engineering, how to obtain a set of controller
parameters which can meet the specific performance index has always been a research
topic. A set of optimized parameters can achieve better control performance, and this
means a lot in industrial manufacturing, such as economic effects and even environment
benefits. A properly designed and well-tuned ADRC can make the control system achieve
good performance and robustness. However, in the design framework of origin ADRC,
there are too many parameters that need to be adjusted, and the number of parameters will
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increase as the relative order of the controlled object increases. The number of parameters
is one thing, the other complex thing is that these parameters interact with each other.
Gao [8] proposed linear ADRC (LADRC) with scaling and a bandwidth parameterization
method. The number of parameters of LADRC is successfully reduced to two, but the
coupling effect between parameters still remains, and even becomes more obvious. Thus,
it is rather difficult to analytically find the optimal parameters that can achieve good
control performance. What’s more, if LADRC is applied on industrial processes with time
delay, due to the existence of time delay, the characteristic function of system is a pseudo
polynomial, which makes it even impossible to have an analytical solution. Although it is
easy to find a set of parameters that make the control system stable, how to find the optimal
system performance parameters has always been a problem demanding prompt study.

On the other hand, the process of finding optimal parameters of a control system can
be regarded as an optimization problem with system performance index as the objective
function [9]. Usually, the optimization problem designed by this method is a non-convex
optimization problem, and it is difficult to solve by conventional optimization methods,
which urges researchers to find a new way to solve this kind of optimization problem.
In recent years, with the development of digital computers, more and more researchers
turned their attention to meta-heuristic algorithms to solve engineering and practical
problems. Türk, Deveci, et al. [10] used a simulated annealing algorithm to improve an
interval type-2 fuzzy sets and achieved an outstanding result for an electric charging station
location problem. Demirel and Deveci [11] successfully optimized medium-scale airline
crew pairing problems by a modified genetic algorithm. Meta-heuristic algorithms benefit
from the use of random operators [12]. Random operators make these algorithms exhibit
completely different behaviors from deterministic algorithms and that is the reason why
meta-heuristic algorithms usually have stronger global search ability.

The ant-lion optimization (ALO) algorithm is a relatively new meta-heuristic algorithm
developed by Mirjalili in 2015 [13], which is also a kind of bionics algorithm. The ant-lion
algorithm simulates the unique behavior of antlion in the process of hunting, which is
to build a funnel-shaped trap and throw sand at the prey after the prey enters the trap
to accelerate its slide to the bottom of the pit, as shown in Figure 1. The significance of
imitating this behavior is to accelerate the convergence rate of the algorithm. In addition,
the idea of elitism is also introduced into ant-lion algorithm. By setting an elite antlion to
affect all ants, the convergence speed of the algorithm is accelerated.

Algorithms 2022, 15, x FOR PEER REVIEW 2 of 17 
 

there are too many parameters that need to be adjusted, and the number of parameters 
will increase as the relative order of the controlled object increases. The number of param-
eters is one thing, the other complex thing is that these parameters interact with each 
other. Gao [8] proposed linear ADRC (LADRC) with scaling and a bandwidth parameter-
ization method. The number of parameters of LADRC is successfully reduced to two, but 
the coupling effect between parameters still remains, and even becomes more obvious. 
Thus, it is rather difficult to analytically find the optimal parameters that can achieve good 
control performance. What’s more, if LADRC is applied on industrial processes with time 
delay, due to the existence of time delay, the characteristic function of system is a pseudo 
polynomial, which makes it even impossible to have an analytical solution. Although it is 
easy to find a set of parameters that make the control system stable, how to find the opti-
mal system performance parameters has always been a problem demanding prompt 
study. 

On the other hand, the process of finding optimal parameters of a control system can 
be regarded as an optimization problem with system performance index as the objective 
function [9]. Usually, the optimization problem designed by this method is a non-convex 
optimization problem, and it is difficult to solve by conventional optimization methods, 
which urges researchers to find a new way to solve this kind of optimization problem. In 
recent years, with the development of digital computers, more and more researchers 
turned their attention to meta-heuristic algorithms to solve engineering and practical 
problems. Türk, Deveci, et al. [10] used a simulated annealing algorithm to improve an 
interval type-2 fuzzy sets and achieved an outstanding result for an electric charging sta-
tion location problem. Demirel and Deveci [11] successfully optimized medium-scale air-
line crew pairing problems by a modified genetic algorithm. Meta-heuristic algorithms 
benefit from the use of random operators [12]. Random operators make these algorithms 
exhibit completely different behaviors from deterministic algorithms and that is the rea-
son why meta-heuristic algorithms usually have stronger global search ability. 

The ant-lion optimization (ALO) algorithm is a relatively new meta-heuristic algo-
rithm developed by Mirjalili in 2015 [13], which is also a kind of bionics algorithm. The 
ant-lion algorithm simulates the unique behavior of antlion in the process of hunting, 
which is to build a funnel-shaped trap and throw sand at the prey after the prey enters 
the trap to accelerate its slide to the bottom of the pit, as shown in Figure 1. The signifi-
cance of imitating this behavior is to accelerate the convergence rate of the algorithm. In 
addition, the idea of elitism is also introduced into ant-lion algorithm. By setting an elite 
antlion to affect all ants, the convergence speed of the algorithm is accelerated. 

 
Figure 1. Pyramidal traps and predation behavior of antlions [13]. (a) Actual antlion traps; (b) Ab-
stract drawing of antlion traps. 

In recent years, ALO has attracted the attention of researchers and proved its success 
in many applications including feature selection [14,15], multi-layer perceptron optimiza-
tion [16], optimal reactive power distribution power system [17], optimal reactive dis-

Figure 1. Pyramidal traps and predation behavior of antlions [13]. (a) Actual antlion traps;
(b) Abstract drawing of antlion traps.

In recent years, ALO has attracted the attention of researchers and proved its suc-
cess in many applications including feature selection [14,15], multi-layer perceptron op-
timization [16], optimal reactive power distribution power system [17], optimal reactive
dispatch problem [18], system identification [19], distributed generation planning [20],
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networking [21] etc. The references mentioned here all indicate that ALO has impressive
characteristics including fast convergence speed, good solution quality, easy implementa-
tion and small quantity of parameters. Motivated by these facts, we propose a modified
ALO, known as differential step-scaling ant-lion algorithm (DSALO), to optimize the pa-
rameters of LADRC. This algorithm can explore the search space efficiently and has a
promising accuracy by global and local exploration. To our knowledge, ALO has not been
adopted to solve the parameter optimization problem of ADRC, so this literature can be a
worthwhile exploration.

The main contributions of this literature are as follows:

• Differential evolution strategy is introduced into ALO to enhance the diversification
of population in each iteration, which ensures the global exploration of the algorithm.

• A step-scaling method is integrated into ALO, which changes the step size according
to the number of iterations. The step-scaling method can achieve a good balance of
exploration and exploitation.

• DSALO algorithm is conducted on four representative test functions, compared with
other algorithms to demonstrate its efficiency.

• DSALO is applied in the parameter optimization problem of ADRC. The results
indicate that DSALO can search for better parameters.

The remainder of this work is organized as follows. Section 2 presents the original
ALO briefly and proposes DSALO. Section 3 evaluates the proposed algorithm by using
4 test functions. In Section 4, DSALO algorithm is used to solve the parameter optimization
problem of the active disturbance rejection controller. Finally, some conclusions and future
directions are drawn in Section 5.

2. Differential Step-Scaling Antlion Algorithm
2.1. Antlion Algorithm

Ant-lion algorithm is a kind of meta-heuristic algorithm, which is inspired by the
unique predation behavior of antlion, and it belongs to bionics algorithms. Antlions
typically spend their larval years hunting and saving up energy, only reproducing as adults.
As larvae, antlions use their jaws to dig a funnel-shaped sand pit and lie in wait for prey to
appear. The edge of the pit is sharp enough to make it easy for the prey to fall into the pit.
And when there’s prey, the antlion will try to catch it. But the prey will do anything to get
out of the pit, and that’s where the antlion’s unique hunting behavior comes in: it moves
towards the prey and throws sand at the prey, stopping it from escaping and speeding it
down to the bottom of the pit. When they get close enough to capture their prey, the antlion
drags it underground to digest it, then returns to the surface, where it dumps the residue
while repairing its sandpit and waiting for the next victim to arrive. The probability of an
antlion catching prey is related to the size of the pit, and studies have shown that the size of
the pit is positively correlated with the degree of hunger of the antlion [22]. The hungrier
the antlion is, the larger the pit it digs, then the greater the chance of catching prey it has,
which is what antlions have evolved to ensure the survival of the colony.

The ant-lion optimization algorithm is inspired by the interaction between predator
antlion and prey ant in the sand pit. In order to describe this interaction, we need to first
model the ant’s walking route and the antlion’s predation and reconstruction behavior
respectively. Since ants typically conduct a random walk when searching for food, they can
be modeled using the following vector:

X(t) = [0, cumsum(2r(t1)− 1), cumsum(2r(t2)− 1) · · · cumsum(2r(tmax)− 1)] (1)

where, cumsum represents the sum of the past time of the random function r(t), and tmax
represents the maximum number of iterations. r(t) is a random function:

r(t) =

{
1 rand > 0.5
0 rand ≤ 0.5

(2)
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rand generates a random number evenly distributed between 0 and 1. Although the path
of a single ant is random, reference [13] gives an example that this vector can ensure that
the path of a colony of ants cover the entire search space.

It can be seen that for an individual ant, its walking route has already been determined
when the algorithm is initialized. In addition, we need to define storage matrixes to store
information about ants and antlions at each iteration:

MA =




A1,1 A1,2 · · · A1,d

A2,1
... · · · ...

...
...

. . .
...

An,1 · · · · · · An,d




(3)

MAL =




AL1,1 AL1,2 · · · AL1,d

AL2,1
... · · · ...

...
...

. . .
...

ALn,1 · · · · · · ALn,d




(4)

where Ai,j represents the j-th dimension information of the i-th ant and ALi,j the corre-
sponding information of the antlion. Each row in the two matrices represents a solution to
the problem to be optimized. Moreover, we can define the position information of each ant
and antlion as:

PA,i(t) = [Ai,1, Ai,2, . . . , Ai,d] (5)

PAL,i(t) = [ALi,1, ALi,2, . . . , ALi,d] (6)

To evaluate the value of each solution, we need to calculate their fitness functions one
by one and store the values of fitness functions in the following two matrices:

MOA =




f (A1,1, A1,2, . . . , A1,d)

f (A2,1, A2,2, . . . , A2,d)
...

f (An,1, An,2, . . . , An,d)




(7)

MOAL =




f (AL1,1, AL1,2, . . . , AL1,d)

f (AL2,1, AL2,2, . . . , AL2,d)
...

f (ALn,1, ALn,2, . . . , ALn,d)




(8)

Thus, we can summarize the overall steps of the antlion algorithm:
The first step is the random walk of ants. All ants carry out the random walk according

to Equation (1) and ensure that every dimension of ants carry out the random walk. In order
to ensure that all ants are in the search space, the following formula is used to normalize
the position of ants:

Pd
A,n(t) =

(
Pd

A,n(t)−minR
(

Pd
A,n

))(
Ud(t)− Ld(t)

)

maxR
(

Pd
A,n

)
−minR

(
Pd

A,n

) + Ld(t) (9)

where Pd
A,n(t) is defined as the d-th ant variable in the t-th iteration, maxP

(
Sd

A,n

)
and

minP
(

Sd
A,n

)
represent the maximum and minimum value of the ant in the dimension respec-

tively, Ud(t) and Ld(t) are the upper and lower limit of the dimension d in the t-th iteration.
The second step is to simulate the process of ants being trapped in the sand pit. In

reality, the actions of ants will be affected by antlions. Therefore, in order to simulate this

192



Algorithms 2022, 15, 19

process, we need to use the following two expressions to update the upper and lower
bounds of ants’ random walk:

Ud
t (t) =

{
Pd

AL(t) + Ud
t if rand > 0.5

Pd
AL(t)−Ud

t otherwise
(10)

Ld
t (t) =

{
Pd

AL(t) + Ld
t if rand > 0.5

Pd
AL(t)− Ld

t otherwise
(11)

The third step is to simulate the antlion’s trap-building process. To achieve this, a
strategy called roulette wheel is introduced into the antlion algorithm. In the ant-lion
algorithm, one ant can only correspond to one antlion, so roulette wheel strategy is used
to determine which ant it can capture according to the fitness value of the antlion. This
strategy has a high probability that a better-fit antlion will capture a better-fit ant.

The fourth step is to simulate the process of an antlion throwing sand to make its
prey slide to the bottom of the pit. In the algorithm, we assume that antlions with better
fitness build bigger traps. Although the ant is random, when it gets close to the antlion, the
antlion throws sand at it and thus it slides to the bottom of the pit. From the perspective of
mathematical model, it can be understood that the range of the ants’ movements is getting
smaller and smaller. Therefore, the algorithm uses the following conditions to update the
upper and lower bounds of the ants’ migration:

Ld(t) =
Ld(t)

I
(12)

Ud(t) =
Ud(t)

I
(13)

In Equations (12) and (13), the value of I is defined as I = 10wtcurrent/tmax, where
tcurrent is the current iteration number, tmax is the maximum iteration number, and w is a
value determined according to the current iteration number (tcurrent > 0.1tmax then w = 2,
tcurrent > 0.5tmax then w = 3, tcurrent > 0.7tmax then w = 4, tcurrent > 0.9tmax then w = 5,
tcurrent > 0.95tmax then w = 6). By changing the value of w during different iterations, the
accuracy of the algorithm search can be adjusted.

The fifth step is to simulate the process of the antlion capturing prey and rebuilding the
trap. When the ant finally falls into the antlion’s mouth and is captured by the antlion, the
antlion burrows underground in its current position to digest the ant, and after digesting
the antlion returns to the surface to reconstruct the trap. In the algorithm, this process is
the updating of the fitness value of the antlion. Assuming that the antlion will only capture
the ants with better fitness than itself, the position of the antlion after the capture is the
same as that of the ant before. This process can be simulated by the following formula:

PAL,j(t) = PA,i(t), i f f (PA,i(t)) < f
(

PAL,j(t)
)

(14)

where PAL,j(t) is the position of the j-th antlion at t-th iteration, and PA,i(t) is the position
of the i-th ant at t-th iteration. To achieve this behavior, it is needed to rank all f

(
PAL,j(t)

)

and f (PA,i(t)) in ascending order of their numeric value, then update the first N lines of
f
(

PAL,j(t)
)

to f (PA,i(t)), and update the corresponding position information PAL,j(t) at the
same time.

Finally, elitism is introduced into ant-lion algorithm. Elitism is an important feature of
evolutionary algorithms, enabling them to maintain the best solution obtained at any stage
of the optimization process. In ALO, the best antlions obtained so far in each iteration are
saved and considered elite. Since elite is the most adaptable antlion, it should be able to
influence the movement of all ants during the iteration. Therefore, the algorithm assumes
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that each ant simultaneously walks randomly around the selected colony via roulette wheel
and elite, as shown below:

Pd
(A,n)(t) =

RA(t) + RE(t)
2

(15)

2.2. Differential Step-Scaling Ant-Lion Algorithm

For a meta-heuristic algorithm based on swarm agents, the migration strategy of
the agent has a crucial influence on the convergence, stability, and speed. The same is
true for ant-lion algorithms. Although each ant walks randomly when the algorithm is
initialized, with the increase of iterations, we can know that better fitness values cannot
be obtained in some search domains, so gradually there is no need to let the random walk
of ants fill the whole space. In other words, in some other areas, we need to pay more
attention, because the near-optimal solution (an accepted common sense is that intelligent
optimization algorithms cannot really achieve the global optimization of the problem but
can only obtain a near-optimal solution in an infinitesimal neighborhood of the global
optimization. But when the error is small enough, we can assume that the result returned
by the algorithm is globally optimal) is probably in one of these regions. That is also the
reason that the idea of elitism and boundary reduction is introduced in ant-lion algorithm.

However, although in the telocinesia of iterative we don’t need to let the search bodies
traverse the entire space, at the beginning of the iteration, the range that search bodies
can reach is still the bigger the better. Although the introduction of elitism can guarantee
strong searching ability near global optimal solution in the later period of iteration, it can
be seen from the Equation (15) that in the iterative process of the ant-lion algorithm, the
attraction of elite antlion to all ants is fixed, which weakens the initial global search ability
of the algorithm. Therefore, this paper introduces the idea of step scaling. The change in
“step size” here is not the step size of each ant as it migrates, but the change in the influence
of the elite antlion on the entire ant population in each iteration. At the beginning of the
algorithm, the influence of the elite antlion is loosened so that the ants can explore the
whole parameter space more “freely”. At the end of the algorithm, the influence of the elite
antlion is restored to its original state, which ensures that the improved algorithm has the
same global optimal searching ability as the original antlion algorithm. Therefore, Pd

(A,n)(t)
is redefined as:

Pd
(A,n)(t) =

RA(t) + RE(t)
2

× sin(
current
maxgen

× π

2
) (16)

where RA(t) is the random walk around ants Ssel , RE(t) is the random walk around the
elite antlion Selite, current is the current iteration number, and maxgen is the maximum
iteration number set.

The reason for choosing a sine trigonometric function as multiplier in Equation (16)
is that although we need to enhance the wandering ability of search bodies in the early
stage of the algorithm, we don’t need to let them “indulge” for too long. The sinusoidal
trigonometric function has a high rising speed in the initial stage and will change rapidly
with the change of the independent variable, thus playing a role of scaling step size, and
the whole scaling process is smooth.

In addition, in order to enrich the population diversity and further increase the global
searching ability of the ant-lion algorithm, a method that can enhance the global searching
ability of the ant-lion algorithm should be introduced. A differential evolution algorithm is
a reasonable solution. The algorithm was originally proposed by Storn and Price on the
basis of the evolutionary idea of a genetic algorithm [23]. It is essentially a multi-objective
continuous variable optimization method, used to solve the global optimal solution in
multi-dimensional space. Compared with a genetic algorithm, their common point is to
randomly generate the initial population, respectively calculate the fitness value of each
individual in the population and select individuals according to the value of fitness. Their
main processes both include mutation, crossover, and selection. The difference is that a
genetic algorithm uses the fitness value of individual population to control the parent
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population for hybridization, and then carries out a mutation operation to obtain the
probability value of offspring being selected. In a differential evolution algorithm, each
individual in the population is regarded as a vector. Through vector calculation, the parent
vector is calculated by difference to generate a mutation vector, and then the mutation vector
is hybridized with the parent vector to generate a new vector, which is regarded as the child
and selected with the parent directly, as shown in Figure 2. Differential evolution algorithms
have strong robustness, fast convergence speed, and the most important thing is that they
are easy to implement. The calculation steps of a differential evolution algorithm mainly
include three stages: mutation, crossover, and selection, and “DE/x/y/z” is usually used
to distinguish and represent different evolution methods and operators. In “DE/x/y/z”,
x specifies how to choose a basis vector; y specifies the number of difference vectors in
evolution; z is a way of crossing operations. In addition to selecting strategies for specific
problems, the performance of a differential evolution algorithm is also related to three key
parameters: population size NP, scaling factor F, and crossover probability CR. A reasonable
evolutionary strategy and a set of appropriate key parameters can greatly improve the
convergence speed and accuracy of the algorithm.
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In this paper, we choose the “DE/rand/1/binDE” mode, initialize all the individuals
of the population into n-dimensional vectors, and then randomly generate individual
positions in the search area. In the mutation stage, two vectors are randomly selected
for difference operation to obtain the mutation vector, and then the mutation vector is
scaled and added with a third parent vector to obtain a new child vector. The binomial
crossover operator was used to ensure that at least one dimension of the final test individual
comes from the mutant individual, so as to avoid being the same as the current individual
and ensure the diversity of the population. A random number conforming to uniform
0–1 distribution is generated and compared value with the crossover probability CR. If
the value of the random number is less than CR, the value of the mutant individual
at this dimension is given to the test individual, or the value of the test individual at
this dimension will come from the current individual. In the selection stage, the fitness
values of the new individuals and the original individuals after mutation and crossover
are compared, and the excellent ones are retained while the bad ones are discarded to
ensure that the individuals in the population are currently optimal before entering the next
iteration.
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Specifically in this paper, the combination points of the differential evolution algorithm
and the ant-lion algorithm are as follows:

In each iteration, after obtaining all antlions at the current iteration, the antlions were
variated and differentiated.

Mutation: select several pairs of antlions randomly, regard them as the parent vector,
calculate the difference between them and scale them according to the scaling factor, then
add the scaled difference vector and the vector of the third antlion individual to obtain a
new test body, the formula is defined as follows:

P′(t) = Pd
AL,r1(t) + F · (Pd

AL,r2(t)− Pd
AL,r3(t)) (17)

where F is the scaling factor, r1, r2, r3 is the three different random numbers in the interval
[1, N], P′(t) is the test object obtained by mutation operation in the t-th iteration, and
Pd

AL,r1(t), Pd
AL,r2(t), Pd

AL,r3(t) is r1-th, r2-th, r3-th antlion vector of this iteration. After that,
in order not to make the test body run out of the search range, boundary condition judgment
is also needed, and the formula is as follows:

P′ =

{
Ld(t), i f S′ < Ld(t)

Ud(t), i f S′ ≥ Ud(t)
(18)

where S′ are the individual positions of antlions after mutation, Ld(t) and Ud(t) are the
upper and lower bounds of all ants and antlions in the d-th dimension at t-th iteration.

Crossover: firstly, the crossover probability CR is determined, and the crossover
operator is generated. In this work, we select the binomial operator to randomly generate a
dimension identifier, then generate a random number with uniform distribution within the
interval [0, 1], and compare its value with CR. Thus, a better individual can be selected:

Ui =

{
P′, if r4 ≤ CR

P, otherwise
(19)

where r4 ∈ [0, 1] is a uniformly distributed random number, CR is crossover probability,
also generated between 0 and 1; P′ is a mutant, PE is the elite antlion, Ui is a new individual
retained from the crossover.

Selection: compare the fitness values of the elite antlion PE with the fitness values of
Ui in the previous step, discard those that do not meet the optimization requirements, and
retain the better ones. The formula is as follows:

PAL =

{
Ui, if f (Ui) ≤ f (PE)

PE, otherwise
(20)

In this way, the population diversity of elite antlions is enriched, and the remaining
antlion population is not weaker than the original antlion population, which further
improves the searching ability of antlion algorithm.

2.3. Algorithm Idea and Specific Steps

The improvement of the algorithm mainly focuses on the enrichment of population
diversity and improvement of local search ability. The pseudo-code corresponding to the
Algorithm 1 is shown as follows:
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Algorithm 1 Pseudo-Code of DSALO

Initialize the first population of ants and antlions randomly
Calculate the fitness of ants and antlions
Find the best ant or antlions, then set it as the initial elite antlion
While the maxmum iteration is not reached

For each ant
Select an antlion using Roulette wheel
Update boundaries using Equations (12) and (13)
Make a random walk using Equation (1)
Normalize and update the position of ant using Equations (9) and (16)
End for
Calculate the fitness of all ants
Replace an antlion if its corresponding ant becomes fitter
Apply Mutation, Crossover, and Selection operator to antlions
Update the elite antlion

End while
Return the elite antlion

3. Performance Evaluation of Differential Step-Scaling Ant-Lion Algorithm
3.1. Algorithm Evaluation Criteria

When we use a test function, the optimal value of each test function is already known.
Because of the random walk strategy of the algorithm, the results of the algorithm in each
run may be different. Considering the stability and accuracy of the algorithm, the mean
value of fitness, standard deviation, maximum and minimum are selected as evaluation
criteria of the algorithm.

For an algorithm, if it can obtain a fitter mean value closer to the optimal value, a
smaller fitness standard deviation, a smaller fitness maximum value as well as a smaller
fitness minimum value, it indicates that the algorithm is excellent, or better than other
algorithms in the problems applied in this comparison.

3.2. Test Function

The test functions, corresponding solution intervals and optimal values used in this
paper are shown in Table 1. Of the four test functions, F1 is a unimodal function, F2 and F3
are multimodal functions, and F4 is a composite function [13].

Table 1. Test functions.

Functional Expression Solution The Optimal Value

F1 f1(x) =
n−1
∑

i=1
[100(xi+1 − x2

i )
2
+ (xi − 1)2] [−30, 30] 0

F2 f2(x) = −20 exp
(
−0.2

√
1
n ∑n

i=1 x2
i

)
− exp

(
1
n ∑n

i=1 cos(2πxi)
)
+ 20 + e [−32, 32] 0

F3 f3(x) = 1
4000

n
∑

i=1
x2

i −
n
∏
i=1

cos( xi√
i
) + 1 [−600, 600] 0

F4

f1, f2, . . . , f10 = F3

[σ1, σ2, . . . σ10] = [1, 1, . . . , 1]

[λ1, λ2, . . . , λ10] = [0.05, 0.05, . . . , 0.05]

[−5.12, 5.12] 0

3.3. Analysis of Test Results

In this paper, DSALO is compared with ALO, PSO, and OEALO (Opposition based
Exploratory differential Lion-based Optimization [24]). The dimension of test functions
is set to 50. The test results are shown in Table 2. It can be seen from the table that
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DSALO has significantly improved the search accuracy, which indicates that DSALO has
some certain advantages. Since the original ant-lion algorithm randomly selects the initial
value when the algorithm starts to run, the dependence of the ant-lion algorithm on the
initial value is low, while the DSALO algorithm inherits this characteristic of the original
ant-lion algorithm.

Table 2. Test results.

The Function Name Algorithm Mean Fitness The Standard
Deviation Maximum Fitness Minimum Fitness

F1

DSALO 6.19 × 10−1 1.37 × 101 2.27 1.71 × 10−3

ALO 4.43 × 101 6.83 × 102 8.99 × 102 9.32
PSO 3.73 × 103 1.12 × 101 6.64 × 103 8.93 × 102

OEALO 8.34 2.64 × 101 7.38 1.67 × 10−3

F2

DSALO 5.28 × 10−15 9.46 × 10−3 4.89 × 10−14 8.73 × 10−16

ALO 2.65 × 10−5 5.34 × 10−2 3.92 × 10−5 1.35 × 10−5

PSO 1.79 8.32 × 10−2 3.17 1.01
OEALO 4.74 × 10−5 7.39 × 10−2 1.44 × 10−5 8.39 × 10−6

F3

DSALO 1.06 × 10−15 3.48 3.74 × 10−15 8.88 × 10−16

ALO 9.15 × 10−2 6.83 × 101 4.7 × 10−1 7.63 × 10−2

PSO 4.36 × 10−2 5.69 × 10−1 7.97 × 10−2 3.94 × 10−2

OEALO 3.47 × 10−9 2.04 × 10−3 2.56 × 10−9 4.43 × 10−9

F4

DSALO 3.39 × 10−4 2.71 × 10−1 3.78 × 10−4 3.14 × 10−4

ALO 7.76 × 10−4 1.04 8.67 × 10−4 6.77 × 10−4

PSO 5.36 × 10−4 5.82 7.08 × 10−4 4.35 × 10−4

OEALO 3.57 × 10−4 3.85 × 10−1 3.86 × 10−4 3.03 × 10−4

The DSALO algorithm not only improves the accuracy, but also improves the conver-
gence speed and stability. To intuitively demonstrate this point, the convergence curves
of the DSALO algorithm, original ALO algorithm, PSO algorithm, and OEALO algorithm
with 5 times of running on test functions F1 to F4 are shown in Figures 3–6 respectively. The
test functions are all set as 100 dimensions and the maximum iteration is set to 800. It can be
seen that, on the test function F1, the DSALO proposed in this paper has a relatively strong
improvement in both convergence speed and accuracy. On the test function F2, the PSO
algorithm falls into local optimum earlier. ALO can avoid falling into local optimum, but
its optimization accuracy is not as good as DSALO. OEALO’s effect is better than ALO but
still has a disparity with DSALO. On the test function F3, both PSO and ALO fall into local
optimum earlier. On the test function F4, DSALO and OEALO have similar performances
and both of them are better than PSO and the origin ALO. From these results it can be
concluded that DSALO has a significant performance improvement for multimodal func-
tions, and has a similar performance with OEALO for unimodal and composite functions.
Although DSALO has a similar effect to OEALO, it has a faster convergence speed. Since
the four test functions in this section belong to different types of functions, so it can be
shown that the DSALO algorithm has performs well in unimodal functions, multimodal
functions, and composite functions.
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4. Parameter Optimization of ADRC

In this section, the effectiveness of the DSALO algorithm is illustrated by examples.
The controlled object is assumed to be a tank in industrial manufacture. In the parameter
optimization problem of a linear active disturbance rejection controller, the structure used
is shown in Figure 7:
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The controlled plant is a second-order system with time delay:

Gp(s) =
e−6s

s2 + 3s + 1
(21)

The observer is designed as

F1 =
ω2

o

(s + ωo)
2 , F2 =

ω2
o s2

(s + ωo)
2 (22)

The controller takes the proportional controller ωc.
Thus, we obtain a parameter set {ωo, ωc} to be optimized.
There are two parameters optimization objectives: one is to minimize the IAE index of

the system; the other is to reduce the overshoot of the system as much as possible while
considering the IAE index. Since in this paper the performance of DSALO and OEALO has
been verified in Section 3 that they are both better than the original ALO and PSO, only
DSLAO and OEALO are considered for comparison in this section. Given the randomness
of the algorithms, each algorithm is run 25 times, and only the best results are recorded.

The authors run the simulation of ADRC parameters optimization in the following
hardware environment: Intel® Core™ I7-8700K, Nvidia GeForce GTX 1060, and 16GB
memory. The software environment is a Windows 10 operating system and Matlab R2020b.
According to statistics, when the number of populations is set to 50 and the algorithm
iterates 100 times, the average time of running DSALO to optimize the active disturbance
rejection controller is 32 min, and the average time of running OEALO is 34 min. Given
the complexity of the algorithm and the long control cycle in the process industry, such
operation time is acceptable. It is worth noting that due to the existence of uncertainty,
parameter optimization usually needs to be run at regular intervals. A large number of
iterations can obtain better parameters but is also time-consuming, which may lead to a
phenomenon that the optimization time takes up too much ratio of running interval or
even is longer than the running interval. This phenomenon may cause parameter updates
to be delayed, which in turn has a negative impact on the effectiveness of control. So,
in the problem of ADRC parameter optimization, it needs a compromise between the
optimization effect and computation time. That is the reason why we choose to set the
number of iterations to 100.

The search results of parameters under the two targets are listed in Table 3. Figures 8 and 9
show the corresponding output.
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Table 3. Optimization results.

Performance
Indicators Methods Index Number ωc ωo

IAE
DSALO 2.6116 × 103 1.1899 0.6133
OEALO 2.6776 × 103 1.18026 0.57996

IAE + overshoot
DSALO 3.4860 × 103 0.99298 0.54947
OEALO 3.5029 × 103 0.9577 0.5967
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There is also one thing worth noting. The DSALO algorithm can be applied in
industrial ADRC systems in this way: first collect input and output data of controlled
plant to establish current model of the plant, then integrate the model in simulation
software and take the control performance as objective function/fitness, finally run the
simulation and DSALO simultaneously and the solutions of DSALO are the optimized
parameters of ADRC.

It can be seen from the diagram, whichever kind of index or which kinds of opti-
mization algorithm are used, the optimized performances of disturbance rejection (200 to
250 s) are very good. The difference mainly exists in the procedure of setpoint tracking
(0 to 50 s). Using the parameters obtained by the DASLO algorithm can obtain smaller
indexes. Combined with the meaning of IAE index, which is the corresponding energy
consumption (coal, fuel, natural gas, etc.), the parameters obtained by DSALO have smaller
performance metrics, which means better economy of the optimized system and better for
the environment.

5. Conclusions and Future Perspectives

In this paper, an improved ant-lion algorithm called DSALO is proposed to solve
the parameter optimization problem of ADRC. Because parameters of ADRC are directly
related to the control performance, ulteriorly the economic effectiveness of the controlled
object, finding an optimized set of parameters is of great importance. Specific to this
work, a parameter set {ωo, ωc} is optimized with two performance indexes: IAE and
IAE + overshoot. These indexes are important because they can reflect the economic
effectiveness of a controlled plant in industrial manufacturing. In order to improve search
abilities of origin ALO, differential evolution strategy is introduced to improve global search
ability and a step scaling method is used to enhance local search ability. Experiments on test
functions show that the DSALO algorithm has a significant improvement in accuracy for
multimodal functions and a significantly higher convergence speed for unimodal functions,
multimodal functions, and composite functions. The experimental results show that the
DSALO algorithm has a batter optimization effect, further show that DSALO is capable
of an ADRC parameter optimization problem. Since this is the first time using an ant-lion
based algorithm to optimize the ADRC parameter, this study can be a basis of future
optimization work for different ADRC varieties and nonlinear ADRC.

It should be noted that, however, some aspects can be studied in future work. One
aspect is that DSALO does not show significant accuracy improvement, though a small
improvement exists, for unimodal functions and composite functions. This phenomenon
needs more study and DSALO may need modification at a deeper level. On the other
hand, the convergence speed of DSALO still needs further improvement. As stated in this
paper, an industrial application of optimization algorithms usually inherently compromises
between computation time and accuracy. It means that reducing computation time is of
great importance. Additionally, a parallel version of DSALO should be developed for future
work to deal with some complex cases, which can save the costs of computation time.

Author Contributions: Conceptualization, Q.J.; methodology, Y.Z.; software, Y.Z.; validation, Q.J.;
formal analysis, Y.Z.; investigation, Y.Z.; resources, Q.J.; data curation, Q.J.; writing—original draft
preparation, Y.Z.; writing—review and editing, Q.J.; visualization, Y.Z.; supervision, Y.Z.; project
administration, Q.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

203



Algorithms 2022, 15, 19

References
1. Han, J. From PID to active disturbance rejection control. IEEE Trans. Ind. Electron. 2009, 56, 900–906. [CrossRef]
2. Han, J. The “Extended State Observer” of a Class of Uncertain Systems. Control Decis. 1995, 10, 85–88.
3. Wang, C.; Quan, L.; Zhang, S.; Meng, H.; Lan, Y. Reduced-order model based active disturbance rejection control of hydraulic

servo system with singular value perturbation theory. ISA Trans. 2017, 67, 455–465. [CrossRef] [PubMed]
4. Chang, X.; Li, Y.; Zhang, W.; Wang, N.; Xue, W. Active disturbance rejection control for a flywheel energy storage system.

IEEE Trans. Ind. Electron. 2014, 62, 991–1001. [CrossRef]
5. Chen, Z.; Zheng, Q.; Gao, Z. Active disturbance rejection control of chemical processes. In Proceedings of the 2007 IEEE

International Conference on Control Applications, Singapore, 1–3 October 2007; pp. 855–861.
6. Tao, J.; Sun, Q.L.; Tan, P.L.; Chen, Z.Q.; He, Y.P. Active disturbance rejection control (ADRC)-based autonomous homing control

of powered parafoils. Nonlinear Dynam 2016, 86, 1461–1476. [CrossRef]
7. Hou, Y.; Gao, Z.; Jiang, F.; Boulter, B.T. Active disturbance rejection control for web tension regulation. In Proceedings of the 40th

IEEE Conference on Decision and Control (Cat. No. 01CH37228), Orlando, FL, USA, 4–7 December 2001; pp. 4974–4979.
8. Gao, Z. Scaling and bandwidth-parameterization based controller tuning. In Proceedings of the American Control Conference,

Minneapolis, MN, USA, 4–6 June 2003; pp. 4989–4996.
9. Kang, C.; Wang, S.; Ren, W.; Lu, Y.; Wang, B. Optimization design and application of active disturbance rejection controller based

on intelligent algorithm. IEEE Access 2019, 7, 59862–59870. [CrossRef]
10. Türk, S.; Deveci, M.; Özcan, E.; Canıtez, F.; John, R. Interval type-2 fuzzy sets improved by Simulated Annealing for locating the

electric charging stations. Inf. Sci. 2021, 547, 641–666. [CrossRef]
11. Demirel, N.Ç.; Deveci, M. Novel search space updating heuristics-based genetic algorithm for optimizing medium-scale airline

crew pairing problems. Int. J. Comput. Intell. Syst. 2017, 10, 1082–1101. [CrossRef]
12. Bianchi, L.; Dorigo, M.; Gambardella, L.M.; Gutjahr, W.J. A survey on metaheuristics for stochastic combinatorial optimization.

Nat. Comput. 2009, 8, 239–287. [CrossRef]
13. Mirjalili, S. The Ant Lion Optimizer. Adv. Eng. Softw. 2015, 83, 80–98. [CrossRef]
14. Emary, E.; Zawbaa, H.M.; Hassanien, A.E. Binary ant lion approaches for feature selection. Neurocomputing 2016, 213, 54–65.

[CrossRef]
15. Zawbaa, H.M.; Emary, E.; Grosan, C. Feature selection via chaotic antlion optimization. PLoS ONE 2016, 11, e0150652. [CrossRef]

[PubMed]
16. Yamany, W.; Tharwat, A.; Hassanin, M.F.; Gaber, T.; Hassanien, A.E.; Kim, T.-H. A new multi-layer perceptrons trainer based

on ant lion optimization algorithm. In Proceedings of the 2015 Fourth International Conference on Information Science and
Industrial Applications (ISI), Busan, Korea, 20–22 September 2015; pp. 40–45.

17. Rajan, A.; Jeevan, K.; Malakar, T. Weighted elitism based Ant Lion Optimizer to solve optimum VAr planning problem.
Appl. Soft Comput. 2017, 55, 352–370. [CrossRef]

18. Mouassa, S.; Bouktir, T.; Salhi, A. Ant lion optimizer for solving optimal reactive power dispatch problem in power systems.
Eng. Sci. Technol. Int. J. 2017, 20, 885–895. [CrossRef]

19. Tian, T.; Liu, C.; Guo, Q.; Yuan, Y.; Li, W.; Yan, Q. An improved ant lion optimization algorithm and its application in hydraulic
turbine governing system parameter identification. Energies 2018, 11, 95. [CrossRef]

20. Li, Y.; Feng, B.; Li, G.; Qi, J.; Zhao, D.; Mu, Y. Optimal distributed generation planning in active distribution networks considering
integration of energy storage. Appl. Energy 2018, 210, 1073–1081. [CrossRef]

21. Zainal, M.I.; Yasin, Z.M.; Zakaria, Z. Network reconfiguration for loss minimization and voltage profile improvement using ant
lion optimizer. In Proceedings of the 2017 IEEE Conference on Systems, Process and Control (ICSPC), Meleka, Malaysia, 15–17
December 2017; pp. 162–167.

22. Grzimek, B.; Schlager, N.; Olendorf, D.; McDade, M.C. Grzimek′ s Animal Life Encyclopedia; Gale Farmington Hills: Detroit, MI,
USA, 2004.

23. Storn, R.; Price, K. Differential evolution—A simple and efficient heuristic for global optimization over continuous spaces.
J. Glob. Optim. 1997, 11, 341–359. [CrossRef]

24. Wang, M.J.; Heidari, A.A.; Chen, M.X.; Chen, H.L.; Zhao, X.H.; Cai, X.D. Exploratory differential ant lion-based optimization.
Expert Syst. Appl. 2020, 159, 113548. [CrossRef]

204



algorithms

Article

Behavior Selection Metaheuristic Search Algorithm for the
Pollination Optimization: A Simulation Case of Cocoa Flowers

Willa Ariela Syafruddin *, Rio Mukhtarom Paweroi and Mario Köppen

Department of Computer Science and System Engineering (CSSE), Graduate School of Computer Science and
System Engineering, Kyushu Institute of Technology, 680-4 Kawazu, Fukuoka 820-8502, Japan;
paweroi.rio-mukhtarom223@mail.kyutech.jp (R.M.P.); mkoeppen@ieee.org (M.K.)
* Correspondence: syafruddin.willa-ariela966@mail.kyutech.jp

Abstract: Since nature is an excellent source of inspiration for optimization methods, many opti-
mization algorithms have been proposed, are inspired by nature, and are modified to solve various
optimization problems. This paper uses metaheuristics in a new field inspired by nature; more
precisely, we use pollination optimization in cocoa plants. The cocoa plant was chosen as the object
since its flower type differs from other kinds of flowers, for example, by using cross-pollination.
This complex relationship between plants and pollinators also renders pollination a real-world
problem for chocolate production. Therefore, this study first identified the underlying optimiza-
tion problem as a deferred fitness problem, where the quality of a potential solution cannot be
immediately determined. Then, the study investigates how metaheuristic algorithms derived from
three well-known techniques perform when applied to the flower pollination problem. The three
techniques examined here are Swarm Intelligence Algorithms, Individual Random Search, and
Multi-Agent Systems search. We then compare the behavior of these various search methods based
on the results of pollination simulations. The criteria are the number of pollinated flowers for
the trees and the amount and fairness of nectar pickup for the pollinator. Our results show that
Multi-Agent System performs notably better than other methods. The result of this study are
insights into the co-evolution of behaviors for the collaborative pollination task. We also foresee
that this investigation can also help farmers increase chocolate production by developing methods
to attract and promote pollinators.

Keywords: metaheuristic search algorithm; swarm intelligence; random search; multi-agent sys-
tems; optimization; behavior; pollination of cocoa flowers

1. Introduction

Pollination is a natural process that is required for most plants to produce fruit
and seeds. Cocoa is one of the plants that depend on pollination for successful fruit
formation [1]. The cacao plant (Theobroma cacao) grows almost everywhere globally, but
it is most common in tropical areas such as West Africa, Indonesia, Central and South
America, and Hawaii. This area issue creates a concern for chocolate production because
cocoa flower pollinators prefer humid environments. Only a few fly genera, especially a
tiny midge called Forcipomyia Inornatipennis (FP), can pollinate small flowers. The problem
is because cacao flowers are unlike other flowers. Since the cacao flower is small and
almost odorless, it does not attract the attention of many insects, especially not classical
pollinators such as bees. FP wander to cacao flowers in order to obtain the nectar in bloom
for food and egg maturation. The pollination process in cacao flowers can be summarized
as follows: when the FP takes the nectar from the cacao flower, the FP inadvertently
touches the bunch’s head, causing pollen to be released and to stick to the FP. Pollination
will occur by chance when the pollen picked up by FP on one flower meets the pollen on
another cacao flower that the FP flies to.
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Self-incompatible tree species are primarily cross-compatible, which means they can
fertilize flowers on other trees, including those of the same variety. Cross-pollination is
the only method to ensure successful fertilization because self-pollination is not suitable
for cacao trees and will not result in successful fertilization [2]. This situation implies
matching behaviors of the pollinators. We aim to investigate this process by pollination
simulations on cocoa plants by using three methods of pollinator collaboration:

• Based on Swarm Intelligence Algorithms;
• Based on Individual Random Search;
• Based on Multi-Agent Systems differential search methods.

The study of optimization algorithm behavior to tackle pressing real-world problems
has recently attracted many researchers’ attention. Currently, new algorithms are set up
and focused on achieving a pre-set desired optimization goal. While this can be useful
and efficient in the short term, it is insufficient in the long run as it needs to be repeated
for any new problem that occurs under potentially new specific difficulties. Therefore,
one algorithm cannot be used for all real-world issues.

The development of optimization algorithms is essential because optimization prob-
lems can occur in various scientific fields such as economics, engineering, and medicine.
There are still many researchers around the world working to solve problems in this field.
Classical optimization algorithms are not very efficient at solving real-world problems
because they cannot find the global optima or it requires massive efforts. Bn contrast,
metaheuristic algorithms are more robust at avoiding local optima. They do not need a
cost function gradient because the algorithm’s main “trick” is also to exploit randomness
and concurrency [3].

The paper focuses on theoretical and empirical research investigating approaches
needed to analyze stochastic optimization algorithms and performance assessment con-
cerning different criteria. Figure 1 shows the FP process to pollinate cocoa plants. The FP
can use different search methods to ensure that the FP can collect enough nectar. However,
if the tree pollination has occurred, the tree will no longer expose flowers and not produce
nectar. Consequently, FP will have to seek out other trees that have not yet pollinated to
obtain more nectar. This processing is then implemented in a 3D virtual environment to
demonstrate and compare the effectiveness of the various cocoa pollination methods.

Figure 1. Process flow of Forcipomyia pollination.

This article is organized as follows. In Section 2, the real-world facts on cocoa
pollination are introduced. Section 3 provides the material and methods used in this study.
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Results are presented in Section 4, followed by discussions (Section 5) and conclusions
(Section 6).

2. Real-World Pollination Optimization Problem

Cocoa flower pollination uses a different method of pollination compared to flower
pollination in general. The flowers on these cacao plants are distinct from other plants
since they are small (typical diameter of about 3 cm), which allows the flowers to be
pollinated by only small-bodied insects (most excluding traditional pollinators such as
bees). The flower’s structure with the characteristic hooded petals enclosing the stamens
favors neither self-pollination nor cross-pollination. However, there is considerable
evidence from various sources that natural crossing occurs in a substantial amount. The
reason is that the arrangement of cocoa flowers has distinctive veil petals which protect
stamens that do neither prefer self-pollination nor cross-pollination, even though there
are clear indications from several sources that natural cross-pollination occurs to a certain
extent [4]. Based on the findings of Jones’ (1912) experiments in Dominica, it is clear that
small insects, whether ants, aphids, thrips, or a combination of the three, are the primary
agents involved in the pollination of cocoa flowers [5].

Forcipomyia inornatipennis swarms can be classified into (1) normal and (2) mating
swarms: [6]:

• Normal swarm: The standard FP flight has a 12 h cycle. Swarming activity affecting
the highest number of insects occurs between 5 a.m. and 8 a.m., during which it
rapidly declines to its lowest level, from about midday to around 2 p.m., where it
starts to rise to a second high between 5 a.m. and 6:30 a.m. However, variation in
the behavior of the insects depends on the light of the sun. If the sky is overcast,
the dawn swarm will begin until after 9 a.m. A swarm that is 30–180 cm above the
ground and consists of 4–80 individuals of both sexes may fly in either direction
within a 100 cm radius. The higher the swarm, the more midges leave; thus, the
remaining number of individuals is directly proportional to those engaged in the
hive.

• Mating swarm: Almost 60% of mating swarm activities occur at dusk. The swarm
has 2 to 30 individuals depending on the time of day and both hives have both
sexes. In flight, males actively hunt for females and male mates in a swarm usually
last around 15 min with three or four females. This habit is because the number
of females taking part in flights is always smaller than males. If the swarm does
not contain more than four or five pairs, the number of remaining midges will be
determined by the mating swarm’s size, as long as it exists.

Cocoa flowers have a different shapes compared to flowers in general, rendering
them unattractive to specific potential pollinators. Cocoa flowers have different stamin-
odes, as shown in Figure 2. These staminodes are similar to stamens, which is the male
part of the flower, but they do not contain pollen and, thus, they are sterile. Only tiny
insects at the flower’s base can reach the pollen-producing anthers hidden beneath a hood.
The research conducted by Frimpong-Anin [7] claimed that the variants of converging and
parallel staminode flowers were the ideal types of staminode-style flowers for successful
pollination.

(a) (b) (c)
Figure 2. Three variants of the Cocoa Flowers. (a) Converging. (b) Parallel. (c) Splay.
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Flower pollination is a fascinating natural process that has captivated several authors
who have researched it. The target of flower pollination is to ensure the survival of
the most suitable and optimal plant reproduction in terms of both number and quality.
All of the flower pollination factors and processes mentioned above interact to ensure
that flowering plants reproduce optimally. Therefore, the author [8] introduced a new
algorithm inspired by the perspective of flower pollination. The authors [9] developed
a pollination simulation model and the results revealed that seed production is affected
by pollinator and pollen carrier movement patterns. Another author [10] was inspired
by the relationship between pollinating insects and flowering plants and presented an
agent-based simulation to assess the potential impact of heterospecific pollen transfer
by insects on two species of flowering plants in an environment that included a shared
central region and specific-species refugia.

From the above description, the FP system for pollinating the flowers of the cocoa
plant differs from the characteristics of the flowers in general. Therefore, three methods are
proposed and then evaluated against the FP search method to observe how each method
behaves. Many researchers have shown that eacg living creature in this world possess
different selection behavior [11]. Based on this conclusion, a metaheuristic algorithm
is proposed to assist FP in space exploration. The same can be said about another
metaheuristic algorithm significantly inspired by animal behavior [12–17].

We have adopted the FP’s pollination method based on ideas and concepts intro-
duced in [6]. This process was implemented by using a simulation. Figure 3 shows the
flowchart of our proposed methodology. We create an environment that follows the origi-
nal scenario, such as a cocoa tree with tiny flowers with FP insects. As mentioned earlier,
the FP and tree have a complicated relationship because the tree cannot self-pollinate
and the FP only wants nectar from the cacao flower. Therefore, FP and tree concurrently
follow different flowcharts. Figure 3a shows how the FP is looking for nectar, while
Figure 3b shows how trees can be pollinated by FPs unintentionally by bringing pollen
attached to their body from different trees. Pollinating conditions in this image indicate
that pollination will occur when an is FP closer to the non-pollinated tree, the nectar
amount of the FP increases, and the FP carries poll from that tree. If the FP already carries
poll from another tree, the tree becomes pollinated.

(a) (b)
Figure 3. Flowchart of the pollination model used here: (a) FP. (b) Tree.
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3. Material and Methods
3.1. Material

For the simulation, a cloud-hosted instance of the OpenSimulator server (version
0.9.1) was used. This OpenSimulator provides a suitable environment for performing the
study for offering various frameworks such as server-client architecture, grid architecture,
avatar-based control, concurrency, and scripting support. Within the so-called hypergrid
linking the different server simulations worldwide, it became possible to design an
experimental framework for conducting simulations that can be tested, analyzed, and
upgraded through multi-institutional collaboration [18].

All the experiments for this study were performed on Dual-Core Intel Core i5 Mac-
Book @ 3.1 GHz with 8 GB 2133 MHz LPDDR3 of RAM running the viewer (client) soft-
ware FirestormOS-Releasex64. The OpenSimulator server was running in the Metropolis
Metaversum grid hosted by Hypergrid Virtual Solution UG, as illustrated in Figure 4.

(a) (b)

(c)
Figure 4. Implemented simulation in a 3D virtual environment. (a) FP randomly gathering around the breeding site. (b) FP starts
searching trees. (c) A tree becomes pollinated.

Experimental Environment

The purpose of the experiment was to employ simulated creatures that comply with
FP pollinating cocoa plant flowers by considering the use of the metaheuristics search
algorithm. Utilizing various metaheuristic searches in this research study allows an
almost identical real-life scenario, rendering it easy to observe surprising outcomes and
to explore the benefits or drawbacks of each metaheuristic search used from different
perspectives. In order to accomplish this goal and to calculate the efficiency of the studied
metaheuristic search, the following scenarios are considered:

• FP foraging usually starts from dark moist places such as rotting banana trees, which
is also the breeding site for FP;

• The starting point of the FP is random but is nearby its breeding site;
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• Then, the follow three scenarios for a fixed period can occur: the first case where the
number of reachable trees and the number of FP become the same; the second case
where there are more reachable trees than FP; and the third case is where there are
more FPs than reachable trees.

Table 1. Scenario of experiment.

Experiment 1 Experiment 2 Experiment 3

FP 10 10 20
Tree 10 15 15

Time (minutes) 20 20 20
Number of Simulations 20 20 20

Table 1 and Figure 5 describe how the simulation works in each experiment. For
additional information, the following explains how the simulation works in detail:

• The simulation occurs in circle space with a diameter of 90 m consisting of FP, tree,
and FP breeding sites in the center of the circle space.

• The position of each tree is given in the Figure 5. Since each experiment had various
trees, every tree was around 6 to 10 m apart.

• Before the simulation begins, the FP will be positioned at a random location within
5 m of the breeding site and will remain at the same height during the simulation,
neither rising nor lowering.

• When the simulation begins, one of the algorithm methods is selected, and FP will
start looking for trees in circle space for 20 min without crossing the boundary, with
time steps of 1 s for Idle-Jaya, Idle-Cuckoo, Lévy, and DAG and 2 s for Idle-CSA.

• When an FP is closer than 3 m to a non-pollinated tree, the nectar amount of the FP
increases and the FP carries poll from that tree. If the FP already carries poll from
another tree, the tree become pollinated.

• Each tree exposes one flower. When the FP is near a tree, it will collect one nectar.
The flower will then replicate nectar after 30 s and will not produce flowers again if
pollination is successful.

• FP will fly around search for the trees till a time limit.

(a) (b) (c)
Figure 5. Search space environment of experiment. (a) Experiment 1. (b) Experiment 2. (c) Experiment 3.

3.2. Methodology

We use three different search methods: methods derived from Swarm Intelligence
Algorithms, especially the Jaya algorithm [19], Crow Search Algorithm [20], and Cuckoo
Search Algorithm [14]; the second method is the Individual Random Search method,
Lévy flight [21]; and the last method is the Multi-Agent Systems differential search, i.e.,
Defender Aggressor Game (DAG). However, we did not use the original algorithms but
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had to modify them to fit deferred fitness. This means that we cannot use direct fitness
evaluations, as they are needed especially for the Swarm Intelligence Algorithms. The FP
also could not focus alone on maximizing nectar intake since this has no direct impact
on the number of pollinated trees nor can the trees provide any means to maximize the
number of pollinated trees themselves—they still require the FP for that to be possible.
However, the Swarm Intelligence Algorithms can be redesigned to keep only their explo-
ration components and so we used them in “idle-mode” for the exploration part only;
fitness value evaluations were not utilized. The algorithm modification is for replacing all
fitness-value based internal processing of those algorithms with random decisions. We
will introduce it in the following subsection in more detail.

3.2.1. Swarm Intelligence Algorithm

This paper proposes three swarm algorithms that can solve the FP pollination prob-
lem. Such algorithms, which were inspired by the behavior of social insect colonies and
other animal societies, are known as Swarm Intelligence (SI) and are one of the most
widely used techniques by researchers to solve complex problems [22–24]. SI, in par-
ticular, is frequently used as an inspiration in natural biological systems, involving the
collaborative study of the behavior of individuals from populations interacting with one
another locally. However, as already explained, we do not use direct fitness evaluations
on SI but, instead, a “idle-mode” variant.

Note that the algorithms operate in concurrent modes, each FP described is calculated
at a new position on a periodic schedule within the simulation. There is no looping
through all FP individuals or any central control of the algorithm. Moreover, generally all
FP repositionings are clamped by not exceeding a maximum distance from the hives. A
step Pollination in the following pseudo-codes is, according to the above descriptions, a
tree is pollinated under the condition that current FP already carries poll picked up at a
different tree in the preceding algorithm steps.

Method 1: Idle-Jaya

The Jaya Algorithm is one of the well-known algorithms used by researchers to solve
complex optimization problems. Since this algorithm has no parameters to set, it is known
as a simple algorithm. This Algorithm 1 concept is about the same as Particle Swarm
Optimization (PSO) [25], but Jaya Algorithm tends toward the best and away from the
worst rather than heading to the personal and global best. We used the Idle-Jaya formula
in the pseudo-code below and by changing the concept mildly, we moved randomly
towards the farther FP and away from the closer FP, which replaces the notion of the best
and worst individual in the standard Jaya update formula:

X
′
j,k,l = Xj,k,l + r1,j,i

(
Xj,best,i − |Xj,k,l |

)
− r2,j,i

(
Xj,worst,i − |Xj,k,l |

)
(1)

Notation:

Xj,best,i The value of the variable j for the best candidate;
Xj,worst,i The value of the variable j for the worst candidate;
X
′
j,k,l The updated value of Xj,k,i;

r1,j,i and r2,j,i Random numbers i.i.d. from [0.1].

In this modification dubbed “Idle Jaya”, two other FP are randomly selected and the
closer one is taken as “worst” and the distant one “best”.
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Algorithm 1 The Idle-Jaya.

1: Initialize each FP position
2: Initialize each Tree position
3: while termination condition not satisfied:
4: FPcurrent choose two another random FP; FP1 and FP2.
5: Repeat until FP1 6= FP2.
6: Get position of FP;

Xcurrent = FPcurrent position, X1 = FP1 position, X2 = FP2 position.
7: Calculate distance FP; d1 = d(Xcurrent − X1), d2 = d(Xcurrent − X2)
8: if d1 > d2:
9: X f ar = X1; Xnear = X2.

10: else
11: X f ar = X2; Xnear = X1.
12: end if
13: if r > 0.5 (chance to move to new position):
14: Normalized vector; Xtowards = X f ar − Xcurrent.
15: Normalized vector; Xaway = Xnear − Xcurrent.
16: Calculate new position using; Xnew = Xcurrent + (r ∗ Xtowards)− (r ∗ Xaway).
17: Update new position.
18: end if
19: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
20: if dtree ≤ 3 (Tnearest found):
21: if FP carry poll of Tpoll 6= Tnearest:
22: Pollination.
23: end if
24: FP carry poll of Tnearest; Tpoll = Tnearest
25: end if
26: end while

Method 2: Idle-CSA

Crow Search Algorithm (CSA) is a SI algorithm derived from the crow method to
store food in a hiding place and to retrieve it when needed. The crow is considered
an intelligent bird and Askarzadeh [20] has Stated that a foraging crow resembles an
optimization process. In CSA, the concept of deception is incorporated in a SI algorithm.
According to the pseudo-code in the Idle-CSA Algorithm 2, one FP can operate as both a
position giver and a position receiver at the same time. The per iteration update formula
in CSA is as follows.

Xi,iter+1 = Xi,iter + rix f li,iter(mj,iter − Xi,iter) (2)

Notation:

Xi,iter Position of crow i at time iter in search space;
ri Random number with uniform distribution between 0 and 1;
f li,iter Denotes the flight length of crow i at iteration iter;
mj,iter Denotes either the position of hiding place of crow j at time iter

or a random new location in search space (crows’ deception).
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Algorithm 2 The Idle-CSA.

1: Initialize each FP position
2: Initialize each Tree position
3: Set reach of step; reach.
4: Set base position; basepos.
5: Set radius; radius.
6: while termination condition not satisfied:
7: Choose another FP randomly.
8: Get a response from that FP.
9: response = getResponse().

10: <case: receive position>.
11: Define target move; m = response
12: Get current FP position; Xcurrent.
13: Calculate distance between target move and current FP position; d.
14: Calculate new position; Xnew = Xcurrent + (m− Xcurrent) ∗ r ∗ d
15: Memorize position; Xmemory = Xnew
16: Update new position.
17: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
18: if dtree ≤ 3 (Tnearest found):
19: if FP carry poll of Tpoll 6= Tnearest:
20: Pollination.
21: end if
22: end if
23: end if
24: <case: give position>
25: getResponse():
26: Xmemory = Xcurrent.
27: if r > awareness.
28: response = Xmemory.
29: else
30: response = basepos + r− radius.
31: end if
32: end getResponse
33: end while

Method 3: Idle-Cuckoo Search via Lévy Flights Algorithm

Cuckoo search is an algorithm that combines the breeding activity of a certain cuckoo
species with Lévy flying behavior. Cuckoo search has two search modes: local search and
global search, regulated by the redirect probability. As a result, the search space may be
examined more effectively globally, increasing the probability of discovering the global
optimum. This is because local searches use around one-quarter of the overall search time,
whereas global searches use three-quarter of the total search time [26]. As an SI algorithm,
the main difference compared to other SI algorithms is that a FP applies the position
update of a different individual to itself instead of the other individual, resembling the
parasitic habit of a cuckoo putting its eggs into another bird’s nest.

X(t+1)
i = Xt

j + α
⊕

Lévy(λ) (3)

Notation:

X(t+1)
i Generating new solutions X(t+1) for a cuckoo j; Lévy step is added

to position of individual j;
α > 0 The step size which should be related to the problem scale;
α Weight factor of Lévy step;⊕

Entry-wise multiplications.
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Furthermore, cuckoo search is more efficient since the global search uses Lévy flights
rather than the typical random walk. In Algorithm 3, we used the recommended value of
0.1 for step size α to avoid too distant moves of FP. The details of the Lévy flight will be
discussed in the following algorithm, as this uses the same concept.

Algorithm 3 The Idle-Cuckoo Search via Lévy Flights Algorithm.

1: Initialize each FP position
2: Initialize each Tree position
3: while termination condition not satisfied:
4: FPcurrent choose another one random FP, FP1.
5: Get position of FP; X1 = FP1 position.
6: Calculate new position using Equation (3); Xnew = X1 + RandomLevy() ∗ 0.1.
7: Update new position
8: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
9: if dtree ≤ 3 (Tnearest found):

10: if FP carry poll of Tpoll 6= Tnearest:
11: Pollination.
12: end if
13: FP carry poll of Tnearest; Tpoll = Tnearest
14: end if
15: end while

3.2.2. Individual Random Search

Individual random search refers to an individual who conducts random investiga-
tions by themselves without referring to other FP location.

Method 4: Lévy Flight

Lévy flight is well known for solving diffuseness, scaling, and transmission prob-
lems related to optimization. According to numerous studies, researchers find that the
Lévy technique is universal and many innovations have evolved to boost Lévy flight
efficiency [27]. Lévy flight is essentially a random walk, with the arbitrary stride length
drawn from the Lévy distribution which has infinite variance and infinite mean. Ac-
cording to Reynolds and Frye’s research [28], the fruit flies influenced the Lévy flight
style’s intermittent free-scale search pattern or Drosophila melanogaster exploring their
environment with a succession of straight flight routes interspersed by 90° sudden twists.

A random walk generates Lévy flights with a stride length drawn from the stable
levy distribution, as shown in Algorithm 4. A simple power-law formula is then de-
scribed using the Lévy probability distribution. Here, 0 < β ≤ 2 is the Index of Lévy
distribution [29].

Lévy(s) ∼ |S|−1−β (4)
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Algorithm 4 Individual Lévy Flight.

1: Initialize each FP position
2: Initialize each Tree position
3: Set β.
4: Set list sigma value; list_sigma.
5: Set reach of step; reach.
6: while termination condition not satisfied:
7: if 0.5 < β < 1.95:
8: Calculate index; i = (β/0.05)− 1.
9: Get sigma, σ = list_sigma[i].

10: Choose random value; r1, r2.
11: Calculate normal distribution 1; nd1 =

√
log(r1) ∗ (−2) ∗ cos(2πr2) ∗ σ

12: Calculate normal distribution 2; nd2 =
√

log(r1) ∗ (−2) ∗ cos(2πr2)

13: Calculate random Lévy; levy = nd1/|nd2|(1/β)

14: end if
15: Calculate new position; Xnew = levy ∗ reach ∗ 0.1
16: Update new position.
17: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
18: if dtree ≤ 3 (Tnearest found):
19: if FP carry poll of Tpoll 6= Tnearest:
20: Pollination.
21: end if
22: FP carry poll of Tnearest; Tpoll = Tnearest
23: end if
24: end while

3.2.3. Multi-Agent System

A multi-agent system (MAS) is a system consisting of multiple interacting computing
components known as agents. MAS appears to be a natural metaphor for understanding
and building various types of what we can call an artificial social system. The concept
of MAS is not reliant on a single application domain, but it seems to be prevalent across
various application domains [30]. MAS is commonly used to model self-organizing
systems and emerging behavior but has not been applied much to random searches and
the immediate solution of optimization problems in a generic way. Since not tied to
the direct evaluation of fitness functions, the Pollination Problem also offers MAS the
prospect of an application.

Method 5: Defender-Aggressor-Game (DAG)

We used a basic participation game inspired the Defender-Aggressor-Game (DAG)
in which each player chooses two other players at random. Assume that the selected
players are player A and player B, as shown in Figure 6. Everyone in this game seeks to
position themselves so that their A (the player’s “Defender”) is always between them
and their particular B (the player’s “Aggressor”). Everyone in this game tries to place
herself with A and B in the same concurrent manner. This simple rule maintains the
stable dynamics and keeps all agents moving around randomly, with a low chance that
the pattern stabilizes to a line-like arrangement of all players [31].
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Figure 6. Rules for playing the Defender Aggressor Game.

It is stated in the Algorithm 5 that in order to obtain a new position, the position
must be multiplied by the safety factor of 1.2. The safety factor is the parameter value that
has been determined to move far enough behind the defender but not too far. A value
above 1 but close to 1 is a common choice.

Algorithm 5 DAG.

1: Initialize each FP position
2: Initialize each Tree position
3: while termination condition not satisfied:
4: FPcurrent choose two another random FP; FP1 and FP2.
5: Repeat until FP1 6= FP2.
6: Get position of FP; X1 = FP1 position, X2 = FP2 position.
7: FP1 as aggressor, FP2 as defender.
8: Xnew = X1 + (X2 − X1) ∗ 1.2
9: Update new position.

10: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
11: if dtree ≤ 3 (Tnearest found):
12: if FP carry poll of Tpoll 6= Tnearest:
13: Pollination.
14: end if
15: FP carry poll of Tnearest; Tpoll = Tnearest
16: end if
17: end while

4. Results

The experiment results using the metaheuristic algorithm method from the three
different techniques vary depending on the method’s behavior. Figure 7 represents the
results of these variations by showing the average tree pollination. The time is represented
on the x-axis, which ranges from 0 to 20 min. The first minute represented on the graph
indicates that the average pollination happened between 0:00 and 0:59. Figure 7a indicates
that DAG pollinated more trees at the first minute with an average value of 3.8. Lévy
comes in second with an average value of 2.35, followed by Idle-CSA 2.2, Idle-Cuckco,
and Idle-Jaya with the same average score of 0.95.

All simulations demonstrate a substantial difference in results when using the swarm
algorithm, i.e., Idle-Jaya, Idle-CSA, and Idle-Cuckoo, compared to searches that do not
use swarm behavior approaches such as Lévy flight and DAG; the average percentage
results. Swarm search algorithms such as Idle-Jaya, Idle-CSA, and Idle-Cuckoo need
some time to pollinate more trees, but Lévy flight and DAG require less time to pollinate
more trees. This simulation indicates that the swarm method in pollination here requires
a longer period of time since these algorithms are meant to work together in the search.
However, if using multi-agent system search and individual random search method, more
trees are pollinated in a not too long time period since the range of each FP is different.
The FP acts independently without the need to stay together. In other words, in using SI
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algorithms, we could observe that the FP swarm all close to the same tree, where they
can obtain all nectar but will not cross-pollinate before reaching another tree. Once the
first FP arrives at the other tree, the tree becomes pollinated and the nectar will not be
available to other FP anymore.

(a)

(b)

(c)
Figure 7. The average results from all simulation. (a) Experiment I. (b) Experiment II. (c) Experi-
ment III.
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Aside from the average tree pollination results shown above, this simulation also
shows how much nectar FP collects during a tree search. The average results are shown
in Table 2. The average amount of nectar collected from all simulations also shows that
Lévy flight and DAG collect more nectar, even though the values of other Idle-SI are not
significantly different from the results.

Table 2. The average nectar amount from all simulations.

Algorithm Experiment 1 Experiment 2 Experiment 3

Idle-Jaya 9.55 12.10 15.50
Idle-CSA 10.10 13.20 13.95

Idle-Cuckoo 9.00 15.10 10.40
Levy Flight 10.50 18.80 15.50

DAG 11.70 17.70 16.80

According to Morgan and the researchers of [32], the Gini index is the single best
measure of inequality. The Gini index is a well-known concentration index established by
Corrado Gini [33] more than a century ago to measure the level of inequality in income
distribution and wealth distribution. The Gini index is used here to describe whether FP
nectar intake is spread throughout the FP population in a impartial and balanced manner,
contrary to a situation where few FP pick most of the nectar alone. The Gini index values
for the FP are shown in Table 3. The Gini index from all experiments revealed that FP
distributed nectar equally because zero represents the Gini index of perfect equality. All
values are the same, whereas 1 expresses maximal inequality among FP. However, an
advantage of DAG against other algorithms is notable here.

Table 3. The Gini Index average of the simulated representation of FP distribution nectar.

Algorithm Experiment 1 Experiment 2 Experiment 3

Idle-Jaya 0.53 0.47 0.63
Idle-CSA 0.47 0.39 0.55

Idle-Cuckoo 0.49 0.40 0.64
Lévy Flight 0.48 0.37 0.58

DAG 0.41 0.31 0.49

5. Discussion

After simulating the case of cocoa flower pollination by using various random search
algorithms, the main finding is that Lévy Flight and DAG outperformed the selected SI
search approaches, particularly Idle-Jaya, Idle-CSA, and Idle-Cuckoo Search (that also
includes Lévy flight). Lévy flight and DAG could pollinate more trees than Idle-Jaya,
Idle-CSA, and Idle-Cuckoo in the first several minutes of the simulation out of the three
case simulations demonstrated. According to the paper [34], by comparing the search
algorithm for neural architecture search (NAS), the evolutionary algorithm is better at
handling optimization on NAS. Bn contrast, a random search may be faster but does not
guarantee the best results in the case of the Pollination Problem.

The DAG method used here is not that different from general evolutionary meth-
ods. It can be related to a particular case of Differential Evolution (DE). The original DE
procedure is summarized as follows: A simple differential mutation operation resulting
from two different individuals chosen from the population to disturb a randomly selected
individual as the base vector. Then generate progeny candidates and a one-to-one se-
lection strategy to determine which individuals are still surviving [35]. The main point
is that DE adds the difference vector between two other individuals to itself or a third
randomly selected position for a new search candidate position. DAG essentially does the
same by adding the difference vector of Defender and Aggressor to the Defender. Thus,
it is a differential algorithm as well. DE is as known as a strong metaheuristic in many
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application cases while being easy to use and implement. Based on the results, we can
conclude that DAG outperforms other Idle-SI algorithms. DE is also a favoured algorithm
for solving real-valued continuous optimization problems [36–38].

In addition to DAG, Lévy flight produces good results in second place after DAG.
This result also supports the author’s [39] proposal to include Lévy flight in the Jaya
basic algorithm to improve exploration and exploitation capabilities during the search
process. In this paper, Lévy flight is proposed to be incorporated into Jaya basic algorithm
to facilitate the global search in the initial stages and local stages of the last investigation,
increasing the algorithm’s exploration and local optima avoidance capabilities. However,
Idle-Cuckoo search, a derived SI algorithm from Cuckoo Search, already includes a Lévy
flight and the results show the worst performance among all algorithms studied here.

What is the main benefit of such studies? After all, we cannot consider a head-to-
head competition among algorithms as is common in other studies on the application
of metaheuristic algorithms, for example [40]. This is simply due to the lack of an
immediately available fitness function. However, even when reducing such algorithms
to their exploration component, it shows significant differences in the congruent goal of
pollinating trees that are concomitant to nectar collection. We can observe that the three
types of algorithms refer to cases of more general random search strategies:

• Individual strategies, such as Lévy flight, are such that each FP pursues its trajectory
independent of the other FP. The case is most supported also by biological insights
into insects flight patterns. We can testify that it is a good method but not the best
quality method.

• The FP takes a reference to one or more other FP positions for deciding on the next
move. This is basically implemented in all Swarm Intelligence algorithms. However,
we can see that there is neither a significant advantage concerning nectar intake nor
any gain in the number of pollinated trees. From a biological point of view, it also
rests on the assumption that insects can recognize their species among other objects
in the environment.

• A differential approach in which the FP decides the next step based on a reference
to the offset between two objects in the environment. Our analysis clearly shows
the advantage of this strategy: pollinating the most significant number of trees and
including the fairest distribution of nectar within the population. Moreover, the pun
is on “different objects” and not necessarily other FP to take as reference. It means
that the same method might work as well, e.g., other insect species as reference
points. This method is subject to further investigations.

Practically, the promotion of differential strategies can promote pollination, which
would require related farm experiments. The other impact is on the study of related
optimization problems from this class of deferred fitness problems. In fact, we can find
numerous problems that have been hard to approach so far: the evolution of parasitism
as an example from biology. Moreover, there are congruent constraints in the food supply
chain, for example, producing farm goods to arrive in a new state at some consumer site.

6. Conclusions

Here, we studied the problem of Pollination optimization that came out to be a
concurrent optimization problem with a deferred fitness evaluation. FP and trees act
together in a seamless but also contingent way to achieve this objective.

We investigated three different random search methods: fitness-free versions of
Swarm Intelligence Algorithm, i.e., Idle-Jaya, Idle-CSA, and Idle-Cuckoo Search; the
Individual Random Search method, i.e., Lévy flight; and finally, the Multi-Agent Sys-
tems search method, i.e., Defender-Aggressor-Game (DAG). Those methods have been
compared for simulating cocoa flower pollination.

We chose cocoa pollination as the simulation case because the flowers of the cocoa
plant are unique from other plants. They are small (maximum diameter of 3 cm), allowing
only small insects to pollinate them. Cross-pollination is the only method to ensure
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successful fertilization because the self-pollination of unsuitable varieties will not result
in successful fertilization.

From the results of this study, we can observe the differences among random search
strategies. Concerning the main objective and the ratio of pollinated trees, there is an
apparent gain from the differential method DAG. There are no significant differences
relative to nectar intake and distribution, while there is a better value tendency of DAG.
Generally, we can conclude that there is no best method at all points. However, we can
refer to the results of this simulation for multi-agent and random searches, which may
be more suitable for cocoa pollination in the real world. The simulation approach is also
expected to assist a farmer when it comes to the inadequate pollination of cocoa flowers.
This can improve the cocoa plant’s productivity, as the related setup and experiments
can also be performed by farmers using the same simulation software to learn about the
influence of the various factors in pollination. By utilizing this simulation, farmers can
use this simulation to manage or design their tree or plant placement and the order of
potential nests or breeding site for pollinator nests.
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Abstract: Although current computer vision systems are closer to the human intelligence when it
comes to comprehending the visible world than previously, their performance is hindered when
objects are partially occluded. Since we live in a dynamic and complex environment, we encounter
more occluded objects than fully visible ones. Therefore, instilling the capability of amodal perception
into those vision systems is crucial. However, overcoming occlusion is difficult and comes with its
own challenges. The generative adversarial network (GAN), on the other hand, is renowned for its
generative power in producing data from a random noise distribution that approaches the samples
that come from real data distributions. In this survey, we outline the existing works wherein GAN is
utilized in addressing the challenges of overcoming occlusion, namely amodal segmentation, amodal
content completion, order recovery, and acquiring training data. We provide a summary of the type
of GAN, loss function, the dataset, and the results of each work. We present an overview of the
implemented GAN architectures in various applications of amodal completion. We also discuss the
common objective functions that are applied in training GAN for occlusion-handling tasks. Lastly,
we discuss several open issues and potential future directions.

Keywords: amodal completion; amodal content completion; amodal segmentation; amodal
perception; order recovery; occlusion relationship; GAN; adversarial models

1. Introduction

Artificial intelligence has revolutionized the world. With the advent of deep learning
and machine learning-based models, many applications and processes in our daily life
have been automated. Computer vision is prominently essential in these applications,
and while humans can effortlessly make sense of their surrounding, machines are far
from achieving that level of comprehension. Our environment is dynamic, complex, and
cluttered. Objects are usually partially occluded by other objects. However, our brain
completes the partially visible objects without us being aware of it. The capability of
humans to perceive incomplete objects is called amodal completion [1]. Unfortunately, this
task is not as straightforward and easy for computers to achieve, because occlusion can
happen in various ratios, angles, and viewpoints [2]. An object may be occluded by one or
more objects, and an object may hide several other objects.

GAN is a structured probabilistic model that consists of two networks, a generator
that captures the data distributions and a discriminator that decides whether the produced
data come from the actual data distribution or from the generator. The two networks train
in a two-player minimax game fashion until the generator can generate samples that are
similar to the true samples, and the discriminator can no longer distinguish between the
real and the fake samples.
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Since its first introduction by Goodfellow et al. in 2014, numerous variants of GAN
are proposed, mainly architecture variants and loss variants [3]. The modifications in the
first category can either be in the overall network architecture such as progressive GAN
(PROGAN) [4], in representation of the latent space such as conditional GAN (CGAN) [5],
or in modifying the architecture toward a particular application as in CycleGAN [6]. The
second category of variants encompasses modifications that are introduced to the loss
functions and regularization techniques such as the Wasserstein GAN (WGAN) [7] and
PatchGAN [8].

Despite the various modifications, GAN is challenging to train and evaluate. However,
due to its generative power and outstanding performance, it has a significantly large
number of applications in computer vision, bio-metric systems, medical field, etc. Therefore,
there are a considerable number of reviews carried out on GAN and its application in
different domains (shown in Section 3). There are a limited number of existing reviews that
briefly mention overcoming occlusion in images with GAN. Therefore, in this survey we
concentrate on the applications of GAN in amodal completion in detail. In summary, the
contributions of this survey paper are:

1. We survey the literature for the available frameworks where they utilize GAN in one
or more aspects of amodal completion.

2. We discuss in detail the architecture of existing works and how they have incorporated
GAN in tackling the problems that occur from occlusion.

3. We summarize the loss function, the dataset, and the reported results of the
available works.

4. We also provide an overview of prevalent objective functions in training the GAN
model for amodal completion tasks.

5. Finally, we discuss several directions for the future research in tasks of occlusion
handling wherein GAN can be utilized.

The term “occlusion handling” is polysemous in the computer vision literature. In
object tracking, it mostly refers to the ability of the model to address occlusions and resume
tracking the object once it re-appears in the scene [9]. In classification and detection tasks,
the term indicates determining the depth order of the objects and the occlusion relationship
between them [10]. Other works such as [11,12] define occlusion handling as the techniques
that interpolate the blank patches in an object, i.e., content completion. However, we
believe that, in order to enable a model to address occlusions, it needs the same tasks
defined in amodal completion. Therefore, in this survey we use “amodal completion” and
“occlusion handling” interchangeably.

As a limitation, we only focus on occlusion handling in a single 2D image. Therefore,
occlusion in 3D images, stereo images, and video data are out of the scope of this work.
Additionally, we emphasize on the GAN component of each architecture we reviewed.
As GAN is applied for various tasks in different problems, it is difficult to carry out a
systematic comparison of the existing models. Each model is evaluated on a different
dataset using a different evaluation metric for a different task. In some cases, the papers do
not assess the performance of GAN. In those cases, we present the result of the entire model.

The rest of this document is organized as follows: the methodology for conducting
this survey is presented in Section 2. Next, Section 3 mentions the related available articles
in the literature. Section 4 introduces the fundamental concepts about GAN and its training
challenges, and the aspects of amodal completion. Afterward, Section 5 presents the
problems in amodal completion and how GAN has been applied to address them. The
common loss functions in GAN for amodal completion are discussed in Section 6. In
Sections 7 and 8, future directions and key findings of this survey article are presented.
Finally, conclusions are enunciated in Section 9.

2. Methodology

To perform a descriptive systematic literature review, we begin by forming the re-
search questions which this survey attempts to answer. The questions are (1) what are
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the challenges in amodal completion? (2) how are GAN models applied to address the
problems of amodal completion? Based on the formulated questions, the search terms are
identified to find and collect relevant publications. The search keywords are “GAN AND
occlusion”, “GAN AND amodal completion”, “GAN AND occlusion handling”, “GAN for
occlusion handling”, and “GAN for amodal completion”.

We inspect several research databases, such as IEEE Xplore, Google Scholar, Web of
Science, and Scopus. The list of the returned articles from the search process is sorted
and refined by excluding the publications that do not satisfy the research questions. The
elimination criteria are as follows: the research article addresses aspects of occlusion han-
dling but do not employ GAN; GAN is used in applications other than amodal completion;
the authors have worked on occlusion in 3D data, or video frames. Subsequently, each
of the remaining publications in the list is investigated and summarized. The articles are
examined for the GAN architecture, the objective function, the dataset, the results, and the
purpose of using GAN.

3. Related Works

Occlusion: Handling occlusion has been studied in various domains and applications.
Table 1 shows the list of published surveys and reviews of occlusion in several applications.
A survey of occlusion handling in generic object detection of still images is provided
in [2], focusing on challenges that arise when objects are occluded. Similarly, the most
recent survey article by the authors of [13] provides the taxonomy of problems in amodal
completion from single 2D images. However, none of those review articles concentrate on
the applications of GAN for overcoming occlusion particularly. Other works have focused
on occlusion in specific scopes, such as object tracking [14,15], pedestrians [16,17], human
faces [18–22], automotive environment [23,24], and augmented reality [25]. In contrary, we
review the articles that address occlusion in single 2D images.

Table 1. Existing survey articles about occlusion that were published between 2017 and 2022.

# Title Pub. Year

1 Multiple camera based multiple object tracking under occlusion: A survey [14] IEEE 2017
2 Facial expression analysis under partial occlusion: A survey [18] ACM 2018
3 Occlusion detection and restoration techniques for 3D face recognition: a literature review [19] Springer 2018
4 Overcoming occlusion in the automotive environment—A review [23] IEEE 2019
5 A comprehensive survey on multi object tracking under occlusion in aerial image sequences [15] IEEE 2019
6 A Survey on Occluded Face recognition [26] ACM 2020
7 Occlusion Handling in Generic Object Detection: A Review [2] IEEE 2021
8 Occlusion Handling in Augmented Reality: Past, Present and Future [25] IEEE 2021
9 A survey of face recognition techniques under occlusion [20] Wiley 2021
10 Survey of pedestrian detection with occlusion [16] Springer 2021
11 Occlusion Handling and Multi-scale Pedestrian Detection Based on Deep Learning: A Review [17] IEEE 2022
12 Image Amodal Completion: A Survey [13] arXiv 2022
13 A Literature Survey of Face Recognition Under Different Occlusion Conditions [21] IEEE 2022

Generative Adversarial Network: Due to their power, GANs are ubiquitous in com-
puter vision research. Due to the growing body of published works in GAN, there are
several recent surveys and review papers in the literature investigating its challenges,
variants, and applications. Table 2 contains a list of survey articles that have been published
in the last five years. The list does not include papers that specifically focus on GAN
applications outside the computer vision field.

The authors in [27–32] discuss the instability problem of GAN with the various tech-
niques and improvisations that have been designed to stabilize its training. Adversarial
attack can be carried out against machine learning models by generating an input sample
that leads to unexpected and undesired results by the model. Sajeeda et al. [27] investi-
gate the various defense mechanisms to protect GAN against such attacks. Li et al. [33]
summarize the different models into two groups of GAN architectures: the two-network
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models and the hybrid models, which are GANs combined with an encoder, autoencoder,
or variational autoencoder (VAE) to enhance the training stability. The authors of [34,35]
explore the available evaluation metrics of GAN models. Other works have discussed the
application of different GAN architectures for computer vision [36,37], image-to-image
translation [38,39], face generation [40,41], medical field [29,42–44], person re-identification
(ReID) [45], audio and video domains [29], generating and augmenting training data [46,47],
image super-resolution [39,48], and other real-world applications [39,45,49,50]. Some of the
mentioned review articles discuss the occlusion handling as an application of GAN very
briefly, without detailing the architecture, loss functions, and the results.

Table 2. Available survey articles about GAN that were published between 2017 and 2022.

# Title Pub. Year

1 Generative adversarial networks: introduction and outlook [37] IEEE 2017
2 Comparative study on generative adversarial networks [51] arXiv 2018
3 Generative adversarial networks: An overview [52] IEEE 2018
4 Recent progress on generative adversarial networks (GANs): A survey [34] IEEE 2019
5 How generative adversarial networks and their variants work: An overview [32] ACM 2019

6 Generative adversarial networks (GANs): An overview of theoretical model, evaluation metrics, and recent
developments [35] arXiv 2020

7 Generative adversarial network technologies and applications in computer vision [36] Hindawi 2020
8 Generative adversarial networks in digital pathology: a survey on trends and future potential [42] Elsevier 2020
9 Deep generative adversarial networks for image-to-image translation: A review [38] MDPI 2020
10 A Review on Generative Adversarial Networks: Algorithms, Theory, and Applications [50] IEEE 2021
11 Generative adversarial network: An overview of theory and applications [49] Elsevier 2021
12 The theoretical research of generative adversarial networks: an overview [33] Elsevier 2021
13 Generative adversarial networks (GANs) challenges, solutions, and future directions [28] ACM 2021
14 Generative adversarial networks: a survey on applications and challenges [31] Springer 2021
15 A survey on generative adversarial networks for imbalance problems in computer vision tasks [46] Springer 2021
16 Generative Adversarial Networks and their Application to 3D Face Generation: A Survey [41] Elsevier 2021
17 Applications of generative adversarial networks (GANs): An updated review [45] Springer 2021
18 Generative Adversarial Networks in Computer Vision: A Survey and Taxonomy [3] ACM 2022
19 Exploring Generative Adversarial Networks and Adversarial Training [27] Elsevier 2022
20 Generative Adversarial Networks for face generation: A survey [40] ACM 2022
21 Generative Adversarial Networks: A Survey on Training, Variants, and Applications [30] Springer 2022
22 Augmenting data with generative adversarial networks: An overview [47] IOS 2022
23 A Survey on Training Challenges in Generative Adversarial Networks for Biomedical Image Analysis [43] arXiv 2022
24 Attention-based generative adversarial network in medical imaging: A narrative review [44] Elsevier 2022
25 Generative adversarial networks for image super-resolution: A survey [48] arXiv 2022
26 Generic image application using GANs (Generative Adversarial Networks): A Review [39] Springer 2022
27 A Survey on Generative Adversarial Networks: Variants, Applications, and Training [29] ACM 2022

In this paper, we focus on the works that combine the two above-mentioned topics.
Specifically, we want to present the works that have been carried out to tackle the problems
that arise from occlusion using GAN. However, depending on the nature of the problems,
the applicability of GAN varies. For example, in amodal appearance generation, GAN is
the optimal choice of architecture. Comparably, in amodal segmentation and order recovery
tasks, it is less used.

4. Background
4.1. Generative Adversarial Network

GAN is an unsupervised generative model that contains two networks, namely a
generator and a discriminator. The two networks learn in an adversary manner similar to
the min–max game between two players. The generator tries to generate a fake sample
that the discriminator cannot distinguish from the real sample. On the other hand, the
discriminator learns to determine whether the sample is real data or generated. The
generator G takes a random noise z as input. It learns a probability distribution pg over
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data x to generate fake samples that imitate the real data distribution (pdata). Then, the
generated sample is forwarded to the discriminator D which outputs a single scalar that
labels the data as real or fake (Figure 1). The classification result is used in training G as
gradients of the loss. The loss guides G to generate samples that are less likely and more
challenging to be labeled as fake by the D. Overtime, G becomes better in generating more
realistic samples that would confuse D, and D becomes better at detecting fake samples.
They both try to optimize their objective functions, in other words, G tries to minimize its
cost value and D tries to maximize its cost value.

min
G

max
D

V(D, G) = Ex∼pdata(x)[logD(x)] +Ez∼pz(z)[log(1− D(G(z)))] (1)

Equation (1) was designed by Goodfellow et al. [53] to compute the cost value of GAN
where x is the real sample from the training dataset, G(z) is the generated sample, and D(x)
and D(G(z)) are the discriminator’s verdict that x is real and the fake sample G(z) is real.
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Figure 1. Architecture of the original GAN [53].

There are numerous variations of the original GAN. Among the most prominent ones
are CGAN, WGAN, and Self-Attention GAN (SAGAN) [54]. CGAN extends the original
GAN by taking an additional input which is usually a class label. The label conditions
the generated data to be of a specific class. Therefore, the loss function in (1) becomes
as follows:

min
G

max
D

V(D, G) = Ex∼pdata(x)[logD(x | c)] +Ez∼pz(z)[log(1− D(G(z | c)))] (2)

where c is the conditional class label.
In order to prevent the vanishing gradient and mode collapse problems (discussed

below), WGAN applies an objective function that implements the Earth-Mover (EM) [55]
distance for comparing the generated and real data distributions. EM helps in stabilizing
GAN’s training and the equilibrium between the generator and the discriminator. If the
gradient of the loss function becomes too large, WGAN will employ weight clipping.
WGAN Gradient Penalty (WGAN-GP) [56] extends WGAN by introducing a penalty term
instead of the weight clipping to enhance the training stability, convergence power, and
output quality of the network. Moreover, SAGAN applies an attention mechanism to
extract features from a broader feature space and capture global dependencies instead of
the local neighborhoods. Thus, SAGAN can produce high-resolution details in data as it
borrows cues from all feature locations in contrast to the original GAN that depends on
only spatially local points.

In theory, both G and D are expected to converge at the Nash equilibrium point.
However, in practice this is not as simple as it sounds. Training GANs is challenging,
because they are unstable and difficult to evaluate. GANs are notorious for several issues,
which are already covered intensively in the literature; therefore, we will only discuss them
briefly below.
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4.1.1. Achieving Nash Equilibrium

In game theory, Nash equilibrium is when none of the players will change their strategy
no matter what the opponents do. In GAN, the game objective changes as the networks take
turn during the training process. Therefore, it is particularly difficult to obtain the desired
equilibrium point due to the adversarial behavior of its networks. Typically, gradient
descent is used to find the minimum value of the cost function during training. However,
in GAN, decreasing the cost of one network leads to the increase in the cost of the other
network. For instance, if one player minimizes xy with regard to x and another player
minimizes −xy with regard to y, gradient descent reaches a stable sphere, but it does not
converge to the equilibrium point which is x = y = 0 [57].

4.1.2. Mode Collapse

One of the major problems with GANs is that they are unable to generalize well.
This poor generalization leads to mode collapse. The generator collapses when it cannot
generate large diverse samples known as complete collapse, or it will only produce a
specific type (or subset) of target data that will not be rejected by the discriminator as being
fake, known as partial collapse [53,57].

4.1.3. Vanishing Gradient

GAN is challenging to train due to the vanishing gradient issue. The generator stops
learning when the gradients of the weights of the initial layers become extremely small.
Thus, the discriminator confidently rejects the samples produced by the generator [58].

4.1.4. Lack of Evaluation Metrics

Despite the growing progress in the GAN architecture and training, evaluating it
remains a challenging task. Although several metrics and methods have been proposed,
there is no standard measure for evaluating the models. Most of the available works
propose a new technique to assess the strength and the limitation of their model. Therefore,
finding a consensus evaluation metric remains an open research question [59].

4.2. Amodal Completion

Amodal completion is the natural ability of humans to discern the physical objects in
the environment even if they are occluded. Our environment contains more partially visible
or temporarily occluded objects than fully visible ones. Hence, the input to our visual
system is mostly incomplete and segmented. Yet, we innately and effortlessly imagine
the invisible parts of the object in our mind and perceive the object as complete [1]. For
instance, if we only see a half of stripped legs in the zoo, we can tell that there is a zebra in
that territory.

As natural and seamless this task is for humans, for computers it is challenging yet
essential. This is because the performance of most computer vision-related real-world
applications drop when objects are occluded. For example, in autonomous driving, the
vehicle must be able to recognize and identify the complete contour of the objects in the
scene to avoid accidents and drive safely.

Our environment is complex, cluttered, and dynamic. An object may be behind one
or more other objects, or an object may hide one or more other objects. Thus, possible
occlusion patterns between objects are endless. Therefore, the shape and appearance of
occluded objects are unbounded.

Whenever a visual system requires de-occlusion, there are three sub-tasks involved in
the process (Figure 2). Firstly, inferring the complete segmentation mask of the partially
visible objects, including the hidden region. Secondly, predicting and reconstructing the
RGB content of the occluded area based on the visible parts of the object and/or the
image. Often, these two sub-tasks require the result of the third sub-task, which determines
the depth order of the objects and the relationship between them, i.e., which object is
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the occluder and which one is the occludee. Several of the existing works address these
sub-tasks simultaneously.

b) Amodal segmentation

Image

a) Instance segmentation

b) Occlusion order

c) Amodal mask

a) Modal mask

Amodal segmentation

a) Incomplete object

b) Completed object

Amodal appearance reconstruction

Mango

Banana 1

Banana 2

Peach

Lemon

Order recovery

b) Invisible mask

Figure 2. The three sub-tasks in amodal completion.

Designing and training a model that could perform any/all of the above-mentioned
sub-processes presents several challenges. In the following section, we explore the existing
works in the literature wherein a GAN architecture is implemented to address those obstacles.

5. GAN in Amodal Completion

The taxonomy of the challenges in amodal completion is presented by Ao et al. [13]. In
the following sections, we present how GAN has been used to address each challenge. In
exploring the existing research papers, we emphasized the aspects of amodal completion
wherein GAN was utilized, not the original aim of the paper.

5.1. Amodal Segmentation

Image segmentation tasks such as semantic segmentation, instance segmentation, or
panoptic segmentation solely predict the visible shape of the objects in a scene. Therefore,
these tasks mainly operate with modal perception. Amodal segmentation, on the other
hand, works with amodal perception. It estimates the shape of an object beyond the visible
region, i.e., the visible mask (also called the modal mask) and the mask for the occluded
region, from the local and the global visible visual cues (see Figure 3).

Amodal segmentation is rather challenging, especially if the occluder is of a different
category (e.g., the occlusion between vehicles and pedestrians). The visible region may
not hold sufficient information to help in determining the whole extent of the object.
Contrariwise, if the occluder is an instance of the same category (e.g., occlusion between
pedestrians), since the features of both objects are similar, it becomes difficult for the
model to estimate where the boundary of one object ends and the second one begins.
In either case, the visible region plays a significant role in guiding the amodal mask
generation process. Therefore, most existing methods require the modal mask as input. To
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alleviate the need for a manually annotated modal mask, many works apply a pre-trained
instance segmentation network to obtain the visible mask and utilize it as input.

(a) Image. (b) Semantic segmentation. (c) Instance segmentation.

(d) Panoptic segmentation. (e) Amodal segmentation.

Figure 3. Different types of image segmentation.

In the following, we describe the architecture of the GAN-based models that are used
in generating the amodal mask of the occluded objects.

A two hourglass generator: Zhou et al. [60] apply a pre-trained instance segmentation
network on the input image to obtain an initial mask and feeds it to a two-stage pipeline
for human deocclusion. Given the initial mask, the generator implements two hourglass
modules to refine and complete the modal mask to produce the amodal mask at the end.
A discriminator enhances the quality of the output amodal mask. An additional parsing
result accompanies the result of the generator, which is employed by a Parsing Guided
Attention (PGA) module to reinforce the semantic features of body parts at multiple scales
as a part of a parsing guided content recovery network. The latter uses a combination
of UNet [61] and partial convolutions [62] in generating the content of the invisible area.
The additional parsing branches add extra semantic guidance, which improves the final
invisible mask.

A coarse-to-fine architecture with contextual attention: Xiong et al. [63] firstly em-
ploy a contour detection module to extract the visible contour of an object and then
complete it through a contour completion network. The contour detection module uses
DeepCut [64] to segment prominence objects, and performs noise removal and edge de-
tection to extract the incomplete contour of the object from the segmentation map. Then,
the contour completion network learns to conjecture the foreground contour. The contour
completion network is composed of a generator and a discriminator. The generator has
a coarse-to-fine architecture, each with a similar encoder–decoder structure, except that
the refinement network employs a contextual attention layer [65]. Finally, the completed
contour along with the ground-truth image are fed to the discriminator which produces a
score map to indicate the originality of each region in the generated contour mask and can
decide whether the mask aligns with the contour of the image. The discriminator is a fully
convolutional PatchGAN [8] trained with a hinge loss. The results show that the contour
completion step assists in the explicit modeling of the background and the foreground
layer borders, which leads to less evident artifacts in the completed foreground objects.

A generator with priori knowledge: The authors of [66] also utilize a pre-trained
instance segmentation model to obtain the visible human mask, which is fed with the input
image into a GAN-based model to produce the amodal mask of occluded humans. The
model predicts the mask of the invisible region through an hourglass network structure.
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The local fine features and the higher-level semantic details are aggregated in the encoding
stage, and they are added to each layer’s feature maps in the decoding stage. The pre-
dicted amodal mask is evaluated by a Patch-GAN discriminator. To improve the amodal
segmentation outcome, some typical human poses are concatenated with the feature maps
as a priori information to be used in the decoding stage. Although the a priori knowledge
enhances the predicted amodal masks, it restricts the application of the model to humans
with specific poses.

A coarse-to-fine architecture with multiple discriminators: In the applications such
as visual surveillance and autonomous driving, path prediction, and intelligent traffic
control, detecting vehicles and pedestrians is essential. However, these are often obstructed
by other objects which makes the task of learning the visual representation of intended
objects more challenging. The model in [67] aims to recover the amodal mask of a vehicle
and the appearance of its hidden regions iteratively. To tackle both tasks, the model is
composed of two parts: a segmentation completion module and an appearance recovery
module. The first network, follows an initial-to-refined framework. Firstly, an initial
segmentation mask is generated by taking an input image with occluded vehicles through
a pre-trained segmentation network. Then, the input image is fed again into the next
stage after it is concatenated with the output from the initial stage. The second part,
in contrary to a standard GAN, has a generator with an encoder–decoder structure, an
object discriminator, and an instance discriminator. To assist the model in producing more
realistic masks, an additional 3D model pool is employed. This provides silhouette masks
as adversarial samples which motivates the model to learn the defining characteristics of
actual vehicle masks. The object discriminator, which uses a Stack-GAN structure [68],
enforces the output mask to be similar to a real vehicle, whereas the instance discriminator
with a standard GAN structure aims at producing an output mask similar to the ground-
truth mask. The recovered mask is fed to the appearance recovery module to regenerate
the whole foreground vehicle. Both modules are trained with reconstruction loss (i.e., L1
loss) and perceptual loss. Although using the 3D model pool and multiple discriminators
produces better amodal masks, when the model is tested on synthetic images with different
types of synthetic occlusions, it requires multiple iterations to progressively eliminate the
occlusions. However, on real images with less severe occlusions, the model is unable to
refine the results beyond three iterations and its performance declines.

5.2. Order Recovery

In order to apply any de-occlusion or completion process, it is essential to determine
the occlusion relationship and identify the depth order between the overlapping compo-
nents of a scene. Other processes such as amodal segmentation and content completion
depend on the predicted occlusion order to accomplish their tasks. Therefore, vision sys-
tems need to distinguish the occluders from the occludees, and to determine whether an
occlusion exists between the objects. Order recovery is vital in many applications, such as
semantic scene understanding, autonomous driving, and surveillance systems.

The following works attempt to retrieve the depth order/layer order between the
objects in a scene through utilizing a GAN-based architecture.

A generator with multiple discriminators: Dhamo et al. [69] present a method to
achieve layered depth prediction and view synthesis. Given a single RGB image as input,
the model learns to synthesize a RGB-D view from it and hallucinates the missing regions
that were initially occluded. Firstly, the framework uses a fully-convolutional network to
obtain a depth map and a segmentation mask for foreground and background elements
from the input image. Depending on the predicted masks, the foreground objects are erased
from the input image and the obtained depth map (RGB-D). Then, a Patch-GAN [8]-based
network is used to refill the holes in the RGB-D background image that were created from
removing the foreground objects. The network has a pair of discriminators to enforce
inter-domain consistency. This method has data limitations, as it is difficult to obtain
ground-truth layered depth images in real-world data.
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Inferring the scene layout beyond the visible view and hallucinating the invisible parts
of the scene is called amodal scene layout. MonoLayout, proposed in [70], provides the
amodal scene layout in the form of bird’s eye view (BEV) in real time. With a single input
image of a road scene, the framework delivers a BEV of static (such as sidewalks and street
areas) and dynamic (vehicles) objects in the scene, including the partially visible compo-
nents. The model contains a context encoder, two decoders, and two discriminators. Given
the input image, the encoder captures the multi-scale context representations of both static
and dynamic elements. Then, the context features are shared with two decoders, an amodal
static scene decoder and a dynamic scene decoder, to predict the static and dynamic objects
in BEV. The decoders are regularized by two corresponding discriminators to encourage the
predictions to be similar to the ground-truth representations. The context sharing within
the decoders achieves better performance of amodal scene layout. MonoLayout can infer
19.6 M parameters in 32 fps. However, it needs generalization for unseen scenarios.

A single generator and discriminator: Zheng et al. [71] tackle the amodal scene
understanding by creating a layer-by-layer pipeline (Completed Scene Decomposition
Network (CSDNet)) to extract and complete RGB appearance of objects from a scene, and
make sense of their occlusion relation. In each layer, CSDNet only separates the foreground
elements that are without occlusion. This way, the system identifies and fills the invisible
portion of each object. Then, the completed image is fed again to the model to segment
the fully visible objects. In this iterative manner, the depth order of the scene is obtained,
which can be used to recompose a new scene. The model is composed of a decomposition
network and a completion network. The decomposition network follows Mask-RCNN [72]
with an additional layer classification branch to estimate the instance masks, and determine
whether an object is fully or partially visible. The predicted masks are forwarded to the
completion network, which uses an encoder–decoder to complete the resultant holes in
the masked image. By masking the fully visible objects in each step and the iterative
completion of the objects in the scene, the earlier completion information is propagated
to the later steps. Nonetheless, the model is trained on a rendered dataset; therefore, it
cannot generalize well to real scenes that are unlike the rendered ones. In addition, the
completion errors over the layers are accumulated, which leads to a drop in accuracy when
the occlusion layers are too numerous.

On the other hand, Dhamo et al. [73] present an object-oriented model with three parts:
object completion, layout prediction, and image re-composition, while the object completion
unit attempts to fill the occluded area in the input RGBA image through an auto-encoder, the
layout prediction uses a GAN architecture to estimate the RGBA-D (the RGBA and depth
images) background, i.e., the object-free representation of the scene. The model infers the
layered representation of a scene from a single image and produces a flexible number of
output layers based on the complexity of the scene. However, the global and the local contexts,
and the spatial relationship between the objects in the scene, are not considered.

5.3. Amodal Appearance Reconstruction

Recently, there has been a significant progress in image inpainting methods, such as
the works in [65,74]. However, these models recover the plausible content of a missing area
with no knowledge about which object is involved in that part. On the contrary, amodal
appearance reconstruction (also known as amodal content completion) models require
identifying individual elements in the scene, and recognizing the partially visible objects
along with their occluded areas, to predict the content for the invisible regions.

Therefore, the majority of the existing frameworks follow a multi-stage process to
address the problem of amodal segmentation and amodal content completion as one
problem. Therefore, they depend on the segmentator to infer the binary segmentation mask
for the occluded and non-occluded parts of the object. The mask is then forwarded as input
to the amodal completion module, which tries to fill in the RGB content for the missing
region indicated by the mask.
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Among the three sub-tasks of amodal completion, GAN is most widely used in
amodal content completion. In this section, we present the usage of GAN in amodal
content completion for a variety of computer vision applications.

5.3.1. Generic Object Completion

GANs are unable to estimate and learn the structure in the image implicitly with
no additional information about the structures or annotations regarding the foreground
and background objects during training. Therefore, Xiong et al. [63] propose a model that
is made up of a contour detection module, a contour completion module, and an image
completion module. The first two modules learn to detect and complete the foreground
contour. Then, the image completion module is guided by the completed contour to
determine the position of the foreground and the background pixels. The incomplete input
image, the completed contour, and the hole mask are fed to the image completion network
to fill the missing part of the object. The network has a similar coarse-to-fine architecture as
the contour completion module. However, the depth of the network weakens the effect
of the completed contour. Therefore, the complete contour is passed to both the coarse
network and the refinement network. The discriminator of the image completion network
is a PatchGAN that is trained with hinge loss and requires the generated fake image or the
ground-truth image with the hole mask. The experiments show that, under the guide of
the contour completion, the model can generate completed images with less artifacts and
complete objects with more natural boundaries. However, the model will fail to produce
results without artifacts and color discrepancy around the holes due to implementing
vanilla convolutions in extracting the features.

Therefore, Zhan et al. [75] use CGAN and partial convolution [62] to regenerate the
content of the missing region. The authors apply the concept of partial completion to
de-occlude the objects in an image. In the case of an object hidden by multiple other
objects, the partial completion is performed by considering one object at a time. The model
partially completes both the mask and the appearance of the object in question through two
networks, namely Partial Completion Network-mask (PCNet-M) and Partial Completion
Network-content (PCNet-C), respectively. A self-supervised approach is implemented
to produce labeled occluded data to train the networks, i.e., a masked region is obtained
by positioning a randomly selected occluder from the dataset on top of the concerned
object. Then, the masked occludee is passed to the PCNet-M to reproduce the mask of the
invisible area, which in turn is given to the PCNet-C. Although the self-supervised and
partial completion techniques alleviate the need for annotated training data, the generated
content contains the remaining of the occluder and its quality is not good if it has texture.

Ehsani et al. [76] trained a GAN-based model dubbed SeGAN. The model consists of
a segmentator which is a modified ResNet-18 [77], and a painter which is a CGAN. The
segmentator produces the full segmentation mask (amodal mask) of the objects including
the occluded parts. On the other hand, the painter, which consists of a generator and a
discriminator, takes in the output from the segmentator and reproduces the appearance
of the hidden parts of the object based on the amodal mask. The final output from the
generator is a de-occluded RGB image which is then fed into the discriminator. As a
drawback, the model is trained on a synthetic dataset, which presents an inevitable domain
gap between the training images and the real-world testing images.

Furthermore, Kahatapitiya et al. [78] aim to detect and remove the unrelated occluders,
and inpaint the missing pixels to produce an occlusion-free image. The unrelated objects are
identified based on the context of the image and a language model. Through a background
segmentator and the foreground segmentator, the background and foreground objects
are extracted, respectively. The foreground extractor produces pixel-wise annotations for
the objects (i.e., thing class) and the background segmentator outputs the background
objects (i.e., stuff class). Then, the relation predictor uses the annotations to estimate the
relation of each foreground object to the image context based on a vector embedding
of class labels trained with a language model. The result of the relation prediction can
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detect any unrelated objects which are considered as unwanted occlusion. Consequently,
the relations and pixel annotations of the thing class are fed into the image inpainter to
mask and recreate the pixels of the hidden object. The image inpainter is based on the
contextual attention model by Yu et al. [65], which employs a coarse-to-fine model. In
the first stage, the mask is coarsely filled in. Then, the second stage utilizes a local and
a global WGAN-GP [56] to enhance the quality of the generated output from the coarse
stage. A contextual attention layer is implemented to attend to similar feature patches from
distant pixels. The local and global WGAN-GP enforce global and local consistency of
the inpainted pixels [65]. The contextual information helps in generating a de-occluded
image; however, the required class labels of the foreground and background objects limit
the applicability of the method.

5.3.2. Face Completion

Occlusion is usually present in faces. The occluding objects can be glasses, scarf, food,
cup, microphone, etc. The performance of biometric and surveillance systems can degrade
when faces are obstructed or covered by other objects, which raises a security concern.
However, compared to background completion, facial images are more challenging to
complete since they contain more appearance variations, especially around the eyes and
the mouth. In the following, we categorize the available works for face completion based
on their architecture.

A single generator and discriminator: Cai et al. [79] present an Occlusion-Aware
GAN (OA-GAN), with a single generator and discriminator, that alleviates the need for
an occlusion mask as an input. Through using paired images with known mask of ar-
tificial occlusions and natural images without occlusion masks, the model learns in a
semi-supervised way. The generator has an occlusion-aware network and a face com-
pletion network. The first network estimates the mask for the area where the occlusion
is present, which is fed into the second network. The latter then completes the missing
region based on the mask. The discriminator employs an adversarial loss, and an attribute
preserving loss to ensure that the generated facial image has similar attributes to the input
image.

Likewise, Chen et al. [80] depend on their proposed OA-GAN to automatically identify
the occluded region and inpaint it. They train a DCGAN on occlusion-free facial images,
and use it to detect the corrupted regions. During the inpainting process, a binary matrix is
maintained, which indicates the presence of occlusion in each pixel. The detection of occluded
region alleviates the need for any prior knowledge of the location and type of the occlusion
masks. However, incorrect occlusion detection leads to partially inpainted images.

Facial Structure Guided GAN (FSG-GAN) [81] is a two-stage model with a single
generator and discriminator. In the first part, a variational auto-encoder estimates the facial
structure which is combined with the occluded image and fed into the generator of the
second stage. The generator (UNet), guided by the facial structure knowledge, synthesizes
the deoccluded image. A multi-receptive fields discriminator encourages a more natural
and less ambiguous appearance of the output image. Nevertheless, the model cannot
remove occlusion in a face image with large posture well, and it cannot correctly predict
the facial structure under severe occlusions, which leads to unpleasant results.

Multiple discriminators: Several of the existing works employ multiple discrimina-
tors to ensure that the completed facial image is semantically valid and consistent with
the context of the image. Li et al. [82] train a model with a generator, a local discriminator,
a global discriminator, and a parsing network to generate an occlusion-free facial image.
The original image is masked with a randomly positioned noisy square and fed into the
generator which is designed as an auto-encoder to fill the missing pixels. The discrim-
inators, which are binary classifiers, enhance the semantic quality of the reconstructed
pixels. Meanwhile, the parsing network enforces the harmony of the generated part and
the present content. The model can handle various masks of different positions, sizes,
and shapes. However, the limitations of the model include the facts that (1) it cannot
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recognize the position/orientation of the face and its corresponding elements which leads
to unpleasant generative content; (2) it fails to correctly recover the color of the lips; (3) it
does not capture the full spatial correlations within neighboring pixels.

Similarly, Mathai et al. [83] use an encoder–decoder for the generator, a Patch-GAN-
based local discriminator, and a WGAN-GP [56]-based global discriminator to address
occlusions on distinctive areas of a face and inpaint them. Consequently, the model’s ability
in recognizing faces improves. To minimize the effect of the masked area on the extracted
features, two convolutional gating mechanisms are experimented: hard gating mechanism
known as partial convolutions [62] and a soft gating method based on sigmoid function.

Liu et al. [84] also follow the same approach by implementing a generator (autoen-
coder), a local discriminator, and a global discriminator. A self-attention mechanism is
applied in the global discriminator to enforce complex geometric constrains on the global
image structure, and model long-range dependencies. The authors report the results for
the facial landmark detection only, without providing the experimental data.

Moreover, Cai et al. [85] present FCSR-GAN to create a high-resolution deoccluded
image from a low-resolution facial image with partial occlusions. At first, the model
is pre-trained for face completion to recover the missing region. Afterward, the entire
framework is trained end-to-end. The generator comprises a face completion unit and a
face super-resolution unit. The low-resolution occluded input image is fed into the face
completion module to fill the missing region. The face completion unit follows an encoder–
decoder layout and the overall architecture is similar to the generative face completion by
Li et al. [82]. Then, the occlusion-free image is fed into the face super-resolution module
which adopts a SRGAN [86]. The network is trained with a local loss, a global loss, and
a perceptual loss to ensure that the generated content is consistent with the local details
and holistic contextual information. An additional face parsing loss and perceptual loss are
computed to produce more realistic face images.

Furthermore, face completion can improve the resistance of face identification and
recognition models to occlusion. The authors in [87] propose a two-unit de-occlusion
distillation pipeline. In the de-occlusion unit, a GAN is implemented to recover the
appearance of pixels covered by the mask. Similar to the previously mentioned works, the
output of the generator is evaluated by local and global discriminators. In the distillation
unit, a pre-trained face recognition model is employed as a teacher, and its knowledge
is used to train the student model to identify masked faces by learning representations
for recovered faces with similar clustering behaviors as the original ones. This teaches
the student model how to fill in the information gap in appearance space and in identity
space. The model is trained with a single occlusion mask at a time; however, in real-world
instances, multiple masks cover large discriminative regions of the face.

Multiple generators: In contrast to the OA-GAN presented by Cai et al. [79], the
authors of [88] propose a two-stage OA-GAN framework with two generators and two
discriminators. While the generators (G1, and G2) are made up of a UNet encoder–decoder
architecture, PatchGAN is adopted in the discriminators. G1 takes an occluded input image
and disentangles the mask of the image to produce a synthesized occlusion. G2 then takes
the output from G1 in order to remove the occlusions and generate a deoccluded image.
Therefore, the occlusion generator (i.e., G1) plays a fundamental role in the deocclusion
process. The failure in the occlusion generator produces incorrect images.

Multiple generators and discriminators: While using multiple discriminators en-
sures the consistency and the validity of the produced image, some available works employ
multiple generators, especially when tackling multiple problems. For example, Jabbar
et al. [89] present a framework known as Automatic Mask Generation Network for Face
Deocclusion using Stacked GAN (AFD-StackGAN) that is composed of two stages to au-
tomatically extract the mask of the occluded area and recover its content. The first stage
employs an encoder–decoder in its generator to generate the binary segmentation mask
for the invisible region. The produced mask is further refined with erosion and dilation
morphological techniques. The second stage eliminates the mask object and regenerates

234



Algorithms 2023, 16, 175

the corrupted pixels through two pair of generators and discriminators. The occluded
input image and the extracted occlusion mask are fed into the first generator to produce a
completed image. The initial output from the first generator is enhanced by rectifying any
missing or incorrect content in it. Two PatchGAN discriminators are implemented against
the result of the generators to ensure that the restored face’s appearance and structural
consistency are retained. AFD-StackGAN can remove various types of occlusion masks in
the facial images that cover a large area of the face. However, it is trained with synthetic
data, and the incompatibility of the training images and the real-world testing images
is likely.

In the same way, Li et al. [90] employ two generators and three domain-specific
discriminators in their proposed framework called disentangling and fusing GAN (DF-
GAN). They treat face completion as disentangling and fusing of clean faces and occlusions.
This way, they remove the need for paired samples of occluded images and their congruent
clean images. The framework works with three domains that correspond to the distribution
of occluded faces, clean faces, and structured occlusions. In the disentangling module,
an occluded facial image is fed into an encoder which encodes it to the disentangled
representations. Thereafter, two decoders produce the corresponding deoccluded image
and occlusion, respectively. In other words, the disentangling network learns how to
separate the structured occlusions and the occlusion-free images. The fusing network,
on the other hand, combines the latent representations of clean faces and occlusions, and
creates the corresponding occluded facial image, i.e., it learns how to generate images with
structured occlusions. However, real-world occlusions are of arbitrary shape and size, not
necessarily structured.

Coarse-to-fine architecture: Conversely to the previously mentioned works where
one output is generated, Jabbar et al. [91] propose a two-stage Face De-occlusion using
Stacked Generative Adversarial Network (FD-StackGAN) model that follows the coarse-to-
fine approach. The model attempts to remove the occlusion mask and fill in the affected
area. In the first stage, the network produces an initial deoccluded facial image. The
second stage refines the initial generated image to create a more visually plausible image
that is similar to the real image. Similar to AF-StackGAN, FD-StackGAN can handle
various regions in the facial images with different structures and surrounding backgrounds.
However, the model is trained on a synthetic dataset but it is not tested on images with
natural occlusions.

Likewise, Duan and Zhang [92] address the problem of deoccluding and recognizing
face profiles with large-pose variations and occlusions through BoostGAN, which has a
coarse-to-fine structure. In the coarse part, i.e., multi-occlusion frontal view generator,
an encoder–decoder network is used for eliminating occlusion and producing multiple
intermediate deoccluded faces. Subsequently, the coarse outputs are refined through a
boosting network for photo-realistic and identity-preserved face generation. Consequently,
the discriminator has a multi-input structure.

Since BoostGAN is a one-stage framework, it cannot handle de-occlusion and frontal-
ization concurrently, which means that it loses the discriminative identity information.
Furthermore, BoostGAN fails to employ the mask guided noise prior information. To
address these, Duan et al. [93] perform face frontalization and face completion simultane-
ously. They propose an end-to-end mask guided two-stage GAN (TSGAN) framework.
Each stage has its own generator and discriminator, while the first stage contains the face
deocclusion module, the second one contains face frontalization module. Another module
named mask-attention module (MAM) is deployed in both stages. The MAM encourages
the face deocclusion module to concentrate more on missing regions and fills them based
on the masked image input. The recovered image is fed into the second stage to obtain the
final frontal image. TSGAN is trained with defined occlusion types and specified sizes, and
multiple natural occlusions are not considered.

Table 3 provides an outline of the above-mentioned works, summarizing the type of
GAN, the objective function, the dataset, and the results of each work.
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5.3.3. Attribute Classification

With the availability of surveillance cameras, the task of object detection and tracking
through its visual appearance in a surveillance footage has gained prominence. Further-
more, there are other characteristics of people that are essential to fully understand an
observed scene. The task of recognizing the people attributes (age, sex, race, etc.) and the
items they hold (backpacks, bags, phone, etc.) is called attribute classification.

However, occluding the person in question by another person may lead to incorrectly
classifying the attributes of the occluder instead of the occludee. Furthermore, the quality of
the images from the surveillance cameras is usually low. Therefore, Fabbri et al. [108] focus
on the poor resolution and occlusion challenges in recognizing the attribute of people such
as gender, race, clothing, etc., in surveillance systems. The authors propose a model based
on DCGAN [109] to improve the quality of images in order to overcome the mentioned
problems. The model has three networks, one for attribute classification from the full body
images, and the other two networks attempt to enhance the resolution and recover from
occlusion. Eliminating the occlusion produces an image without noise and the residual of
other subjects that could result in misclassification. However, under severe occlusions, the
reconstructed image still contains the remaining of the occluder and the model fails to keep
the parts of the image that should stay unmodified.

Similarly, Fulgeri et al. [110] tackle the occlusion issue by implementing a combination
of UNet and GAN architecture. The model requires as input the occluded person image
and its corresponding attributes. The generator takes the input and restores the image.
The output is then forwarded to three networks: ResNet-101 [77], VGG-16 [111], and the
discriminator to calculate the loss. The loss is backpropagated to update the weights of
the generator. The goal of the model is to obtain a result image of a person that (a) is not
occluded, (b) is similar at the pixel level to a person shape, and (c) contains the similar
visual features as the original image. The results show that the model can detect and
remove occlusion without any additional information. However, the model fails to fully
recover the pixels around the boundary of the body parts. The authors constraint the input
images by not having occlusion of more than six-sevenths of the image height.

5.3.4. Miscellaneous Applications

In this section, we present the applications of GAN for amodal content completion in
various categories of data.

Food: Papadopoulos et al. [112] present a compositional layer-based generative net-
work called PizzaGAN that follows the steps of a recipe to make a pizza. The framework
contains a pair of modules to add and remove all instances of each recipe component. A
Cycle-GAN [6] is used to design each module. In the case of adding an element to the
existing image, the module produces the appearance and the mask of the visible pixels in
the new layer. Moreover, the removal module learns how to fill the holes that are left from
the erased layer and generate the mask of the removed pixels. However, the authors do
not provide any quantitative assessment of PizzaGAN.

Vehicles: Yan et al. [67] propose a two-part model to recover the amodal mask of a
vehicle and the appearance of its hidden regions iteratively. To tackle both tasks, the model
is composed of two parts: a segmentation completion module and an appearance recovery
module. The first network is to complement the segmentation mask of the vehicle’s invisible
region. In order to complete the content of the occluded region, the appearance recovery
module has a generator with a two-path network structure. The first path accepts the input
image, the recovered mask from the segmentation completion module, and the modal
mask, while learning how to fill in the colors of the hidden pixels. The other path requires
the recovered mask and the ground-truth complete mask and learns how to use the image
context to inpaint the whole foreground vehicle. The two paths share parameters, which
increases the ability of the generator. To enhance the quality of the recovered image, it is
taken through the whole model several times. However, the performance of the model
degrades beyond three iterations for real images if occlusions are not severe.
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Humans: The process of matching the same person in images taken by multiple
cameras is referred to as Person re-identification (ReID). In surveillance systems where
the purpose is to track and identify the individuals, ReID is essential. However, the
stored images usually have low resolution and are blurry because they are from ordinary
surveillance cameras [113]. Additionally, occlusion by other individuals and/or objects is
most likely to occur since each camera has a different angle of view. Hence, some important
features become difficult to recognize.

To tackle the challenge of person re-identification under occlusion, Tagore et al. [114]
design a bi-network architecture with an Occlusion Handling GAN (OHGAN) module. An
image with synthetic added occlusion is fed into the generator which is based on UNet
architecture and produces an occlusion-free image by learning a non-linear project mapping
function between the input image and the output image. Afterward, the discriminator
computes the metric difference between the generated image and the original one. The
ablation studies for the reconstruction task illustrate that the quality of completion is
good for 10–20% occlusion and average for 30–40% occlusion. However, the quality of
reconstruction degrades for occlusions higher than 50%.

On the other hand, Zhang et al. [66] attempt to complete the mask and the appearance
of an occluded human through a two-stage network. First, the amodal completion stage
predicts the amodal mask of the occluded person. Afterward, the content recovery network
completes the RGB appearance of the invisible area. The latter uses a UNet architecture
in the generator, with local and global discriminators to ensure that the output image
is consistent with the global semantics while enhancing the clarity and contrast of the
local regions. The generator adds a Visible Guided Attention (VGA) module to the skip
connections. The VGA module computes a relational feature map to guide the low-level
features to complete by concatenating the high-level features with the next-level features.
The relational feature map represents the relation between the pixels inside and outside
the occluded area. The process of extracting feature maps is similar to the self-attention
mechanism in SAGAN by Zhang et al. [54]. Although incorporating VGA leads to a more
accurate recovery of the content and texture, the model does not perform well on real
images as it does on synthetic images.

5.4. Training Data

Supervised learning frameworks require annotated ground-truth data to train a model.
These data can be either from a manually annotated dataset, a synthetic occluded data
from 3D computer-generated images, or by superimposing a part of an object/image on
another object. For example, Ehsani et al. [76] train their model (SeGAN) on a photo-
realistic synthetic dataset, and Zhan et al. [75] apply a self-supervised approach to generate
annotated training data. However, a model trained with synthetic data may fail when
it is tested on real-world data, and human-labeled data are costly, time-consuming, and
susceptible to subjective judgments.

In this section, we discuss how GAN is implemented to generate training data for
several categories.

Generic objects: It is nearly impossible to cover all the probable occlusions, and
the likelihood of appearance of some occlusion cases is rather small. Therefore, Wang
et al. [115] aim to utilize the data to improve the performance of the object detection in
the case of occlusions. They utilize an adversarial network to generate hard examples
with occlusions, and use them to train a Fast-RCNN [116]. Consequently, the detector
becomes invariant to occlusions and deformations. Their model contains an Adversarial
Spatial Dropout Network (ASDN), which takes as input features from an image patch and
predicts a dropout mask that is used to create occlusion such that it would be difficult for
Fast-RCNN to classify.
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Likewise, Han et al. [117] apply an adversarial network to produce occluded adver-
sary samples to train an object detector. The model, named Feature Fusion and Adversary
Networks (FFAN), is based on Faster RCNN [118] and consists of a feature fusion network
and an adversary occlusion network, and while the feature fusion module produces a
feature map of high resolution and high semantic information to detect small objects more
effectively, the adversary occlusion module produces occlusion on the feature map of
the object thus outputs an adversary training sample that would be hard for the detector
to discriminate. Meanwhile, the detector becomes better in classifying the generated oc-
cluded adversary samples through self-learning. Over time, the detector and the adversary
occlusion network learn and compete with each other to enhance the performance of
the model.

The occlusions produced by adversary networks in [115,117] may lead to over-
generalization, because they are similar to other class instances. For example, the occluded
wheels of a bicycle results in misclassifying a wheel chair as a bike.

Humans: Zhao et al. [119] augment the input data to produce easy-to-hard occluded
samples with different sizes and positions of the occlusion mask to increase the variation of
occlusion patterns. They address the issue of ReID under occlusion through an Incremental
Generative Occlusion Adversarial Suppression (IGOAS) framework. The network contains
two modules, an incremental generative occlusion (IGO) block, and a global adversarial
suppression (G&A) module. IGO takes the input data through augmentation and generates
easy occluded samples. Then, it progressively enlarges the size of the occlusion mask with
the number of training iterations. Thus, the model becomes more robust against occlusion
as it learns harder occlusion incrementally rather than hardest ones directly. On the other
hand, G&A consists of a global branch which extracts global features of the input data, and
an adversarial suppression branch that weakens the response of the occluded region to
zero and strengthens the response to non-occluded areas.

Furthermore, to increase the number of samples per identity for person ReID, Wu
et al. [120] use a GAN network to synthesize labeled occluded data. Specifically, the authors
impose block rectangles on the images to create random occlusion on the original person
images which the model then tries to complete. The completed images that are similar but
not identical to the original input are labeled with the same annotation as the corresponding
raw image. Similarly, Zhang et al. [113] follow the same strategy to expand the original
training set, expect that an additional noise channel is applied on the generated data to
adjust the label further. Both approaches in [113,120] work with rectangular masks, but in
real-world examples occlusions appear in free-form shapes.

Face images: Cong and Zhou [106] propose an improved GAN to generate occluded
face images. The model is based on DCGAN with an added S-coder. The purpose of the S-
coder is to force the generator to produce multi-class target images. The network is further
optimized through Wasserstein distance and the cycle consistency loss from CycleGAN.
However, only sunglasses and facial masks are considered as occlusive elements.

Figure 4 outlines of the discussed approaches for tackling the issues in overcoming
occlusion through using GAN. Table 4 summarizes the GAN model, the loss function,
and the datasets that were used in the discussed works in this section (except for the
face completion works), it also shows the reported result for the tasks where GAN
was applied.
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Overcoming
Occlusion

A single discriminator (Dhamo et
al., 2019; Zheng et al., 2021)

Amodal Content
Reconstruction

Other categories (food
(Papadopoulos et al.,

2019), vehicles (Yan et al.,
2019), and humans (Tagore

et al., 2022; Zhang et al.,
2022))

Face completion

Generic Object Completion

Amodal Segmentation

Coarse-to-fine architecture with
contextual attention (Xiong et al.,

2019)

Generator with priori knowledge
(Zhang et al., 2022)

Coarse-to-fine architecture with
multiple discriminators and 3D

model pool (Yan et al., 2019)

Training Data

Facial images (Cong and Zhou,
2022)

Humans (Zhang et al., 2020; Zhao
et al., 2021; Wu et al., 2019)

Discriminator with a two
hourglass generator (Zhou et al.,

2021)

Attribute Classification
(Fabbri et al., 2017; Fulgeri

et al., 2019)

Multiple discriminators (Li et al,
2017; Mathai et al., 2019; Liu et al.,
2020; Cai et al., 2019; Ledig et al.,

2017; Li et al., 2020)

Multiple generators (Dong et al.,
2020)

Single generator and discriminator
(Cai et al., 2020; Chen et al., 2017;

Cheung et al., 2021)

Coarse-to-fine architecture (Xiong
et al., 2019)

Partial convolution (Zhan et al.,
2020), and CGAN (Zhan et al.,

2020; Ehsani et al., 2018)

Contextual attention and multiple
discriminators (Kahatapitiya et al.,

2019)

Multiple discriminators (Dhamo et
al., 2019; Mani et al., 2020)

Coarse-to-fine architecture
(Jabbar et al., 2021; Duan et al.,

2020; Duan et al., 2021)

Multiple generators and
discriminators (Jabbar et al., 2022;

Li et al., 2020)

Order Recovery

Generic objects (Wang et al., 2017;
Han et al., 2019)

Figure 4. Outline of the approaches for addressing the challenges in overcoming occlusion
through GAN. For amodal segmentation the implemented architecture are, a discriminator with a
two hourglass generator [60], a coarse-to-fine architecture with contextual attention [63] or multiple
discriminators [67], and a generator with priori knowledge [66]. For order recovery, GAN is designed
as a generator with a single discriminator [71,73], or multiple discriminators [69,70]. To perform
amodal content completion for facial images, the architectures include: a single generator and dis-
criminator [79–81], multiple discriminators [82–87], multiple generators [88], multiple generators
and discriminators [89,90], or a coarse-to-fine architecture [91–93]. Generic object completion is
carried out through coarse-to-fine architecture [63], multiple discriminators with contextual atten-
tion [78], or partial convolution and CGAN [75,76]. Human completion for attribute classification
is utilized in [108,110]. Other works use GAN to complete the images of food [112], vehicles [67],
and humans [66,114]. GAN is also used to generate training data of generic objects [115,117], hu-
mans [113,119,120], and face images [106].
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6. Loss Functions

In GAN, the generator G and the discriminator D play against each other in a two-
player mini–max game until they reach Nash equilibrium through a gradient-based op-
timization method. The gradient of the loss value indicates the learning performance of
the network. The loss value is calculated via a loss (objective) function. In fact, defining a
loss function is one the fundamental elements of designing GAN. Consequently, numerous
objective functions have been proposed to stabilize and regularize GAN. The following
losses are the most common ones used in training GAN for amodal completion.

1. Adversarial Loss: The loss function used in training GAN is known as an adversarial
loss. It measures the distance between the distribution of the generated sample and
the real sample. Each of G and D have their dedicated loss function which together
form the adversarial loss, as shown in Equation (1). However, G is trained as the
term that reflects the distribution of the generated data (Ez∼pz(z)[log(1−D(G(z)))]).
Extensions to the original loss function are the conditional loss and the Wasserstein
loss defined in CGAN and WGAN, respectively.

2. Content Loss: In image generation, content loss [138] measures the difference between
the content representation of the real and the generated images, to make them more
similar in terms of perceptual content. If p and x are the original and the generated
images, and pl and Xl are their respective representations in layer l, the content loss is
calculated as

Lcontent(p, x, l) =
1
2 ∑

i,j
(Fl

ij − Pl
ij)

2 (3)

3. Reconstruction Loss: The key idea behind reconstruction loss proposed by Li et al. [139]
is to benefit from the visual features learned by D from the training data. The extracted
features from the real data by D are fed to G to regenerate real data. By adding recon-
struction loss to the GAN’s loss function, G is encouraged to reconstruct from the features
of D, which brings G closer to the configurations of the real data. The reconstruction loss
equation is as follows:

Lφ,θ
X = Ex∼px [‖Gθ(Dφ

F(X))− X‖1] (4)

where Dφ
F is a part of the discriminator which encodes the data to features, and Gθ

decodes the features to the training data.
4. Style Loss: The style loss, originally designed for image style transfer by Gatys

et al. [138], is defined to ensure that the style representation of the generated image
matches that of the input style image. It depends on the feature correlation between
the feature maps, given by the Gram matrix (Gl). Let a and x be the original image
and the generated image, respectively, and Al and Gl their corresponding style
representation in layer l. The style loss is computed by the element-wise mean square
difference between Al and Gl ,

Lstyle(a, x) =
L

∑
l=0

wl
1

4N2
l M2

l
∑
i,j
(Gl

ij − Al
ij)

2 (5)

where wl is the weighting factor of each layer, and N and M represent the number
and the size of the feature maps, respectively.

5. L1 and L2 Loss: L1 loss function is the absolute difference between the ground-
truth and the generated image. On the other hand, L2 loss is the squared difference
between the actual and the generated data. When used alone, these loss functions
lead to blurred results [140]. However, when combined with other loss functions, they
can improve the quality of the generated images, especially L1 loss. The generator
is encouraged to not only fool the discriminator but also to be closer to the real data
in L1 or L2 sense. Although these losses cannot capture high-frequency details, they
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accurately capture low frequencies. L1 loss enforces correctness in low-frequency
features; hence, it results in less blurred images compared to L2 [8]. Both losses are
defined in Equations (6) and (7).

L1 = Ex,y,z[‖y− G(x, z)‖1] (6)

L2 = Ex,y,z[‖y− G(x, z)‖2
2] (7)

where x, y, and z are the ground-truth image, the generated image, and the random
noise, respectively.

6. Perceptual Loss: The perceptual loss measures the high-level perceptual and semantic
differences between the real and the fake images. Several works [141,142] introduce
perceptual loss as a combination of the content loss (or feature reconstruction loss)
and the style loss. However, Liu et al. [62] simply compute the L1 distance between
the real and the completed images. Others incorporate more similarity metrics into
it [140].

7. BCE Loss: BCE loss measures how close the probability of the predicted data is to the
real data. Its value increases as the predicted probability deviates from the real label.
The BCE is defined as

LBCE = − 1
N

N

∑
i=1

(yilog(D(i) + (1− yi)log(1− D(i))) (8)

where yi is the label of i. yi=0 and yi=1 represents fake and real samples.
BCE is used in training the discriminator in amodal segmentation task [76], and in
training the generator [110].

8. Hinge Loss: In GAN, Hinge loss is used to help the convergence to a Nash equilibrium.
Proposed by Lim and Ye [143], the objective function for G is

LG = −Ez∼pz(z)[D(G(z))] (9)

and for D is

LD = Ex∼pdata(x)[max(0, 1− D(x)] +Ez∼pz(z)[max(0, 1 + D(G(z))] (10)

where x and z are the ground-truth and the generated images, respectively.

As it can be seen from Tables 3 and 4, many of the previously mentioned loss functions
are combined with others to train a GAN model. Adversarial loss is the base objective
function for training the two networks of the GAN. However, with the original GAN’s
adversarial loss function, the model may not converge. Therefore, the Hinge loss is
often implemented as an alternative objective function. In some works, global and local
adversarial losses are used to train local and global discriminators to ensure that the
generated data is semantically and locally coherent. In addition to this, L1 or L2 losses
are frequently utilized to capture low-frequency features, and hence improve the quality
of the generated images. Furthermore, the reconstruction loss is employed to encourage
the generator to maintain the contents of the original input image. On the other hand,
perceptual loss encourages the model to capture patch-level information when completing
a missing patch in an object/image. Furthermore, to emphasize on the style match between
the generated image and the input image, style loss is implemented.

The choice of the objective functions is an essential decision of designing a model.
In amodal completion and inpainting, designing a loss function is still an active area
of research. The ablation studies performed by the reviewed works show that there is
no optimal objective function. For different tasks and data, a different set of loss terms
produces the best results. In addition, using a complex loss function may lead to problems
of instability, vanishing gradient, and mode collapse.
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7. Open Challenges and Future Directions

Despite the significant progress of the research in GAN and amodal completion in the
last decade, there remain a number of problems that can be considered as future directions.

1. Amodal training data: Up until now, there has been no fully annotated generic
amodal dataset with sufficient ground-truth labels for the three sub-tasks in amodal
completion. Most of the existing datasets are specific to a particular application or
task. This not only makes training the models themselves more difficult, but verifying
their learning capability as well. In many cases, there is no sufficient labeled amodal
validation data to establish the accuracy of the model. We present the challenges
related to each sub-task in amodal completion.
For amodal segmentation, the current datasets do not contain sufficient occlusion
cases between similar objects. Hence, the model cannot tell where the boundary of
one object ends and the other one begins.
The existing real (manually annotated) amodal datasets have no ground-truth ap-
pearance for the occluded region. This makes training and validating the model for
amodal content completion more challenging.
As for the case of order recovery, some occlusion situations are very rare in the existing
datasets. On the other hand, it is impossible to cover all probable cases of occlusion
in the real datasets. Nevertheless, in the future, the current datasets can be extended
through generated occlusion to include more of those infrequent cases with varying
degrees of occlusion.

2. Evaluation metrics: There are several quantitative and qualitative evaluation mea-
sures for GAN [59]. However, as it can be noticed from the results, there is no standard
and unanimous evaluation metric for assessing the performance of GAN when it gen-
erates the occluded content. Many existing works depend on the human preference
judgement which can be biased and subjective. Therefore, designing a consensus
evaluation metric is of utmost importance.

3. Reference data: Existing GAN models fail to generate occluded content accurately
if the hidden area is large. Particularly, when the occluded object is non-symmetric,
such as the face or the human body. The visible region of the object may not hold
sufficient relevant features to guide a visually plausible regeneration. As the next
step, reference images can be used along the input image to guide the completion
more effectively.

In addition to the above-mentioned problems, the challenges in the stability and
convergence of GAN remain open issues [28].

8. Discussion

Current computational models approach the human capability of visible perception
when performing visual tasks such as recognition, detection, and segmentation. However,
our environment is complex and dynamic. Most of the objects we perceive are incomplete
and fragmented. Therefore, the existing models that are designed and trained with a
fully visible sample of instances do not perform well when tested on real-world scenes.
Hence, overcoming occlusion is essential for leveraging the performance of available
models. Amodal completion tasks address the occluded patches of an image to infer the
occlusion relation between objects (i.e., order recovery), predict the full shape of the objects
(i.e., amodal segmentation), and complete the RGB appearance of the missing pixels (i.e.,
amodal content completion). These tasks are usually interleaved and depend on each other.
For example, amodal segmentation can benefit order recovery [144] and it is crucial for
amodal content completion [76]. On the other hand, order recovery can guide the amodal
segmentation [75].

Although GAN is notorious for its stability issues and is difficult to train, it is a popular
approach for tasks that require generative capability. In handling occlusion, the initially
incomplete representation needs to be extended to a complete representation with the miss-
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ing region filled in. Therefore, GAN is the chosen architecture for processes/sub-processes
involved in amodal completion. However, depending on the nature of the problems, the
applicability of GAN varies. For example, in amodal appearance reconstruction, GAN is
the ideal option of architecture and it produces superior results in comparison to other
methods. Comparably, in amodal segmentation and order recovery tasks, GAN is less com-
monly used. Nevertheless, to take advantage of the potential of GAN, it can be combined
with other architectures and learning strategies to tackle those tasks too.

In order to help GAN in learning implicit features from the visible regions of the
image, various methods are used, which can be summarized as follows:

• Architecture: While the original GAN consists of a single generator and discriminator,
several works utilize multiple generators and discriminators. The implementation of
local and global discriminators is especially common, because it enhances the quality
of the generated data. The generator is encouraged to concentrate on both the global
contextual and local features, and produce images that are closer to the distribution
of the real data. In addition to this, an initial-to-refined (also called coarse-to-fine)
architecture is implemented in many models. The initial stage produces a coarse
output from the input image, which is then further refined in the refinement step.

• Objective function: To improve the quality of the generated output and stabilize
the training of the GAN, a combination of loss terms is used. While adversarial
loss and Hinge loss are used in training the two networks in the GAN, other objec-
tive functions encourage the model to produce an image that is consistent with the
ground-truth image.

• Input: Under severe occlusion, the GAN may fail to produce a visually pleasing
output solely depending on the visible region. Therefore, providing additional input
information guides GAN in producing better results. In the amodal shape and content
completion, synthetic instances similar to the occluded object are useful, because they
can be used as a reference by the model. A priori knowledge is also beneficial, as
it can either be manually encoded (e.g., utilizing various human poses for human
deocclusion) or transferred from a pre-trained model (e.g., using a pre-trained face
recognition model in face deocclusion). In addition to these, employing the amodal
mask and the category of the occluded object in the content completion task restricts
the GAN model to focus on completing the object in question. For producing the
amodal mask, a modal mask is needed as an input. If the input is not available, most
of existing works depend on a pre-trained segmentation model to predict the visible
segmentation mask.

• Feature extraction: The pixels in the visible region of an image are rather important
and contain essential information for various tasks; hence, they are considered as
valid pixels. Contrary to this, the invisible pixels are invalid ones; hence, they should
not be included in the feature extraction/encoding process. However, the vanilla
convolution process cannot differentiate between valid and invalid pixels, which
generates images with visual artifacts and color discrepancies. Therefore, partial
convolution and a soft gating mechanism are implemented to enforce the generator to
focus only on valid pixels and eliminate/minimize the effect of the invalid ones. On
the other hand, dilated convolution layers can replace the vanilla convolution layers
to borrow information from relevant spatially distant pixels. Additionally, contextual
attention layers and attention mechanism are added to the networks of the GAN to
leverage the information from the image context and capture global dependencies.

Among the various architectures of GAN, three types are most commonly used in the
reviewed works in this article, namely CGAN, WGAN-GP, and PatchGAN. The application
of CGAN is mostly in amodal content completion tasks, because the GAN is encouraged to
complete an object of a specific class. WGAN-GP stabilizes the training of GAN with an
EM distance objective function and a weight clipping method. Therefore, it is a preferred
architecture to ensure GAN convergence. On the other hand, PatchGAN is used in design-
ing the discriminator, as it attempts to classify patches of the generated image as real or
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fake. Consequently, the image is penalized for style consistency between pixels that are
spatially more than a patch diameter away from each other.

Finally, handling occlusion is fundamental in several computer vision tasks. For
example, completing an occluded facial image helps in better recognizing the face and
predicting the identity of the person. Similarly, inferring the full shape of pedestrians and
vehicles as well as the occlusion relationship between them can lead to a safer autonomous
driving. Furthermore, in surveillance cameras, amodal completion helps in target tracking
and security applications.

9. Conclusions

GANs are considered the most interesting idea in machine learning since their in-
vention. Due to their generative capability, they are extending the ability of artificial
intelligence systems. The GAN-based models are creative instead of mere learners. In the
challenging field of amodal completion, GAN has had a significant impact especially in
generating the appearance of a missing region. This brings existing vision systems closer
to the human capability in predicting the occluded area.

To help the researchers in the field, in this survey we have reviewed the available works
in the literature wherein a GAN is applied in accomplishing tasks of amodal completion and
resolving the problems that arise when addressing occlusion. We discussed the architecture
of each model along with its strengths and limitations in detail. Then, we summarized the
loss function and the dataset that was used in each work and presented their results. Then,
we discussed the most common types of objective functions which are implemented in
training the GAN models for occlusion handling. Finally, we provided a discussion of the
key findings of our survey article.

However, after reviewing the current progress in overcoming occlusion using a GAN,
we detected several key issues that remain an open challenge in the research of addressing
occlusion. These issues pave the way for the future research direction. By addressing them,
the field will progress significantly.
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