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Preface

The global transition towards a green and low-carbon economy has catalyzed an unprecedented

transformation in civil engineering. Against a backdrop of increasing resource constraints and

environmental concerns, the stability and durability of infrastructure will be seriously affected.

Innovations and modifications in engineering materials and structures have garnered substantial

research attention in the recent years. To address these challenges and advance sustainable

development in civil engineering, this Special Issue included 11 papers, which covered several

key areas of the topic. Those areas included non-destructive testing, smart building technologies,

structural performance optimization, and post-disaster repair. Collectively, these studies elucidate

integrated approaches that reconcile engineering efficiency, environmental stewardship, and

long-term durability. Ultimately, this research is what will drive the civil engineering industry

towards a green and low-carbon perspective, improving intelligence and operational efficiency

Zhongya Zhang, Minqiang Meng, Xiujiang Shen, and Abedulgader Baktheer

Guest Editors
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Revealing the Impact of Depth and Surface Property Variations
on Infrared Detection of Delamination in Concrete Structures
Under Natural Environmental Conditions †

Chongsheng Cheng 1,2,*, Dequan Chen 2, Shuai Shao 3,4, Ri Na 5, Haonan Cai 2, Hongwen Zhou 3,4 and Bo Wu 2
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4 Key Laboratory of Monitoring, Evaluation and Early Warning of Territorial Spatial Planning Implementation,
Ministry of Natural Resources, Chongqing 401120, China

5 Department of Civil and Environmental Engineering, University of Delaware, Newark, DE 19716, USA;
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* Correspondence: ccheng@cqjtu.edu.cn
† This paper is an extended version of our paper published in Cheng, C.; Chen, D.; Cai, H.; Wang, S.; Wang, R.;

Cheng, X. Investigation of the effect of surface condition variation on infrared imaging of concrete
delamination. Bridge Maintenance, Safety, Management, Digitalization and Sustainability—Proceedings of
the 12th International Conference on Bridge Maintenance, Safety and Management, IABMAS 2024,
2409–2416. Copenhagen, Denmark, 24–28 June 2024.

Abstract: Infrared thermography (IRT) is an effective nondestructive testing method for
detecting delamination in concrete structures. However, erroneous data interpretation
often diminishes its practical utility due to surface irregularities (e.g., color variations)
during inspection. These “noisy conditions” alter the temperature distribution of the
structure under solar heating cycles, making it challenging to quantify delamination
based on the developed thermal contrast (ΔT). This study experimentally investigates the
impact of different surface conditions (bare concrete vs. painted surfaces) on ΔT. Artificial
delamination at varying depths was simulated and tested under natural environmental
conditions, where the maximum ΔT values for shallow delamination were 9.40 ◦C
(bare concrete), 7.35 ◦C (yellow paint), and 5.15 ◦C (white paint), respectively. This
study measured and analyzed the absorptivity (bare concrete: 0.652, yellow paint:
0.538, and white paint: 0.369), emissivity, and the temperature difference (δT) between
non-delaminated areas and air, revealing their correlation with ΔT variation. Based
on the results, three typical scenarios are proposed to correlate δT with delamination
detection. These findings contribute to a better understanding of the optimal detection
window and present a new approach to quantifying delamination at different time
windows. The conclusion also discusses the limitations of this study and future
research directions.

Keywords: concrete delamination; infrared detection; surface condition variations;
delamination depth

1. Introduction

Concrete structures are susceptible to various defects such as cracks, delaminations,
spalling, and voids due to factors like steel reinforcement corrosion, thermal effects,

Buildings 2025, 15, 10 https://doi.org/10.3390/buildings15010010
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continuous freeze–thaw cycles, and concrete shrinkage [1]. Compared to common issues
like spalling or pitting [2], delamination defects are characterized by their high concealment
and potential for extensive development [3,4]. If delaminations are not detected and
addressed in a timely manner, they can evolve into large-scale open spalling, severely
compromising structural safety and reducing service life [5,6]. In practice, delaminations
often originate within the concrete and remain unnoticed until significant damage
occurs [7]. Therefore, gaining a comprehensive understanding of the current state of
the concrete, including voids, delaminations, and other defects, is crucial [8]. Early
identification of delaminations in concrete structures is essential to prevent structural
damage and to provide appropriate repair methods for potentially compromised structures,
which is vital for the safe operation of the structure [4,9,10].

In recent years, numerous nondestructive testing methods have been employed to
detect delamination in concrete structures. These methods include traditional approaches
such as chain dragging and hammer sounding, as well as advanced techniques like
ground-penetrating radar [11,12], ultrasonics [13,14], and impact echoes [15,16]. However,
these methods require continuous contact or limited sensing distance with the concrete
structure and entail significant time and resource expenditure for testing. In contrast, the
primary advantage of infrared thermography (IRT) for detecting delamination in concrete
structures lies in its ability to conduct large-area assessments in relatively short time frames
and identify areas of the defect [17]. Additionally, as it does not necessitate close contact
with the structure, this technology enhances the safety and efficiency of the inspection.

Current diagnostic methods based on infrared imaging primarily focus on surface
temperature differentials to assess the temperature difference between defective and
non-defective areas. The excitation methods for delamination infrared detection can be
categorized into active and passive excitation. Active excitation involves researchers heating
or cooling test specimens in a laboratory using a heat source such as a halogen lamp. On
the other hand, passive excitation involves researchers conducting experiments outdoors
without employing additional heat sources for heating or cooling the test specimens, such as
solar radiation. In research utilizing solar radiation as the thermal excitation, the American
Society for Testing and Materials (ASTM-D4788 [18]) standard recommends that the surface
temperature differential of concrete structures should reach 0.5 ◦C after at least 4 h of
sunlight exposure as the baseline criterion for detection. Kee et al. [19] and Omar and
Nehdi [20] have evaluated this recommendation, suggesting that it is suitable for daytime
inspections without shadow effects. Their research found that the maximum temperature
difference can reach 7 ◦C and typically occurs around the 7th hour after sunrise. Washer
et al. [21] conducted a study on structural surfaces of non-sunlit bridges. They found that
a minimum environmental temperature change of 1.5 ◦C per hour is the lowest requirement
for thermal imaging detection. Mac et al. [22] conducted comprehensive thermal imaging
observations on a series of square artificial delaminated regions with various sizes and
depths throughout the day. Their results revealed that during the daytime heating phase, the
absolute temperature contrast ranged from 0.49 ◦C to 6.95 ◦C, while during the nighttime
cooling phase, the temperature difference ranged from 0.32 ◦C to 3 ◦C. Pozzer et al. [23]
fabricated three specimens containing nine artificial delaminations of different sizes and
varying depths. They conducted experimental studies using solar radiation as a passive
excitation method. They found that delaminations with larger areas at the same depth
exhibited greater temperature thermal contrast, making them easier to detect, whereas
delaminations with smaller areas were more challenging to identify. Tran [24] conducted
experiments by fabricating 12 artificial delaminations of varying sizes and three different
depths. The experimental results indicated that the absolute thermal contrast above the
delaminations increased with the size of the delaminations and the duration of heating (both

6



Buildings 2025, 15, 10

active and passive). Additionally, other studies have shown that the magnitude of thermal
contrast is related to the time window [19,25], depth, and environmental conditions [26,27].

Since practical engineering applications primarily rely on sunlight as the thermal
excitation method, determining the optimal detection time window is another crucial
detection parameter. However, due to the high complexity of environmental factors and the
uncertainty in forming delaminations, there is no consensus on the optimal detection time
window in current research. Washer et al. [26] found that the optimal observation period
is 5 to 9 h after sunrise. Meanwhile, Zhang et al. [28] found that the afternoon appears
to be the optimal time for infrared detection during the summer. However, Yehia [29]
indicated that delaminations with a diameter of less than 5 cm are more detectable from
10 a.m. to noon than from noon to 3 p.m. Furthermore, Tran [24] indicated that the optimal
observation time for passive infrared radiation experiments on sunny days is from 11 a.m. to
2 p.m. These non-uniform observations suggest that determining the optimal detection
time based solely on the specific time window of the maximum temperature difference,
without considering geographical and climatic variations, is incomplete. More importantly,
in the studies by Hiasa et al. [30,31], it was found that the temperature differential is
highest at midday (resulting in stronger detectable signals). However, the signal noise
is also more remarkable due to the influence of concrete surface texture (resulting in
stronger interference signals). Conversely, although the signal strength is lower at night, the
interference signals are weaker, making it a recommended primary time window for data
collection. These results suggest that determining the optimal detection window enables
detection personnel to quickly and accurately identify delamination in concrete structures.

Environmental factors such as air temperature and solar radiation are the primary
factors affecting detection. In the study by Washer et al. [26], it was noted that there
is a positive linear relationship between solar irradiance and temperature contrast, and
a positive correlation was found between delamination depth and time after sunrise. In
their further study [32], they incorporated solar intensity and air temperature into a finite
element model (FEM) to predict temperature contrast. Watase et al. [25] employed
a multiple regression model to predict surface temperatures of delaminated regions based
on six parameters. Their analysis results indicated that air temperature was a significant
influencing factor. Mac et al. [22] conducted a systematic experimental study to determine
the relationship between the depth-to-diameter ratio and detectability. Mac et al. [33]
studied infrared imaging detection on the concrete bridge deck surface under natural
conditions. Their study found that detection reliability increases when the amplitude of
environmental temperature changes throughout the day increases. Based on these findings,
it is evident that the factors influencing the detectability of delaminations are the same as
those influencing temperature contrast. Therefore, this study will investigate the factors
influencing detection from the perspective of thermal contrast, which is defined as the
temperature difference between the delaminated area and the non-delaminated area.

In infrared detection of delamination in concrete structures, the analysis of temperature
differences on the concrete surface is used to identify delamination. Therefore, the surface
temperature of the concrete structure is crucial in delamination infrared detection. In the study
by Berg and Quinn [34], the temperature of white-painted roads with a reflectivity close to
0.55 (absorptivity close to 0.45) is almost the same as that of the surrounding environment. In
contrast, the temperature of unpainted roads with a reflectivity close to 0.15 (absorptivity
close to 0.85) is about 11 ◦C higher than the air temperature. Meanwhile, in the study by
Santamouris [35], the temperature of asphalt reaches about 63 ◦C, while the temperature
of white road surfaces is around 45 ◦C. In the study by Synnefa [36], the thermal behavior
of different materials varies, primarily due to differences in their reflectivity, which affects
their thermal behavior during the day, while their emissivity is the main factor influencing
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their thermal behavior at night. For concrete, its reflectivity and absorptivity add up to
1. These studies indicate that the surface temperature of concrete is influenced by its surface
material properties (such as absorptivity and emissivity), which indirectly suggests that these
properties will affect the infrared detection of delamination in concrete structures.

In actual concrete structures, there are material differences and various surface
treatments (such as different colored paints, different surface polishing methods, etc.)
on the concrete surface. In the study by Hiasa et al. [30], wooden sticks and gravel were
placed on the surface of concrete specimens, and different-colored tapes were applied. The
results indicated that wooden sticks affected the detection of delaminations, while the
impact of gravel depended on its size. Additionally, different-colored tapes could be
observed and distinguished using infrared thermography (IRT). The differences in surface
properties can affect the effectiveness of infrared detection of delaminations in concrete
structures. In the study by Ta et al. [9], two types of specimens were fabricated, each with
12 artificial delaminations of varying sizes and depths. One type of specimen was painted
with green paint, while the other type remained untreated. Through experiments using
square pulse thermography, it was found that, at the same size and depth of delaminations,
the temperature difference was greater in the concrete coated with paint, indicating that
delaminations in concrete with green paint were easier to detect. These results indicate that
differences in surface properties can affect infrared delamination detection in concrete.

Cool-colored coatings are commonly used in concrete structures (such as rooftops,
pavements, etc.) [36]. Therefore, this study applied white and yellow paints to alter the
surface properties of concrete. Infrared thermography detections were conducted on
specimens with different surface treatments (painted on both sides, with the middle part
untreated). A comparative study was carried out to investigate the effect of surface property
variations (absorptivity and emissivity variations) on delamination detection. In addition,
this study also explored the impact of depth on detecting delamination under the same
surface property. The effect of air temperature was considered to determine the optimal
time window for infrared detection.

Based on relevant studies, paint is widely used in concrete structures, and the
thermal behavior of surfaces with different colors varies. The absorptivity of these surfaces
affects their thermal behavior during the day, while their emissivity influences their
thermal behavior at night [36]. These differences in thermal behavior manifest as surface
temperature variations, which are critical indicators for identifying delamination in infrared
detection of concrete structures. Therefore, the color of the concrete surface impacts its
infrared delamination detection, as demonstrated in existing studies. Although some
researchers have investigated the influence of color on infrared detection, the impact of
the properties behind these colors (absorptivity and emissivity) on detection remains
unexplored. Thus, this study aims to investigate the effects of surface property variations
and delamination depth on the infrared detection of interlayer delaminations in concrete
structures under natural conditions. The thermal contrast of delaminations with varying
colors and depths was compared and analyzed. Subsequently, the characteristics and
detection capabilities at different time windows were discussed. This research bridges the
gap in understanding how surface colors influence infrared detection in concrete structures
and provides insights for detecting delaminations under surfaces of different colors. It
further aids in identifying potential delaminations for maintenance, safeguarding public
safety. The conclusion section also explores this study’s limitations and suggests directions
for future research.

8
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2. Materials and Methods

2.1. Research Framework

The research framework for this study is illustrated in Figure 1. First, the surface
emissivity of yellow paint and white paint was obtained using the two-reference-body
method, and the surface absorptivity of bare concrete, yellow paint, and white paint
was derived based on the principle of energy conservation. After obtaining the surface
properties, three artificial delaminated concrete specimens with different burial depths were
designed. Each specimen had three delaminations, and delamination detection experiments
were conducted under natural environmental conditions. The thermal contrast curve
of delamination over the day was segmented into three phases based on its different
trends better to understand the thermal contrast development of delamination over
time. Additionally, a correlation analysis was conducted to reveal the influence of surface
properties on detection at different phases. Finally, further correlation analysis and curve
fitting were performed on the temperature difference between the non-delaminated regions,
air (δT), and the corresponding thermal contrast (ΔT).

Figure 1. Research framework.

2.2. Experimental Design and Procedure [37]

Since the experiments needed to be carried out both day and night, the differences
in surface properties of the concrete specimens could lead to variations in absorptivity
and emissivity, potentially resulting in differences in surface thermal contrast. Therefore,
three experiments were carried out: surface emissivity measurement, surface absorption
measurement, and concrete delamination detection in the natural environment. The
experiments were conducted at the Science City campus of Chongqing Jiaotong University
in western China.

2.2.1. Surface Emissivity Measurement

The accuracy of surface emissivity affects the accuracy of surface temperature
measurements [38], which in turn will affect the thermal radiation and thermal imaging of
the surface of the specimen. The emissivity of a material’s surface is a dimensionless
quantity that characterizes the radiative capability of the material’s surface and is
an essential thermal property parameter [39]. Based on previous studies [39,40], the
emissivity of the surface of dry, normal concrete was set to 0.95 in this study. This study
designed a measurement experiment to determine the emissivity of yellow and white
paints, both of which are acrylic paints. The emissivity measurement specimen (EMS) for
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this experiment was made by applying 1.35 kg/m2 of white and yellow paint to the outer
surface of a stainless-steel container, with 3M Scotch Super 88 (3M, Austin, TX, USA )
insulation tape applied around the painted areas, as shown in the EMS in the lower right
part of Figure 2. When measuring temperature with an infrared camera, 3M Scotch Super
88 insulation tape is often used as a reference body for emissivity, with emissivity value of
0.95 [41].

 
Figure 2. Emissivity measurement experiment: arrangement of experimental equipment and surface
treatment of emissivity measurement specimen.

Figure 2 shows the instruments and experimental layout for the emissivity experiment.
The EMS was filled with hot water at 100 ◦C and placed on the floor to cool naturally.
A cardboard box with a small opening was made to cover the EMS, allowing the collection
of infrared images through the opening using a scientific-grade thermal imager (MAG-F6,
Shanghai Hugee Technology Co., Ltd., Shanghai, China, parameters shown in Table 1). Data
were recorded every 15 min, capturing temperature readings ranging from 34 ◦C to 46 ◦C. To
eliminate the influence of other factors such as ambient temperature and environmental
reflection temperature [38], this experiment was performed in a controlled chamber. Then,
the emissivity of the paint was estimated using the dual-reference method [38]. For detailed
calculations, please refer to Section 2.3.1.

Table 1. Relevant parameters of MAG-F6.

Camera Type MAG-F6

Detector type Uncooled microbolometer
Noise Equivalent Temperature Difference (NETD) <0.05 ◦C

Accuracy ±0.7 ◦C or 0.7%
Resolution 640 × 480 pixels

Spectral range 8~14 μm
Field of view 25◦ × 19◦

2.2.2. Surface Absorptivity Measurement

Absorptivity is the ratio of the thermal radiation energy absorbed by an object to
the total thermal radiation energy incident on the object, which could directly affect the
temperature field distribution inside the concrete structure. The surface absorptivity can
be calculated by using the principles of heat transfer and energy balance to establish
a heat balance equation on the surface of the specimen [42]. A surface absorptivity
measurement experiment was designed to measure the absorptivity of the yellow and
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white paint and their respective surfaces on the concrete specimen. The absorptivity
measurement specimen (AMS) is depicted in Figure 3. Three concrete specimens with
dimensions of 500 × 500 × 100 mm3 (AMS1, AMS2, and AMS3) were fabricated for the
experiment. AMS1, AMS2, and AMS3 represent concrete specimen surfaces without
treatment, concrete specimen surfaces with yellow paint, and concrete specimen surfaces
with white paint, respectively. And the concrete is standard C40 concrete, and the paints
are consistent with that used in emissivity measurement experiment. A heat flux sensor
(XM269C, greenteg AG, Rümlang ZH, Switzerland, parameters shown in Table 2) and four
temperature sensors (PT100, Hangzhou Guizhong Technology Co., Ltd, Hangzhou, China,
parameters shown in Table 3) were affixed to the surface of each specimen. These sensors
were utilized to measure the heat flux at the center of each specimen and the temperatures
in four directions on the surface of the specimen. Then, 1.35 kg/m2 of yellow paint was
applied to AMS2, and white paint was applied to AMS3.

Figure 3. Absorptivity measurement specimen: dimensions of each specimen, surface treatment, and
sensor arrangement (units: mm).

Table 2. Parameters of XM269C.

Name
Heat Flux

Range
(kW/m2)

Sensitivity
(μV/(W/m2))

Temperature
(◦C)

Calibration
Accuracy

(%)

Measurement
range −150~150 1.5 −50~150 ±3%

Table 3. Parameters of PT100.

Name Temperature (◦C) Accuracy (◦C)

Measurement range −50~200 ±0.15

Figure 4 shows the instruments and experimental setup for the absorption measurement
of AMS. After transporting the AMS to the corresponding outdoor positions, a 5 mm thick
glass cover was placed on its surface to prevent convective heat exchange between the
AMS and the ambient atmosphere. A temperature sensor was installed in the gap between
the glass plate and the specimen to measure the air temperature in the gap (the orange
frame in Figure 4, Ta in Equation (3), Section 2.3.1), and another temperature sensor
was attached to the inner surface of the glass to measure the surface temperature of the
glass (the blue frame in Figure 4, T2 in Equation (4), Section 2.3.1). To collect real-time
weather data, a portable weather station (FT-BQX7, Shandong Fengtu Internet of Things
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Technology Co., Ltd., Weifang, China, see Table 4) was set up near the specimens to
collect meteorological conditions. The sampling frequency was set to 15 min, collecting
information such as solar radiation (Qt in Equation (2), Section 2.3.1). A similar glass plate
was placed above the weather station to avoid discrepancies in the data compared to the
specimens. Utilizing the heat flux sensor (XM269C, parameters as shown in Table 2) to
measure the magnitude of heat flux (qa in Equation (5), Section 2.3.1) passing through
the specimen surface, measurements were conducted using a heat flux data acquisition
instrument (DQ-100, Yi’an (Shanghai) Electronic Technology Co., Ltd., Shanghai, China),
with data collected every minute. The temperature sensors (PT100, parameters as shown in
Table 3) were connected to a multi-channel data logger (TP700, Shenzhen Topray Electronic
Co., Ltd., Shenzhen, China, parameters as shown in Table 5) for collecting the temperature
of each specimen surface (T1 in Equation (4) and Ts in Equation (3)), the glass plate, and
the air gap between the glass plate and the specimen, with data collected every minute. All
data were collected during a period around noon when the sun was nearly perpendicular
to the test site. Data from time periods with relatively stable solar radiation were selected
for calculating the absorptivity, with detailed methods provided in Section 2.3.1.

Figure 4. Absorptivity measurement experiment: arrangement of experimental equipment and
placement of AMS.

Table 4. Parameters of FT-BQX7.

Name
Wind Speed

(m/s)
Wind Direction

(◦)
Air Temperature

(◦C)
Solar Radiation

(102 W/m2)

Measurement range 0~60 0~360 −40~60 0~20
Error range ±0.1 ±2 ±0.3 <±3%
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Table 5. Parameters of TP700.

Name Number of Channels Thermoresistance Storage Interval

Range/Type 1~200 PT1000, PT100 1~19,999 s

2.2.3. Delamination Detection Experiment Under Natural Environment

As shown in Figure 5, three concrete specimens (CS1, CS2, and CS3), measuring
2100 mm × 900 mm × 100 mm, were designed for the delamination detection experiment
under natural environmental conditions. The specimens were cast using the same
specification of concrete as in the absorptivity measurement experiment. CS1, CS2, and
CS3 represent concrete specimens with foam simulators’ depths of 20 mm, 50 mm, and
80 mm, respectively. Inside each specimen, three foam simulators of delamination were
embedded. These delaminations were elliptical in shape and identical in size, each enclosed
within a 300 mm × 300 mm square, with a thickness of 10 mm. Each delamination
was numbered, with C, Y, and W representing concrete, yellow paint, and white paint
surfaces, respectively, and 1, 2, and 3 indicating delamination depths of 20 mm, 50 mm,
and 80 mm. For example, CS1-C represents a delamination located 20 mm beneath
the concrete surface. It is worth noting that the thermal conductivity of polystyrene
foam is k = 0.027 W/(m·◦C), which is similar to air, k = 0.024 W/(m·◦C) [9]. For the
concrete surface, white and yellow paints were brushed on both sides of the specimens
at a rate of 1.35 m2/kg, aimed at altering the surface properties of the concrete (such
as emissivity and absorptivity). The paint used was the same type as that used in the
aforementioned experiments. Each color of paint covered an area of 900 × 800 mm2,
leaving the middle section as bare concrete, with an area of 900 × 500 mm2 (Figure 5). To
reduce heat conduction in both directions, thermal insulation boards were installed around
the specimens to prevent heat exchange between the concrete specimens (except for the
surface and bottom) and the environment.

Figure 5. Delamination detection experiment: dimensions of each concrete specimen, surface
treatment (units: mm), dimensions of each delamination and delamination arrangement (C, Y, and W
representing concrete, yellow paint, and white paint).
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Figure 6 illustrates the setup of equipment and the experimental site. In this
experiment, solar radiation was utilized as the thermal excitation method for detection
research. According to the American Society for Testing and Materials (ASTM-D4788)
recommendation, the specimens were pre-exposed to sunlight for a minimum of 4 h
before data collection commenced. The data collection equipment for meteorological data,
temperature sensor data, and infrared images are described in Sections 2.2.1 and 2.2.2.
Additionally, data were continuously collected over multiple day–night cycles to avoid the
occurrence of incidental phenomena.

Figure 6. Delamination detection experiment: arrangement of experimental equipment and
placement of concrete specimens.

2.3. Measurement and Evaluation Indicators
2.3.1. Surface Emissivity and Absorptivity Measurement Indicators

The experimental data related to EMS and AMS have been obtained in this study. This
study estimated surface emissivity using the dual-reference method [38]. This approach
involves using a blackbody and a high-reflectivity diffuser as references, maintaining
the test object at the same temperature as the blackbody, while the diffuser temperature
equals the background temperature. The radiation energy of the specimen, blackbody,
and diffuser are measured using a thermal imager. The emissivity is then calculated using
Equation (1) [38]:

εs = (Tn
r − Tn

u )/(T
n
0 − Tn

u ) (1)

In the equation, εs represents the emissivity of the test object, Tr, T0, and Tu denote
the temperatures of the test object, blackbody, and background measured by the thermal
imager (Table 4), respectively, and n = 3.9889.

The temperature data for the two paints were obtained from the thermal images
extracted from multiple measurements in this experiment. Then, using Equation (1),
multiple emissivities were calculated, and the average value was computed as the
emissivity of the test object.

For absorptivity, this study utilized heat transfer principles and energy balance
equations to establish a thermal balance equation for the surface of the specimens,
from which the absorptivity of various materials on the surface of the specimens was
calculated [42]. The relevant formula is as follows:

α = Qa/Qt + Qc/Qt + Qr/Qt (2)

In the equation, α represents absorptivity, Qt denotes the total solar radiation on the
surface of the concrete, Qa signifies the heat absorbed by the concrete, Qc represents the
convective heat exchange between the concrete surface and the surrounding air, and Qr
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denotes the long-wave thermal radiation between the concrete surface and surrounding
objects. The total solar radiation Qt is measured using the portable weather station
FT-BQX7.

The magnitude of convective heat transfer is generally calculated based on the
temperature difference between the concrete surface and the surrounding air. In a state of
complete stillness, natural convection heat exchange occurs between the concrete surface
and the surrounding air. If the surface natural convection heat transfer coefficient is known,
the convective heat transfer can be represented using Newton’s cooling formula as follows:

Qc = α′(Ts − Ta)A (3)

where α′ is the natural convection heat transfer coefficient; Ts is the concrete surface
temperature; Ta is the surrounding air temperature; and A is the surface area of the
concrete exchanging heat with the air. According to the principles of heat transfer and
engineering experience, α′ is taken as 5.8 (W/m2·K) [42].

Radiative heat transfer is another form of heat exchange, referring to the emission
of primarily long-wave thermal radiation from an object due to its temperature. As long
as the object’s temperature is above absolute zero, it emits long-wave thermal radiation
outward, exchanging heat with surrounding objects. The radiative heat transfer between
the surfaces of any two objects per unit area can be calculated by the following equation:

Qr = σ·(T4
1 − T4

2 )/(
1
ε1

+
1
ε2

− 1)· ϕ12·A (4)

In the equation, ε1 is the surface emissivity of plane 1, ε2 is the surface emissivity of
plane 2, T1 is the surface temperature of plane 1, T2 is the surface temperature of plane 2, σ
is the Stefan–Boltzmann constant, σ = 5.67 × 10 − 8 W/(m2·K4), and ϕ12 is the view factor
from plane 1 to plane 2. Here, the emissivity of concrete is taken as 0.95, and the emissivity
of glass is taken as 0.83 (according to Chinese standard GB/T 2680-2021 [43]).

The heat absorbed by concrete can be measured using a heat flux sensor, and the
equation is as follows:

Qa = qa · A (5)

In the equation, qa is the data measured by the heat flow sensor, and A is the area of
the AMS.

The relevant data obtained from the absorption rate experiment are used to substitute
Equations (2)–(5) to obtain the corresponding absorption rates. The absorption rate’s
average value is calculated when the radiation intensity is relatively stable. The temperatures
mentioned in the absorption rate are all obtained from the temperature sensor.

2.3.2. Evaluation Indicators for Delamination Detection Under Natural Conditions

In this study, we analyze the detectability by examining the temperature difference
between the delaminated and non-delaminated regions. Delamination is considered
detectable when it can be visually discerned from the infrared images (qualitative) or
when its thermal contrast (ΔT) is not less than 0.5 ◦C (following ASTM D4788-03). Thermal
contrast is calculated using Equation (6) [1,9,44]:

ΔT = Td − Tnd (6)

In the equation, Td, Tnd, and ΔT represent the average surface temperatures of the
delaminated area (red box in Figure 7), non-delaminated area (blue box in Figure 7),
and the temperature difference between the delaminated and non-delaminated areas,
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respectively. The areas within the yellow, gray, and purple rectangles represent regions
of the concrete specimen coated with yellow paint, bare concrete, and coated with
white paint, respectively. These average temperatures are extracted from the infrared
images. When ΔT > 0, it indicates that Td > Tnd, meaning the temperature in the
delaminated area is higher than that in the non-delaminated area (referred to as the “heat
island” area); conversely, if the temperature in the delaminated area is lower than that in
the non-delaminated area (referred to as the “cold island” area), ΔT < 0.

Figure 7. Sensitive areas of delaminated and non-delaminated areas.

3. Results and Discussions

3.1. Results of Absorptivity and Emissivity of Surface Materials

The emissivity was obtained using Equation (1) from Section 2.3.1. Figure 8a shows
the box plot of emissivity for different materials, where the short lines on the top and
bottom of the boxes represent the maximum and minimum values in the data set. The
solid black line represents the mean value of the data. The mean emissivity value for
each material falls within the box, and the variances are nearly 0, 0.00003, and 0.00004,
respectively. The emissivity values for yellow paint and white paint were found to be 0.960
and 0.965, respectively. The emissivity of concrete, based on relevant studies [45], was
taken as 0.950. The absorptivity was obtained using Equation (2) from Section 2.3.1. The
average values were then derived from these calculations. Figure 8b shows the box plot of
absorptivity for different materials, where the short lines on the top and bottom of the boxes
represent the maximum and minimum values in the data set. The solid black line represents
the mean value of the data. The mean absorptivity value for each material falls within
the box, and the variances are nearly 0, 0.00008, 0.00014, and 0.00022, respectively. The
absorptivity values for bare concrete, yellow paint, and white paint were found to be 0.652,
0.538, and 0.369, respectively. According to relevant studies [46], the absorptivity of normal
concrete ranges from 0.57 to 0.66, yellow concrete ranges from 0.52 to 0.58, and white
concrete ranges from 0.31 to 0.40, which are comparable to the measurement of this study.
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(a) (b) 

Figure 8. Box plot of surface emissivity and absorptivity; (a) box plot of emissivity for different
materials; and (b) box plot of absorptivity for different materials.

3.2. Analysis of Variation in Delamination Thermal Contrast over Time

Figure 9 displays the thermal contrast distribution of CS1 with a delamination depth
of 20 mm. The thermal contrast (ΔT) shown in the figure is obtained from the surface of CS1
using an infrared thermal imager. The curve is segmented into different zones based on
different time intervals throughout the day, illustrating the process of calculating thermal
contrast for various surface materials of CS1, including yellow paint, white paint, and
exposed concrete.

Figure 9. Partitioning of the thermal contrast diagram.

Zone I corresponds to the period when the radiative heat dissipation ceases, and
there is intense internal heat conduction within the concrete specimen and heat exchange
with the environment (approximately from 17:00 to 23:00). During this period, all three
ΔT curves sharply decrease, followed by an increase, exhibiting significant gradients. The
minimum values of ΔT are approximately −3.1 ◦C (CS1-C), −2.8 ◦C (CS1-Y), and −2.5 ◦C
(CS1-W), respectively.

Zone II corresponds to a period of relatively stable internal heat conduction within
the concrete specimen and heat exchange with the environment (approximately from 23:00
to the next day at 7:00). During this period, the three ΔT curves are nearly overlapping and
gradually rise. ΔT increases gradually from around −2 ◦C to approximately −1 ◦C.

Zone III represents a period of rapid temperature changes within the concrete specimen
after the appearance of radiation (approximately from 7:00 to 17:00). During this period, the
three ΔT curves experience sharp increases, intense oscillations, and rapid declines. There
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are distinct gradients during the intense oscillations, and the maximum ΔT values are
approximately 9 ◦C (CS1-C), 7 ◦C (CS1-Y), and 5 ◦C (CS1-W), respectively.

Partitioning the thermal contrast enables this study to more intuitively perceive the
trends of the thermal contrast in different periods.

3.3. Analysis of the Influence of Surface Properties and Ambient Conditions on Detection

This section focuses on the influence of surface properties and ambient conditions
on detection.

In Zone I, the median values of ΔT for white, yellow, and concrete are −2.25, −2.71,
and −3.00, respectively. A linear fit of these values gives an Adj-R2 of 0.9993, indicating
a robust linear relationship. Additionally, numerically, ΔT increases with the increase
in absorptivity. Moreover, the factors influencing detection are surface absorptivity and
ambient conditions. Due to heating from solar radiation, the surface absorptivity varies for
differently treated surfaces of the specimen, leading to variations in energy accumulation
in this region. Additionally, due to the restriction caused by delamination, the thermal
exchange between the specimen and the surroundings occurs after the radiation disappears,
gradually causing the temperature in the delaminated area to be lower than that in the
non-delaminated area, as shown in Figure 10a.

Figure 10. The relationship between ΔT and absorptivity (concrete, yellow paint, and white paint are
0.652, 0.538, and 0.369, respectively): (a) Zone I; (b) Zone II; and (c) Zone III.

In Zone II, the median values of ΔT for white, yellow, and concrete are −1.60,
−1.70, and −1.59, respectively. A linear fit of these values gives an Adj-R2 of −0.9256,
indicating a poor correlation. At this point, ΔT is not related to absorptivity. Moreover,
the factors influencing detection are surface emissivity and ambient conditions. After
intense heat exchange, the specimen undergoes a relatively stable heat exchange with
the surroundings. Due to the similar surface emissivity, the thermal contrast curves for
different regions tend to converge or overlap, as shown in Figure 10b.

In Zone III, the median values of ΔT for white, yellow, and concrete in this
region are 2.92, 4.23, and 5.25, respectively. A linear fit of these values gives an Adj-R2

of 0.9968, indicating a strong linear relationship. Additionally, ΔT increases with the
increase in absorptivity. Moreover, the factors influencing detection include surface
absorptivity and ambient conditions. The specimen’s surface rapidly accumulates energy
from solar radiation upon the emergence of radiation. Due to differing absorptivity, energy
accumulation varies among different regions. At this point, thermal exchange between the
specimen and the environment can be disregarded. The presence of delamination restricts
thermal conductivity, resulting in higher temperatures in delaminated areas compared to
non-delaminated areas, as shown in Figure 10c.
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3.4. The Characteristics of Infrared Detection for Concrete Delamination in Different Time Windows
3.4.1. Zone I (Approximately 17:00 to 23:00)

Figure 11a shows the plot depicting the temperature difference between the non-
delaminated area and the air (δT) and thermal contrast (ΔT) in Zone I. In the figure, the
scatter points of δT with respect to ΔT for each delamination form a coherent group based
on depths and surface conditions. Therefore, the k-means clustering method [47] was
applied to process the delamination data of different surface materials and depths in
Figure 11a, where k is set as 1. Here, k represents the centroids of each delamination data
cluster, the data sets’ central positions, as shown in Figure 11b, and the points with the
same color and shape as in Figure 11a.

 
(a) 

(b) 

Figure 11. Zone I: the Map of thermal contrast (ΔT) and temperature difference between non-
delaminated area and air (δT): (a) scatter plots of different delaminations and (b) fitting curves by
depth or surface material.
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The centroids were linearly fitted according to the same depth, resulting in three
depth lines, as shown by the 20 mm, 50 mm, and 80 mm lines in Figure 11b. The value
of ΔT is discussed based on its magnitude, without discussing its positive or negative
sign. Across surface variations, the ΔT for a 20 mm depth delamination increases from
2.31 to 3.0, with an increase in δT from 0.67 to 3.26. Meanwhile, the linear correlation of
the adjusted R2 is strong (0.9653). For 50 mm depth delamination, ΔT remains almost
unchanged (1.21, 1.05, and 1.43) with the increase in δT (from 1.28 to 3.75). Meanwhile,
the linear correlation of the adjusted R2 is strong (0.9237). For 80 mm depth delamination,
ΔT remains almost unchanged (0.31, 0.22, 0.16) with the increase in δT (from 1.28 to 3.75),
but the linear correlation of the Adj-R2 is weak (0.3566). The results show that shallow
delamination developed thermal contrast (ΔT) more sensitive to the variation in surface
absorptivity than the deeper delamination in this period. This finding indicates that when
the surface absorptivity is given, the range of thermal contrast could be determined for
shallow and middle depths delamination.

The centroids were linearly fitted to the same surface, resulting in three surface lines,
as shown by the C, Y, and W lines in Figure 11b. The value of ΔT is discussed based on
its magnitude, without discussing its positive or negative sign. For delamination under
a concrete surface, ΔT decreases from 3.00 to 0.16 as depth changes, with δT increasing
from 3.26 to 4.26, and the linear correlation is strong with an adjusted R2 of 0.9896. For
delamination under a yellow paint surface, ΔT decreases from 2.74 to 0.22, with δT
increasing from 2.58 to 3.76, and the linear correlation is strong with an adjusted R2

of 0.8977. For delamination under a white paint surface, ΔT decreases from 2.31 to 0.31
as δT increases from 0.67 to 1.91, and the linear correlation is strong with an adjusted R2

of 0.9899. The results indicate that the thermal contrast (ΔT) is more sensitive to depth
changes under concrete surfaces while less so under lighter-colored surfaces. This finding
suggests that, given a specific depth, the thermal contrast range can be determined for
concrete and other colored surfaces.

In summary, δT, depth, and surface material all influence the determination of ΔT.
At the same depth or the same surface material, this study can determine ΔT uniquely
through δT. However, there may be misjudgments when depth and surface material are
considered simultaneously. For example, under the same δT, delaminations may coincide
in concrete at a depth of 20 mm and under yellow paint at a depth of 50 mm, illustrating
a limitation of this model. And during this period, delaminations with a depth of 80 mm
have ΔT values ranging from −0.5 ◦C to 0.5 ◦C. According to the threshold set in this study,
delaminations within this range are considered ineffective for detection within Zone I,
while other delaminations can be detected effectively.

3.4.2. Zone II (Approximately from 23:00 to 07:00 the Next Day)

As shown in Figure 12, the plot depicts the temperature difference between the
non-delaminated area and the air (δT) and thermal contrast (ΔT) in Zone II. Linear fittings
were performed for each delamination, resulting in nine curves. Additionally, linear
fittings were conducted for the delaminations at the same depth, producing three overall
depth-related curves, totaling twelve. At the same depth, the slopes of each delamination
curve are very similar (20 mm: −0.191, −0.278, −0.259; 50 mm: −0.122, −0.091, −0.117;
80 mm: −0.063, −0.026, −0.026), and the slopes of the delamination curves at the same
depth are close to those of the corresponding overall curves. These results indicate that
different absorptivities have little to no impact on delamination detection. However, at
different depths, the slopes of the overall curves decrease as the depth increases.
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Figure 12. Zone II: the map of thermal contrast (ΔT) and temperature difference between
non-delaminated area and air (δT).

As shown in Table 6, the variance analysis [48] was conducted on ΔT with the same
depth and different surface treatment methods, and their correlation coefficients p were
all less than 0.05, indicating a significant correlation between data with the same depth
but different absorptivities. Under the same depth, the mean values (20 mm: −1.77, −1.65,
−1.66; 50 mm: −1.04, −1.20, −1.02; 80 mm: −0.27, −0.58, −0.38) and median values
(20 mm: −1.70, −1.59, −1.60; 50 mm: −1.04, −1.19, −0.99; 80 mm: −0.27, −0.58, −0.37) are
relatively close, which further confirms their strong correlation. Indeed, the scatter plots for
each surface material are very close, and except for the 80 mm delamination, ΔT increases
with increasing δT. The results show that during this period, ΔT is unrelated to surface
absorptivity but is related to depth and surface emissivity. This finding indicates that when
depth and δT are determined, the range of ΔT can be determined.

Table 6. Correlation analysis of ΔT between different delamination layers.

Delamination Type Mean (◦C) Median (◦C) Variance p-Value

CS1-Y −1.77 −1.70 0.121

2.9 × 10−2CS1-C −1.65 −1.59 0.158
CS1-W −1.66 −1.60 0.084

CS2-Y −1.04 −1.04 0.037

8.57 × 10−11CS2-C −1.20 −1.19 0.049
CS2-W −1.02 −0.99 0.026

CS3-Y −0.27 −0.27 0.025

2.25 × 10−34CS3-C −0.58 −0.58 0.025
CS3-W −0.38 −0.37 0.021

Under the same surface material, significant differences exist in the mean and median
values for the same surface material at different depths. It shows that the skewness of their
scatter plots gradually decreases with increasing depth, indicating that heat conduction
within the delaminated areas of the concrete specimen is restricted to varying degrees with
depth. Therefore, deeper delamination results in less restricted heat conduction, leading to
closer temperatures between the delaminated and non-delaminated areas.
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This study shows that changes in surface properties have little impact on the infrared
detection of delamination in concrete structures during Zone II. In contrast, delamination
depth still has a significant negative impact on detection. During this period, the ΔT of
the painted delaminations with a depth of 80 mm ranged from −0.5 ◦C to 0 ◦C. However,
some un-delaminated concrete delaminations without treatment had values greater than
0.5 ◦C. According to the threshold set in this study, delaminations falling within this
range could not be effectively detected in Zone II, while all other delaminations could be
detected. This study did not consider the size of the delaminations, which poses certain
limitations. In their studies, researchers [22–24,49] have suggested that even relatively deep
delaminations of sufficient size could be detected. Meanwhile, when δT is positive, this
study can uniquely determine the depth or ΔT through δT alone.

3.4.3. Zone III (Approximately 7:00–17:00)

As shown in Figure 13, the plot depicts the temperature difference between the
non-delaminated areas and the air (δT) and thermal contrast (ΔT) in Zone III. When the
sun appears, the ambient temperature gradually rises. Although the temperature of the
specimen also gradually increases, when the specimen’s temperature is higher than the
ambient temperature, the specimen radiates energy to the outside. This results in different
ΔT values at the same δT, forming a behavior similar to a hysteresis curve. It was observed
that the scatter plot resembles a hysteresis model. By using the hysteresis model, the
relevant hysteresis curves were fitted accordingly [50]. The hysteresis curve rises rapidly
to its maximum value at the same depth. Then, it slowly decreases to a specific value
before rapidly dropping to its minimum value. It finally returns slowly to the origin, as
shown in the upper half of Figure 13c. The degree of expansion of the hysteresis curve
increases with the absorption rate, with the curves for the 20 mm deep delamination
particularly noticeable. For instance, the ΔT for CS1-C rapidly rises from 0 ◦C to around
8 ◦C, then decreases to about 6.5 ◦C before sharply dropping to around −1.5 ◦C and finally
returning to the origin. Similarly, the ΔT for CS1-Y quickly climbs from 0 ◦C to about
5 ◦C, decreases to around 4 ◦C, then drops to around −1 ◦C, and returns to the origin. For
CS1-W, the ΔT rises swiftly from 0 ◦C to approximately 3.5 ◦C, then decreases to about
3 ◦C, drops to around −0.5 ◦C, and finally returns to the origin. This phenomenon could
be because surfaces with higher absorption rates have a greater ability to absorb solar
radiation, accumulating more heat. Additionally, due to the restriction of heat transfer in
the delaminated areas, the temperature in the delaminated regions tends to be higher than
that in the non-delaminated regions.

For the same surface material, the expansion of the hysteresis curve decreases with
increasing depth. This is particularly evident for different depths of delamination on
untreated concrete surfaces, as shown in the bottom of Figure 13c. For CS1-C, ΔT rapidly
rises from 0 ◦C to about 8 ◦C, then drops to around 6.5 ◦C before quickly falling to
approximately −1.5 ◦C and finally returning to the origin. For CS2-C, ΔT rises rapidly
from 0 ◦C to about 4 ◦C, then gradually rises to around 4.5 ◦C before returning to the
origin. For CS3-C, ΔT rises rapidly from around −0.5 ◦C to about 1.7 ◦C before gradually
returning to the origin. This phenomenon could be because the heat conduction inside
the concrete specimen is restricted in the delaminated regions. The degree of restriction
varies with depth, meaning that deeper delaminations experience less restriction. As
a result, the temperature difference between the delaminated and non-delaminated regions
decreases as the depth increases. Therefore, this study concludes that in Zone III, both
surface property variations and delamination depth negatively impact the detection of
subsurface delamination in concrete.
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(a) (b) 

(c) 

Figure 13. Zone III: (a) the map of thermal contrast (ΔT) and temperature difference between
non-delaminated area and air (δT); (b) segment the CS1-C in Figure a by time for reference; and
(c) hysteresis curve graph for the same depth or the same surface material.

From 7 to 8 o’clock, it is difficult to determine the delamination depth. However,
from 8 to 14 o’clock, this study suggests that the delamination depth can be preliminarily
determined using ΔT and δT and further refined based on the detection time. Similarly,
the period from 14 to 17 o’clock is similar to the period from 8 to 14 o’clock. According to
the threshold set in this study, delaminations at depths other than 80 mm can generally
be effectively detected during this period. However, 80 mm deep delaminations require
sufficiently large δT values to be detectable.

4. Conclusions

This study conducted experimental research and data analysis to reveal the effects of
surface absorptivity and depth on the infrared delamination detection of concrete structures
under natural environmental conditions. According to the findings, the ΔT curve can be
divided into three characteristic zones based on its variation pattern based on the daily solar
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loading cycle. In Zone I, linear fitting of the centroids obtained from k-means clustering
can distinguish the ΔT distribution under different absorptivities and depths. In Zone II,
δT and depth can be used to determine the range of ΔT, and variance analysis indicates
that the impact of absorptivity on detection is negligible during this period. Zone III has
a hysteresis effect between ΔT and δT, where depth and absorptivity influence the hysteresis
loop, effectively impacting ΔT. The shallower the depth, the larger the hysteresis loop; the
more significant the absorptivity, the larger the hysteresis loop.

In summary, this study has found that depth has a negative impact on infrared
detection of concrete delamination, while absorptivity has a positive impact on detection.
For delamination with different depths and the same absorptivity, the effectiveness of
infrared detection decreases with increasing depth, such as delamination under the surface
of concrete, whose maximum ΔT values are 9.40 ◦C (20 mm), 5.54 ◦C (50 mm), and 2.63 ◦C
(80 mm), respectively. For delamination with the same depth but different absorptivity,
as the absorptivity increases, the effectiveness of infrared detection also increases. For
example, for delamination with a depth of 20 mm, their maximum ΔT values are 5.15 ◦C
(absorptivity of 0.369), 7.35 ◦C (absorptivity of 0.538), and 9.40 ◦C (absorptivity of 0.652),
respectively. And the larger the δT, the easier it is to detect delamination. For infrared
delamination detection of concrete structures with different surface colors (cool colors),
this study provides a reference for further quantifying and assessing concrete delamination
using δT among colors with similar absorptivity. This approach is particularly useful for
regions with latitudes and climate conditions similar to those of Chongqing.

Although this study has revealed the effects of absorptivity and depth on the infrared
detection of concrete structure delamination, the impact of delamination size, the region
where the concrete structure is located, and the environment (climate, season) on infrared
detection of delamination remains unclear, and the detectable limit of delamination depth
is also yet to be determined. These will be the directions for future research.
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Abstract: Construction robots are pivotal in advancing the construction industry towards
intelligent upgrades. To further explore the current research landscape in this domain,
the CNKI Chinese database and the Web of Science core database were employed as data
sources. CiteSpace software (version 6.2R4) was utilized to visualize and the analyze rele-
vant literature on construction robots from 2007 to 2024, generating pertinent maps. The
findings reveal an annual increase in the number of publications concerning construction
robots. An analysis of institutions and authors indicates closer collaboration among English
institutions, while Chinese authors exhibit stronger cooperation. However, overall institu-
tional and author collaboration remains limited and fragmented, with no prominent core
group of authors emerging. Research hotspots in both the Chinese and English literature
are largely aligned, focusing on intelligent construction, human-robot collaboration, and
path planning. Notably, the Chinese literature emphasizes technical aspects, whereas the
English literature is more application-oriented. Future trends in the field are likely to
include human-robot collaboration, intelligent construction, robot vision technology, and
the cultivation of specialized talent.

Keywords: construction robots; visual analysis; CiteSpace; research hotspot

1. Introduction

The construction of buildings is fundamental to human existence, representing a
substantial component of the material production sector within the broader national econ-
omy [1]. However, several challenges are currently faced by the construction industry, even
amidst its growth. In numerous countries, an aging population, alongside a decline in
both the quantity and quality of the labor force, is presenting a significant challenge [2].
Simultaneously, increasing concerns are being raised regarding the efficacy of develop-
ment methods, workforce productivity, quality of output, incidence of engineering safety
accidents, and levels of energy consumption and emissions within the industry. An ur-
gent transformation towards intelligent practices is needed to drive advancements with
innovative construction models [3].

Scientific and technological innovation is currently highly valued across all sectors
of society, with robots constituting a significant element of the intelligent construction
industry due to their substantial research and application benefits. Construction robots
have emerged as a central focus within this domain, contributing to enhanced construction
efficiency and quality while reducing costs and risks. These advancements facilitate
industrial upgrading, attract policy support, and bolster international competitiveness.
In January 2023, the “Robot+” Application Action Implementation Plan was issued by

Buildings 2025, 15, 6 https://doi.org/10.3390/buildings15010006
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China’s Ministry of Industry and Information Technology along with seventeen other
departments. This plan explicitly advocates for the promotion of construction robots
to expand their application scope. Additionally, it aims to synergize the development
of intelligent construction with new building industrialization. The plan further details
the implementation of “Robot+” application innovation and practice, the establishment
of international and domestic exchange platforms, and the cultivation of a conducive
environment for the widespread adoption of robotic applications [4].

This study was conducted to enhance the understanding of the current state of research
in construction robots and to identify potential future research hotspots. Prior to 2007, the
number of journal articles on construction robots in the CNKI Chinese database and the
WOS core database was nearly nonexistent, indicating that related research was minimal
and lacked reference value. The CiteSpace bibliometric method is employed in this study
to conduct a metrological analysis of the research literature on construction robots from
2007 to 2024 in the CNKI Chinese database and the WOS core database. The objective is to
analyze research institutions, authors, research vectors, hotspots, challenges, and trends
within the field of construction robots.

2. Data Collection and Research Methods

In this study, CiteSpace software is utilized to quantify and examine the relevant
literature within the domain of construction robots from the CNKI Chinese database
and the WOS core database. The objective is to generate a series of knowledge maps to
analyze publication volume, research focal points, research vectors, and emerging trends in
this field.

2.1. Data Collection

An advanced search was conducted in the CNKI Chinese database, selecting “aca-
demic journals” as the literature type and using “Topic = construction robot” as the search
term. Similarly, in the WOS Core Database, an advanced search was performed with the
term “TS = construction robot” and a time range from 1 January 2007 to 30 June 2024.
After de-duplication and the manual elimination of the unrelated literature, conference
notices, interviews, and policy document interpretations, 710 valid documents were ob-
tained from the CNKI database, while 2237 valid documents were retrieved from the WOS
Core database. The findings in this paper are based on this dataset. Figure 1 illustrates
the annual publication count in both databases, revealing a consistent upward trend in
overall volume. Notably, a significant increase in article volume was observed starting in
2018. Based on the upward trend and article volume in the first half of 2024, it is reasonably
inferred that CNKI will publish approximately 130 articles, while WOS will publish around
400 articles in 2024.

 

Figure 1. The annual number of construction robots-related publications from 2007 to 2024.
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2.2. Research Methods

CiteSpace, a scientific bibliometric visualization and analysis software developed
by Prof. Chaomei Chen of Drexel University on the Java platform, is employed in this
study [5]. CiteSpace6.2R4 is utilized to enumerate the annual publication count in order
to analyze trends in article volume, as well as the distribution and collaboration among
authors and institutions, thereby elucidating research trends in this field. Keywords are
analyzed through co-occurrence, clustering, and prominence to identify research hotspots,
thematic veins, and trends. Based on this analysis, the representative literature is examined,
and all results are comprehensively assessed to explore future development trends in the
field of construction robots.

3. Results

3.1. Analysis of Institutional Cooperation Network

The comparative analysis of the literature revealed notable discrepancies in publication
output among the top ten organizations in each database, as shown in Table 1. While the
CNKI Chinese database documented a modest total of 15 articles, the WOS Core Database
demonstrated a significantly greater output, with 72 articles—nearly five times that of the
CNKI. Furthermore, the tenth-ranked organization in the WOS database published more
than ten articles, which is beyond what the leading organization in the CNKI database
achieved. This highlights the considerably smaller number of articles in the CNKI database
compared to the WOS Core Database.

Network density is a measure defined as the ratio of the actual number of relation-
ships to the theoretical maximum number of relationships within a network. In a directed
network comprising n nodes, where the actual number of relationships is m, and the
theoretical maximum is n(n − 1), the network’s density is expressed as m

n(n−1) , with a max-
imum achievable value of 1. An increase in density indicates a higher level of cooperation
among organizations as the limit of 1 is approached [6]. The Institutional Co-occurrence
Network can illuminate the authoritative standing of a particular research domain, an-
alyze the characteristics of inter-institutional collaboration, and offer a new perspective
for assessing the academic influence of research institutions. Figure 2 illustrates the In-
stitutional Co-occurrence Network within the CNKI Chinese database. The prominence
of fonts representing the School of Architecture and Urban Planning of Tongji University
and Bright Dream Robotics signifies a substantial number of published articles, suggesting
notable engagement in the field of construction robots and demonstrating strong research
capabilities. The network depicted in Figure 2 consists of 329 nodes and 111 connecting
lines, resulting in a network density of 0.0021, which is significantly lower than 1. This
low density indicates a scarcity of cooperation among institutions, particularly between
universities and enterprises, and underscores a lack of awareness regarding the necessity
for such collaboration. Consequently, it is recommended that research on construction
robots should be directed towards enhancing institutional collaboration and developing a
university-enterprise linkage model to further progress in this field.

The institutional co-occurrence network map of the WOS core database is depicted
in Figure 3. The network consists of 423 nodes and 693 connecting lines, with a network
density of 0.0078. A relatively close collaboration between institutions is evident, with
several prominent networks having formed around key institutions such as the Chinese
Academy of Sciences, the Swiss Federal Institutes of Technology Domain, Harbin Institute
of Technology, Zhejiang University, the French National Center for Scientific Research, and
Shanghai Jiao Tong University. This configuration within the WOS core database illustrates
the prevalence of extensive and intimate collaborations among these institutions.
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Table 1. Top 10 institutions in database annual publication volume from 2007 to 2024.

Institution Count

CNKI
Chinese
database

School of Architecture and Urban Planning, Tongji University, Shanghai, China 15
Bright Dream Robotics, Foshan, China 13

Guangdong Bogarto Construction Technology Co. Foshan, China 8
China Construction Eighth Engineering Bureau Co. Shanghai, China 6

School of Electro-mechanical Engineering, Guangdong University of Technology,
Guangzhou, China

5

School of Geodesy and Geomatics, Wuhan University, Wuhan, China 5
School of Mechanical and Aerospace Engineering, Jilin University, Changchun, China 4

Wuhan Business University, Wuhan, China 4
School of Robots Science and Engineering Northeastern University, Shenyang, China 4
Guangdong Nonferrous Engineering Survey and Design Institute, Guangzhou, China 4

WOS core
database

Chinese Academy of Sciences, Beijing, China 72
University of Michigan System, Michigan, America 52

Swiss Federal Institutes of Technology Domain, Zurich, Switzerland 38
Harbin Institute of Technology, Harbin, China 37

Zhejiang University, Hangzhou, China 32
Centre National de la Recherche Scientfique, Paris, France 32

Shanghai Jiao Tong University, Shanghai, China 28
Tsinghua University, Beijing, China 27

Hong Kong Polytechnic University, Hong Kong, China 27
Beijing Institute of Technology, Beijing, China 24

Figure 2. Institutional co-occurrence network map in CNKI Chinese database.

By analyzing the current state of inter-institutional cooperation, it is suggested that
such collaboration needs to be further strengthened. Strengthening cooperation not only
facilitates the integration of information, human resources, equipment, and technology to
achieve resource sharing and complementarity of professional advantages for promoting
collaborative innovation, but it also contributes to the cultivation and development of talent.
This approach broadens individuals’ horizons, enhances their comprehensive abilities, and
fosters a sense of collaboration, which holds irreplaceable significance for the advancement
of all involved parties and the overall progress in the field of construction robots.
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Figure 3. Institutional co-occurrence network map in WOS core database.

3.2. Analysis of Author Co-Occurrence Network

Analyzing the relationships between authors gives a clear picture of patterns of
academic collaboration within a field and can help identify key authors within that field.
In examining the relationship between the number of scientists and the volume of scientific
publications, the renowned American historian of science, Price, identified a distinctive
pattern between the total number of scientists and the number of eminent ones. This pattern
was discerned through the analysis of a substantial dataset, leading to the calculation of a
coefficient of 0.749. This study applies Price’s theory to analyze central authors, with the
condition that the number of articles considered is at least N. Generally, when the articles
authored by the “core authors” constitute 50% of the total number of articles, it can be
inferred that a “core group of authors” has been established. The mathematical formula for
determining core authors is as follows [7]:

N = 0.749
√

ηmax (1)

In the formula: N is the number of publications that meets the minimum requirement
for core authors; ηmax is the number of publications of the author with the highest number
of publications.

By utilizing CiteSpace software to analyze and enumerate the authors within the
literature, the ten most prolific authors in terms of publication volume are identified, as
presented in Table 2. In the CNKI Chinese database, the author has the highest publication
count and has produced 15 articles, which corresponds to the maximum value of ηmax = 15.
According to Formula (1), this author’s output can be approximated as N ≈ 2.901. In
the WOS core database, the author with the highest publication count in the field of
construction robotics has published 10 articles, which corresponds to the maximum value
of ηmax = 10, resulting in a value of N ≈ 2.369 according to Formula (1). Consequently, it
can be concluded that authors who have published three or more articles are considered
the core contributors in this field.
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Table 2. Top 10 authors in databases annual publication volume from 2007 to 2024.

Author Institution Count

CNKI
Chinese
database

Yuan, Feng CAUP Tongji University, Shanghai, China 15
Duan, Han Guangdong Bogarto Construction Technology Co. Foshan, China 6
Wang, Peng School of Architecture, Tsinghua University, Beijing, China 4

Li, Xiao School of Electro-mechanical Engineering, GDUT,
Guangzhou, China 4

Lu, Songyao Guangdong Nonferrous Engineering Survey and Design Institute,
Guangzhou, China 4

Chen, Linxin Guangdong Bogarto Construction Technology Co. 4
Chen, Gaohong Bright Dream Robotics, Foshan, China 3
Zhang, Junhua Kunming Institute of Surveying and Mapping, Kunming, China 3

Liu, Jinyue HBUT School of Mechanical Engineering, Harbin, China 3

Lu, Chunting Installation Engineering Co., Ltd. of CSCEC 7th Division,
Zhengzhou, China 3

WOS core
database

Li, Heng Hong Kong Polytechnic University, Hong Kong, China 10
Kamat, Vineet R University of Michigan, Dept Civil, Ann Arbor, Michigan, USA 9

Du, Jing Department of Civil and Coastal Engineering, University of Florida,
Gainesville, Florida, USA 8

Zhang, Tao School of Economics and Management, Tongji University,
Shanghai, China 8

Menassa, Carol C Department of Civil and Environmental Engineering, University of
Michigan, Ann Arbor, Michigan, USA 8

Zhou, Tianyu Department of Civil and Coastal Engineering, University of Florida,
Gainesville, Florida, USA 8

Zhu, Qi Department of Civil and Coastal Engineering, University of Florida,
Gainesville, Florida, USA 6

Kromoser, Benjamin University of Natural Resources and Life Sciences, Green Civil
Engineering Institute, Vienna, Austria 6

Jebelli, Houtan
Department of Civil and Environmental Engineering, University of

Illinois at Urbana-Campaign, Urbana and Champaign,
Illinois, USA

6

Menges, Achim Institute for Computational Design and Structures ICD, University
of Stuttgart, Stuttgart, Germany 6

The author co-occurrence network map, produced using CiteSpace, serves to quantify
the extent of scholarly contribution and collaboration among researchers [8]. Figure 4
illustrates the co-occurrence network map of authors in the CNKI Chinese database. As
evidenced in conjunction with Table 2, Yuan Feng, from the School of Architecture and
Urban Planning at Tongji University, who focuses on intelligent building design and
the construction of building robots, emerges as the most prolific author. In terms of
collaborative groups, several have been established, with notable research groups centered
around Yuan Feng and Duan Han of Guangdong Bogarto Architecture Technology Co.
Overall, Figure 4 features 436 nodes and 311 connections, resulting in a network density
of 0.0033. The number of connections is lower than the number of author nodes, and the
low network density indicates a relatively dispersed group of researchers with limited
collaboration. The author co-occurrence network map in the WOS core database is depicted
in Figure 5, in conjunction with Table 2. This map consists of 566 nodes, 269 connecting
lines, and a network density of 0.0017, forming a collaborative network centered on Kamat,
Vineet R., and Menassa, Carol C., which includes Liu, Yizhi, Lee, Sang Hyun, as well as
Zhou, Tianyu, and Du, Jing, as part of the core collaborative group.
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Figure 4. Author co-occurrence network map in CNKI Chinese database.

Figure 5. Author co-occurrence network map in WOS core databases.

In conclusion, it can be observed that authors in the CNKI Chinese database engage
in more frequent and extensive collaboration with each other. However, the level of
interconnectivity among authors across both databases remains comparatively limited and
dispersed. The analysis revealed that 23 core authors in the CNKI database account for
12.29% of the total number of articles, while 46 core authors in the WOS database represent
9.03% of the total articles. Notably, none of these authors constitute a core group, as defined
by the proposed Formula (1).

3.3. Analysis of Hot Research Topics

Keywords are of great importance to the research topic of the article, reflecting the
core of the research and the direction of the literature. They play a crucial role in revealing
the development of the research topic [9].

3.3.1. Keyword Co-Occurrence

The data were imported into CiteSpace software, with the time interval set to one year
to facilitate the analysis of keywords. Figure 6 presents the keyword co-occurrence map
for the Chinese literature, which comprises 366 nodes and 447 connecting lines, resulting
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in a network density of 0.0067. The nodes represent keywords, while the connecting lines
indicate the co-occurrence relationships between them. Table 3 illustrates the ten most
frequently occurring keywords in the Chinese literature, where “year” denotes the year of
the keyword’s first appearance. A review of Figure 6 and Table 3 reveals that “robot” is the
keyword with the highest frequency, accompanied by a centrality score of 0.44, indicating
that robots are the most prominent research topic in this domain. Conversely, the preva-
lence of keywords such as deformation monitoring, intelligent construction, and artificial
intelligence suggests a heightened interest in research related to construction robots. In
addition to keywords with high frequency and centrality, terms like new engineering, talent
cultivation, teaching reform, and curriculum system reflect the ongoing educational reforms
being implemented by various universities in response to contemporary developments.

Figure 6. Keyword co-occurrence network map in the Chinese literature.

Table 3. Top 10 keywords in the Chinese literature frequency.

Keyword Count Centrality Year

Robot 64 0.44 2007
New engineering 47 0.04 2019

Deformation monitoring 32 0.2 2008
Talent cultivation 31 0.02 2013

Intelligent construction 30 0.07 2021
Artificial intelligence 21 0.05 2019

Teaching reform 18 0.01 2010
Curriculum system 18 0.04 2019

Practice teaching 12 0.01 2013
Integration of industry and education 12 0.01 2019

Figure 7 illustrates the co-occurrence map for English keywords, consisting of
562 nodes and 2718 connecting lines, resulting in a network density of 0.0172. Table 4
presents the ten most frequently occurring keywords in the English literature. An exami-
nation of Figure 7, in conjunction with Table 4, reveals that the keywords “construction”,
“robot”, and “mobile robots” demonstrate high centrality, which aligns with the prevalent
research themes in this field. Furthermore, the substantial word frequency and centrality of
keywords such as “design”, “system”, “model”, “algorithm”, “optimization”, “path plan-
ning”, “tracking”, and “task analysis” reflect the research methodologies employed within
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this domain. Specifically, path planning, tracking, and task analysis are representative of
the methodologies utilized in this field.

Figure 7. Keyword co-occurrence network map in the English literature.

Table 4. Top 10 keywords in the English literature frequency.

Keyword Count Centrality Year

design 235 0.23 2007
construction 150 0.18 2007

system 146 0.12 2008
robot 134 0.17 2007

mobile robot 82 0.09 2008
model 79 0.13 2008

mobile robots 78 0.12 2007
systems 76 0.09 2011

algorithm 75 0.11 2007
optimization 67 0.06 2012

3.3.2. Keywords Cluster Analysis

Cluster analysis is a widely employed technique in the fields of statistical data analysis
and knowledge discovery, utilized to uncover hidden themes within textual data. Through
the application of cluster analysis, a substantial number of keywords can be classified into
various research themes. This process allows for the categorization of keywords into related
themes, thereby facilitating the identification of research trends and the interconnections
within a given research field. Utilizing CiteSpace software, the literature was clustered to
ascertain the relevance of the keywords. The ordinal number of a smaller cluster signifies
its size, where larger and more cohesive clusters suggest greater activity and potential
as current or future hotspots [10]. Figure 8 illustrates the keyword clustering timeline
mapping of the Chinese literature, comprising nine clusters. It is evident that the clustering
scale of robot engineering, path planning, and the related literature is larger. Similarly,
Figure 9 presents the keyword clustering timeline mapping of the English literature, which
also indicates that clusters pertaining to humanoid robots, path planning, and task analysis
are notably larger. From this analysis, it can be initially inferred that path planning emerges
as a significant research focus and a prominent topic within the field of construction robots.
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The Chinese keyword clustering timeline mapping produced a total of 366 nodes and
447 connecting lines, resulting in a network density of 0.0067. The findings included a
Modularity Q of 0.7609 and a Weighted Mean Silhouette S of 0.9678. A Q value greater than
0.3 indicates that the delineation of the structure is significant and that the clustering results
are optimal. Similarly, an S value greater than 0.5 suggests that the clustering results are
reasonable [11]. As shown in Figure 8, the English keyword clustering timeline mapping
consists of 562 nodes. The Q value, recorded at 0.3891, surpasses 0.3, signifying that the
discerned structure is significant and the clustering outcome is optimal. Furthermore, the
Weighted Mean Silhouette is 0.7372, which demonstrates that the clustering is efficient and
convincing when the S value is at 0.7. This implies that the homogeneity of this clustering
mapping is high, and the overall clustering quality is excellent.

Figure 8. Keywords clustering time map in Chinese literature.

Figure 9. Keywords clustering time map in the English literature.

As illustrated in Figure 8, the keyword clustering timeline mapping of Chinese lit-
erature indicates that robot engineering, path planning, deformation monitoring, and
intelligent construction are the current research focal points within the domain of construc-
tion robots. Research related to robots was initially introduced in the field of construction
engineering in 2007 and has continually evolved to the present day. Teaching reform was
first introduced in 2010, with the subsequent reform in 2013 placing greater emphasis on
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practical teaching in talent cultivation. In 2019, the concept of “new engineering” was
proposed, leading to a transformation in talent cultivation modes and pathways. The focus
shifted towards the integration of industry and education, emphasizing the learning of
artificial intelligence, intelligent construction, robot engineering, and related knowledge
areas. Additionally, innovative applications such as digital construction were promoted.
As illustrated in Figure 9, the English keyword clustering timeline mapping reveals that
design and human-robot collaboration have emerged as significant research foci. Since
2007, research on construction robots in English literature has predominantly concentrated
on these areas, along with path planning, task analysis, and robot vision systems.

3.3.3. Analysis of Research Hotspot

A timeline mapping of keyword clustering, examined alongside the theme of construc-
tion robots, reveals that current research in this field is concentrated on several key areas,
including path planning, deformation monitoring, intelligent construction, 3D printing,
human-robot collaboration, task analysis, and robot vision systems. The objective of this
article is to review and analyze representative papers related to these topics.

1. Path planning

The term “path planning” refers to the process of employing automated systems and
algorithms to determine optimal movement paths. In the realm of construction robots, path
planning is of paramount importance as it relates to how robots navigate and execute tasks
with efficiency and safety on construction sites. A hybrid genetic ant colony algorithm
was proposed by Zhang et al. [12], which integrates pheromones of genetic algorithm
chromosomes and ant colony algorithm search paths to study construction robot pathways.
Wang et al. [13] developed a navigation map based on a BIM model, combined with an
optimized A* algorithm, to achieve optimal global path planning for construction robots,
enabling real-time obstacle avoidance. Fernando Torres et al. [14] introduced a Lidar-based
plain valley path method that is immune to OSM errors, thereby compensating for the low
local accuracy of OSM and facilitating seamless obstacle avoidance and task execution by
construction robots. Yang et al. [15] enhanced the traditional RRT algorithm using BIM
navigation maps, integrating it with the DWA algorithm to increase obstacle avoidance
flexibility for moving construction robots. Gao et al. [16] proposed an autonomous explo-
ration method for mobile robots utilizing graph-based SLAM with 2D laser technology,
with experimental validation demonstrating its efficacy in robot mapping and exploration
tasks. Huang et al. [17] generalized the emerging edge computing paradigm to multi-robot
SLAM by combining a multi-robot laser SLAM system for efficient co-processing in the
cloud. Liu et al. [18] introduced a semantic-assisted Lidar tightly-coupled SLAM method
to reduce interference from dynamic objects and environments, extending its applicability
to complex 3D dynamic environments. Concurrently, Li et al. [19] employed a method
integrating Euclidean space and angle thresholds to enhance the efficiency and accuracy
of the SLAM algorithm point cloud processing, verifying the algorithm’s feasibility and
reliability in real-world scenarios. Current research in path planning predominantly focuses
on three critical areas: enhancing localization accuracy, advancing autonomous navigation,
and mitigating the impacts of dynamic environments on robot performance. The aim
of this research is to improve the precision and resilience of construction robots in their
operational activities.

2. Deformation monitoring

Deformation monitoring technology is employed not only to ensure the safety and
stability of structures but also to facilitate the advancement of construction robotics. Zhou
et al. [20] introduced a deep foundation pit monitoring and early warning system that
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utilizes a Leica TPS1200+ measuring robot. This system collects data via a VB platform,
GeoCOM interface, and remote wireless transmission to enable communication control
between the robot and a computer. Data processing is subsequently conducted using
wavelet analysis. Zhang et al. [21] proposed a real-time detection method based on Grubbs’
criterion, which is explored as a type of historical data analysis. Zheng et al. [22] developed
software for automated pit deformation detection using the Android operating system,
Bluetooth communication, and a measurement robot as its hardware foundation. This
software satisfies the requirements for convenience, accuracy, and timeliness in pit defor-
mation detection. Zhang et al. [23] investigated the bonding properties of UHPC to stone
under various interface treatment methods to enhance building stability through material
selection. Ji et al. [24] proposed an integrated approach combining GNSS technology,
inclination sensors, and high-precision measuring robots for the horizontal deformation
monitoring of ultra-high-rise buildings. Research in deformation monitoring technology
aims to improve the precision and responsiveness of monitoring processes. Currently, these
techniques are predominantly applied in the monitoring of pits and the deformation of
high-rise structures to ensure the safety of construction projects.

3. Intelligent construction

The advancement of construction robots represents a promising development within
the realm of intelligent construction. The increasing demand for intelligent construction
has spurred innovation in the design, manufacturing, and control technologies associated
with construction robots. Yuan et al. [25,26] introduced a digital construction technology
system tailored for batch customization in prefabricated buildings, additionally proposing
a digital building and intelligent design and construction process specifically for bricks.
Duan et al. [27] identified construction robots as core components for optimizing quality
and enabling the full-cycle digital formation of the building construction process, further
emphasizing their role as key drivers in the advancement of intelligent construction. Zhao
et al. [28] advocated for the integration of BIM (Building Information Modeling), detailed
design, automated processing, and 3D simulation techniques to enhance the efficiency and
quality of designing and constructing complex-shaped buildings. Gao [29] proposed an
intelligent construction method for box house structures utilizing BIM visualization pro-
gramming alongside the RT-Star algorithm. Wang et al. [30] highlighted the digital model
of spatial and temporal information of buildings, which evolves with project progress, as
the digital infrastructure critical to construction, forecasting that future digital building
engineering will inherently possess characteristics of intelligence, platform integration, and
industrialization. In addressing the construction industry’s aspiration to create architecture
that seamlessly integrates humans, the built environment, and technology, as well as the
necessity for highly skilled technical professionals, Li et al. [31] proposed a model for
cultivating talent in new engineering disciplines within an intelligent construction context.
Currently, research in the field of intelligent construction is flourishing, predominantly
concentrating on three areas: ongoing technological innovation, expanding application
scenarios, and enhanced talent development and team-building efforts.

4. 3D printing

Currently, 3D printing technology is utilized for the rapid and precise fabrication of
building components. The integration of construction robots with 3D printing technology
enables the automated and intelligent production of these components, thereby improving
the efficiency and quality of building construction. A comprehensive overview of the
progressive integration of 3D printing in construction engineering was provided by Zuo
et al. [32], who proposed a technical framework for the advancement of 3D printing
technology, specifically in the context of ultra-high-rise buildings. Liu [33] proposed a
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3D printing technology system for filler construction consisting of two components: a 3D
printing assembly line robot operation system and a 3D printing technology adjustment
system for filler construction. Hong et al. [34] suggested the use of an enhanced Q-learning
technique to align the information decision-making process with the optimal robot state
as identified through machine learning. This approach aims to facilitate the generation
of optimal 3D printing robot paths while minimizing computational time requirements.
Zeng et al. [35] introduced a novel method for the intelligent detection of porosity in
3D-printed concrete, combining a target detection algorithm with a lightweight, intelligent
approach to address the limitations of existing techniques, such as dependence on manual
labor, extended detection times, and high costs. At present, 3D printing is primarily
employed in architecture for architectural modeling, meeting the specific requirements of
the construction process. Technology is continuously advancing, with the aim of reducing
time consumption, labor costs, and expenses.

5. Human-robot collaboration

The model of human-robot collaboration emphasizes the necessity of close interac-
tion between humans and robots in the workplace, highlighting the importance of joint
efforts to achieve specific work objectives. The effective implementation of human-robot
collaboration not only enhances the efficiency and quality of building construction but
also facilitates the transformation and upgrading of the construction industry. In their
study, Huang et al. [36] employed a reinforcement learning (RL)-based construction robot
to engage in active learning of automated control through environmental interactions. This
approach allows the robot to operate based on its perceived state and objectives without
human intervention, thereby reducing personnel workload. Additionally, Zhu et al. [37]
proposed deep reinforcement learning (DRL)-based optimization methods that are directly
applicable to various robot-assisted construction scenarios. Liang [38,39] and his team
introduced a model of human-robot interaction employing the 12PL-DT-VR system, where
humans are responsible for high-level task planning and workflow supervision while
robots execute physical tasks. This model facilitates telecollaboration between construction
workers and robots. Concurrently, the team proposed a novel method for categorizing
collaborative human-robot work, indicating a promising direction for future research in this
field. Yang et al. [40] suggested a framework designed to serve as an organizational tool to
support future research and exploration in human-robot collaboration by interlinking the
domains of systems, design, and human-centeredness. Liu et al. [41] introduced a method
to enhance the safety of human-robot collaboration by focusing on the worker and using
electroencephalography to capture brainwaves. This method enables the robot to acquire
relevant task information and execute it accordingly. Current research in human-robot
collaboration primarily focuses on reducing the physical burden on workers while ensuring
construction quality and safety. It is anticipated that advancing intelligent construction
management will further enhance work efficiency.

6. Task analysis

Task analysis serves as a critical tool in advancing the construction industry toward
enhanced efficiency, safety, and sustainability across various key domains. In research
conducted by Bakdi et al. [42], a dual Kinect camera vision system was proposed to furnish
depth information to robots. This system, coupled with image processing technology,
accurately simulates the surrounding environment. Genetic algorithms are then employed
to devise the optimal path for avoiding object collisions, while adaptive fuzzy logic is
utilized to control the robot’s speed, thus realizing the planning and execution of the
mobile robot’s optimal path and enhancing its overall performance. The impact of digi-
tal fabrication on the construction industry was investigated by De Soto et al. [43], who
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analyzed both the cost and time requirements for the on-site construction of robotically fab-
ricated complex concrete walls and evaluated the implications for construction productivity.
Hartmann et al. [44] presented a system designed to parallelize complex task and motion
planning problems using an iterative approach. In this system, smaller subproblems are it-
eratively solved until the desired solution is obtained. Optimization methods are integrated
with a sampling-based bi-directional spatial-temporal path planner to address constraints
and enable simultaneous collaboration among multiple robots. Elmakis et al. [45] intro-
duced an innovative method to enhance the flexibility of ground-based unmanned robots.
This method involves employing unmanned aerial vehicles for precise aerial localization
and mapping, which enables robots to undertake site preparation tasks beyond mere sens-
ing activities. The field of task analysis now encompasses a wide spectrum of facets related
to the advancement of construction robotics technology. These facets include but are not
limited to, path analysis, exploration of human-robot collaboration, data acquisition and
analysis, environmental sensing and navigation, and the automation of construction tasks.

7. Robot vision systems

The integration of robot vision systems into construction robots holds significant
potential to enhance automation and intelligence within the construction process, thereby
improving accuracy safety, and facilitating more effective construction management and
progress monitoring. A novel vision-guided path planning system has been proposed
by Pinto, A.M. et al. [46], utilizing existing cable-driven robots. This system optimizes
the robot’s trajectory by accounting for the robot’s position, the positions of targets and
obstacles, as well as the interactions between obstacles, cables, and surrounding scenarios.
In a recent study, Navid Kayhani [47] and colleagues introduced a cost-effective, adaptable,
lightweight visual-inertial localization methodology for unmanned aerial vehicles. This
approach employs a basic inertial measurement unit sensor configuration and a single-lens
camera utilizing AprilTags. Mei [48] proposed a dynamic RGB-D visual SLAM dense map
construction method that employs pyramidal L-K with multi-view geometric constraints.
This method not only enhances the accuracy of camera position estimation and facilitates
the construction of dense maps following dynamic object processing but also improves
system stability and environmental reconstruction accuracy. Liu et al. [49] introduced a
vision-based robot-assisted component installation system designed to address the chal-
lenges of on-site assembly of prefabricated components in building construction. Following
initial alignment using a crane, two robots collaborate to precisely adjust the position and
orientation of the components. Feng et al. [50] developed a planar rebar tying robot and
proposed an innovative two-stage recognition method that combines a depth-of-look cam-
era and an industrial camera to capture image information of the tying area. A review of
the literature indicates that research on vision systems for robots is predominantly focused
on enhancing the flexibility and accuracy of environmental perception, particularly in
practical applications within the domain of construction robots.

3.4. Analysis of Research Trends

The use of keyword emergence mapping in CiteSpace software serves as a power-
ful tool for analyzing research hotspots within a specific field. This method effectively
highlights keywords that appear suddenly and increase rapidly in frequency over a de-
fined period—referred to as emergent words. Such emergent words signify new research
hotspots or directions that experience a swift rise in attention, providing timely insights
into emerging trends and prominent topics in the field. When an emergent word appears
recently with high intensity and prolonged duration, it indicates that the research topic is
in a stage of rapid development and may continue to attract significant attention in the near
future, with the potential to become a future research hotspot or key area of development.
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By employing CiteSpace software for keyword emergence analysis, Chinese (Figure 10a)
and English (Figure 10b) keyword emergence maps were successfully generated. These
maps were utilized to conduct an in-depth analysis of the historical development of re-
search within this field and to identify the research hotspots that have emerged over time.
The analysis revealed that the research landscape can be categorized into two distinct
stages, each distinguished by a specific set of research trends and priorities.

(a) (b) 

Figure 10. (a) Emergence mapping of Keywords in the Chinese literature; (b) Emergence mapping of
keywords in the foreign literature.

In summary, the period from 2007 to 2016 is characterized as the initial phase of
field exploration. During this time, the predominant research areas included modeling,
deformation monitoring, sensors, motion planning, manipulators, strategies, space robots,
engineering practice, and information technology. The subsequent period from 2017 to
2024 marks the latest phase of frontier research. The focus during this phase encompasses
but is not limited to, areas such as intelligent construction, talent training, new engineering,
machine vision, automation, task analysis, three-dimensional displays, robot kinematics,
and artificial intelligence.

1. Keyword terms exhibiting strong emergence intensity include “intelligent construc-
tion” and “robots”. The application of construction robots is contingent upon the
overarching framework of intelligent construction. Robots can perform tasks auto-
matically, either by following a preset program or by operating autonomously based
on principles developed through artificial intelligence technology. In the 1980s, the
Shimizu Corporation of Japan pioneered the development of the world’s first con-
struction robot, the SSR-I refractory coating robot [51]. Since that time, countries have
increasingly prioritized research and development in the field of construction robots.
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The application of robotic technology is now considered a pivotal area of focus within
the construction industry and represents a significant trend in current research.

2. The term “deformation monitoring” has the longest documented history of use, hav-
ing been practiced for a decade. The primary objective of deformation monitoring
is to ensure the safety and stability of engineering structures while providing a sci-
entific foundation for the construction and maintenance of these structures. In the
current context of smart construction, deformation monitoring has become more
intelligent and automated [52]. Construction robots possess the potential to facilitate
real-time monitoring and early warning systems for buildings, forming an integral
part of the deformation monitoring process. To better align with evolving detection
requirements, construction robots must undergo continuous enhancements to opti-
mize the performance of their sensors, measurement equipment, and other associated
components. Deformation monitoring constitutes a pivotal aspect of an intelligent
construction system and serves as a critical driver for the intelligent transformation
and modernization of the entire construction industry.

3. The genetic algorithm is a term that has recently emerged, rooted in the principles of
genetics. It optimizes problem-solving gradually by simulating the natural processes
of selection, crossover, and mutation. The introduction of genetic algorithms has
significantly enhanced the performance and efficiency of construction robot systems.
These algorithms are applied not only to optimize the robot’s path planning but also
to refine the design parameters of the robots.

When combined with the timeline chart, emergent words can clearly illustrate the
emergence time of keywords, their developmental history, and their appearance at different
stages. By analyzing these time-series data, the evolutionary trend of research hotspots can
be observed, enabling an understanding of which topics are gradually gaining attention
and which are losing prominence. This analysis also allows for predictions regarding
the direction of future research. In conclusion, future research on construction robots
can be divided into two main areas: firstly, the incorporation of genetic algorithms and
other technologies to enhance the performance and practicality of construction robots in
all aspects, and secondly, addressing potential issues that may arise from the practical
application of construction robots within the industry. This is aimed at fostering the
collaborative advancement of all aspects of the construction robot sector and promoting
the broader application of these technologies.

4. Discussion

To facilitate a deeper and more efficient understanding of the foundational overview
and research progress in the field of construction robots, this paper offers a visualization
and analysis of 2947 documents related to construction robots sourced from the CNKI
Chinese database and the WOS core database. This analysis was conducted using CiteSpace
software, which enabled an examination of temporal distribution, authorship distribution,
organizational distribution, keyword co-occurrence, and keyword clustering timelines. The
findings are detailed below:

1. Over the past 18 years, the number of research articles pertaining to construction
robots has steadily increased, with a particularly marked surge in publications com-
mencing in 2018. Before 2013, the volume of publications in this field was nearly
negligible. This trend indicates a gradual expansion in the scope of research and a
growing sophistication in the content being explored. Moreover, it underscores the
pivotal role of construction robots as essential tools for the intelligent upgrading of the
construction industry, highlighting their significance as a prominent area of current
research within this sector.
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2. The analysis of institutions and authors reveals that cooperation within the field of
construction robots is limited and fragmented, lacking a cohesive research system
with a core group of authors. Consequently, enhancing communication networks
among various research institutions and author teams is of considerable significance.
Such improvements are essential to advancing the in-depth development and broad
application of construction robot technology.

3. A comprehensive keyword analysis indicates that current research hotspots in the
field of construction robots are predominantly centered on path planning, deformation
monitoring, vision systems, image processing, and other technological innovations in
research and development. Significant advancements have been achieved in these
areas in recent years. However, attention has recently started to shift towards the
practical applications of robots in building construction, encompassing considera-
tions such as environmental constraints, safety, technological maturity, and human-
robot collaboration. These issues related to practical applications are also subjects of
ongoing research.

A comprehensive analysis of the literature on construction robots reveals certain limi-
tations in the current research. Technically, challenges persist in multi-robot cooperative
operations and human-robot collaboration. The interaction and integration across various
disciplines are insufficient, hindering the formation of effective knowledge-sharing and
collaborative innovation mechanisms. From the perspective of talent and collaboration,
a notable scarcity of professionals exists in construction robots, complicating efforts to
cultivate expertise. Additionally, the frequency and depth of cross-organizational and
cross-team collaborations are limited, impeding the development of a comprehensive,
multi-level network that integrates industry, academia, research, and application. Fur-
thermore, practical applications of construction robots face constraints. Most current
robots exhibit single-functionality and lack precise adaptability for specific construction
tasks. Since construction operations often demand high levels of precision, flexibility, and
multifunctional integration, this mismatch restricts the functionality and applicability of
construction robots in real-world engineering practices.

5. Conclusions

In conclusion, significant advancements have been witnessed in the field of construc-
tion robotics in recent times. Current research focuses on several pivotal areas, including
human-robot collaboration, path planning, task analysis, robot vision technology, and
the reform of university education and professional training. Future developments at
the technical level may involve the integration of various technologies into the study of
construction robots. Ensuring the safe coordination between humans and machines re-
mains a central focus, particularly concerning the application of construction robots and
the management of human-machine interactions.

To promote the long-term development of the construction robots’ field, future research
should prioritize the acceleration of core technology research and development. This
objective may be achieved by enhancing communication among various institutions and
authors, as well as by improving personnel training and fostering team-building. Moreover,
it would be advantageous to encourage colleges, universities, research institutes, and
enterprises to establish interdisciplinary and cross-field scientific research and cooperation
teams. Additionally, proactive exploration and application of novel materials and processes
should be encouraged.
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Abstract: The steel–Ultra-High-Performance concrete (UHPC) composite slab is a new
type of structure made of steel and UHPC connected by pegs, and its flexural mechanical
properties and related design methods need to be further investigated. Firstly, a detailed
numerical model of the steel UHPC composite slab is established and validated based on
previous flexural behavior experimental research. Secondly, the flexural failure mechanisms
of steel–UHPC composite slabs are clarified through finite element analysis. Under positive
bending moments, when the degree of shear connection is lower than 100%, the ultimate
load capacity of the composite slabs is determined by the shear capacity of the pegs. On the
contrary, there are no significant changes in the load-carrying capacity of all the specimens,
but there is a slight increase in stiffness. Under negative bending moments, the load-
bearing capacity, stiffness, and crack resistance of the composite slab are improved as the
degree of shear connection and reinforcement ratio increase. Finally, the method used to
calculate the flexural capacity of steel–UHPC composite plates under positive and negative
bending moments with high accuracy is proposed based on the analytical results. This
paper provides a theoretical basis for the design of flexural performance of steel–UHPC
composite slab.

Keywords: ultra-high-performance concrete (UHPC); steel–UHPC composite slab; flexural
behavior; numerical analysis; calculation method

1. Introduction

Ultra-High-Performance Concrete (UHPC) is a novel eco-friendly cement-based com-
posite material designed based on the principles of optimal particle packing, a water-to-
binder ratio of less than 0.25, and fiber reinforcement. It is characterized by its ultra-high me-
chanical strength, enhanced toughness, superior durability, and excellent workability [1–4].
The interfacial bond strength between the UHPC matrix and steel fibers is significantly
enhanced, allowing the UHPC matrix to maintain high tensile strength even after cracking.
This results in the realization of metal-like tensile behavior and strain-hardening charac-
teristics, which significantly improve the toughness and ductility of UHPC materials [5,6].
Compared to normal concrete (NC) and conventional high-performance concrete (HPC),
the durability of UHPC, including resistance to chloride ion penetration and carbonation,
is significantly enhanced by its high densification, which enables it to fully adapt to the
demanding engineering requirements of harsh environments, such as corrosive and marine
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conditions [7,8]. Meanwhile, considering its excellent mechanical properties and ease of
construction, UHPC is effectively utilized in the repair and strengthening of existing dam-
aged or aging structures with good interfacial connection properties [9,10]. The mechanical
performance and service life of the original structures are significantly enhanced [11–13].
More importantly, UHPC can be used in special scenarios such as large-span bridges,
ultra-high-rise buildings and large-span heavy-duty industrial plants, etc., to minimize the
amount of material under the condition of meeting the structural design requirements due
to its high strength [14,15]. Traditional reinforced concrete slabs and steel–normal concrete
slabs are relatively heavy. In composite cable-stayed bridges, the thickness of reinforced
concrete slabs is typically greater than 250 mm, with their self-weight accounting for more
than 70% of the weight of the bridge deck system [16]. Replacing the concrete layer in
steel–concrete composite structures with UHPC can significantly improve the mechanical
properties of the structure [17,18]. The new structure with thinner thickness and smaller
mass can reduce structural deadweight and realize greater economic benefits. Due to the
excellent tensile properties of UHPC, steel–UHPC composite slabs can effectively solve the
problem of easy cracking in the negative moment zone of steel–concrete combined girder
bridges and further improve the use of steel–concrete combined girder bridges in terms of
span and range of application [19].

The application of steel–UHPC composite structures to bridge decks was first pro-
posed by Shao et al. in 2012. Based on practical engineering needs, they conducted full-scale
model static load tests. The results demonstrated that the novel steel–concrete composite
bridge deck effectively reduced stresses in the deck structure and enhanced its stiffness,
fundamentally mitigating the risk of fatigue cracking in the deck and extending the fatigue
life of steel bridge decks [20]. In recent years, studies on steel–UHPC composite structures
have focused on fatigue testing of steel–UHPC composite slabs [21–23], validating the shear
behavior of peg connections [24–26], and optimizing the treatment of wet joints [27–29].
The reliability of the pegs is the basis for the perfect synergy between the steel–UHPC
composite slabs, while the diameter size of the pegs and the separation spacing will have
an impact on the working condition of the composite plates when subjected to bending
loads. Hu et al. [30] validated the finite element model for the shear performance of pegs
in steel–UHPC composite slabs. They discussed the effects of welded reinforcements, peg
diameter, and spacing on the failure modes, shear capacity, and load-slip behavior of the
peg connectors. The results indicated that when the peg diameters are 13 mm, 16 mm, and
19 mm, the group peg effect should be considered, and a shear-slip model for the pegs
was established. Lu et al. [31] found that appropriately increasing the embedment depth
and diameter of pegs can enhance their ultimate tensile capacity. However, it should be
noted that changes in the failure mode may result in no increase or even a reduction in
the load-carrying capacity. The bonded interface at the wet joint of steel–UHPC compos-
ite slabs is a weak point in the cooperative performance, affecting the structural safety.
Ren et al. [28] designed seven steel–UHPC composite slabs and conducted four-point bend-
ing tests. The test parameters included reinforcement type, lapping details, joint width, and
filling materials. The experimental results showed that all specimens experienced shear
failure, with critical shear cracks forming within the shear span. Finally, a cohesive-friction
hybrid model was developed. Concrete is known for its excellent compressive strength
but exhibits relatively low tensile strength, which often results in the presence of cracks
during service conditions [32]. Luo et al. [33] studied the flexural cracking behavior of
steel–UHPC lightweight bridge deck systems by designing 40 steel–UHPC composite slabs
and 8 steel–UHPC composite beams for transverse and longitudinal cracking tests. The re-
sults indicated that increasing the reinforcement ratio, reducing the UHPC cover thickness,
decreasing the spacing of peg shear connectors, and thickening the UHPC layer effectively
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mitigated the initiation and propagation of cracks in the UHPC layer. Building on this,
Wang et al. [34] proposed a theoretical formula for calculating the maximum crack width
on the bottom surface of the UHPC layer through a series of experimental studies. This
research provides theoretical guidance for the development of steel–UHPC composite struc-
tures. Zou et al. [35] proposed a hollow steel–UHPC composite bridge deck system without
shear connectors, composed of hollow steel tubes and UHPC, to reduce the self-weight
of the deck and enhance its crack resistance and durability. The results demonstrated
that the embedded steel tubes and external UHPC achieved excellent composite perfor-
mance. Additionally, a theoretical formula for predicting the flexural capacity of hollow
steel–UHPC composite bridge decks was developed. Li et al. [36] proposed a steel–UHPC
composite bridge deck system without longitudinal ribs. Compared to the orthotropic
steel–UHPC composite bridge deck system, increasing the thickness of the UHPC layer
alone was insufficient to effectively compensate for the stiffness reduction caused by the
removal of U-shaped ribs. By reducing the longitudinal support spacing of the bridge deck
system, steel consumption could be reduced by 28% and weld length by 80%, significantly
lowering the risk of fatigue cracking in the deck. Li et al. [37] conducted flexural experi-
ments on steel–UHPC composite slabs with PBL shear connectors. The results indicated
that PBL connectors effectively ensured the integrated force transfer between the steel plate
and the UHPC slab, providing the composite slab with excellent ductility under negative
bending moments. Xiao et al. [38] investigated the influence of the number and type of
shear connectors on the flexural performance of full-scale steel–concrete composite slabs.
Their findings revealed that steel–UHPC composite slabs exhibited flexural failure, whereas
steel–concrete composite slabs experienced punching shear failure. Among the composite
slabs, specimens with sufficient perforated bonding rib shear connectors demonstrated
the best flexural performance. In addition, machine learning and artificial neural network
approaches are used to construct models of the intrinsic relationships of materials and to
study the mechanical properties of composite structures [39–43]. Currently, domestic and
international research on steel–UHPC composite structures is primarily conducted within
the realm of bridge engineering. Much of this research focuses on meeting the design
requirements for steel–UHPC lightweight composite bridge deck engineering, leading
to a narrow scope that lacks broad representativeness. Studies on the effects of loading
conditions, the degree of shear connection of the pegs and the reinforcement rate on the
mechanical properties of steel–UHPC composite panels are still insufficient and lack depth.

In this paper, numerical simulation and theoretical analysis are used to investigate the
bending force behavior of steel–UHPC composite slabs. Based on the determined UHPC
principal model and damage evolution equations, the finite element numerical model of this
paper is validated based on the bending performance tests of eight steel–UHPC composite
slabs conducted by Gao et al. [44,45]. On this basis, the effects of parameters such as bending
moments, shear connection degree, and reinforcement ratio on the flexural performance of
composite slabs are investigated using numerical analysis methods. The failure mechanisms
of steel–UHPC composite slabs under positive and negative bending moments are further
clarified. Finally, based on the numerical analysis results, an out-of-plane load-bearing
capacity calculation method for steel–UHPC composite slabs under positive and negative
bending moments is established and compared with the experimental results.

2. Establishment of 3D FE Model

2.1. Cell Type and Mesh

In this paper, the finite element simulation of the steel–UHPC composite slab is carried
out in ABAQUS 2020/Standard. The steel–UHPC composite slab is composed of UHPC
slab, pegs, a steel plate, and steel reinforcement. Among them, the UHPC slab, pegs, and
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steel plate are simulated using the solid element C3D8R in ABAQUS. The reinforcement is
simulated using truss element T3D2 and connected to the UHPC slab through embedding.
The contact relationship between the pegs and the steel plate is the way the pegs are bound
to the steel plate, while the contact relationship between the steel reinforcement and the
UHPC slab is achieved through the steel reinforcement mesh built into the UHPC. In
order to reduce the computational time, a 1/4 finite element model of the steel–UHPC
composite slab is built for computational analysis due to its inherent biaxial symmetry. The
finite element analysis results are significantly affected by the cell mesh size in the model.
In order to ensure an accurate result, the meshing rules of each model in this paper are
determined after checking the calculation. The finite element model meshing schematic is
shown in Figure 1. The mesh size of the pegs is 4 mm, and the mesh size at the location of
the peg holes in the UHPC slab is consistent with the outer surface of the pegs, increasing
from 4 to 10 mm with the pegs as the center, in which the mesh size of the UHPC between
the two pegs is 10 mm. The grid of the contact surface of the steel plate and the UHPC slab
is consistent with the grid of the UHPC, with the grid size ranging from 4 mm to 10 mm,
and the thickness of the steel plate is divided into three layers.

Figure 1. Schemes follow the same formatting.

2.2. Boundary Constraints and Loading Conditions

In order to avoid stress concentration, rigid pads with the same width as the width of
the support and loaded beam in the test are set at the loading point and the support location,
and the loads are applied to the upper rigid pads in the form of vertical displacements
through the reference point. The hard contact mode in the normal direction and the
penalty friction with a 0.25 friction coefficient in the tangential direction are used to define
the contact relationship between the rigid pads and the composite slab at the bearing
position [46,47]. Displacement constraints in three translational directions are imposed
on the lower surface of the rigid pad at the support location. The finite element model
contains two symmetrical surfaces, and the translational degrees of freedom in the normal
direction of the symmetry surfaces and the rotational degrees of freedom in the other two
directions are constrained.

The contact behavior of peg–UHPC and slab–UHPC is defined by means of Surface
to Surface in ABAQUS. The surfaces of the steel plate and the pegs are defined as master
surfaces, and the surface of the UHPC is defined as a slave surface. The normal direction
of the contact surface is defined as “hard contact”, the tangential direction is defined by
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“penalty function”, and the friction coefficient is taken as 0.4 [48]. The final finite element
model is shown in Figure 2.

UHPC

Uz=Rx=Ry=0 Ux=Ry=Rz=0Ux=Uy=Uz=0

UHPC slab Vertical load

Seat restraint

Peg
Symmetry constraint

Sheet

Symmetry constraint

Rigid loading plate

(a)

UHPC

Uz=Rx=Ry=0 Ux=Ry=Rz=0

Ux=Uy=Uz=0
Seat restraint

Symmetry constraint

UHPC slab

Steel sheet

Rigid loading plateVertical load

Symmetry constraint
Peg

(b)

Figure 2. Finite element model of steel–UHPC composite slab: (a) Positive bending moment; (b) neg-
ative bending moments.

2.3. Definition of Material Properties
2.3.1. UHPC

The concrete damage plastic (CDP) model in ABAQUS has good applicability and
convergence and is widely used in various applications such as unidirectional loading,
cyclic loading and dynamic loading. The CDP model is used to define the constitutive rela-
tionships of UHPC in this study, in which the required axial tensile and axial compressive
stress–strain relationships and damage variable–inelastic strain relationships are shown in
Table 1, and the expressions of the UHPC axial tensile, and axial compressive constitutive
relationships (σt) are shown in Equation (1) and the expression for the stress–seam width
relationship corresponding to the softened section of UHPC is shown in Equation (2). The
axial compressive stress–strain curves of UHPC and the corresponding damage variables
and the axial tensile stress–seam width curves and the corresponding damage variables are
shown in Figures 3 and 4, respectively [49].

Table 1. Mechanical properties of UHPC materials.

Tensile
Strength
fte (MPa)

Ultimate Tensile
Strength
ftu (MPa)

Ultimate
Tensile Strain

εut (10−6)

Compressive
Strength
fcu (MPa)

Axial Compressive
Strength
fc (MPa)

7.83 9.42 2447 144.1 136
Note: The abbreviation fte refers to the elastic tensile strength, ftu refers to the ultimate tensile strength, εut refers
to the ultimate tensile strain, fcu refers to the cube compressive strength, f c refers to axial compressive strength,
and the axial compressive strength is 0.95 times the compressive strength [50].
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Figure 3. Axial tensile stress–damage relationship of UHPC: (a) Axial tensile stress–crack width
curve; (b) axial tensile damage variables.
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Figure 4. Axial compressive tensile stress–damage relationship of UHPC: (a) Axial compressive
stress–strain curve; (b) axial compressive damage variables.

σt(w) = fte +
ftu − fte

w0
w (0 < w < w0) (1)

where w refers to the crack width and w0 refers to the ultimate tensile strength correspond-
ing to a crack width of 0.05 mm.

σt(w) = ftu
1

p1(
w
w0

− 1)p2 + w
w0

(w0 < w < wu) (2)

where p1 and p2 are parameters fitted based on the experimental results, −0.982 and 0.996,
respectively.

2.3.2. Constitutive Relationship of the Pegs

The triple-fold model shown in Figure 5a is used to define the stress–strain relationship
of the pegs [51–53]. According to the experimental test results, the measured tensile bearing
capacity of the pegs under the damage state is 92.5 kN (corresponding to an engineering
stress of 460.3 MPa), and the yield strength fy of the pegs is calculated to be 400 Mpa,
while the ultimate strength fu is 460.3 Mpa, the yield strain εy is 0.199%, and the ultimate
strain εu should be taken as 12% [54]. The basic mechanical properties of the peg are
shown in Table 2. It should be noted that the measured ultimate strength of the pegs
is the engineering stress, while the stress–strain relationship of the material entered in
ABAQUS refers to the real stress–strain relationship curve (Figure 5b). It is necessary to
convert the engineering stress–strain curve determined by the above parameters to the real
stress–strain curve, and the conversion relationship is shown in Equations (3) and (4).

σ = σnom(1 + εnom) (3)

ε = ln(1 + εnom) (4)

where σ and σnom refer to the true and engineering stresses, respectively; ε and εnom refer to
the true and engineering strains, respectively.

Table 2. Material mechanical properties of steel and pegs.

Material Type fy (MPa) fu (MPa) Es (GPa)

Peg 400 430 201
Steel 357 462 201

Steel reinforcement 406 Mpa 539 207
Note: The abbreviation fy refers to the yield strength, fu refers to the ultimate strength, and Es refers to the modulus
of elasticity.
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Figure 5. Definition of pegs’ stress-strain relationship: (a) Trifold model; (b) stress-strain curves.

The flexible damage model in the ductile metal damage model is used to describe the
damage process of the pegs, and the parameters include equivalent plastic strain, stress
triaxiality, and strain rate. According to the Dominic Kruszewski et al. [51], the relationship
between equivalent plastic strain and stress triaxiality (εpl) is shown in Equation (5).

εpl = εue−β(θ−1/3) (5)

where εu is the ultimate strain; β is the characteristic parameter of the material, which is
taken as 1.5; and θ is the stress triaxiality, which ranges from −0.33 to 2.0.

The plastic displacement approach is used to define the damage evolution pro-
cess of the pegs in this study, where the relationship between the damage variables
(Di) and the plastic displacements (ui

pl) can be determined by calculations based on
Equations (6) and (7) [51]. Due to the lack of bolster stress-strain measured data, the defini-
tion of the bolster damage evolution process in this paper is determined according to [51],
and the corresponding flexible damage model and its damage evolution process are shown
in Figure 6.

Di = αD[1 − σi
fu
] (6)

upl
i = upl

f
ε

pl
i − εu

ε
pl
f − εu

(7)

where αD is the correction factor, σi is the stress in the descending section, uf
pl is the fracture

displacement taken as 1.8 mm, and εf
pl is the plastic strain at the time of peg fracture.
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Figure 6. Definition of ductile damage model of pegs: (a) Flexible damage model; (b) stress-strain curves.
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2.3.3. Steel and Steel Reinforcement Constitutive Relation

The isotropic model is used to simulate the steel and steel reinforcement, and the
yield criterion adopts the default Mises yield condition in ABAQUS. The stress–strain
relationship between the steel plate and reinforcement is defined using a bilinear model
as shown in Figure 7, and the basic mechanical properties of the materials are shown
in Table 2.

σ
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Figure 7. Bilinear model.

3. Validation of the Finite Element Model

In this section, the results of the previous experimental studies are compared with and
used to correct the results of the finite element analysis in order to verify the accuracy and
validity of the finite element model.

3.1. Experimental Generalization

According to the author’s previous research [44], the basic design parameters and
constructional diagrams of the tests are shown in Table 3 and Figure 8, respectively, and
the test loading device and the main test results are shown in Figure 9 and Table 4.

Table 3. Basic design parameters of steel–UHPC composite slab specimens.

Specimen Number sa (mm) sb (mm) sc (mm) sd (mm) ra (mm) rb (mm) ρ (%)
Loading
Method

P-SUCS-3.1%-150 150 150 125 50 50 100 3.1 P
P-SUCS-3.1%-200 200 200 100 50 50 100 3.1 P
P-SUCS-3.1%-250 250 250 175 100 50 100 3.1 P
N-SUCS-3.1%-150 150 150 125 50 50 100 3.1 N
N-SUCS-3.1%-200 200 200 100 50 50 100 3.1 N
N-SUCS-3.1%-250 250 250 175 100 50 100 3.1 N
N-SUCS-2.0%-200 200 200 100 50 80 100 2.0 N
N-SUCS-3.8%-200 200 200 100 50 40 100 3.8 N

Note: sa and sb refer to the longitudinal and transverse spacing of the pegs. Sc and sd refer to the longitudinal
and transverse edge spacing of the pegs. Ra and rb refer to the spacing of the transverse and longitudinal steel
reinforcement. P refers to the steel reinforcement ratio of longitudinal steel reinforcement in UHPC. The specimens
are named P and N for positive and negative moment loading, respectively. SUCS is the acronym used for the
steel–UHPC composite slab and the numbers at the end represent the spacing of the pegs.
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Figure 8. Dimensions of composite slab specimens.

Figure 9. Schematic diagram of loading device.

Table 4. Test results of steel–UHPC composite slab specimens.

Specimen Number Pcr (kN) δcr (mm) Py (kN) δy (mm) Pu,Test (kN) δu (mm) εy-s (10−6) εu-s (10−6)

P-SUCS-150-3.1% 235.1 15.7 271.7 20.82 320.2 27.94 3097 4606
P-SUCS-200-3.1% 170.1 11.23 261.8 26.37 285.7 34.19 1772 3373
P-SUCS-250-3.1% 94.68 8.42 - - 174.9 27.58 1542 3915
N-SUCS-3.1%-150 29.3 1.96 113.0 23.60 119.3 42.65 - -
N-SUCS-3.1%-200 24.4 1.24 100.1 25.49 112.6 64.27 - -
N-SUCS-3.1%-250 20.1 0.95 99.2 30.91 110.5 62.69 - -
N-SUCS-2.0%-200 23.6 1.22 81.1 22.84 86.8 48.26 - -
N-SUCS-3.8%-200 23.4 1.27 114.4 28.66 128.6 57.20 - -

Note: Pcr and δcr represent the load and deflection when the crack width reaches 0.05 mm, Py and δy represent the
load and deflection when the steel plate yields, Pu,Test and δu represent the ultimate load and deflection of the
specimen, and εy-s and εu-s represent the maximum tensile strain of the steel plate and the maximum compressive
strain of the UHPC, respectively, at the ultimate load.

3.2. Numerical Analysis of Steel–UHPC Composite Slabs Under Positive Bending Moments
3.2.1. Load–Deflection Curve

Under the action of positive bending moment, the load–deflection curves obtained
from numerical analysis of steel–UHPC composite slabs are compared with the test re-
sults [44] as shown in Figure 10a–c. As shown in the figures, the load–deflection curves
obtained via the numerical analysis can basically match the test results in the rising section.
Table 5 lists the finite element calculation results and test results of the ultimate load ca-
pacity of the composite slab. The degree of shear connection between spigot and UHPC
can be calculated according to the method of calculating the degree of shear connection of
steel-mixed composite beams (ψ) [55], and the calculation formula is shown in Equation (8).

ψ = nPpeg/Fmin (8)

where n is the number of pegs in the shear span section of the steel–UHPC composite slab
specimen. Ppeg is the shear ultimate bearing capacity of the pegs. Fmin is the smaller value
of the tensile or compressive bearing capacity of the steel plate or UHPC.
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Figure 10. Finite element calculation results of steel–UHPC composite slabs: (a) Specimen P-SUCS-
3.1%-150; (b) specimen P-SUCS-3.1%-200; (c) specimen P-SUCS-3.1%-250; (d) different shear connec-
tion degree.

Table 5. Ultimate bearing capacity of composite slabs under positive bending moments.

Specimen Number
Shear Connection

Degree
Pu,Test (kN) Pu,FEA (kN) Pu,Test/Pu,FEA

P-SUCS-3.1%-150 90% 320.2 310.7 1.03
P-SUCS-3.1%-200 54% 285.7 267.1 1.07
P-SUCS-3.1%-250 27% 159.1 162.9 0.96

P-SUCS-3.1%-150-FEA1 100% - 340.5 -
P-SUCS-3.1%-150-FEA2 150% - 343.5 -

Note: Pu,FEA refers to the ultimate bearing capacity value of the finite element analysis results.

The shear capacity of the peg connections (Pu) in UHPC is determined according to
Equation (9), which was established in a previous study [45], and the calculation formula is
shown in Equation (9).

Pu = Asc f + η fcdwclwc (9)

where Asc refers to the cross-sectional area of the peg, f refers to the design value of
the tensile strength of the peg, and dwc and lwc refer to the diameters and heights of the
peg weld, respectively. η refers to the correction factor for the size of the weld, which
is taken as 1.5 [38], whereas Luo suggested a correction factor of 2.5. After attempting
the calculations, 2.0 was selected as the correction factor in this paper and was used to
accurately assess the shear capacity of the peg connections [33].

As shown in Table 5, it can be seen that the average ratio between the test results
and the finite element calculation results is 1.03, which is indicative of a high accuracy.
A comparison of the curves for different degrees of peg connections is given in Figure 10d,
where the specimens with 100% and 150% degree of connection are obtained by scaling
up the yield and ultimate strengths of the pegs with equal proportions on the basis of
P-SUCS-3.1%-150. According to Figure 10d and Table 5, for the specimens obtained after the
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degree of shear connection reaches 100%, the final damage state depends on the ultimate
strengths of the steel plate and the UHPC. Therefore, the increase in the degree of shear
connection will no longer cause a change in the ultimate load capacity of the specimen.
Before 80% of the ultimate load capacity is reached, the peg connections of each specimen
are in an elastic state and there is no significant difference in the flexural stiffness of each
specimen. For specimens with less than 100% shear connection, the ultimate load capacity
of the specimen depends on the ultimate shear capacity of the connection. A reduction
in the degree of shear connection will result in a significant decrease in both the ultimate
load-carrying capacity and the stiffness of the specimen.

3.2.2. Analysis of Damage Mechanism of Specimen

The finite element models of steel–UHPC composite slabs with shear connection
degrees of 54% and 100% are subjected to ultimate loads, as depicted in Figures 11 and 12.
As shown in Figure 11, the peg root of specimen P-SUCS-3.1%-200, which has a shear
connection degree of 54%, exhibits an equivalent plastic strain ranging from 0.09 to 0.18.
Significant plastic deformation leads to visible damage in the UHPC at the pegs’ root. When
the specimen reaches the ultimate load, significant compression damage occurs on the
top surface of UHPC, with a thickness range of about 10 mm and a compression damage
variable below 0.83, consistent with the failure mode observed in the test. From Figure 12,
it can be observed that for the model with a shear connection degree of 100%, the pegs
exhibit significant plastic deformation at the ultimate load. However, the equivalent plastic
strain at the base of the pegs, ranging from 0.06 to 0.11, is lower than that of the pegs at
the base of the composite slab specimen with a shear connection degree of 54%. As shown
in Figure 12a, there is a noticeable increase in the compressive damage area on the upper
surface of the UHPC board, extending downward to a depth of approximately 17 mm,
while fully exerting its compressive strength.
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Figure 11. Analysis results of composite slabs with 54% shear connection degree: (a) Pressure damage
contours for UHPC slab; (b) plot of equivalent plastic strain distribution of pegs; (c) longitudinal
stress contours of steel plate.
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Figure 12. Analysis results of composite slab with 100% shear connection degree: (a) Pressure damage
contours for UHPC slab; (b) plot of equivalent plastic strain distribution of pegs; (c) longitudinal
stress contours in a steel plate.

The longitudinal stress distributions of steel plates with varying degrees of shear
connection are presented in Figures 11c and 12c. In comparison, when the specimen
reaches the ultimate load, the composite slab with a shear connection degree of 54%
exhibits tensile stress on the lower surface of the steel plate in the pure bending region,
with a corresponding tensile stress of 386.96 MPa. Meanwhile, the upper surface is in
a compressed state, with a corresponding compressive stress of −85.93 Mpa. For the
composite slab with a shear connection degree of 100%, the entire cross-section of the steel
plate in the pure bending region is under tension. The tensile stresses corresponding to the
lower and upper surfaces of the steel plate are 471.4 Mpa and 68.1 Mpa, respectively.
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In summary, under the action of positive bending moment, insufficient shear connec-
tion of the pegs hinders the complete transfer of shear forces between the steel plate and the
UHPC slab, as it is limited by the shear capacity of the connectors. This compromises the
collaborative performance of the steel plate and UHPC slab, preventing the full utilization
of their material properties.

3.3. Numerical Analysis of Steel–UHPC Composite Slabs Under Negative Bending Moments
3.3.1. Load–Deflection Curves

Under the action of a negative bending moment, the load–deflection curves ob-
tained through finite element calculations are compared with the test results, as shown in
Figure 13a–e. The comparison reveals that the load–deflection curve from finite element
calculations is generally consistent with the test results, and the characteristic points of the
curve align well with the test outcomes. Table 6 lists the finite element calculation results
and test results for the ultimate load-carrying capacity of the composite slab. It can be
observed that the average ratio between the test results and the finite element calculation
results is 1.01, indicating high accuracy. The degree of shear connection listed in Table 6
is calculated according to Equation (8). However, under negative bending moments, the
steel plate is compressed, while the UHPC slab is undergoing tension. Therefore, Fmin in
Equation (8) should take the smaller value between the compressive capacity of the steel
plate and the tensile capacity of the UHPC slab. When calculating the tensile capacity
of the UHPC slab, the contribution of the reinforcement to the overall capacity should
be considered.

Table 6. Ultimate bearing capacity of composite slabs under negative bending moments.

Specimen Number Degree of Shear Connection Pu,Test (kN) Pu,FEA (kN) Pu,Test/Pu,FEA

N-SUCS-3.1%-150 250% 116.3 118.1 0.98
N-SUCS-3.1%-200 200% 112.6 110.9 1.02
N-SUCS-3.1%-250 100% 110.5 108.2 1.02
N-SUCS-2.0%-200 200% 86.8 87.4 0.99
N-SUCS-3.8%-200 200% 128.2 127.1 1.01

N-SUCS-3.1%-250-FEA1 50% - 102.9 -
N-SUCS-3.1%-250-FEA2 0% - 79.6 -

N-SUCS-4.5%-200 200% - 136.2 -
N-SUCS-6.1%-200 200% - 158.1 -

The comparison results of the load–deflection curves for steel–UHPC composite slabs
with different shear connection degrees under negative bending moments are presented in
Figure 13f. It can be observed that when the degree of shear connection is 100% or greater,
the shear capacity of the connector surpasses the tensile strength of the UHPC layer that
incorporates the steel reinforcement. By further increasing the degree of shear connection,
the flexural stiffness of the specimen will undergo a significant improvement; bending
stiffness increases by 34.73% when the degree of shear connection is increased from 100% to
250%. However, the ultimate bearing capacity of the specimen remains largely unchanged,
as it is constrained by the tensile strength of the UHPC and the reinforcement. When the
shear connection is insufficient, as indicated in Table 6 and Figure 13f, reducing the degree
of shear connection from 100% to 50% leads to a 4.8% decrease in the ultimate load capacity
of the specimen. Moreover, the flexural stiffness of the specimen is significantly reduced by
30.45%. The main reason for this is that as the shear connection degree of the composite
slab decreases, the restraining effect of the steel plate on the deformation of the UHPC
weakens. This leads to faster development of crack widths in the UHPC, resulting in a
significant reduction in the stiffness of the specimen.
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Figure 13. Finite element calculation results of steel–UHPC composite slabs: (a) Specimen
N-SUCS-3.1%-150; (b) Specimen N-SUCS-3.1%-200; (c) Specimen N-SUCS-3.1%-250; (d) Specimen
N-SUCS-2.0%-200; (e) Specimen N-SUCS-3.8%-200; (f) different shear connection degree.

The load–deflection curves of steel–UHPC composite slabs with different reinforce-
ment ratios, obtained from finite element analysis, are shown in Figure 14. It can be
observed that under negative bending moments, both the flexural stiffness and ultimate
load capacity of the specimen increase significantly with the reinforcement ratio. This
indicates that increasing the reinforcement ratio further enhances the load-bearing capacity
and crack control ability of the UHPC slab.

 

Figure 14. Analysis results of composite slabs with different reinforcement ratios.
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3.3.2. Analysis of Specimen Damage Mechanism

The tensile damage contours of the UHPC slab and the stress contours of the steel
plate and pegs in the finite element model for specimens N-SUCS-3.1%-150 and N-SUCS-
3.1%-250 at ultimate load are depicted in Figures 15 and 16, respectively. It is evident
that, for specimen N-SUCS-3.1%-150, none of the pegs in the shear span section yield
during ultimate load due to the high degree of shear connection, allowing the steel plate
and UHPC slab to achieve cooperative deformation. Furthermore, at ultimate load, the
UHPC slab experiences full-section tension, while the steel plate at mid-span experiences
compression on the lower surface and tension on the upper surface, with the neutral axis
of the cross-section lying within the steel plate’s thickness. In contrast, for the comparative
specimen N-SUCS-3.1%-250, since the degree of shear connection is 100%, all pegs in the
shear span section have significantly yielded at ultimate load. The increased interface
slip after the pegs have yielded reduces the synergistic performance of the steel plate and
UHPC slab, resulting in some of the lower edges of the UHPC slab near the loading point,
on the side close to the pure bending section, being in a compressed state. Simultaneously,
none of the stresses at the lower edges of the steel plate reach the yield state, indicating
that the full strength of the steel plate is not utilized.
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Figure 15. Specimen N-SUCS-3.1%-150: (a) Tensile damage contours of UHPC slab; (b) longitudinal
stress contours of UHPC slab and steel plate; (c) stress contours of the pegs.
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Figure 16. Specimen N-SUCS-3.1%-250: (a) Tensile damage contours of UHPC slab; (b) longitudinal
stress contours of UHPC slab and steel plate; (c) stress contours of the pegs.
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4. Calculation Method for Load-Bearing Capacity

4.1. Calculation Method for Flexural Capacity Under Positive Bending Moment

According to the results of the test and the numerical simulation, under the action
of positive bending moment, when a fully shear-connected composite slab is subjected
to ultimate load, the upper surface of the UHPC reaches its ultimate compressive stress
and fails in compression, while other locations in the compression zone do not reach their
ultimate compressive strength. The entire cross-section of the plate is in tension near
the lower surface and yields. When the incompletely connected composite slab is under
ultimate load, the UHPC slab undergoes compressive failure. The stress in the steel plate
is dependent on the degree of shear connection in the composite slab. When the degree
of shear connection is low, during the application of ultimate load, significant interface
slip arises. Consequently, both the steel plate and the UHPC slab display a plastic neutral
axis within the height of their cross-sections. To facilitate formula derivation and simplify
calculations, given that the thickness of the steel plate in steel–UHPC composite structures
is generally thinner compared to the thickness of the UHPC, the following assumptions
are made in order to calculate the bearing capacity of steel–UHPC composite slabs under
positive bending moments: (1) the tensile zone of the steel plate reaches the yield strength,
ignoring the role of the compressive zone of the steel plate; (2) the distribution of the
stress in the compressive zone of the UHPC is an inverted triangle, and the maximum
compressive stress is the compressive strength of the UHPC, corresponding to the cross-
section of the UHPC. The maximum compressive stress is the compressive strength of
UHPC, and the corresponding cross-section stress distribution model is shown in Figure 17.
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Figure 17. Calculation model of ultimate load under positive bending moment: (a) Compos-
ite plate cross-section calculation sketch; (b) Cross-sectional Strain Distribution-Full Shear Con-
nection; (c) Cross-sectional strain distribution-Incomplete shear connection; (d) Cross-sectional
stress distribution.

According to Figure 17d, the following equation can be obtained based on the axial
force balance of the UHPC layer cross-section:

Nc − Nt − Fd = 0 (10)

0.5 fcbx − ftb(hc − x)− Fd = 0 (11)

where fc refers to the compressive strength of UHPC and ft refers to the tensile strength of
UHPC. The positive moment calculation takes the elastic tensile strength of UHPC, which,
according to the results of the axial tensile test, is 7.42 Mpa; b refers to the width of the
composite slab; x refers to the height of the neutralization axis; hc refers to the thickness
of the UHPC slab; hs refers to the thickness of the steel plate; Nc, Nt, and Ns refer to the
axial forces in the compressive region of the UHPC, the tensile region of the UHPC, and the
tensile region of the steel plate; Fd refers to the shear-bearing capacity of the peg connections
in the shear span section; and Fd ≤ min (fcbhc, fybhs).
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From the axial force balance of the steel plate, we obtain the following calculation:

Ns = Fd = fybxb (12)

where xb is the height of the tensile zone of the steel plate.
The equilibrium equation for the bending moment of the cross-section is as follows:

M =
1
3

fcbx2 +
1
2

ftb(hc − x)2 + Fd(h − x)− 1
2 fyb

Fd
2 (13)

According to the boundary conditions of the four-point bending steel–UHPC com-
posite slab, the relationship between the bending moment of the pure bending section
cross-section and the vertical load can be expressed as follows:

p =
2M
a0

(14)

where a0 is the length of the shear span section of the composite slab specimen, 500 mm.
Table 7 lists the comparisons of the ultimate bearing capacity of each steel–UHPC com-

posite slab under a positive bending moment calculated according to Equations (10)–(14)
based on the results of tests and finite element calculations, and it can be seen that the
calculation results of the proposed formula can match the test results better, which can be
used as a reference for designers.

Table 7. Theoretical calculation results of flexural bearing capacity under positive bending moments.

Specimen Number Pu,Test (kN) Pu,FEA (kN) Pu,Cal (kN) Pu,Test/Pu,Cal Pu,FEA/Pu,Cal

P-SUCS-3.1%-150 320.2 - 314.5 1.02 -
P-SUCS-3.1%-200 285.7 - 272.6 1.05 -
P-SUCS-3.1%-250 159.1 - 166.4 0.96 -

P-SUCS-3.1%-150-FEA1 - 340.5 334.6 - 1.02
P-SUCS-3.1%-150-FEA2 - 343.5 334.6 - 1.03

Note: Pu,Cal refers to the calculated ultimate load.

4.2. Calculation Method of Flexural Capacity Under Negative Bending Moment
4.2.1. Theoretical Calculation of Cracking Load of Steel–UHPC Composite Slab

Under negative bending moments, the UHPC layers in steel–UHPC composite slabs
are in a state of tension, posing a risk of cracking that could degrade structural durability.
To ensure compliance with durability requirements and serviceability limit states specified
in relevant codes, during structural design, it is essential to keep the maximum tensile stress
in the UHPC layer within its design cracking strength, also referred to as the elastic ultimate
strength, in the negative moment region [56]. In UHPC structures, the cracking load is
generally defined as the load that corresponds to a maximum crack width of 0.05 mm in
the UHPC layer. The UHPC used in this study is all strain-strengthening UHPC. Therefore,
when the maximum crack width on the surface of the UHPC slab reaches 0.05 mm under
negative bending moments, the corresponding surface strain of the UHPC exceeds its
elastic ultimate tensile strain. When the UHPC slab reaches its cracking load, the neutral
axis of the composite slab’s cross-section is located within the UHPC slab, and the stress
and strain distributions across the composite slab section are depicted in Figure 18.

The cracking strain of UHPC is assumed to be εtc, and according to the flat section
assumption, the strain in the steel reinforcement is shown in Equation (15). The elastic
ultimate tensile strain of UHPC (εte) is shown in Equation (16). The strains on the upper
(εtsc) and lower surfaces of the steel plate (εbsc) are shown in Equations (17) and (18).
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εst =
εtc(x − e)

x
(15)

εte =
εcx1

x
(16)

εtsc =
εc(hc − x)

x
(17)

εbsc =
εc(h − x)

x
(18)

where x refers to the height of the tensile zone of the UHPC slab, e refers to the thickness of
the protective layer of the steel reinforcement, and x1 refers to the height of the UHPC slab
where the strain remains below the elastic ultimate tensile strain of UHPC.

Figure 18. Calculation model of cracking load under negative moment action.

The axial force equilibrium condition of the cross-section is shown in Equation (19).
The axial forces borne by the UHPC slab, steel reinforcement, and steel plate are shown in
Equations (20)–(22).

Nc + Nr + Ns = 0 (19)

Nc = ftub(x − x1) + 0.5 ftux1b − 0.5Ecεtscb(hc − x) (20)

Nr = Ersεst As (21)

Ns = 0.5Eshsb(εtsc + εbsc) (22)

where Nc, Nr and Ns refer to the axial forces borne by the UHPC, steel reinforcement,
and steel beams, respectively. Ers and Es refer to the modulus of elasticity of the steel
reinforcement and steel plate, respectively, and As refers to the cross-sectional area of the
steel reinforcement.

According to the cross-section moment equilibrium condition, the cracking moment
of the steel–UHPC composite slab is shown in Equation (23). The bending moments borne
by the UHPC slab, steel reinforcement, and steel plate are shown in Equations (24)–(26).

Mcr = Mc + Mr + Ms (23)

Mc = 0.5 ftub(x2 − x2
1) +

1
3

ftubx2
1 +

1
3

Ecbεtsc(hc − x)2 (24)

Mr = Ersεst As(x − e) (25)

Ms = Eshsb[(
1
3

hs +
1
2

hc − 1
2

x)εtsc + (
1
6

hs +
1
2

hc − 1
2

x)εbsc] (26)

where Mc, Mr, and Ms refer to the bending moments borne by the UHPC, steel reinforce-
ment and steel beams, respectively, and Mcr refers to the section cracking moment caused by
external loads. The above derivation process demonstrates that if the cracking strain εtc is
known, the height x of the tensile zone of the UHPC can be determined using Equation (19).
Subsequently, the cracking moment of the steel–UHPC composite slab can be calculated by
applying Equation (23).
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To determine the cracking strain εtc of UHPC in steel–UHPC composite slabs subjected
to negative bending moments, the cracking loads of the composite slabs are calculated
using the aforementioned formula across a range of cracking strains from 0.08% to 0.15%.
The outcomes of these calculations are illustrated in Figure 19. By comparing the load
values recorded during testing when cracks reached 0.05 mm with the cracking loads
corresponding to various cracking strains depicted in Figure 19, the cracking strains of
UHPC in each specimen were determined. Table 8 lists the cracking strains εtc of UHPC
in the composite slab specimens, as determined by this method. It can be observed that,
under negative bending moments, the cracking strain of UHPC in steel–UHPC composite
slabs falls within a range of 0.099% to 0.139%, which is less than the ultimate tensile strain
of UHPC measured in axial tensile tests. This is likely due to the uneven distribution of
steel fibers resulting from the influence of pegs and steel reinforcement during the pouring
of UHPC, subsequently leading to a reduction in the mechanical properties of UHPC.
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Figure 19. Corresponding relationship between cracking strain and cracking load.

Table 8. Theoretical calculation results of cracking strain of steel–UHPC composite slab.

Specimen Number Pcr,Test (kN) εtc (%) εbst (%) εbsc (%) εbst/εbsc

N-SUCS-3.1%-150 50 0.139 0.0273 0.0271 1.01
N-SUCS-3.1%-200 44.6 0.114 0.0251 0.0254 0.99
N-SUCS-3.1%-250 41.3 0.099 0.0230 0.0236 0.97
N-SUCS-2.0%-200 38.1 0.117 0.0222 0.0220 1.01
N-SUCS-3.8%-200 48.2 0.112 0.0290 0.0285 1.02

Note: Pcr,Test refers to the cracking load obtained from the test, εbst refers to the experimental lower surface strain
of the steel plate, and εbsc refers to the calculated lower surface strain of the steel plate.

To verify the accuracy of the formula presented in this paper for calculating the
cracking strain of UHPC, the strain on the lower surface of the steel plate under the
cracking load, calculated using Equation (18), is compared with the measured strain of the
steel plate. The comparison results, listed in Table 8, indicate that the calculated results are
relatively close to the test results, with the error kept within 3%.

4.2.2. Theoretical Calculation of Ultimate Load of Steel–UHPC Composite Slab

According to the results of the test and finite element analysis, under the action of a
negative moment in an incompletely connected composite slab, the degree of constraint
that the steel plate exerts on the bending deformation of the UHPC decreases, leading
to premature cracking of the UHPC and a reduction in the stiffness and durability of the
composite slab. Considering that achieving complete connection of the composite slab
under negative moments is relatively feasible in practical engineering, this paper only
derives the ultimate load capacity of the composite slab under negative moments and
complete connection. For specimens with complete shear connection, at the ultimate load,
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the neutral axis of the section is located within the thickness of the steel plate. The lower
surface of the steel plate yields under compression, while the UHPC experiences tension
across the entire section. With reference to the Swiss specification MCS-EPFL [57], the
height of the tensile zone of the reinforced UHPC slab is set at 0.9 hc. Combining the
results of the test and finite element analysis, the ultimate load-carrying capacity of the
composite slab is calculated using the method applicable to steel–UHPC composite slabs
under negative moments. The following basic assumptions are applied when calculating
the ultimate load-carrying capacity: (1) the tensile and compressive zones of the steel plate
have reached the yield strength; (2) neglecting the slip between the steel plate and the
reinforced UHPC slab, the composite slab conforms to the flat cross-section assumption,
and the corresponding cross-section stress distribution model is shown in Figure 20.

Figure 20. Calculation model of ultimate load under negative bending moments.

The axial force and bending moment equilibrium conditions are shown in Equations (27)
and (28).

0.9 ftbhc + fyr As + fyb(x − hc) = fyb(h − x) (27)

M = 0.9 ftbhc(x − 0.45hc) + fyr As(x − e) + 0.5 fyb[(x − hc)
2 + (x − h)2] (28)

where As refers to the cross-sectional area of the steel reinforcement and fyr refers to the tensile
strength of the reinforcement. According to Equation (14), the ultimate bending moment
corresponding to the ultimate load can be further calculated for each specimen and cross-
section. The calculation results are presented in Table 9. It can be observed that the formula
proposed in this paper, which calculates the ultimate load-bearing capacity of steel–UHPC
composite slabs under negative bending moments, aligns well with the test results.

Table 9. Theoretical calculation results of bending capacity under negative bending moments.

Specimen Number Pu,Test (kN) Pu,Cal (kN) Pu,Test/Pu,Cal

N-SUCS-3.1%-150 116.3 112.4 1.03
N-SUCS-3.1%-200 112.6 112.4 1.00
N-SUCS-3.1%-250 110.5 112.4 0.98
N-SUCS-2.0%-200 86.8 90.85 0.96
N-SUCS-3.8%-200 128.2 125.3 1.02

5. Conclusions

A detailed numerical model of steel–UHPC composite slabs is established using
ABAQUS software to conduct finite element analyses under positive and negative bending
moments. The results are compared with experimental data to validate the accuracy of the
finite element model. Based on the finite element analysis results, the stress and damage
distribution of each component of the composite slabs under different loading conditions
is analyzed. Finally, based on the experimental and finite element analyses, a calculation
method for the load-bearing capacity of steel–UHPC composite slabs under positive and
negative bending moments is proposed. The main conclusions are as follows:
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(1) The load–deflection curves and failure modes obtained from the finite element analysis
of the composite slabs show good agreement with the experimental results, indicating
that the finite element model established in this study accurately reflects the mechani-
cal behavior of the composite slabs under positive and negative bending moments.

(2) Under positive bending moment conditions, a shear connection degree of 100% in
the pegs serves as the critical threshold that changes the mechanical behavior of
the specimen. When the shear connection degree exceeds 100%, further increases
do not lead to significant changes in the load-bearing capacity of the specimen,
although a slight improvement in stiffness can be observed. Conversely, when the
shear connection degree is less than 100%, the ultimate load-bearing capacity of the
composite slab is governed by the shear capacity of the peg connections. At the
ultimate load, significant plastic deformation occurs in the pegs within the shear span,
and both the stiffness and load-bearing capacity of the composite slab decrease as the
shear connection degree reduces.

(3) Under negative bending moment conditions, when the UHPC and steel plate are in
full shear connection, further increasing the shear connection degree for composite
slabs with the same reinforcement ratio results in a noticeable improvement in stiff-
ness. Additionally, the crack development on the surface of the UHPC is effectively
suppressed. However, the load-bearing capacity remains unchanged, as it is gov-
erned by the tensile strength of the UHPC and the reinforcement. For composite slab
specimens with the same shear connection degree, increasing the reinforcement ratio
of the UHPC effectively enhances both the load-bearing capacity and stiffness of the
composite slab. This indicates that increasing the reinforcement ratio significantly
improves the crack control capacity of the UHPC.

(4) Based on the experimental and finite element analysis results, the calculation formulas
for the load-bearing capacity of steel–UHPC composite slabs under positive and
negative bending moments are proposed. The difference between the calculated
results and experimental results is less than 3%, which demonstrates the high accuracy
of the calculation formulas proposed in this study.
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Abstract: Debonding in concrete-filled steel tubes (CFSTs) is a common defect that often
occurs during the construction phase of CFST structures, significantly reducing their
load-bearing capacity. Current methods for detecting debonding in CFSTs using infrared
thermography primarily rely on heat excitation. However, applying this method during
the exothermic hydration phase presents considerable challenges. This paper proposes the
innovative use of spray cooling as an excitation method during the exothermic hydration
phase, providing quantitative insights into the heat conduction dynamics on steel plates
for infrared debonding detection in CFSTs. The effects of atomization level, excitation
distance, excitation duration, and water temperature in the tank on infrared debonding
detection performance were examined. The timing of the maximum temperature difference
under cooling excitation was analyzed, and the heat conduction characteristics on the
surface of the steel plate during the cooling process were explored. A highly efficient and
stable cooling excitation method, suitable for practical engineering detection, is proposed,
providing a foundation for quantitative infrared debonding detection in CFSTs. This
method does not require additional energy sources, features a simple excitation process,
and results in a five-times increase in temperature difference in the debonded region after
excitation.

Keywords: concrete-filled steel tube (CFST); infrared debonding detection; exothermic
hydration phase; spray-cooling excitation

1. Introduction

CFSTs, which are hybrid structures consisting of high-strength steel encasing concrete,
have found extensive applications in buildings and bridge engineering due to their ex-
ceptional mechanical performance and structural efficiency [1–4]. These structures offer
significant benefits, including a high load-bearing capacity, ease of construction, and su-
perior seismic performance. However, debonding between the steel tube and concrete in
CFSTs is a common issue that undermines the synergy of the composite material, thereby
diminishing its mechanical properties [5–11]. Yang et al. [9] reported that the mechanical
performance of CFSTs decreases when the extent of debonding exceeds 0.0757%. When
debonding occurs, the load-bearing capacity of CFST components can decrease by 10–32.1%,
and the modulus can decline by 30–53% [5–8]. Furthermore, Lu et al. [10] observed that
debonding can alter a bridge’s natural frequency, affecting its dynamic performance. Thus,
debonding in CFSTs is a critical concern for the safety and longevity of these structures.
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During the construction phase, debonding in CFSTs may result in large voids due to
factors such as air bubble migration and concrete bleeding [12]. Han et al. [8] observed that
air may not be expelled efficiently during the concrete filling process, leading to residual
bubbles and subsequent void formation. Additionally, Chen et al. [13] identified concrete
bleeding as a key factor in void development in CFSTs during arch bridge construction.
While methods such as vibration and hammering can mitigate void formation during
construction, they become ineffective once the concrete solidifies. Post-solidification repairs
typically involve invasive procedures such as drilling and grouting [12]. Therefore, the
timely and accurate detection of debonding in CFSTs during construction is crucial to
prevent the need for such damaging repair methods and ensure structural integrity.

Infrared thermography stands as a nondestructive detection technique useful in iden-
tifying debonding in CFSTs. This method analyzes discrepancies in the temperature field
across the CFST surface [14–16]. Its advantages over traditional methods, such as ultra-
sound [17], impact echo techniques [18] and acoustic emission [19], include noncontact
operation and heightened efficiency. Due to the high detection efficiency, fast detection
speed, and long detection distance of infrared defect detection technology, many researchers
have recently conducted studies on infrared thermal imaging-based debonding detection in
CFSTs [20,21]. A crucial step in enhancing the visibility of defects in infrared thermography
is the application of manual active excitation during testing [22–27]. Predominantly, these
excitation methods involve various heating techniques, including microwave heating [22],
laser heating [23,24], and pulse heating [26,28,29]. These techniques have been extensively
researched, focusing on aspects such as excitation distance, uniformity, and duration, as
well as post-excitation visualization in the domain of defect detection in metal materials
using infrared thermography. Deane et al. [25] employed a 250 W lamp as a thermal
source, analyzing the resulting infrared images using techniques such as pulsed phase
thermography transforms, the principal component technique, and cold image subtraction.
Addressing the challenge of uneven illumination in infrared thermal wave nondestructive
testing, Li et al. [26] developed an optimized optical model, ensuring uniform irradiance
distribution on curved surfaces. Further advancing the field, Xu et al. [24] introduced a
novel method that utilizes an optical excitation line laser as a heat source in infrared thermal
imaging. This technique, specifically designed for debonding detection in fiber-reinforced
polymer-reinforced concrete structures, overcomes the limitations inherent in traditional
infrared methods, such as short heating distance, low thermal sensitivity, and high power
requirements.

Most research on CFSTs has historically focused on testing during the operational
phase, where exothermic hydration is not a factor [30,31]. Currently, research on con-
ducting semi-real-time infrared tests during the hydration heat phase of CFSTs remains
insufficient. During this phase, the hydration of concrete within the steel tube releases
significant heat, which may compromise the reliability of traditional thermal excitation
methods [30,31]. Li et al. [31] explored using infrared thermography to detect grouting
defects in external prestressed tendon ducts during exothermic hydration. Their research,
involving semi-real-time infrared tests conducted within 48 h after grouting, demonstrated
the method’s feasibility. Furthermore, Yang et al. [32] examined the effectiveness of infrared
thermography in detecting CFST debonding under varying temperature conditions, simu-
lating the exothermic hydration process of concrete at different water temperatures. Their
findings indicated the successful identification of large defects, though smaller ones were
overlooked. Additionally, they validated the use of water to simulate concrete’s exothermic
hydration through ANSYS simulations. Despite these advancements, no studies have yet
incorporated external active excitation during the CFST hydration process. Cheng et al. [33]
demonstrated that, when CFST is in the construction stage, using the concrete’s hydration
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heat as an internal heat source can effectively enable infrared debonding detection. Factors
such as debonding size, hydration heat temperature rise rate, and ambient temperature
all influence detection efficiency. Cai et al. [34] found that during the heat absorption
and release phases of debonding in CFSTs, the infrared images of the debonding region
exhibit different characteristics. The infrared thermal contrast is linearly correlated with the
interfacial heat flux of the CFST. When CFST is in the hydration heat phase, the heat from
the CFST conducts outward. If heating excitation is applied at this time, the interfacial heat
flux of the CFST will approach zero, inhibiting outward heat conduction and ultimately
hindering infrared debonding detection.

Therefore, the active excitation of CFST in the hydration heat stage by cooling can
enhance the outward conduction of CFST heat, thus improving the infrared detection
capability. Cai et al. [35] proved the feasibility of using spray cooling as the excitation
source to actively stimulate CFST in the hydration heat stage through model tests, and
defined the relationship between the excitation strength and the temperature difference in
the debonding area through finite element simulation. However, this process involves the
spraying of mist or water to absorb and dissipate thermal energy, with the underlying heat
transfer mechanisms being notably complex [36–38]. Pais et al. [39] identified four primary
mechanisms in spray cooling: evaporation, forced convection, nucleation sites on heated
surfaces, and secondary nucleation sites on droplet surfaces. Yan et al. [40] emphasized
the superior cooling efficiency of spray cooling compared to other methods, with Pais
et al. [39] demonstrating that its highest heat flux density can reach 1200 W/cm2. However,
the cooling efficiency is influenced by factors such as the atomization level of the water
flow [41]. Omer and Ashgriz [41] conducted evaluations of various nozzle types, including
dual fluid, spiral, hydraulic, ultrasonic, rotary, and electrostatic, examining their distinct
atomization modes. In the context of infrared debonding detection in CFSTs, variables
such as spraying distance, atomization level, water temperature, and excitation duration
during spray cooling can impact both the cooling effect and the detection outcomes. The
influence of these spray-cooling parameters on infrared debonding detection during the
CFST’s exothermic hydration phase remains unclear. Currently, no standardized, efficient,
and convenient method for spray-cooling excitation exists. Furthermore, the quantified
detection of CFST debonding under cooling excitation cannot be achieved with existing
infrared techniques. Thus, a comprehensive exploration of the impact of spray-cooling pa-
rameters during the exothermic hydration phase is essential for developing a foundational
understanding and methodology for quantitative infrared debonding detection in CFSTs.
Accordingly, a stable, efficient, and convenient spray-cooling excitation method should be
formulated.

This study aims to determine the effects of various spray-cooling parameters (i.e.,
atomization level, spraying distance, water temperature, and excitation duration) on
infrared debonding detection during the exothermic hydration of CFSTs through indoor
modeling experiments. Additionally, this study explores the mechanism of surface heat
transfer during cooling excitation. By integrating the principles of spray cooling with the
surface heat conduction mechanism of CFSTs, this research establishes a foundation for a
quantitative approach to infrared debonding detection and proposes a highly efficient and
stable spray-cooling method for engineering applications. This study involved 39 sets of
indoor model experiments to determine the surface temperature field distribution of CFSTs
under diverse cooling excitation parameters. The average temperature difference between
debonded and non-debonding regions on steel plate surfaces during excitation was used
as a metric to evaluate the effectiveness of infrared detection. Subsequently, this study
analyzed the variation in surface temperature difference on the steel plate throughout the
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cooling excitation process, aiming to elucidate the impact of various parameters on infrared
debonding detection in CFSTs.

2. Materials and Methods

2.1. Research Framework

For heating excitation, excitation duration and excitation distance are relevant pa-
rameters that need to be considered [22–27]. Similarly, for spray cooling, the temperature
of the spray water and the atomization level affect the heat transfer of the steel tube, so
these parameters also need to be taken into account. As shown in Figure 1, this study
selects different excitation parameters (atomization level, spraying distance, tank water
temperature, and excitation duration) to determine the cooling excitation conditions. Based
on these conditions, spray-cooling excitation experiments are conducted, and infrared ther-
mal imaging is employed to monitor the surface temperature of the steel plate, collecting
temperature difference data throughout the excitation process, particularly the average
temperature difference between debonded and non-debonded regions, which serves as a
metric to evaluate the effectiveness of infrared detection. Subsequently, parametric analysis
is performed to investigate the impact of excitation duration, spraying distance, and other
factors on heat transfer efficiency and debonding detection accuracy. Finally, based on the
analysis results, an optimal experimental method and strategy are proposed to optimize
the spray-cooling excitation process, enhancing detection efficiency and stability, thereby
providing theoretical support and technical guidance for the infrared debonding detection
of CFSTs in practical engineering applications.

 
Figure 1. Research flowchart.

2.2. Spray-Cooling Excitation Method
2.2.1. Structure of the Spraying Device

This study utilizes an electric kettle equipped (Deli Electric Kettle, Deli Group Co., Ltd.,
Ningbo, China) with plain orifice nozzles to simulate the spray-cooling effect on the surface
temperature field of a CFST during its exothermic hydration process. The specifications
of the system are detailed in Table 1. Plain orifice nozzles, noted for their simplicity and
widespread use, are employed in this setup (refer to Figure 2 for the structure) [41]. The
temperature of the water in the tank is regulated by filling the tank with water at various
temperatures.
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Table 1. Specifications of spraying system.

Device Model Tank Volume Nozzle Type

DL581040 1000 mL Plain orifice

(a) (b) 

 
(c) 

Figure 2. Spraying device details: (a) schematic layout of a plain orifice nozzle, (b) structure of the
spraying device, and (c) design diagram of spraying path.

Figure 2a illustrates the nozzle structure utilized for cooling excitation in this study.
The nozzle comprises an outer shell and an inner water pipe, which are screwed together
to form a cavity. Water from the tank is pressurized by a pump into the nozzle pipe, passes
through holes in the pipe, and is then sprayed out from apertures at the nozzle’s top. The
height of this cavity at the nozzle’s apex (d) can be altered by adjusting the nozzle shell’s
angle (ϕ), as depicted in Figure 2b. An increase in angle ϕ results in a corresponding
increase in height d of the cavity. According to Bernoulli’s equation and the continuity
equation [42], a decrease in d leads to an increase in the water’s flow velocity at the nozzle
outlet. Given that the outlet aperture is constant, changes in the internal cavity’s water
velocity affect the atomization degree of the water spray and the maximum spray distance.
The Sauter mean diameter (SMD) is typically used to quantitatively assess the degree of
liquid atomization [43,44]. Research indicates that as the liquid flow rate increases, the
SMD of the droplets decreases, enhancing the atomization degree [45–47]. The excitation
path, shown in Figure 2c, involves uniformly spraying water from the bottom to the top of
the detection region at a constant speed, ensuring that the mist covers the entire test area
evenly.
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2.2.2. Control Parameters for Spray Excitation

As depicted in Figure 2, this study employs three different nozzle rotation angles
(ϕ = 0◦, ϕ = 30◦, ϕ = 60◦), corresponding to three distinct cavity heights: dmin, dmid, and
dmax (with dmax > dmid > dmin). The morphology of water spray at these three cavity
heights was captured using a camera (Sony ZVE-10, Sony Corporation, Japan, Tokyo), and
the maximum spray distance was measured using a measuring tape (Delixi Electric Co.,
Ltd., Wenzhou, China).

Figure 3 shows the water spray morphology for the three nozzle rotation angles. A
comparative analysis of Figure 3a–c reveals that the water forms a cone-shaped spray
pattern, with the liquid ejected from all three nozzles in droplet form. Notably, the degree
of atomization diminishes as the cavity height increases, a finding that aligns with previous
research [46,47]. The spray distance achieved by the three nozzles extends with increasing
cavity height, with the shortest distance observed for the ϕ = 0◦ (dmin) nozzle (95 cm).

(a) 

(b) 

(c) 

Figure 3. Water spray morphologies: (a) nozzle angle ϕ = 0◦ and cavity height dmin, (b) nozzle angle
ϕ = 30◦ and cavity height dmid, and (c) nozzle angle ϕ = 60◦ and cavity height dmax.

Table 2 outlines the relationship between nozzle rotation angles, cavity heights, and
atomization levels. The atomization degree progressively declines as cavity height increases.
In this study, three nozzle angles (ϕ = 0◦, 30◦, and 60◦) were selected to generate three
distinct cavity heights (dmin, dmid, and dmax), thereby defining three atomization levels:
high, medium, and low. Given that the spray distance of droplets at the high atomization
level is limited to 95 cm, the excitation distances used in subsequent tests in this study are
set to be less than or equal to 95 cm.
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Table 2. Nozzle rotation angles, cavity heights, and corresponding atomization levels.

Nozzle Rotation Angle ϕ Cavity Height Atomization Level

0◦ dmin High
30◦ dmid Medium
60◦ dmax Low

2.3. Experimental Study
2.3.1. Test Platform

As depicted in Figure 4a, this study designed a test platform to simulate the tem-
perature field on the outer surface of a CFST during its exothermic hydration stage. The
platform comprises a polyvinyl chloride (PVC) water tank (Hebei Feilong Plastic & Rubber
Products Co., Ltd., Hebei, China), coated steel plates (Q235 steel, produced by Chongqing
Iron and Steel (Group) Co., Ltd., Chongqing, China), a heating rod (SUSUN Co., Ltd., Zhe-
jiang, China), temperature sensors (TP-100, Shanghai Anyi instruments Co., Ltd., Shanghai,
China), prefabricated debonding samples (Kangtai Polymer Materials Co., Ltd., Zhuhai,
China), and propellers (SUNSUN Co., Ltd., Zhejiang, China). In practical engineering, in-
terface debonding occurs only at the contact between the concrete and the inner wall of the
steel pipe. Therefore, the experiment focuses solely on simulating the temperature change
at the concrete interface rather than the core area’s temperature [32]. This is achieved
through controlled-temperature hot water, a method validated by Yang et al. [32] for sim-
ulating concrete’s heat generation. In this study, the exothermic hydration of concrete is
similarly simulated using heated water. Given that CFSTs in practical engineering typically
have diameters ranging from 1.4 to 1.6 m with low surface curvature, the influence of
tube curvature on detection results is negligible at the close excitation distances used. For
experimental convenience, rectangular steel plates are used to simulate CFSTs.

 

(a) (b) 

  
(c) (d) 

Figure 4. Test platform design and construction: (a) front view schematic, (b) side view schematic,
(c) exterior front view, and (d) interior side view.
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The PVC water tank, with internal dimensions of 700 mm × 700 mm × 700 mm
(Figure 4b), has openings of 500 mm × 500 mm on the front and rear sides. Two steel plates
(600 mm × 700 mm × 5 mm) are attached to the front and rear sides inside the tank to
simulate CFST exteriors. Infrared cameras are positioned for clear views of the steel plate
surfaces through these openings. The steel plates are coated with the same paint used on a
CFST arch bridge in China.

Styrofoam, having thermal conductivity and specific heat capacity similar to air, is
adhered to the steel plates inside the water tank to simulate debonding (Figure 4c). The
prefabricated debonding voids, measuring 120 mm × 120 mm × 10 mm, are centrally
located on the steel plates. To prevent water ingress into the voids, these areas are covered
with cling wrap and sealed with glass adhesive. Heated water is poured into the tank to
mimic concrete’s exothermic hydration process. A heating rod, suspended in the tank, and
temperature sensors, placed on the steel plates’ inner sides, facilitate real-time temperature
monitoring at the steel–water interfaces. The heating pump is activated to maintain the
water temperature at a constant 55.5 ◦C ± 0.3 ◦C, reflecting the peak interface temperature
during actual CFST exothermic hydration. Two propellers, mounted on the left and right
sides of the tank, ensure a uniform water temperature distribution.

2.3.2. Experimental Design and Procedure

The experimental setup, as illustrated in Figure 4a,b, includes infrared cameras posi-
tioned on both the front and rear sides of the water tank. These cameras are responsible
for detecting the surface temperatures of the two steel plates and capturing their tem-
perature field data. During the experiments, the ambient conditions were controlled to
maintain a stable room temperature of 29 ◦C with minimal airflow. Initially, water heated
to 55.5 ◦C was poured into the tank until the steel plates were fully submerged. This water
temperature was consistently maintained at 55.5 ◦C ± 0.3 ◦C using a heating pump and
temperature sensors. After stabilizing the water temperature in the tank for 1 h, the cooling
excitation test commenced. To optimize the experiment’s duration, excitation was alter-
nately conducted on the two steel plates. The infrared cameras recorded the temperature
field data on the steel plate surfaces throughout the excitation process. The detection period
encompassed the entirety of the tests under each excitation condition and continued for
1200 s after excitation. Enclosures were set up around the test platform to prevent ambient
light from reflecting off the steel plate surfaces and interfering with the infrared camera
readings.

The experiment investigated the impact of various water temperatures in the tank,
excitation distances, excitation durations, and atomization levels on infrared debonding
detection, employing the excitation method detailed in Section 2. The test conditions,
as outlined in Figures 5 and 6, comprised two primary parts. The first part (Figure 6)
examined the effects of different water temperatures inside the tank, excitation distances,
and atomization levels on infrared detection, using a constant water volume of 500 mL for
excitation. This part included excitation distances of 45, 60, 80, and 95 cm, along with water
temperatures of 5.5, 10, and 28.5 ◦C (room temperature) and high and low atomization
levels. Test conditions were labeled in the sequence of atomization level, water temperature,
and excitation distance; for instance, H-5.5-45 indicates the high atomization level, a 5.5 ◦C
water temperature, and a 45 cm excitation distance.
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(a) 

 
(b) 

Figure 5. Experimental design and setup: (a) schematic and (b) photograph.

 

Figure 6. Set 1 of experimental conditions.

The second part of the experiment (Figure 7) focused on the effects of varying excita-
tion durations and atomization levels on infrared detection. This part utilized excitation
durations of 40, 80, 120, 200, and 350 s with high, medium, and low atomization levels
while maintaining a constant water temperature of 28.5 ◦C (room temperature) and an
excitation distance of 95 cm. Test conditions were labeled according to atomization level
and excitation duration; for example, H-40s denotes the high atomization level with a
40 s excitation duration. To avoid interference between consecutive sets of conditions, a
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1200 s interval was allotted following the completion of tests for each group. The water
temperature inside the tank was verified using a thermometer (alcohol thermometer, accu-
racy ±0.1 ◦C, Shanghai Anyi Instruments Co., Ltd., Shanghai, China) before each cooling
excitation to ensure compliance with the experimental requirements.

 

Figure 7. Set 2 of experimental conditions.

2.3.3. Infrared Thermal Imaging and Data Collection

To evaluate the effectiveness of infrared thermography in detecting debonding in
CFSTs under cooling excitation, the steel plate area was monitored using long-wave thermal
imaging cameras. Figure 8 shows the two infrared cameras used in the experiment: the
FLIR A300 (Teledyne FLIR LLC, Goleta, CA, USA) and the MGS-F6 (Shanghai Magnity
Technologies Co., Ltd., Shanghai, China). The specifications of these cameras are detailed
in Table 3.

  
(a) (b) 

Figure 8. Infrared imaging setup: (a) FLIR A300; (b) MGS-F6.

Table 3. Parameters of infrared thermal imaging cameras.

Camera Model FLIR A300 MGS-F6

Detector type Uncooled microbolometer Uncooled microbolometer
NETD <0.05 ◦C <0.05 ◦C

Accuracy ±2 ◦C or ±2% ±0.7 ◦C or 0.7%
Resolution 320 × 240 pixels 640 × 480 pixels

Spectral range 7.5–13 μm 8–14 μm
Field of view 25◦ × 18.8◦ 25◦ × 19◦
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Both cameras are noncooled, long-wave infrared models. The FLIR A300 features
a resolution of 320 × 240 pixels, a spectral range of 7.5–13 μm, and a noise equivalent
temperature difference (NETD) below 0.05 ◦C (NETD is a metric used in infrared and
thermal imaging systems to measure the device’s sensitivity in detecting minor temperature
variations). The MGS-F6 camera offers a higher resolution of 640 × 480 pixels, a spectral
range of 8–14 μm, and an NETD below 0.05 ◦C. Both infrared cameras were positioned at
the front and rear sides of the specimens. This setup ensured that the center of the infrared
image aligned with the center of the steel plate, and the plane of the steel plate was parallel
to the imaging plane of the camera. The image capture frequency for both cameras was set
at one frame per second.

2.3.4. Data Analysis and Evaluation Indices

The temperature difference between the debonded and non-debonding regions serves
as a critical index for evaluating the efficacy of infrared detection. Figure 9 illustrates
the extraction of temperature fields from both the debonding region (TD) and the non-
debonding region (Tnon) in thermal images. The relevant symbol abbreviations used in this
study will be summarized in Appendix A.

 
Figure 9. Temperature field extraction from debonded and non-debonding regions.

This study does not include an analysis of data from heat flux sensors affixed to
the external surface of the steel plate (as shown in Figure 8). To mitigate the influence
of these sensors, the left side of the steel plate’s external surface was designated as the
debonding region. The adjacent left part of the steel plate surface was selected as the
non-debonding region. For a quantitative analysis of the impact of cooling excitation on
detection effectiveness under different conditions, the following equation was employed to
calculate the average temperature fields of both regions:

TDmean =

n
∑

i = 1
TDi

n

Tnonmean =

n
∑

i = 1
Tnoni

n

(1)

where TDi and Tnoni represent the temperatures of pixel i in the debonded and non-
debonding regions, respectively. The variable n denotes the number of pixels in the selected
area of the thermal images. TDmean and Tnonmean indicate the average temperatures of the
debonded and non-debonding regions, respectively.

The average temperature difference between these regions, ΔT, is calculated using the
absolute value of their difference, as follows [34]:

ΔT = |TDmean − Tnonmean| (2)
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By extracting the temperature field data from each frame throughout the excitation
process, as depicted in Figure 9, the average temperature difference for the entire excitation
period can be obtained. An increase in the average temperature difference indicates
improved resolution between the debonded and non-debonding regions. The value of
ΔT under cooling excitation reflects the performance of infrared debonding detection.
Furthermore, the maximum value of ΔT during the excitation period, maxΔT, is extracted
as follows:

maxΔT = max(ΔT1, ΔT2, ΔT3 . . . ΔTn) (3)

By analyzing the timing and magnitude of maxΔT, the optimal detection moment for
a single condition and the degree of detection enhancement resulting from excitation can be
effectively characterized. The time at which maxΔT occurs, denoted as tmaxΔT, is defined
as the moment when the contrast between the debonding and non-debonding areas is at its
peak (the optimal detection moment). An analysis of tmaxΔT facilitates the determination of
the best detection time.

3. Results and Discussion

3.1. Evolution of the Average Temperature Difference During Spray-Cooling Excitation

The temporal changes in the average temperature difference under cooling excitation
reflect the overall trends observed in infrared detection. Figure 10 illustrates the evolution
of the average temperature difference (ΔT) under (a) different excitation distances with
fixed spray-cooling water volumes and (b) varying excitation durations. Due to space
limitations, the figure selectively presents representative conditions from the experiment.
However, the temperature difference exhibited similar patterns across other conditions.

(a) (b) 

T T

Figure 10. Temporal evolution of average temperature difference under cooling excitation: (a) for
different excitation distances at constant water volume; (b) at various excitation durations.

In Figure 10a, the data demonstrate the relationship between excitation distance (45,
60, 80, and 95 cm) and the average temperature difference over time. For each condition
shown, the water temperature in the tank was maintained at 28.5 ◦C, the total water
volume of spray cooling was 500 mL, and the atomization level was selected as low. The
figure indicates that the maximum average temperature difference is reached at a specific
moment (approximately between 200 and 260 s), irrespective of the excitation distance.
As the excitation distance increases (from 45 cm to 95 cm), the peak value of the average
temperature difference progressively decreases. Approximately 750 s after the start of
excitation, the value of the maximum average temperature difference for each condition
reverts to the pre-cooling excitation level (around 0.75 ◦C).
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Figure 10b presents results for conditions with a water temperature of 28.5 ◦C in the
tank, an excitation distance of 95 cm, and a low atomization level for excitation durations
ranging from 40 s to 350 s. These data show that the maximum average temperature
difference increases with longer excitation durations. The average temperature difference
for each condition returns to the pre-cooling excitation level approximately between 750 and
1000 s from the start of excitation. Given that experimental intervals of 1200 s (exceeding
900 s) were established between each group in this study, it can be concluded that the
different experimental conditions are independent and do not influence each other.

3.2. Maximum Average Temperature Difference Relative to Excitation Distance and Water
Temperature

Given that the average temperature under cooling excitation exhibits a rising and
then declining trend, a maximum average temperature difference (maxΔT) value is present
for each operating condition. This maxΔT value is indicative of the upper detection
limit of infrared technology under cooling excitation. Both the spray distance and the
water temperature within the tank significantly influence the maxΔT value. Consequently,
Figure 11 plots the maxΔT values for three different tank water temperatures (5, 10, and
28.5 ◦C) against the excitation distance.

  
(a) (b) 

Figure 11. Maximum average temperature difference according to excitation distance at a (a) high
atomization level and (b) low atomization level.

Figure 11 shows the maxΔT in relation to various spraying distances and atomization
levels (high and low), along with infrared images captured at the moment when maxΔT
values are observed. A noticeable low-temperature region, resembling the debonding area,
is visible in the center of the infrared images, particularly for excitation distances of 45
and 95 cm. This feature aids in distinguishing the debonding. In the infrared image with
a 45 cm excitation distance, the debonding region is more distinctly discernible due to a
higher maxΔT compared to other excitation distances.

As shown in Figure 11a,b, when the water temperature in the tank is constant, the
maxΔT decreases with an increase in excitation distance. Examining the blue curves
(representing a water temperature of 28.5 ◦C) in Figure 11a,b, the decline in maxΔT is more
pronounced at a high atomization level as the distance increases. Figure 11b demonstrates
that the influence of distance on maxΔT is relatively minor when the spraying distance
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ranges between 80 and 95 cm. As shown in Table 4, the standard deviations of maxΔT at
three different water temperatures are 0.06 and 0.17, respectively. At the high atomization
level (Figure 11a), smaller droplet volumes and decreased momentum may render the
droplets more susceptible to gravitational and air disturbances during flight. This leads
to fewer droplets reaching the steel plate surface as distance increases, thus diminishing
the excitation effect. In contrast, at the low atomization level (Figure 11b), the droplets are
larger and possess greater initial kinetic energy, resulting in a less pronounced decrease in
the number of droplets reaching the test surface with increasing distance. Furthermore, the
decline in maxΔT with increasing excitation distance is less severe. The maxΔT remains
relatively stable when the distance is between 80 and 95 cm. As shown in Table 5, the
standard deviations of maxΔT at three different water temperatures are 0.12 and 0.13,
respectively.

Table 4. Maximum average temperature difference according to excitation distance at a high atomiza-
tion level.

Distance 5.5 ◦C 10 ◦C 28.5 ◦C Standard Deviation

45 cm 6.85 ◦C 6.34 ◦C 5.28 ◦C 0.65 ◦C
60 cm 6.07 ◦C 5.77 ◦C 4.93 ◦C 0.48 ◦C
80 cm 4.31 ◦C 4.37 ◦C 4.23 ◦C 0.06 ◦C
95 cm 3.46 ◦C 3.87 ◦C 3.73 ◦C 0.17 ◦C

Table 5. Maximum average temperature difference according to excitation distance at a low atomiza-
tion level.

Distance 5.5 ◦C 10 ◦C 28.5 ◦C Standard Deviation

45 cm 6.62 ◦C 5.13 ◦C 4.32 ◦C 0.95
60 cm 5.29 ◦C 4.06 ◦C 3.63 ◦C 0.70
80 cm 3.44 ◦C 3.15 ◦C 3.31 ◦C 0.12
95 cm 3.24 ◦C 2.93 ◦C 3.1 ◦C 0.13

Figure 11a indicates that at distances below 80 cm (marked as the orange background)
and with a constant excitation distance, a lower water temperature in the tank leads to
an increased maximum average temperature difference. When the distance is 80 cm or
greater (denoted as the green background), the maxΔT values for the three tested water
temperatures (5.5, 10, and 28.5 ◦C) exhibit minimal variation (standard deviation of maxΔT
≤ 0.17), suggesting that the water temperature in the tank has a negligible effect on the
maxΔT at these distances. A similar trend is observed in Figure 11b; for distances of
80 cm or more (green background), the maxΔT values across the three water temperatures
are comparatively uniform (standard deviation of maxΔT ≤ 0.13), indicating a minimal
impact of water temperature on maxΔT. This pattern can be attributed to the heat exchange
between the droplets and the air during their flight. As droplets travel, they gradually
warm up due to this exchange [44]. At shorter spraying distances (<80 cm), the flight
duration of the droplets is limited, providing insufficient time for them to absorb significant
ambient heat before reaching the steel plate. In such cases, the water temperature in the tank
considerably influences the maxΔT. At longer distances (≥80 cm), the droplets experience
more prolonged heating in the air, often reaching temperatures close to room temperature
(28.5 ◦C) by the time they contact the steel plate. Under these conditions, the initial water
temperature has almost no impact on the maxΔT.

In summary, under cooling excitation, the maxΔT between the debonded and non-
debonding regions is significantly enhanced, ranging from 3 ◦C to 7 ◦C. Particularly at
the low atomization level, when the spraying distance extends to 80–90 cm, the maxΔT

85



Buildings 2025, 15, 465

shows insensitivity to both the spraying distance and the water temperature in the tank.
During this phase, the maxΔT (ranging from 3.1 ◦C to 3.4 ◦C) remains relatively stable.
This temperature differential is substantial enough to effectively distinguish debonding
areas.

3.3. Timing of the Maximum Average Temperature Difference Relative to the Excitation Duration

The timing of the maximum average temperature difference determines the optimal
detection moment, and conducting the detection at this moment helps improve accuracy.
Figure 12 and Table 6 illustrate the timing of the maximum average temperature difference
(tmaxΔT) in relation to the excitation duration at various atomization levels. The duration of
spray-cooling excitation affects the total heat exchange between the steel plate and water,
consequently influencing the average temperature difference between the debonded and
non-debonding regions. The dashed line in Figure 12 indicates that the occurrence of the
maxΔT aligns with the duration of the excitation. However, the timing of maxΔT following
spray-cooling excitation does not exhibit a direct linear correlation with the excitation
duration. For excitation durations shorter than 120 s (marked as the green background
in Figure 11) and at a consistent atomization level, the correlation between the timing of
maxΔT and the excitation duration appears relatively weak. The moments of occurrence
are clustered within a narrow range: from 135 s to 175 s at the low atomization level, from
95 s to 135 s at the medium level, and from 125 s to 165 s at the high atomization level.
Conversely, when the excitation duration exceeds 120 s (indicated by the blue background)
at the same atomization level, the timing of maxΔT tends to increase proportionally with
the excitation duration. In this phase, the occurrence of maxΔT for both low and medium
atomization levels closely approaches the conclusion of the excitation period.

t
T 

Figure 12. Temporal relation of average temperature difference to excitation duration.

Table 6. The timing of the maximum temperature difference under different excitation durations and
atomization levels.

Excitation
Duration (s)

Low Atomization
Median

Atomization
High Atomization

40 166 s 110 s 138 s
80 155 s 98 s 145 s

120 142 s 128 s 198 s
160 186 s 163 s 222 s
200 225 s 205 s 289 s
350 327 s 359 s 327 s

Figure 13 illustrates the liquid morphologies on the steel plate surface at different
excitation durations for the medium atomization level test group. In this study, the surface
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temperature of the steel plate in the specimen was maintained at 55.5 ◦C ± 0.3 ◦C, a temper-
ature insufficient to induce boiling of the liquid droplets. The heat exchange between the
liquid droplets and the steel plate primarily occurs through surface evaporation and forced
convection resulting from the impact of heated surface droplets [31]. As shown in Figure 13,
at an excitation duration of 40 s, the water on the steel plate surface predominantly exists
as liquid droplets with limited mobility. With increasing excitation duration (from 40 s to
120 s), these droplets gradually coalesce and flow under the influence of gravity. Further
extension of the excitation time (from 120 s to 350 s) leads to a noticeable downward flow of
water on the steel plate surface. When the excitation duration is short (<120 s), the limited
time and water volume prevent the formation of a fast-flowing water stream on the steel
plate. Under these conditions, heat dissipation from the steel plate surface primarily occurs
through evaporation. After excitation ceases, evaporation continues to contribute to heat
transfer, further increasing the maximum average temperature difference. As the liquid
gradually evaporates, the efficiency of heat transfer by evaporation decreases, leading to
the peak in maxΔT. Consequently, a weak correlation is observed between the excitation
duration and the timing of maxΔT. However, for longer excitation durations (>120 s),
the continuous water flow on the steel plate surface effectively removes heat, primarily
through forced convection. Once the excitation stops, this dominant convection rapidly
diminishes, making it challenging to further expand the temperature difference between
the debonded and non-debonding regions. This results in the temperature peak being
reached sooner. Therefore, a more pronounced linear correlation is observed between the
excitation duration and the timing of the maximum temperature difference.

 
Figure 13. Liquid morphology on steel plate surface at medium atomization level over various
excitation durations.

In summary, different excitation durations lead to variations in the water morphology
on the steel plate, resulting in two distinct modes of heat exchange. This variation in
heat exchange mechanisms may explain why the timing of the appearance of the maxΔT
following spray-cooling excitation does not exhibit a strict linear correlation with the
excitation duration.

3.4. Maximum Average Temperature Difference Relative to Excitation Duration

In practical detection, the larger the maxΔT, the more favorable it is for detection.
Figure 14 and Table 7 present the maximum average temperature difference in relation to
the excitation duration under various working conditions. When the excitation duration is
short (<120 s, indicated as the green region), there is only a marginal difference in maxΔT
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across the three atomization levels at the same excitation duration. This suggests a weak
correlation between maxΔT and atomization level, implying that maxΔT is predominantly
influenced by the excitation duration. Experimental results across the three atomization
levels indicate a consistent increase in maxΔT corresponding to longer excitation durations.
In cases where the excitation duration is extended (≥120 s, labeled as the blue region),
maxΔT decreases with an increase in atomization level under the same excitation time.
At a constant atomization level, maxΔT exhibits a gradual increase with longer excitation
durations, tending to stabilize around a nearly constant value. Under long excitation
durations (≥120 s), heat exchange on the steel plate surface is primarily dominated by
forced convection. Due to the larger volume of liquid droplets at the low atomization level,
the heat transfer on the steel plate surface is more intense compared to the high atomization
level test group, leading to a more significant increase in maxΔT for the low atomization
level group.

Figure 14. Maximum average temperature difference by excitation duration.

Table 7. Maximum average temperature difference by excitation duration.

Excitation
Duration (s)

Low Atomization
Median

Atomization
High Atomization

40 3.6 ◦C 3.82 ◦C 3.24 ◦C
80 4.37 ◦C 4.67 ◦C 4.2 ◦C

120 6.22 ◦C 5.2 ◦C 4.42 ◦C
160 6.27 ◦C 5.28 ◦C 4.52 ◦C
200 6.46 ◦C 5.28 ◦C 4.65 ◦C
350 6.81 ◦C 6.3 ◦C 4.46 ◦C

In summary, under consistent atomization levels and extended excitation durations,
there is minimal variation in maxΔT relative to the excitation duration. Specifically, when
long durations (≥120 s), low atomization levels, and extended distances (≥80 cm) are
selected for spray-cooling excitation, the variation in maxΔT after excitation is minor (with
a standard deviation of 0.23 ◦C). Under these conditions, maxΔT typically occurs close to
the end of the excitation period, and its value shows limited correlation with the selection
of various excitation parameters. Instead, the value of maxΔT may be more related to
factors such as the debonding shape, CFST structure, material properties, and peak concrete
temperature. Additionally, the range of maxΔT achieved under these conditions (between
6.22 and 6.81 ◦C), compared to the ΔT before cooling excitation (approximately 1 ◦C),
increases by about five times, which is sufficient to detect the presence of debonding in
typical scenarios. In practical detection, the detection personnel can use the above method
to actively excite the CFST test area, without needing to control the water temperature
during excitation. It is sufficient to let the water temperature approach ambient temperature.
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After excitation, infrared images can be immediately collected to identify the debonding.
Compared to traditional thermal excitation methods, such as microwave heating (900 W
equipment power) [22] and flashlamp heating (single bulb power of 250 W) [25] the cooling
excitation method proposed in this paper can be implemented while the object is in the
exothermic phase, without requiring additional energy sources for excitation, making it a
simpler and more suitable method for outdoor use.

4. Conclusions

The application of spray-cooling excitation significantly enhances the maximum av-
erage temperature difference between debonded and non-debonding regions, thereby
improving the efficacy of infrared thermography for detecting debonding in CFSTs. Specifi-
cally, under the conditions of a low atomization level and extended spraying distance, the
impact of both the spraying distance and the water temperature within the tank on the
maximum average temperature difference is minimal.

When the spraying duration is short, the primary mode of heat removal from the steel
plate surface is through surface evaporation. In such scenarios, the maximum average tem-
perature difference occurs within a specific range and tends to increase with the duration of
excitation. With prolonged excitation, the dominant mechanism for heat removal shifts to
forced convective flow. Consequently, the variation in the maximum average temperature
difference in response to the excitation duration becomes relatively minor.

We studied spray-cooling excitation with a long duration (≥120 s), low atomization
level, and extended distance (≥80 cm). In this context, spray-cooling excitation significantly
increases the maximum average temperature difference, and variations in the spray-cooling
parameters have only a minor effect on this temperature difference. Additionally, the
optimal moment for detection typically aligns with the end of the excitation period.

In practical testing, an excitation duration greater than 120 s, an excitation distance
greater than 80 cm, and an excitation water temperature set to ambient temperature
with a low atomization level can be selected. This method can increase the maximum
average temperature difference by about five times compared to before excitation, without
the need for additional manual control of the excitation water temperature, making it
convenient for application in actual engineering. The use of water as the excitation source
avoids environmental pollution and is cost-effective. Additionally, no extra energy supply
equipment is required, which helps reduce project costs and improve project efficiency.

5. Limitations and Future Work

However, it is important to note that this study is limited to laboratory experiments
and has not been applied in real-world engineering settings. The findings and methods
presented here may not fully account for the complexities and variables present in actual
engineering environments, and further validation in practical engineering projects is neces-
sary to assess the method’s performance and reliability under real-world conditions. Future
research should consider adopting the method of spray-cooling excitation to minimize
research variables, enabling a more focused and controlled investigation. This approach
is expected to facilitate a comprehensive examination of how additional factors—such
as CFST (concrete-filled steel tube) dimensions, debonding sizes, and the temperature of
exothermic hydration—affect the maximum average temperature difference. A deeper
understanding of these factors could lead to the more precise and quantitative detection
of debonding, providing valuable insights for both theoretical and practical applications.
Furthermore, exploring the development of highly mobile spray-cooling equipment would
allow for the more efficient utilization of excitation water, enabling precise targeting and
uniform cooling. This innovation would enhance detection efficiency by reducing water
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waste and energy consumption. Ultimately, the integration of such advanced equipment
into engineering practices promises not only more efficient, stable, and convenient detection
of debonding but also a more sustainable approach for large-scale industrial applications.
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Appendix A

TDmean: Average temperatures of the debonded regions;
Tnonmean: Average temperatures of the non-debonded regions;
ΔT: The average temperature difference between non-debonded regions and debonded

regions;
maxΔT: The maximum value of ΔT during the excitation period;
tmaxΔT: The timing of the maximum average temperature difference.
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Abstract: This study aims to investigate the flexural performance of ultra-high-performance
concrete (UHPC) wet joints subjected to vibration load during the early curing period.
The parameters investigated included vibration amplitude (1 mm, 3 mm, and 5 mm) and
vibration stage (pouring—final setting, pouring—initial setting, and initial setting—final
setting). A novel simulated vibration test set-up was developed to reproduce the actual
vibration conditions of the joints. The actuator’s reaction force time-history curves for
the UHPC joint indicate that the reaction force is stable during the initial setting stage,
and it increases linearly with time from the initial setting to the final setting, trending
toward stability after 16 h of casting. Under the vibration of 3 Hz-5 mm, cracks measuring
14 cm × 0.2 mm emerge in the UHPC joint. It occurs during the stage from the initial
setting to the final setting. The flexural performance of wet joint specimens after vibration
was evaluated by the four-point flexural test, focusing on failure modes, load-deflection
curves, and the interface opening. The results show that all specimens with joints exhibited
bending failure, with cracks predominantly concentrated at the interfaces and the sides
of the NC precast segment. The interfacial bond strength was reduced by vibrations of
higher amplitude and frequency. Compared with the specimens without vibration, the
flexural strength of specimens subjected to the vibration at 3 Hz-3 mm and 3 Hz-5 mm
were decreased by 8% and 19%, respectively. However, as the amplitude and frequency
decreased, the flexural strength of the specimens showed an increasing trend, as this
type of vibration enhanced the compactness of the concrete. Additionally, the calculation
model for the flexural strength of UHPC joints has been established, taking into account
the impact of live-load vibration. The average ratio of theoretical calculation values to
experimental values is 1.01, and the standard deviation is 0.04, the theoretical calculation
value is relatively precise.

Keywords: ultra-high performance concrete; live-load vibration; joints; flexural strength

1. Introduction

Ultra-high-performance concrete (UHPC), a new type of cement-based composite
material widely used in various building structures, has always attracted significant atten-
tion regarding its durability issues [1–5]. Particularly when facing extreme loads such as
earthquakes, explosions, impacts, and overload, many serious problems have been exposed.
Due to the limitations in the mixing, transportation, and curing of UHPC, wet joints are
inevitable in cast-in-place UHPC structures. Similarly, for precast NC structures, there will
inevitably be UHPC components or parts that require on-site casting. In the early stages
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of concrete joints, when live loads are applied to engineering structures, the deflection
of the wet joint connecting the two parts may differ. This differential deflection could
adversely affect the interfacial bond strength between precast elements and longitudinal
joints before they attain the necessary tensile strength and plasticity. Wet joints are particu-
larly susceptible to flexural failure under the action of live-load vibrations. The impact of
live load vibrations on the flexural strength of the joint has not yet been clearly defined.
Consequently, investigating the flexural performance of both the integral interfaces and
wet joint interfaces of UHPC is of paramount importance.

In order to explore the influence of complex and harsh environments on wet joints
and to find countermeasures for dealing with the durability problems of UHPC wet joints
subjected to live-load vibrations, numerous studies have been conducted. It was found by
Deng et al. [6] that a T-shaped girder wet joint for a lightweight steel-UHPC composite
structure showed better crack resistance than the traditional I-shaped wet joint. Graybeal
et al. [7] investigated the structural performance of cast-in-place UHPC connections by
static and cyclic tests. Similar studies were performed by Haber et al. [8] and Varga et al. [9],
and the results showed that UHPC connections have superior mechanical performance
than those of NC. In response to the above phenomena, Graybeal et al. [10] designed
and deployed the cast-in-place UHPC connections. In addition, Lee et al. [11] and Hash
et al. [12] investigated the flexural behavior of prefabricated reinforced concrete specimens
connected with UHPC. Their studies indicated that vibrations applied during the initial
and final setting stages of the joint can influence the splitting tensile strength of the concrete.
Zhang et al. [13] investigated the shear strength of UHPC-NC specimens; the results show
that the effect of surface preparation on the shear strength of the UHPC–stone interface
is most significant. It was found by Guan et al. [14] that vibrations that started before the
initial setting increased the early compressive strength of NC. Additionally, vibrations
applied from the initial to the final setting stage increased the concrete’s early strength.
However, all types of vibrations started after the final setting was observed to decrease its
early compressive strength and reduce the long-term strength. The study of Zhang et al. [15]
and Yang et al. [16] indicates that continuous live-load vibrations have a significant effect
on the cracking load and ultimate load of composite materials, but have no significant
impact on their deformation performance. A vibration table was used by Wu et al. [17]
to simulate the vibration caused by the live load during the construction of joints, which
studied the impact of vibration on the compressive and splitting tensile strength of the
concrete. Huang et al. [18] conducted a vibration table test to study the seismic performance
of two prestressed beams with UHPC connections; it found that UHPC connections can
provide strong resilience even under high-intensity earthquake ground motions. Wang
et al. [19] and Leng et al. [20] prepared UHPC by a vibration mixing method and pointed
out that at the early stage of hydration, the position of steel fibers in the UHPC matrix can
move freely, which significantly affects the flexural response. The result shows that with the
increase in amplitude and frequency, the flexural response of UHPC specimens decreases
sharply due to the distribution and orientation of steel fibers. Zhang et al. [15] conducted
vibration tests on 324 newly cast thin plate specimens with different vibration frequencies
and durations of vibration as parameters, to clarify the impact of traffic vibration on the
flexural response of PVA-ECCs, followed by four-point bending tests. The results indicate
that continuous traffic vibration has a significant adverse effect on the flexural response of
the composite material.

In summary, existing research on the impact of live-load predominantly builds upon
studies of NC, with a strong emphasis on using a miniature vibration table and being only
applicable to standard-sized specimens. However, the investigation into the impact of
live-load vibration on UHPC remained inadequately comprehensive. To clarify the effects
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of live-load vibration, a four-point bending test was carried out in this study, specifically
focusing on the role of vibration stage and amplitude. The key indexes such as the failure
mode, load-deformation relationship, and interface opening were analyzed. At the same
time, it introduces a live-load vibration coefficient to correct the calculation model for the
bending strength of UHPC joints, and the model’s calculated values match the test results.

2. Experimental Program

2.1. Specimen Design and Test Parameters

To investigate the effects of different vibration conditions on structural bending
strength and failure modes, this study designed and produced UHPC-NC compos-
ite specimens with dimensions of 2000 mm × 350 mm × 200 mm. The joint size is
300 mm × 350 mm × 200 mm, with rebars arranged in an interlaced pattern in the joint.
The spacing of rebars is 72.5 mm, and the cover thickness is 30 mm. The precast section
size is 850 mm × 350 mm × 200 mm, the spacing of longitudinal rebars is 145 mm, and the
spacing of transverse rebars is 150 mm. The configuration of the joint specimen is shown in
Figure 1.

(a)

(b)

Figure 1. Configuration of the test specimens (unit: mm). (a) The elevation of the specimens. (b) The
plan of the specimens.

The dynamic response parameters of engineering structures caused by live loads
include frequency, amplitude, damping, stiffness [21], etc. In this study, the simulation of
live-load vibration focuses on amplitude, while also incorporating the vibration stage as
two parameters.

The grouping scheme of the test specimens is shown in Table 1. First, the vibration
amplitude represents the differential deflection between the staged constructed structures.
In this study, the vibration amplitude was designed following a real construction field. The
maximum value of the first-order fundamental frequency and the maximum deflection of
the background structure of this study are calculated by MIDAS/Civil (2022 v1.2) finite
element analysis software and are 2.3 Hz and 5 mm, respectively. In summary, based on
the suggestion by Ng et al. [22], the vibration amplitude varies from 1 mm to 5 mm.

Secondly, the impact of early live-load vibration on concrete joints is not yet clear.
Consequently, an investigation into the impact of vibration exposure during the early stages
of joint maturation was undertaken. To achieve this, the early maturation phase of the
joint was delineated by the initial setting time and final setting time points, and enforced
vibrations were applied at various developmental stages. The method of penetration
resistance measured the setting time of the concrete, in accordance with the GBT50080-
2016 [23].
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Table 1. Specimen design parameter.

Test Parameters Test Piece Number Vibration Amplitude Vibration Stage Experimental Age

Not vibration N-1 / / 28 d

Vibration amplitude
F-1 1 mm Pouring-final setting 28 d
F-2 3 mm Pouring-final setting 28 d
F-3 5 mm Pouring-final setting 28 d

Vibration stage J-1 3 mm Pouring-initial setting 28 d
J-2 3 mm Initial setting-final setting 28 d

“N” represents the specimen that is not vibrated, “J” represents the vibrated stage,
and “F” represents the vibration amplitude. The specimen will be cured for 28 days for
joint bending performance testing after the vibration.

The specimen fabrication process is shown in Figure 2. First of all, according to the
design size of the specimen and the layout of the reinforcement, the integral formwork was
designed. Subsequently, the prefabricated parts were cast synchronously with ordinary
concrete. Immediately after pouring, the specimens were covered with wet burlap and
a plastic sheet. The specimens were then cured at room temperature for 28 days. After
the curing process, the surface at the junction of the wet joint and the pre-cast section was
made rough to improve the adhesion of the joint. Finally, the joint UHPC for the live-load
vibration test was cast.

(a) (b)

(c) (d)

Figure 2. Fabrication process of the test specimens. (a) Manufacturing formwork and rebar. (b) Cast-
ing of Precast section concrete. (c) Roughing the interface. (d) Assembly of the steel framework.

2.2. Material Properties

The matrix ratio of UHPC in this study is shown in Table 2, the composition includes
cement, silica fume, quartz sand, slag, mixed steel fibers, and coarse aggregate. The
percentage by volume of mixed steel fibers is 2%, and the maximum diameter coarse bone
particle size is 4 mm. The material of the precast sections is the grade of C60, and the
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cement is made of PO 42.5 normal portland cement, fine aggregate using river sand, coarse
aggregate using crushed stone with a diameter of 4–18 mm, a water cement ratio of 0.3,
and C60-grade concrete. The mixes used are shown in Table 2.

Table 2. Material mix proportion (Unit: kg/m3).

Component Cement Silica Fume Quartz Sand Coarse Aggregate Water Mixed Steel Fiber

Mass ratio 771.2 192.8 848.3 231.4 173.5 170.1

The elastic modulus of UHPC material and C60 concrete is determined by Code for
Design of Concrete Structures GB50010-2010 [24]. The mechanical properties of UHPC and
C60 obtained from the test are shown in Table 3. The joint specimen is reinforced with
HRB400, the diameter of the longitudinal rebar is 12 mm, and the diameter of the stirrup is
6 mm. The tensile strength of 6 mm rebar and 12 mm rebar is 421.3 MPa and 435.1 MPa,
respectively, and their elastic modulus is 2.15 GPa.

Table 3. Mechanical properties of UHPC and C60.

Category
Cube Compressive
Strength f cu/MPa

Cube Tensile Strength
f su/MPa

Flexural Strength
ft/MPa

Elastic Modulus/GPa

UHPC 142.9 10.2 13.8 50.4

C60 61.8 / 6.5 36

2.3. Simulated Vibrating Device and Test Setup
2.3.1. Simulated Vibrating Device

To simulate the live-load vibration to the fresh casting UHPC wet joints, a simulated
vibration device was designed. In this study, a simulated vibration device was designed to
simulate the live-load vibration of newly poured UHPC wet joints. The device in this study
consists of three fixture components: left, middle, and right U-shaped steel formwork,
precast RC blocks, and the actuator. The prefabricated RC blocks in the U-shaped steel
formwork are clamped with left, right, and central clamp. The middle fixture is connected
to the actuator that connected to the reaction beam, achieving simultaneous simulation of
the deformation vibration of two joints [25]. The layout of the simulated vibrating device is
illustrated in Figure 3a,b.

2.3.2. Load Settings and Data Acquisition

Figure 4 shows the process of the joint live-load vibration test. After the calibration
of the device, UHPC will be poured at the joint of the specimen. Once the joint has been
poured, the actuator’s amplitude and frequency will be aligned with the predetermined
test parameters. Meanwhile, the vibration time will be recorded. When the vibration is
completed, the joint specimen will be cured for 28 days before the bending strength tests.

The SIControl (V2.0) software is designed to facilitate the real-time acquisition and
storage of critical experimental parameters, including frequency, amplitude, and actuator
reaction force. Furthermore, it is capable of plotting the actuator reaction force as a function
of time, thereby rendering the test procedure tangible and observable. The loading setup
and data acquisition of the software are shown in Figure 4f. The study of the reaction forces
exerted on the actuator during vibration and the surface of the joint after vibration found
that the reaction forces on the actuator at the UHPC joint during vibration showed no
significant changes at the initial setting stage. From the initial to final setting, the maximum
and minimum reaction forces increased linearly with time, and the load growth tended to
level off at 16 h after concreting. Under the live load vibration of 3 Hz-5 mm, the UHPC
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joint developed cracks measuring 14 cm in length and 0.2 mm in width. The cracks in the
joint specimens under live load vibrations occurred during the initial to final setting stages
of the joint material casting.

Figure 3. Schematic diagram of the (a) elevation view of the simulated vibrating device and (b) fixture
component.

(a) (b)

(c) (d)

Figure 4. Cont.
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(e) (f)

Figure 4. Specimen production. (a) Assembling the test device. (b) Assembling the precast sections.
(c) Pouring the wet joint. (d) Start live-load vibration. (e) Curing for 28 days. (f) SIControl software.

2.4. Four-Point Flexural Test and Instrumentation
2.4.1. Measuring Point Layout

The strain measurement points are mainly located in the rebars and concrete of the
precast slab area near the joints, and the distribution of measurement points is shown in
Figure 5. Linear variable displacement transducers (LVDTs) were used to monitor the
interface opening and deflection of the specimen. The accuracy of the LVDT is 0.001 mm.
Monitoring the strain of steel and concrete was to paste strain gauges on the surface of the
specimen. Figure 6. shows the layout of the measuring points. In addition, the crack width
of the specimen was recorded using a crack observation instrument with an accuracy of
0.02 mm.

(a)

(b)

Figure 5. Strain measuring point arrangement. (a) Concrete measuring points. (b) Rebar
measuring points.
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Figure 6. Displacement measuring point arrangement.

2.4.2. Loading Program

The loading device for the bending test of the joint specimen is shown in Figure 7.
The specimens were loaded step by step with a hydraulic jack. In the initial stages, the
specimen was preloaded to 10% of its ultimate load to eliminate the effects of minor gaps
between the distribution beam and the specimen.

Figure 7. Joint-bending experiment.

During formal loading, force control was initially used, with each increment of load
staged at 10% of the ultimate load, maintained for a duration of 2 min to facilitate the
observation of the material response and the emergence of test phenomena. Subsequently,
the loading intensity was escalated to 90% of the estimated ultimate load at a rate of
3 mm/min. Thereafter, a displacement control protocol was implemented, with the loading
rate modulated to 0.05 mm/min. When the load on the specimen could no longer be
increased, the specimen was considered to have failed. The test set-up is shown in Figure 8.

Figure 8. Experimental loading procedure diagram.
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3. Test Results and Discussion

3.1. Failure Mode and Crack Pattern

Figure 9 shows the failure modes and crack patterns of each specimen. All specimens
exhibited the same kind of failure, characterized by basically no cracks or failure phenom-
ena in the joint; the main crack initiated at the bottom of the prefabricated section and the
interface opening was apparent.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 9. Failure model and crack pattern of the specimens. (a) Specimen N-1. (b) Specimen F-1.
(c) Specimen F-2. (d) Specimen F-3. (e) Specimen J-1. (f) Specimen J-2.

During the elastic state, there were no visible cracks or interface openings. As the load
increased, the first crack was observed at the bottom of the right prefabricated section. As
depicted in Figure 9, the precast section below the left support of the distribution beam
cracked, and the crack width was 0.11 mm and developed upward. However, the cracks in
F-2 and F-3 appeared earlier than the F-1. This shows that the size of the vibration amplitude
has a bad effect on the cracking load. In addition, the pure bending area in the middle of the
prefabricated part will form the main crack as the load increases. Subsequently, the tensile
reinforcement yielded, and the interface concrete was crushed, which is accompanied by
the decrement of the rigidity.
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3.2. Load-Deflection Curve Responses
3.2.1. Effects of the Vibration Properties

Table 4 summarizes the test results; the λ stands for the increase in ultimate load and
the κ stands for the increase in peak displacement. To evaluate the impact of different
vibration amplitudes, the load-deflection curves in the span during the test were plotted
according to the test data. To facilitate the comparison, the average results for each group
were selected for analysis in each group, as shown in Figure 10a. By analyzing Figure 10a,
it can be found that the highest flexural strength of UHPC joint specimens under differ-
ent vibration amplitudes is 3 Hz-1 mm (F-1), followed by 3 Hz-3 mm (F-2), and finally,
3 Hz-5 mm (F-3). The ultimate load of the F-1 specimen increased by 17% compared to
the specimen that did not vibrate, while the ultimate load of the F-2 specimen decreased
by 8% compared to the specimen that did not vibrate, and the ultimate load of the F-3
specimen decreased by 19% compared to the specimen that did not vibrate. This proves
that low-amplitude live-load vibrations can be used to make the joints more compact.
In addition, in order to improve the flexural strength of the joint specimens, the bond
strength of the joint interface and the prefabricated segment can be increased. In contrast,
high-amplitude live-load vibrations will destroy the bonding performance between the
prefabricated segment and the joint interface, therefore reducing the flexural capacity of
the joint specimen.

Table 4. Summary of critical results.

Specimen
Set

Specimen
Number

Cracking
Loads

Pcr(kN)

Ultimate
Load Pu(kN)

λ
Peak

Displacement
δu(mm)

κ

N N-1 47 143.2 1.00 24.9 1.00

F
F-1 55 168.1 1.17 30.1 1.21
F-2 50 131.4 0.92 29.3 1.24
F-3 47.5 116.7 0.81 30.4 1.22

J
J-1 50 148.1 1.03 22.8 0.92
J-2 46 143.7 1.00 24.9 1.00

Note: When NC and UHPC develop cracks, the crack width is generally around 0.05 mm. Therefore, the load
corresponding to a crack width of 0.05 mm is defined as the cracking load.

(a) (b)

Figure 10. Load-midspan deflection curves. (a) Load-midspan deflection curves of the vibration
amplitude specimens. (b) Load-midspan deflection curves of the vibration stage specimens.

The load-deflection curves at mid-span for different vibration stages of the specimens
are shown in Figure 10b. By analyzing Figure 10b, it can be observed that the highest
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flexural strength of UHPC joint specimens under different vibration stages is pouring—
initial setting (J-1) followed by initial setting—final setting (J-2), and finally pouring—final
setting (F-2). The ultimate load of specimen J-1 increased by 3% compared to the specimen
that did not vibrate, the ultimate load of specimen J-2 was equal to that of the specimen
that did not vibrate, and the ultimate load of specimen F-2 decreased by 8% compared to
the specimen that did not vibrated. This indicates that the timing of live-load vibration has
no significant effect on the flexural strength of the specimens. The load-displacement curve
trends for the vibration stage groups are essentially consistent, with no obvious discrepancy
in the initial cracking load and the yield load.

3.2.2. Ductility and Stiffness

In general, the stiffness is used to measure the performance of the RC beam struc-
ture [26], and the bending stiffness K is used as the calculation target in this study. The
displacement stiffness, as presented in Equation (1), was used to assess the stiffness of the
specimens in this study.

K =
Py

δy
(1)

where the Py is the yield load, the δy is the yield displacement.
The ductility is used to measure the plastic deformation capacity of the specimen,

the ductility of RC structure is generally defined as the ratio of the ultimate displacement
δu to the yield displacement δy, and the calculation method for the ductility is shown in
Equation (2).

μ =
δu

δy
(2)

The ductility and stiffness of the specimens obtained from Equations (1) and (2) are
tabulated in Table 5.

Table 5. Summary of ductility and stiffness.

Specimen
Number

Py
(kN)

δy
(mm)

δu
(mm)

K
(kN/mm)

μ

N-1 75.98 3.79 27.34 20.05 7.21
F-1 83.01 3.81 41.59 21.78 10.91
F-2 77.52 4.69 31.48 16.41 6.71
F-3 75.13 4.82 33.44 15.56 6.93
J-1 75.74 3.60 27.90 20.83 7.75
J-2 78.45 3.87 33.43 20.15 8.64

By analyzing Figure 11, it can be seen that the ductility values of specimen F-1 has
increased by 51.3% compared to the N-1 specimen; however, the vibration decreased the
ductility of the specimens F-2 and F-3. This result implies that the low amplitude has a
positive effect on the ductility, but the high amplitude has a negative effect and improves
on the ductility of the specimen. Additionally, the ductility of J-series specimen increased
compared to the specimen without vibration. The stiffness of specimen F-1 increased by
8.6% compared to the specimen that did not vibrate, while the specimen F-2 was decreased
by 18.1% compared to the specimen that did not vibrate, and the specimen F-3 decreased
by 22.3% compared to the specimen that did not vibrate. However, the vibration stage does
not significantly improve based on the stiffness of the specimens.
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Figure 11. Ductility and stiffness.

3.3. Load-Crack Width Relationship

The maximum crack width of all regions at each load level was called the maximum
crack width in the curve. During the loading process of specimens F-1 (3 Hz-1 mm), F-2
(3 Hz-3 mm), and F-3 (3 Hz-5 mm), cracks began to appear and propagate as the load
increased. The F-1 specimen developed a crack on the surface of the bottom at 55 kN,
and the specimen failed due to a through-crack at the right interface at 168.1 kN. The F-2
specimen developed a crack on the surface of the bottom at 50 kN and failed due to the
crushing of the precast section and the interface opening at 131.4 kN. The F-3 specimen
cracked on the bottom surface at 47.5 kN and failed due to diagonal cracking, crushing,
and the interface opening at 116.7 kN. According to the failure modes, it was observed
that the precast section below the right support of the distribution beam experienced rapid
crack propagation, crushing of the precast section, and a sudden opening of the right
interface, indicating that the vibration amplitude significantly affected crack development
and specimen failure. No cracks were observed in the UHPC during loading, and the
specimens failed in a ductile manner. The vibration did not obviously affect the cracking
load of the specimens, and specimens with and without vibration showed similar behavior
in the linear elastic range. The maximum crack width of the amplitude group specimen is
shown in Figure 12a.

(a) (b)

Figure 12. Load-maximum crack width curves of the test specimens. (a) Load-maximum crack width
curves of the vibration amplitude specimens. (b) Load-maximum crack width curves of the vibration
stage specimens.
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The failure modes of specimens J-1, J-2, and F-2 indicate that in the specimens vibrated
during the pouring to initial setting period, cracks first appeared at the bottom of the precast
section below the right support of the distribution beam and gradually extended upward.
At a load of 148.1 kN, the main crack expanded rapidly, leading to concrete crushing
and interface opening, resulting in the ultimate failure of the specimen. Specimens that
vibrated during the initial to final setting period exhibited similar failure patterns, with
crack development and interface opening eventually leading to specimen failure. The
specimens that vibrated during the pouring to final setting period had the same failure
characteristics as the F-2 specimens, so further description is omitted. From the failure
modes, all specimens showed rapid development of cracks in the precast section below the
right support of the distribution beam, with concrete crushing above and a sudden opening
of the right interface. No cracks were observed in the UHPC during loading, indicating
a ductile failure of the specimens. The maximum crack width of vibration stage group
specimens is shown in Figure 12b.

3.4. Load-Interface Opening

Figure 13a compares the load-interface opening curves of specimens under different
vibration amplitudes. It indicates that specimen F-1 exhibited significant crack widths
and interface opening widths at ultimate load, while the F-2 and F-3 vibration specimens
showed faster interface opening speeds at the yield load, indicating that vibration signifi-
cantly affects crack development and interface bonding. For the yield stage, an increase
in vibration amplitude decreased the interface bonding strength, leading to an increased
rate of interface opening. Consequently, the rotational angle of the interface increased,
which decreased the post-yield flexural stiffness of the specimens. However, for specimens
with lower vibration amplitudes, vibration increased the post-yield flexural stiffness. This
is because low-amplitude and low-frequency vibrations increase the compactness of the
UHPC and also enhance the interface bonding strength.

(a) (b)

Figure 13. Load-interface opening curves. (a) Load-interface opening curves of the vibration ampli-
tude specimens. (b) Load-interface opening curves of the vibration stage specimens.

Figure 13b compares the load-interface opening curves of specimens under different
vibration stages. Interface opening width curves of specimens were shown under different
vibration stages. The specimen vibrated during pouring to initial setting had a crack of
left opening of 0.54 mm and a maximum crack width of 0.77 mm at the yield load, while
the specimen that vibrated during pouring to final setting had a crack of the left opening
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of 0.40 mm and a maximum crack width of 0.56 mm at the yield load; the specimen
that vibrated during the initial to final setting had a crack of left opening of 0.34 mm
and a maximum crack width of 0.21 mm at the yield load. These results indicate that
different vibration stages are related to the crack development speed and joint opening
speed of UHPC wet joints, and that vibration significantly affects crack development and
interface bonding.

However, for J-2, F-2, and F-3 specimens, the load become larger at the greatest crack
width. This is because during the loading process of UHPC joint specimens, the steel fibers
within it can effectively hinder further propagation of cracks. Once the cracks reach a
certain extent, the bridging action of the fibers or changes in the material’s microstructure
may cause the cracks to cease expanding, but the specimen can still bear larger loads.

3.5. Load-Strain Curves
3.5.1. Load-Steel Strain Curves

To obtain the load-strain development curve of the specimen, the strain gauge should
be laid on each longitudinal bar in the wet joint, so as to take the average strain value; the
curve is as shown in Figure 14. Due to the consistent pattern of load-steel strain curves
for joint specimens under different vibration stages and amplitude factors, the load-steel
strain curves of the F-2 specimen from the vibration stage group (pouring-final setting)
and the F-3 specimen from the vibration amplitude group (3 Hz-5 mm) are selected for
analysis here.

(a) (b)

Figure 14. Load-steel strain curves. (a) Load-steel strain curves of the F-2 specimen. (b) Load-steel
strain curves of the F-3 specimen.

Figure 14a shows the load-steel strain curve of the F-2 vibration specimen. Since the
cracks in the UHPC widened joint mainly appear in the precast section, the strain of the
longitudinal tensile rebar in the precast section exhibits distinct characteristics of an elastic
phase, crack development phase, and yielding phase. In the elastic phase, the strain at
each measurement point increases linearly with the load. During the crack development
phase, the tensile strain at points SN1′, SN2′, and SN3′ is approximately twice that of
the tensile strain at points SU1′, SU2′, and SU3′ in the joint, indicating that the rate of
tensile strain increase in the longitudinal tensile rebar of the precast section is much greater
than that in the joint. Under the ultimate load, the longitudinal tensile rebar inside the
precast section yielded, while the longitudinal compressive rebar in the joint did not, due
to the staggered arrangement of longitudinal rebar in the UHPC joint, with a rebar ratio
approximately twice that of the precast sections on both sides of the joint, indicating that
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when the anchorage length in the UHPC joint is 28 cm, the rebar in the precast section can
bear the load adequately, and the anchorage length is sufficient.

Figure 14b shows the load-steel strain curve for the F-3 vibration specimen. The curve
of the F-3 specimen is similar to that of the F-2, and since the cracks in the UHPC-widened
joint mainly appear in the precast section, the strain of the longitudinal tensile rebar in the
precast section also exhibits distinct characteristics of an elastic phase, crack development
phase, and yielding phase. After the specimen was cracked, the strain of the steel bar
increased rapidly, and some concrete in the tensile zone failed. The slope of the load-strain
curve did not change obviously when the strain exceeded the yield strain of the steel bar.
Until the specimen yielded, the strain continued to increase, but the load remained basically
unchanged. This phenomenon proves that the stress-strain relationship of steel bars in
UHPC is different from that of bare bars.

3.5.2. Load-Concrete Strain Curve

Also, the load-concrete strain curves of the F-2 specimen from the vibration stage
group (pouring-final setting) and the F-3 specimen from the vibration amplitude group
(3 Hz-5 mm) are selected for analysis.

Figure 15 shows the load-concrete strain curves for the pouring-final setting vibration
specimens. Figure 15a,b represents the load-concrete strain curves for the left and right
precast sections, respectively. The compressive strain at the top of the right precast section
is much greater than that at the top of the left precast section. The compressive strain at the
top of the right precast section corresponding to the ultimate load has already exceeded
the ultimate compressive strain, which matches the experimental phenomenon of the top
crushing of the pure bending section of the right precast section when the joint specimen
fails. The strain at the lateral measurement points of the precast section conforms to the
plane assumption during the elastic stage of the specimen. The measurement points at
the bottom of the precast section undergo tensile strain. As the concrete of the precast
section reaches the ultimate tensile strain, the specimen cracks, and the strain gauges are
subsequently damaged.

Figure 15c shows the load-concrete strain curve for the joint. Since the UHPC joint
did not crack throughout the loading process, it can be seen that the strain of almost all
measurement points increases linearly, and the lateral measurement points conform to the
plane section assumption throughout the loading process.

Figure 16 shows the load-concrete strain curves for the F-3 vibration specimen.
Figure 16a and Figure 16b represent the load-concrete strain curves for the left and right
precast sections, respectively. The compressive strain at the top of the right precast section is
significantly greater than that at the top of the left precast section. The compressive strain at
the top of the right precast section corresponding to the ultimate load has already exceeded
the ultimate compressive strain, which corresponds with the experimental observation
of the top crushing in the pure bending region of the right precast section when the joint
specimen fails. The strain at the lateral measurement points of the precast section conforms
to the plane assumption during the elastic stage of the specimen. The measurement points
at the bottom of the precast section experience tensile strain, and as the concrete of the
precast section reaches its ultimate tensile strain, the specimen begins to crack, leading to
the subsequent damage of the strain gauges.

Figure 16c shows the load-concrete strain curve for the joint. Since the UHPC joint did
not crack throughout the entire loading process, it can be observed that the strain at almost
all measurement points changes linearly, and the lateral measurement points conform to
the plane assumption throughout the loading process.
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(a) (b)

(c)

Figure 15. Load-concrete strain curves of the F-2 specimen. (a) Load-concrete strain curve of the left
precast section. (b) Load-concrete strain curve of the right precast section. (c) Load-concrete strain
curve of the joint.

(a) (b)

(c)

Figure 16. Load-concrete strain curve of the F-3 specimen. (a) Load-concrete strain curve of the left
precast section. (b) Load-concrete strain curve of the right precast section. (c) Load-concrete strain
curve of the joint.
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4. Prediction of the Flexural Strength Considering Vibration

The flexural strength of UHPC wet joints was calculated by the strut-and-tie model.
The basic assumptions of the strut-and-tie model configuration are as follows:

(1) In the strut-and-tie model, the tensile members within the structure are subjected to
axial tensile forces, while the compression members are subjected to axial compressive
forces. It is posited that the nodes within the framework do not sustain bending
moment loads and are in compliance with the equilibrium equations of forces;

(2) The compression members are composed of concrete from a certain area, the shape
of which is not uniform, and the random distribution of coarse and fine aggregates
in concrete leads to a decrease in the strength of the compression member concrete.
Therefore, the strength of the compression members cannot be simply taken as the
compressive strength of concrete; instead, a strength influence factor should be consid-
ered for correction. According to the ACI318-2011 code [27], the calculation method
for the effective strength of compression member concrete is shown in Equation (3).

fcu = 0.85βn f ′c (3)

where fcu is the effective strength of compression member concrete and βn is the
strength influence factor. When all members in the node area are concrete compression
members, the value is taken as 1.00; when there is one tensile member in the node
area, the value is taken as 0.75; when there are two tensile members, the value is
taken as 0.6. fc is the design compressive strength of concrete, obtained from the basic
mechanical performance tests of concrete materials.

Anchored rebar joints primarily facilitate load transfer through the cohesive interaction
between the rebar and the surrounding concrete matrix. Based on the “circuitous force flow”
transfer mechanism of anchored rebar joints [28], the principle of circuitous force transfer
in the post-cast wet joint composed of anchored rebar, transverse rebar, and UHPC joint
can be idealized as the calculation diagram of the strut-and-tie model, which is displayed
in Figure 17. In the wet joint, circuitous force are transferred between the anchored rebar,
transverse rebar, and joint. The anchored rebar and transverse rebar act as tension members,
represented by solid lines in the diagram; the joint between the anchored rebars acts as a
compression member, also represented by solid lines in the figure; and the compression
member and tension members are in a state of force equilibrium at node C. In the diagram,
B represents the concrete compression member, and T represents the steel tension member.

Figure 17. The STM of the anchor rebar wet joint.

On the basis of the wet joint strut-and-tie model (STM) of the anchor rebar shown
in Figure 17, the final bearing capacity of the STM of joint is controlled by the yield of
the anchor rebar tension rod AC, the crushing of the diagonal concrete compression rod
BC, and the yield of the transverse rebar tension rod AB, which means it depends on the
compressive strength of the joint and the yield strength of the rebar. The ideal failure mode
for wet joints of anchor rebars is that after the anchor rebar tension rod AC yields, the

109



Buildings 2025, 15, 496

concrete compression rod BC is crushed or the transverse rebar tension rod AB yields,
resulting in ductile failure of the joint. On the contrary, if the yield of the anchoring steel
rod occurs after the concrete compression rod is crushed or the transverse steel rod yields,
the anchoring rebar cannot exert its bearing capacity, and the failure of the joint is brittle
failure rather than ductile failure.

As shown in Figure 17, the internal force expressions for the concrete compression rod
AC, the anchoring steel rod AB, and the transverse steel rod BC within the wet joint STM
are derived from the force equilibrium condition at node A, which are calculated according
to Equations (4)–(6).

Fs =
T

2 cos θ
(4)

Fh = T (5)

Fl =
T
2

tan θ (6)

where T is the tensile force of anchoring rebar tie rod; Fs is the pressure of concrete
compression rod; Fh is the tensile strength of anchoring rebars and tie rods; Fl is the tensile
force of transverse rebar tie rod; θ is the angle between two opposite anchoring rebars at
adjacent positions, cos θ = 2l√

4l2+s2 ; l is the overlap length of two opposite anchoring rebars
at adjacent positions; and s is the spacing between two adjacent anchoring rebars in the
same direction.

The final bearing capacity of the wet joint of anchored rebars is controlled by the
ultimate compressive strength of the concrete compression rod and the ultimate tensile
bearing capacity of the rebar tension rod. The ultimate compressive strength of the concrete
compression rod is calculated according to Equation (7).

Fs = fcu Astrut = 0.85βn f ′c Astrut (7)

where Fs is the ultimate compressive strength of concrete compression rod; Astrut is the
cross-sectional area of the concrete compression bar, Astrut = DWs =

Dl sin θ
2 ; D is the height

of the concrete compression rod taken as the diameter of the anchoring plate at the end of
the anchoring rebar; and Ws is the width of the concrete compression bar.

The ultimate compressive strength of the concrete compression rod and the ultimate
tensile bearing capacity of the anchored steel rod can be used to determine the STM ultimate
bearing capacity of the wet joint of the anchored steel rod. They are calculated according to
Equations (8)–(10).

Tus = 2Fs cos θ = 2Fs
2l√

4l2 + s2
=

3.4 f ′c Astrutl√
4l2 + s2

(8)

Tuh = Fh = fyh Ah (9)

Tul =
2 flh Al
tan θ

=
4 flh All

s
(10)

where Tus is ultimate tensile bearing capacity of concrete compression bar; Tuh is the
ultimate tensile bearing capacity of anchored rebars and tie rods; Tul is the ultimate tensile
bearing capacity of transverse rebar tie rods; fyh is the yield strength of anchored rebars; flh

is the yield strength of transverse rebars; Ah is the cross-sectional area of anchored rebars;
and Al is the cross-sectional area of transverse rebars.
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The ultimate tensile bearing capacity of the entire joint specimen is related to the num-
ber of anchoring rebars on one side of the joint and is calculated according to Equation (11).

Tu = N × min
(

2.72 f ′c Astrutl√
4l2 + s2

, fyh Ah,
4 flh All

s

)
(11)

In this study, the post poured wet joint bears a pure bending load, and the rebars
and concrete in the joint are well bonded. The bonding between the precast section of the
joint specimen and the post poured wet joint is reliable. The calculation method of the
bending capacity of a single reinforced rectangular section bending member can be referred
to calculate the bending capacity of the wet joint. The calculation diagram of the bending
capacity of the wet joint is shown in the following Figure 18.

Figure 18. Calculation diagram of the wet joint.

The position x of the neutral axis of concrete and the bending capacity of the joint Mu

can be obtained based on two equilibrium conditions: the sum of circuitous force in the
horizontal direction on the section is equal to zero and the sum of moments at the point of
resultant force in the compressed area is equal to zero. They are calculated according to
Equations (12) and (13).

x =
Cu

0.85 f ′cb
=

Tu

0.85 f ′cb
(12)

Mu = Tuξ
(

dz − x
2

)
= Tuξ

(
dz − Tu

1.7 f ′cb

)
(13)

where Cu is the resultant force of concrete in the compression zone of the section; Tu is
the joint force of rebars in the tensile zone of the cross-section; b is joint width; ds is the
effective height of the cross-section; and ξ is the impact coefficient of live-load vibration,
taken as 1 when considering no live-load vibration. When considering live-load vibrations
ξ = kα + k1, where α is the amplitude of the live-load vibration, k and k1 are constants, k
is the intercept, and k1 is the influence coefficient of the live-load vibration amplitude. By
substituting the experimental data into Formula (13), it can be calculated that the k is 1.208
and the k1 is −0.125; therefore, the ξ = −0.125α + 1.208.

In summary, the final bending capacity of UHPC joint specimens was calculated by
substituting each group of specimens into Formula (13). The comparison results with the
experimental values are shown in Table 6.

As shown in Table 4, the ratio of the theoretical calculation value to the experimental
value of the ultimate bending capacity of each specimen is between 0.96 and 1.05, with an
average value of 0.99 and a standard deviation of 0.035. The accuracy of the theoretical
calculation value is high, which can provide theoretical support for the calculation of joint
flexural capacity under live-load vibration.
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Table 6. The summary of calculated values and experimental values.

Test-Piece Mc Mtes Mc/Mtes

W-1 28.17 28.64 0.98
F-1 32.59 33.62 0.97
F-2 27.53 26.28 1.05
F-3 22.46 23.34 0.96

Note: Mc is the calculated value, Mtes is the experimental value, both in kN·m.

5. Conclusions

The following conclusions were obtained:

• After the specimens were destroyed, UHPC joints barely showed any cracks but the
initial and main cracks were observed within the pure bending zone of the NC. These
cracks were particularly evident at the top of the precast section, where the concrete
was crushed. It indicated that UHPC wet joints have excellent crack resistance;

• The vibrations of higher amplitude and frequency will reduce the interfacial bond
strength of the wet joints. Compared with the specimens without vibration, the post-
yield flexural stiffness and flexural strength of the specimens reduced by 24.39%. Ad-
ditionally, the flexural strength of specimens subjected to the vibration at 3 Hz-3 mm
and 3 Hz-5 mm were decreased by 8% and 19%, respectively;

• Vibration with lower amplitude or frequency was found to increase the flexural
strength of joint specimens. As the amplitude and frequency of vibration decrease,
the live-load vibration shows an increasing trend in the flexural strength of the speci-
mens. This is due to the fact that such vibration helps to enhance the compactness of
the concrete;

• Low amplitude vibration has a positive effect on ductility. However, compared to
specimens without vibration, the stiffness of the 3 Hz-1 mm specimen increased by
8.6%, whereas the stiffness of the 3 Hz-3 mm and 3 Hz-5 mm specimens decreased by
18.1% and 22.3%, respectively;

• A calculation model for the flexural strength of UHPC joints was established, consider-
ing the impact of live-load vibrations. A live-load vibration coefficient was introduced
to refine the calculation formula. The average ratio of theoretical calculation values to
experimental values is 1.01, with a standard deviation of 0.04, indicating a high level
of accuracy.
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Abstract: This study proposes a strengthening technique comprising a combination of
high-strength steel wire mesh and ultra-high performance concrete (UHPC) to address the
challenge of the insufficient bearing capacity of existing structures. The tensile performance
of high-strength wire mesh and the crack resistance of UHPC were comprehensively
considered in this technique. To evaluate the influence of the steel fiber volume ratio and
the high-strength steel mesh strengthening ratio on the axial tensile performance, uniaxial
tensile tests were carried out on two sets of dumbbell-shaped specimens. A constitutive
model of the wire mesh UHPC that matched the experimental results was established. The
finite element analysis of RC beams strengthened with high-strength wire mesh and UHPC
was carried out, based on this constitutive model. The experimental results indicated the
following: (a) The crack resistance and ultimate strength of the specimen reinforced with
the high-strength steel wire mesh were effectively enhanced, with enhancement ratios of
97.8% and 124.8%, respectively. (b) The embedded interactions between the steel wire mesh
and UHPC were simulated by considering the material nonlinearity. The finite element
modeling of RC beams strengthened with wire mesh UHPC was achieved. (c) Positive
correlations were observed between the thickness of the UHPC layer, the steel fiber volume
ratio, and the high-strength wire mesh layer with the flexural capacity of the strengthened
beams. The cracking and ultimate moments were maximally enhanced by 96.2% and
99.4%, respectively.

Keywords: strengthening; UHPC; high-strength steel wire mesh; RC beam; flexural capacity

1. Introduction

Reinforced concrete (RC) structures were damaged by loads, environmental erosion,
and other factors during service, which inevitably led to structural performance degra-
dation. The normal utilization of the structure could be affected, posing potential safety
hazards [1]. UHPC, as a new type of cementitious composite material [2], offers signif-
icant advantages in terms of durability, elastic modulus, and tensile and compressive
strength [3,4]. The high density and low porosity of UHPC also provided it with a higher
anti-deterioration ability [5,6], which makes it an ideal choice for strengthening existing
concrete structures [7,8].

The application of UHPC in RC beam strengthening achieved both the light weight and
high efficiency of the strengthened structure, i.e., the ultimate tensile strength far exceeded
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that of ordinary concrete (NC), making the strengthened structure thinner and lighter [9].
Scholars have carried out considerable research on the flexural performance of RC beams
strengthened by employing the characteristics of UHPC [10]. Wei J et al. [11] conducted
tests on the impact resistance of RC with UHPC-jacketed RC beams and concluded that
the strengthening effect of UHPC was excellent. Zhang et al. [12] observed that the pre-
damage of RC beams was negatively correlated with the cracking and flexural capacity
of the UHPC layer. Ke, L. [13] and Nadir, W. [14] found that UHPC strengthening could
inhibit the generation and development of cracks. Meanwhile, the bearing capacity and
durability of the components could be improved. Dhafer Mirdan et al. [15] demonstrated
that the application of a UHPC layer on the tensile side of RC beams significantly enhanced
their flexural stiffness (by 20–132%) and effectively delayed the initiation of cracks. Yoo,
D. Y. et al. [16] firmly bonded the UHPFRC strengthening layer to the RC beam. The
experiment showed that even with a relatively thin UHPFRC layer, the flexural stiffness
and load-carrying capacity of the component can be effectively improved. In addition,
other scholars [17] conducted numerical simulation experiments using finite element
software to research the flexural performance of RC beams strengthened with UHPC.
All the experiments indicated that the flexural capacity of the strengthened RC beams
was significantly enhanced. Yu et al. [18] established a multi-scale analysis method to
simulate the mechanical behavior of the NC–UHPC interface. The results indicated that
the interface roughness and the strength of the concrete substrate have a positive effect
on the mechanical properties of the interface. Krishna et al. [19] determined the tensile
and compressive behavior of UHPC. A numerical model was established to simulate the
behavior of UHPC.

The strengthening effect of high-strength steel wire mesh on the mortar matrix has
been demonstrated. The strengthening layer composed of high-strength steel wire mesh
and mortar can effectively improve the extreme bearing capacity and stiffness of the RC
beam. Paschalis et al. [20] used a steel mesh cement wrapping to increase the load-bearing
capacity of columns. Compared to NC columns, the bearing capacity of fiber-reinforced
steel mesh cement mortar restraint columns was increased by 51%. Shafieifar et al. [21]
effectively improved the deformability and ductility of concrete specimens by adding
new composite materials composed of high-strength steel rings, wire mesh, and modified
high-strength mortar. Zhao et al. [22] investigated the influence of mesh type, wrapping
method, and loading on the performance of RC square columns. The results indicated
that the strength of columns reinforced with high-strength steel wire mesh mortar was
significantly improved. Moreover, UHPC itself exhibits extremely high durability. Through
the synergistic effect with high-strength steel wire mesh, it can not only improve the
bearing capacity and overall stiffness of the structure but also delay the aging and damage
process caused by the external environment. This greatly improves the durability and long-
term service performance of the structure and provides a reliable guarantee for structural
strengthening in complex environments [23]. Especially under high loads or extreme
conditions, it can effectively reduce the safety risks caused by structural failure. In practical
engineering, the propagation speed and depth of structural cracks directly impact its
durability and safety. By increasing the strengthening ratio of high-strength steel wire
mesh, crack propagation can be effectively delayed, ensuring that the structure maintains
stable mechanical performance over a long period.

In summary, studies on RC structures strengthened with high-strength steel wire
mesh and UHPC are scarce. The failure modes of RC beams strengthened with thin
layers of high-strength steel mesh UHPC, as well as the impact of parameters such as
strengthening layer thickness and steel fiber volume on their flexural capacity, remain
unknown. Corresponding calculation methods are still lacking. In this study, the axial
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tensile mechanical behavior characteristics of high-strength steel mesh UHPC materials
were explored through theoretical analysis, model tests, and finite element numerical
analysis. The influence of various parameter changes on the ultimate bearing capacity and
deflection of the strengthened beams was analyzed. The flexural mechanical performance
of RC beams strengthened with high-strength steel wire mesh UHPC was investigated.

2. Experimental Program

2.1. Design of Axial Tension Specimen

A dumbbell-shaped uniaxial tensile specimen was designed with a cross-sectional
width and thickness of 40 mm and 30 mm, respectively. The inclination angle of 75.26◦ on
the side of the end was set to facilitate the use of the fixture. The high-strength steel wire
mesh is installed in the middle of the specimens. The detailed dimensions are shown in
Figure 1.

 

Figure 1. Dimensions of axial tension specimen (unit: mm).

A total of 21 dumbbell-shaped uniaxial tensile specimens in seven categories were
designed and divided into two groups (see Table 1). The experimental parameters included
the thickness of the UHPC layer, the steel fiber volume, and the strengthening ratio of the
high-strength steel wire mesh. The detailed specimen configuration is shown in Table 1.
In the first group (SU-1~3), the thickness of the specimen was 30 mm. There was no
high-strength steel wire mesh layer, and only the steel fiber volume was different. The
second group (SU-4~7) included four combinations of different steel fiber volumes and
strengthening ratios of the high-strength steel mesh.
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Table 1. Design table of uniaxial tensile specimens.

Group Number Thickness/mm
Steel Fiber

Volume υf/%

Strengthening Ratio of
High-Strength Steel Wire Mesh

ρw/%

Number of
Specimens

1
SU-1 30 1 / 3
SU-2 30 2 / 3
SU-3 30 3 / 3

2

SU-4 30 2 0.52% (one layer) 3
SU-5 30 2 1.04% (two layers) 3
SU-6 30 3 0.52% (one layer) 3
SU-7 30 3 1.04% (two layers) 3

Note: ρw is equal to the steel wire mesh cross-sectional area/specimen cross-sectional area × 100%.

2.2. Test Material
2.2.1. UHPC

The mix proportions of UHPC are shown in Table 2. Referring to GB/T 31387-2015 [24],
three types of UHPC compressive strength standard cube specimens, with dimensions of
100 mm × 100 mm × 100 mm and different volume fractions of steel fiber volume, were
produced. After curing for 28 days, the compressive strengths of the UHPC were measured.
The test results are shown in Table 3.

Table 2. The mix proportions of UHPC (km/m3).

Ingredient Cement
Silica
Fume

Quartz
Sand

Quartz
Powder

Water
Reducer

Water

Unit
weight 1 0.25 1.1 0.3 0.019 0.18

Table 3. Compressive strength of UHPC.

Steel Fiber
Volume

Compressive Strength/MPa
Average/MPa

Specimen 1 Specimen 2 Specimen 3

1% 135.7 131.3 125.9 131.0
2% 137.9 141.3 143.5 140.9
3% 147.4 146.2 149.9 147.8

2.2.2. High-Strength Steel Wire Mesh

The high-strength steel wire mesh utilized in this study was fabricated by welding
cold-drawn low-carbon steel wires with a diameter of 2 mm, forming a mesh with a 15 mm
opening size. Six 20 cm long steel wire specimens were removed from the high-strength
steel wire mesh and tested for their uniaxial tensile properties, according to GB 1499.2-
2018 [25]. The results are shown in Table 4.

Table 4. Uniaxial tensile performance index of high-strength steel wire mesh.

Indicators
Yield Strength

(MPa)
Ultimate Strength

(MPa)
Elastic Modulus

(GPa)

Average 490 721 204

2.3. Loading Scheme

The experiment was loaded using an MTS mechanical universal testing machine. To
avoid cracking at the variable cross-section of the specimen, the steel sheets were bonded
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with epoxy resin adhesive to enhance the strength and stiffness at the variable cross-section.
Before testing, two shallow marks were made 25 mm from the mid-span on both sides of
the specimen. The blades of the extensometer were then clamped into these shallow marks,
and the extensometer was fixed onto the specimen using a stretched rubber band. The test
was performed under displacement-controlled loading. Initially, a pre-load of 0.5 kN was
applied to securely clamp the specimen at both ends, followed by continuous loading at
a rate of 0.05 mm/min. The loading procedure and measurement setup are illustrated in
Figure 2.

 

Figure 2. Test setup.

3. Analysis and Discussion of Results

3.1. Failure Mode

The SU-1~SU-3 specimens were not stiffened with high-strength steel wire mesh.
The only difference among these groups was in the volume fraction of the steel fibers,
denoted as υ f . The specimens were damaged by over-extension of the primary crack, with
significant steel fiber pullout observed following damage. The SU-1 group specimens were
mainly damaged by excessive extension of the primary crack. Due to the low steel fiber
dosage, the specimens could not effectively limit the crack extension after cracking, which
led to the damage of the specimens under lower strains. The specimens of group SU-2
were able to bridge the steel fibers at the primary crack to limit the extension of the crack
during the loading process, but they were still damaged because of the extension of the
primary crack. The specimens of group SU-3 included a higher steel fiber dosage. When
the specimens were subjected to tensile loading, they were able to effectively resist the
formation and extension of cracks at the initial stage. With the increase in load, although
the primary cracks started to appear, the numerous steel fibers played an effective bridging
role between the cracked surfaces and prevented the further extension of the cracks. This
bridging effect enabled the specimens to maintain a high level of structural integrity before
reaching the ultimate load capacity. Notably, the primary cracks were not always located at
the mid-span position, as shown in Figure 3.
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(a) SU-1 (b) SU-2 

 
(c) SU-3 

Figure 3. Failure modes of pure UHPC specimens.

Compared to the pure UHPC specimens, the specimens strengthened with high-
strength steel wire mesh exhibited significantly lower propagation rates of the primary
cracks during the strain-softening stage. The relative slip between the high-strength wire
mesh and UHPC matrix was not observed. However, the phenomenon of the early pull-off
of the high-tensile steel wire mesh occurred in groups SU-5 and SU-7 during the strain-
softening stage. This resulted in a stress–strain curve characterized by a stepwise rather
than a smooth decrease in the softening phase. The failure modes of the specimens are
illustrated in Figure 4.

(a) SU-4 (b) SU-5 

  
(c) SU-6 (d) SU-7 

Figure 4. Failure modes of UHPC specimens with high-strength steel wire mesh.

3.2. Stress–Strain Curve

The stress–strain curves of the pure UHPC specimens are shown in Figure 5. The fiber-
reinforced concrete can be classified into strain-hardening and strain-softening materials
in terms of their axial tensile constitutive relationship [26]. It can be seen from the stress–
strain curves that UHPC materials in this test were strain-hardening materials; however,
the degree of hardening of the materials varied with different steel fiber volumes.

The stress–strain curves in the SU-1 group (Figure 5a) increased linearly during the
initial loading stage. A continuous increase in strain, with almost no change in stress, was
observed after the elastic limit was reached, exhibiting an inconspicuous strain-hardening
behavior. This phenomenon is attributed to the fact that the steel fiber volume is only 1%,
and the limited number of steel fibers cannot effectively restrain the crack development after
the specimen cracks. The curves entered the softening stage once the ultimate stress was
reached. However, some specimens displayed noticeable elastic unloading behavior due to
the primary crack occurring outside the gauge measurement range. The significant strain-
hardening behavior was observed in the SU-2 group (Figure 5b). After reaching the elastic
limit, the slope of the curve decreased significantly; however, the stress still increased
with increasing strain until the ultimate stress was reached. Notably, the stress–strain
curves of specimens SU-2(1) and SU-2(2) are very similar, demonstrating good consistency.
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Besides, the stress–strain curve for specimen SU-2(3) continued to rise after the elastic limit
but exhibited elastic unloading once the ultimate strength was reached. This behavior
is attributed to the primary crack of specimen SU-2(3) being located outside the gauge
measurement range, despite the presence of micro-cracks within the gauge distance of the
indenter. A similar phenomenon was observed in specimens SU-3(1) and SU-3(3).

  
(a) SU-1 (b) SU-2 

 
 

(c) SU-3 

Figure 5. Stress–strain curves of pure UHPC specimens with different steel fiber strengthening ratios:
(a) υ f = 1%; (b) υ f = 2%; (c) υ f = 3%.

To summarize, not all portions of UHPC entered the strain-hardening stage after
reaching the elastic limit under axial tensile force. The uncracked portion remained linearly
elastic, even as the stress reached the strain-hardening stage. The appearance of microcracks,
however, caused plastic deformation throughout the material, resulting in the slope of
the stress–strain curve decreasing in the strain-hardening stage. After UHPC reaches its
ultimate tensile stress, the further propagation of the main crack causes the material to
exhibit strain-softening behavior. The gradual decrease in stresses carried by the material,
however, resulted in the retraction of other micro-cracks, with elastic unloading behavior
in other parts (except for the primary cracks).

The stress–strain curves of the second group of specimens are shown in Figure 6. The
SU-5 specimen group contained only two specimens with test data because of improper
demolding. The specimens with the primary crack located outside the electronic indenter
scale exhibited similar characteristics to those of the SU-1~SU-3 specimens. Specifically,
the tested section continued to rise, with an approximately elastic slope, after reaching the
material’s elastic limit and entered the elastic unloading stage after reaching the ultimate
strength. Comparing Figure 5a with Figure 6a reveals that the stiffening effect of the
high-strength steel mesh effectively enhances the cracking stress and initial cracking stress
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of the specimen, while significantly increasing the ultimate strain. This results in a more
gradual strengthening segment in the stress–strain curve of the specimen, making it closer
to the stress–strain curve of low-strain-hardening materials. It can be observed that the
enhancement of the axial tensile performance of the specimens by the increase in the
high-strength wire mesh layer was relatively limited. However, the slope of the strain-
hardening stage of the SU-5 specimen was significantly increased compared to that of the
SU-4 specimen. This indicated that while increasing the enhancement ratio of high-tensile
steel wire mesh could not substantially improve the axial tensile performance, it effectively
improved its axial stiffness during the strain-hardening stage.

  
(a) SU-4 (b) SU-5 

 
(c) SU-6 (d) SU-7 

Figure 6. Stress–strain curves of UHPC specimens with different strengthening ratios of steel fiber
and high-strength steel wire mesh: (a) υ f = 2%, ρw = 0.52%; (b) υ f = 2%, ρw = 1.04%; (c) υ f = 3%,
ρw = 0.52%; (d) υ f = 3%, ρw = 1.04%.

The strain-hardening stage of the SU-6 and SU-7 specimens existed in two stages
with different slopes, both of which included horizontal segments before they reached
their ultimate strengths. Combined with the observation of the experimental process, it
is observed that the better synergistic effect of both the steel fibers and the high-strength
steel wire mesh was produced in the SU-6 and SU-7 specimens with the higher steel fiber
content. It is noteworthy that the high-tensile steel wire mesh itself consisted of bright
round steel wires. During specimen cracking, there was no effective bonding between the
steel wire surface and the UHPC matrix at the cracks, which led to partial bond slip. The
stress–strain curves of some specimens thus showed a smoother strain-hardening stage.
However, the interlocking force of the high-strength steel mesh grid can effectively prevent
further slippage of the steel wires, leading to a redistribution of internal forces between the
steel fibers and the steel wires at the crack, resulting in a synergistic load-bearing effect and
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the increased axial stiffness of the specimen. Compared to specimen SU-6, specimen SU-7
exhibits stronger synergy between the high-strength steel mesh and the steel fibers after
cracking due to the higher strengthening ratio of the high-strength steel mesh, making the
slippage of steel wires less noticeable.

3.3. Characteristic Parameters

The relevant characteristic parameters in Figure 5 are summarized in Table 5 and
Figure 7. A positive correlation between steel fiber volume and initial cracking stress–strain,
ultimate stress, and strain of pure UHPC specimens was observed. The average ultimate
stress and strain of the SU-2 specimens increased by 52.1% and 147.3%, respectively,
compared with those of the SU-1 specimens. The average ultimate stress and strain of
the SU-3 specimens increased by 28.5% and 43.6%, respectively, compared with those
of the SU-2 specimens. The average cracking stress and strain of the SU-3 specimens
increased by 45.9% and 36.0%, respectively, compared with those of the SU-2 specimens.
However, the cracking stress and strain of the SU-1 specimens were higher than those of
the SU-2 specimens. This is attributed to the fact that the SU-1 specimens already showed
microcracks before reaching the strain-hardening stage. Meanwhile, the primary crack
of the SU-2 specimen was not within the marked range, and its cracking load was not
captured in a timely manner.

Table 5. Characteristic parameters of pure UHPC.

Number
Cracking

Stress/MPa
Cracking

Strain/10−6

Ultimate
Stress/MPa

Ultimate
Strain/10−6

SU-1
3.59 106.1 3.89 1009.3
3.37 99.7 3.83 1082.6
3.11 85.3 4.04 1041.1

Average 3.36 97.0 3.92 1044.3

SU-2
3.18 82.6 5.65 2685.1
3.31 92.3 5.98 2479.8
3.03 83.7 6.26 /

Average 3.17 86.2 5.96 2582.5

SU-3
4.59 109.7 8.05 /
4.35 112.4 7.29 3707.3
4.95 129.7 7.65 /

Average 4.63 117.3 7.66 3707.3

 

Figure 7. Average values of characteristic parameters of pure UHPC.
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The relevant characteristic parameters in Figure 6 are summarized in Table 6 and
Figure 8. It can be seen that the steel fiber volume significantly influenced the initial cracking
stress of the specimens. The average initial cracking stress of the SU-6 and SU-7 specimens,
with 3% steel fiber volume, increased by 32.4% and 22.0%, respectively, compared with that
of the SU-4 and SU-5 specimens. The corresponding initial cracking stresses also increased
significantly. The initial cracking stress of the SU-6 and SU-7 specimens with different
enhancement ratios of high-strength wire mesh differed by only 13.3%. The ultimate
stresses of the specimens were positively correlated with both the steel fiber admixture and
the high-strength wire mesh enhancement ratio as the ultimate strength was reached. In
particular, the average ultimate strength of the SU-7 group reached 15.15 MPa, which was
more than twice that of the pure UHPC specimens.

Table 6. Characteristic parameters of UHPC with high-strength steel wire mesh.

Number
Cracking

Stress/MPa
Cracking

Strain/10−6

Ultimate
Stress/MPa

Ultimate
Strain/10−6

SU-4
4.92 142.3 9.11 /
4.73 131.7 9.01 3397.1
5.64 155.5 8.93 3726.5

Average 5.10 143.2 9.02 3561.8

SU-5
6.45 174.7 11.47 3724.7
6.09 275.6 11.71 /

/ / / /
Average 6.27 225.2 11.59 3724.7

SU-6
8.19 257.4 11.96 /
4.77 133.6 11.73 5727.5
7.30 231.5 11.91 5466.3

Average 6.75 135.5 11.87 5596.9

SU-7
7.07 189.1 15.85 8334.7
7.74 246.3 14.45 /
8.13 202.7 15.14 /

Average 7.65 212.7 15.15 8334.7

 

Figure 8. Average values of characteristic parameters of UHPC with high-strength steel wire mesh.

4. Strain-Hardened Tensile Constitutive Model

Based on the analysis of the test results presented in Section 3, the UHPC used in this
test exhibited three stages as the stress level increased during axial tension.
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(I) Elastic stage: The specimen was uncracked.
(II) Strain-hardening stage: The primary crack developed. The steel fibers at the crack,

however, were still effective in bridging the forces, with a further rise in stress and
a rapid increase in strain.

(III) Strain-softening stage: The primary crack extended rapidly once the ultimate strength
was reached, and the stress decreased.

These characteristics of the stress–strain curve were close to those of the constitutive
relationship of typical UHPC strain-hardening proposed by Wille [26], as shown in Figure 9.

pc

cc

0
cc pc

Figure 9. Constitutive model of UHPC tensile strain-hardening.

In the chart, the stress and strain of high-strength steel mesh UHPC at the limit of the
elastic stage are denoted into σcc and εcc, respectively. The stress and strain at the limit of
the variable strain-hardening stage are denoted as σpc and εpc, respectively.

In order to simplify the analysis and capture the primary behavior of the material
prior to reaching ultimate strength, a two-stage UHPC axial tensile constitutive model
containing an elastic segment and strain-hardening stage model was established, according
to the methodology described in the literature [26].

As shown in Figure 9, the parameters that determine the two-stage axial tensile
constitutive model for UHPC included the stress and strain at cracking, as well as the
ultimate stress and strain. In stage I, the UHPC has not yet cracked, and the steel fibers and
UHPC matrix work synergistically within the material. Therefore, the cross-section can
achieve load equilibrium, as follows:

Eccεcc Acc = Euεu Au + Esεs As (1)

As = υ f × Acc (2)

where Ecc and Acc are the modulus of elasticity and the cross-sectional area, respectively,
when UHPC reaches the elastic limit. Eu, εu, and εu are the modulus of elasticity, the strain,
and the cross-sectional area of the UHPC matrix, respectively. Es, εs, and As are the elastic
modulus, the strain, and the cross-sectional equivalent area of the steel fibers, respectively.

Given that when uncracked, εcc = εu = εs, Acc = Au + As, we can obtain
the following:

Ecc = (1 − υ f )Eu + υ f Es (3)

The elastic modulus of the steel fibers is 210 GPa, while the elastic modulus of the
UHPC is approximately equal to its elastic modulus under compression [5]. Its compressive
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elastic modulus can be directly adopted. However, since no test on the elastic modulus of
UHPC had been previously conducted, an approximate formula for calculating the elastic
modulus, proposed in the literature [5], was used here, as follows:

Eu = k0 × f 1/3
cc (4)

where k0 is the conversion factor; fcc is the compressive strength of UHPC.
The stage I constitutive model of UHPC can be determined only by determining any of

the parameters σcc and εcc. The existing literature showed that the elastic limit strength (σcc)
of UHPC under axial tension was related to the tensile strength (σct), the volume fraction
of the steel fiber (υ f ), and the slenderness ratio of the steel fiber (l/d f ). The relationship is
expressed as follows:

σcc = σct + αυ f
l

d f
(5)

where α is the effect coefficient of the fiber. The elastic ultimate strength (σct) is the arithmetic
average of the cracking strength of UHPC when υ f = 0%.

Since the parameters σcc and εcc had been confirmed, the stage II model of the UHPC
strain-hardening constitutive model can be determined by further determining the parame-
ters σpc and εpc. During the strain-hardening stage, UHPC cracks appeared and entered
the multiple cracking stage. After the UHPC cracked under tension, the uncracked portion
did not completely enter the plastic stage, and its stress–strain curve continued to rise in
an approximately elastic state. The extension of microcracks is the main reason for the
decrease in the slope of the curve. As the steel fiber volume increased, the width of all
microcracks in the tested section would increase, while the crack extension rate would
decrease. If only the influence of the parameter υ f was considered, the stress–strain slope
of stage II and its linear fitting functions σpc and υ f can be established based on the test
results. The stage II constitutive model of UHPC could be established.

In summary, the following constitutive relationship model can be established:

⎧⎨
⎩

σ =
[

Eu + (Es − Eu)υ f

]
ε 0 ≤ ε < εcc

σ = σct +
αυ f l
d f

+ βυ f (ε− εcc) εcc ≤ ε ≤ εpc
(6)

where σ is the UHPC axial tensile stress; ε is the UHPC axial tensile strain; β is the strain-
hardening fitting factor. The εcc and εpc are calculated using the following formula:

εcc =
σct + αυ f

l
d f

Eu + (Es − Eu)υ f
(7)

εpc = εcc + γυ f
l

d f
(8)

where γ is the fitting factor of the UHPC ultimate stress.
According to the results of this test, the parameters in the model are as follows:
Bringing the parameters in Table 7 into Equation (6), the constitutive relationship

model was calculated as follows:⎧⎨
⎩σ =

[
6.95 × 103

(
1 − υ f

)
f 1/3
cc + 2.1 × 105υ f

]
ε 0 ≤ ε < εcc

σ = 3.01 + 50.7υ f + 3.2 × 104υ f (ε− εcc) εcc ≤ ε ≤ εpc
(9)
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Table 7. Constitutive model parameters.

K0/103 σct α β/104 γ/10−4

6.95 3.01 0.39 3.20 9.0

By incorporating the steel fiber volume fraction υ f into Equation (9), the constitutive
relationship model of UHPC under different steel fiber volumes could be calculated. These
calculated results were compared to the experimental results in Figure 10.

 

 f

 f

 f
f

f

f

Figure 10. Comparison of the constitutive model with the experimental results.

A good simulation effect of the constitutive relationship model, with υ f = 1% and
υ f = 3%, could be observed in Figure 10. However, since the cracking stress of the SU-2
group was generally lower, even lower than that of the SU-1 group, the simulation effect of
the constitutive relationship model with υ f = 2% was relatively inferior to that of the other
two groups.

5. Finite Element Analysis

5.1. Simulation of High-Strength Steel Wire Mesh UHPC Axial Tension Specimens
5.1.1. Analytical Methods

In this section, the finite element software ABAQUS/Standard 2022 was employed to
replicate the experiments conducted in Section 3 to obtain an effective simulation method
for high-strength steel wire mesh UHPC. Based on this, the finite element simulation of the
RC beam strengthened with a thin layer of high-strength steel mesh UHPC was carried
out. The relationship between the flexural performance of the strengthened beams and
the thickness of the high-strength steel wire mesh UHPC layer, steel fiber volume, and
high-strength steel wire mesh enhancement ratio parameters were discussed. Additionally,
by simulating the nonlinear bond–slip effect of the UHPC–NC interface, the influence
of interface roughening and implantation rebar on the bond stability of the UHPC–NC
interface was analyzed. Finally, a reference for the finite element analysis of RC beams
strengthened with high-strength steel wire mesh UHPC was provided.
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5.1.2. Elements

A total of four materials, i.e., NC, UHPC, high-strength steel mesh, and reinforcement,
were used in the finite element simulation in this study. The simulation elements used in
each part are shown in Table 8.

Table 8. Elements used in each section of the simulation.

NC UHPC Reinforcement
Interface

Reinforcement
High-Strength Steel

Wire Mesh
UHPC–RC
Bonding

C3D8R C3D8R T3D2 B31 B31 COH3D8

5.1.3. Interaction

Embedded region constraints were used to simulate the constraints between the
reinforcement and the concrete. The existence of slip between the high-strength steel mesh
and UHPC has been experimentally proven in this paper. However, the interlocking force
of the mesh could effectively mitigate further slippage. To capture this behavior, truss
elements were employed in the transverse direction of the high-strength steel wire mesh
to simulate its interaction with the UHPC. The embedded region constraint was applied
between the selected unit and the UHPC. The specific effects are shown in Figure 11.

Figure 11. Schematic diagram of high-strength steel wire mesh–UHPC constraints.

Beam elements were adopted to simulate the interface reinforcement, which was
connected to UHPC and NC through embedding constraints. The UHPC–NC interface
bonding effect was simulated by setting the cohesive element with zero thickness.

The interface debonding effect of the UHPC–NC was determined by the UHPC–NC
bilinear bond–slip model fitted by Yang et al. [27], based on experimental results. The
tensile strength of the NC was applied as the strength limit in the bond–slip model. The
resulting model is shown in Figure 12.
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Figure 12. UHPC–NC interface bond–slip relationship.

5.1.4. Material Constitutive Model

The elastic–plastic constitutive model was adopted for high-strength steel wire mesh
and steel reinforcement, based on the relevant provisions in Appendix C of GB 50010-2010
and related specifications [28–31]. An obvious yield stage and strengthening stage of the
steel reinforcement used in the strengthened test were observed during the axial tension
test. However, the high-strength steel wire mesh only displayed a strengthening stage,
and its yield stage had not been observed. The constitutive relationship is set as shown in
Figure 13.

yu

yq

0
y yq yu

yu yq yu yqk σ σ ε ε= − −

nu

nq

0
nq nu

nu nq nu nqk σ σ ε ε= − −

Figure 13. The constitutive relationship between steel bars and high-strength steel wire mesh.

In the figure, k1 and k2 are the slopes of the strengthening stage in the tensile constitu-
tive relationship between the steel bar and the steel wire, respectively. The yield strength of
the reinforcement with diameters of 8 mm and 10 mm, determined by axial tensile tests,
were 421.1 MPa and 434.0 MPa, respectively.

The stress–strain relationship of concrete was set according to the relevant provisions
of Appendix C in GB 50010-2010, and the standard value of concrete compressive strength
was used as its ultimate strength.

The ascending branch of the axial tensile stress–strain relationship for UHPC was
determined using the constitutive model in Section 4. Based on the test results, the softening
branch of the UHPC tensile stress–strain relationship was established, as shown in Figure 14
(the ultimate strain was the measured average value of the test).
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Figure 14. Stress–strain relationship of NC and UHPC.

The parameter values of NC and UHPC were all based on the results of the team’s
previous tests [27,32]. The viscosity parameter, which mainly affected the convergence
performance of the model, was uniformly set to 0.0005. In addition, the dk of NC was set
according to the relevant research results in Reference [27], as shown in Equation (10). The
damage to the UHPC material was calculated according to Equation (11) [27].

dk =
(1−ηk)ε

∼in
k E0

σk+(1−ηk)ε
∼in
k E0

(10)

dk = A0e−εin
norm/t0 + B0 (11)

where the subscript k = c, t represents axial compression and axial tension, respectively.
ε∼in

k is inelastic strain; E0 is the initial elastic modulus of the material; ηk is 0.6 under
compression and 0.9 when under tension. εin

norm is the normalized inelastic strain; t0

represents the rate of change of the damage factor with the increase in inelastic strain, which
here is 0.6. A0 and B0 are related parameters that can be determined using Equation (12).

{
A0 = 1

e−1/t0−1
B0 = − 1

e−1/t0−1

(12)

5.1.5. Finite Element Verification

To confirm that the mechanical performance of the high-strength steel mesh UHPC
composite material matched the test results, the finite element model of the SU-4~SU-7
groups was established based on the relevant parameters specified in Section 4. The element
sizes of the high-strength steel mesh and UHPC in the model were set to 2 mm and 5 mm,
respectively. A vertical fixed constraint was applied to one end surface, and a displacement
was applied to the other end. The details of the established model are shown in Figure 15.

The internal forces of the UHPC unit and the steel wire in the mid-span section of the
specimen were separately integrated. The two internal forces were added and divided by
the cross-sectional area to obtain the cross-sectional equivalent stress. The cross-sectional
equivalent stress was combined with the strain of the UHPC unit at the mid-span to derive
the axial tensile stress–strain relationship of the SU-4 to SU-7 specimens, which was then
compared with the test results, as shown in Figure 16.
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Figure 15. Finite element model meshing.

 
(a) SU-4 (b) SU-5 

  
(c) SU-6 (d) SU-7 

Figure 16. Simulation results of SU-4~7 specimens.

It can be seen that the calculation results for each finite element model were consistent
with the test results before the stress–strain curve reached the descending stage. The simu-
lation results of the SU-6 specimen differ greatly from the curve of the SU-6(2) specimen,
primarily because the relative slip between the high-strength steel wire mesh and UHPC
was not simulated in the model. However, the ultimate strength and ultimate tensile strain
remained relatively close.

It is noteworthy that the model poorly matched the simulation results for the descend-
ing section (except for SU-7). Preliminary analysis showed that the deformation between
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the high-strength steel wire mesh unit and the UHPC unit in the model was relatively well-
coordinated. However, the main crack of the specimen expanded rapidly after reaching the
ultimate strength in the test. The strains of the UHPC and the steel wire at the main crack
were extremely inconsistent. The stress at the crack rapidly redistributed from UHPC to
the steel wire, resulting in a sharp reduction in load-bearing capacity. Consequently, the
descending branch in the model was relatively gradual, while the test curve was steeper.
In summary, the finite element simulation results could effectively simulate the test curve.

5.2. Finite Element Simulation of RC Beams Strengthened with High-Strength Steel Wire
Mesh UHPC

When the simulation results for the high-strength steel wire mesh UHPC were in
good agreement with the test results, the further finite element simulation analysis of its
strengthened RC beam was carried out. The effects of various parameters on the flexural
mechanical properties of RC beams were explored. To ensure more accurate and reliable
simulation results, the experimentally verified constitutive model and the UHPC–NC
interface bond–slip relationship were used. However, both exhibited strong nonlinear
behavior characteristics and required more computing resources. Therefore, a small RC
beam was selected as the strengthened object for the parametric analysis of RC beams
strengthened with high-strength steel mesh UHPC, optimizing computational efficiency
while maintaining model accuracy.

5.2.1. Structural Features

A rectangular cross-sectional RC beam was designed, with a length of 1500 mm and
a cross-sectional size of 150 mm × 200 mm. The beams were made of C50-grade concrete,
as defined in GB 50010-2010. The detailed dimensions of the designed RC beam are shown
in Figure 17.

 

 

Figure 17. The size and reinforcement of the strengthened beam (unit: mm).

The effects of the strengthening method, high-strength steel wire mesh enhancement
ratio (ρw), strengthening layer thickness (t), and steel fiber volume (vf) on the flexural
performance of RC beams strengthened with high-strength steel wire mesh UHPC were
studied in this section. A total of 11 RC beam models were established, and the variable
settings are shown in Table 9.
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Table 9. Strengthened specimen design.

Number

Strengthened Layer Parameters

Strengthening Methods Thickness t/mm
Steel Fiber Volume

Fraction υf/%

Enhancement Ratio of
High-Strength Steel

Mesh ρw

UHS-0 / 30 / /
UHS-1 / 30 2% /
UHS-2 High-Strength Steel Mesh 30 2% 0.70% (1 layer)
UHS-3 High-Strength Steel Mesh 30 2% 1.40% (2 layer)
UHS-4 High-Strength Steel Mesh 30 2% 2.09% (3 layer)
UHS-5 High-Strength Steel Mesh 30 0% 1.40% (2 layer)
UHS-6 High-Strength Steel Mesh 30 1% 1.40% (2 layer)
UHS-7 High Strength Steel Mesh 30 2% 1.40% (2 layer)
UHS-8 High-Strength Steel Mesh 30 3% 1.40% (2 layer)
UHS-9 High-Strength Steel Mesh 20 2% 1.05% (1 layer)

UHS-10 High-Strength Steel Mesh 10 2% 2.09% (1 layer)

The finite element model of the specimen was established based on the relevant
conclusions in Section 4. The distance between the two supports was 1400 mm, and the
pure bending section in the mid-span was 400 mm. The established geometric model and
the boundary conditions are shown in Figure 18.

Figure 18. Boundary conditions and load settings.

To achieve high solution accuracy and convergence, while minimizing computation
time, the final mesh sizes for the model were determined as follows: 30 mm in the horizontal
direction, 15 mm in the vertical direction, and 10 mm along the beam. The mesh size of the
UHPC thin layer was 10 mm. The mesh size for the longitudinal reinforcement, vertical
reinforcement, and stirrups was 25 mm. The mesh size of the interface reinforcement was
10 mm. The mesh size of the high-strength steel wire mesh was 10 mm.

After the mesh sizes were determined, the finite element modes of 11 strengthened
beams were established. Using the UHS-3 specimen model as an example, the various
parts of the model are shown in Figure 19.
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(a) Reinforcement. (b) Concrete beams and UHPC layers. 

 
 

(c) Implanted reinforcement. (d) High-strength steel wire mesh. 

Figure 19. Finite element model of each part.

5.2.2. Failure Modes

Specimens UHS-0, UHS-1, UHS-2, UHS-4, UHS-5, UHS-9, and UHS-10 all experi-
enced longitudinal reinforcement yield failure. Except for UHS-4, the failure of the other
specimens was attributed to an insufficient strengthening layer and inadequate tensile
side stiffness of the section. By observing the loading process of UHS-4, it was found
that the strengthening layer showed a high enhancement ratio of high-strength steel wire
mesh, which gave the strengthening layer a high axial stiffness. The extension of the crack
was effectively suppressed, and the specimen also displayed a sufficient cross-sectional
compression area when the longitudinal reinforcement yielded.

UHS-3 and UHS-6 to UHS-8 were all crushed by the concrete. Because the relatively
weak strengthening layer could not effectively limit the extension of cracks, UHS-3, UHS-6,
and UHS-7 failed due to the small height of the cross-section compression zone under the
limited state. Notably, the excessive strength of the strengthening layer caused UHS-8 to
become an over-reinforced beam. The concrete in the compression zone was crushed before
the reinforcement layer and the longitudinal reinforcement softened or yielded.

The stress cloud diagram of the UHS-0 to UHS-10 specimens under the ultimate
state is shown in Figure 20. It can be seen that each specimen exhibited a localized stress
concentration at the top loading point. Meanwhile, the stress peak value generally exceeded
the standard value of C50 concrete compressive strength of 32.4 MPa. Except for UHS-3
and UHS-6 to UHS-8, the concrete stress at the top of the mid-span surpassed the standard
value of C50 concrete compressive strength, which aligns with the observed failure mode.
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(a) UHS-0 (b) UHS-1 (c) UHS-2 (d) UHS-3 

    
(e) UHS-4 (f) UHS-5 (g) UHS-6 (h) UHS-7 

   
(i) UHS-8 (j) UHS-9 (k) UHS-10 

Figure 20. Stress cloud diagram under UHS-0~10.

5.2.3. Load-Displacement Curve

The load-deflection curves of the UHS-0 to UHS-10 specimens are shown in Figure 21.
It can be seen that the vertical stiffness of the specimens was at its maximum before
cracking occurred. As the load continued to increase, cracks formed in the concrete
in the tensile zone of the specimen. Meanwhile, the vertical stiffness of the specimen
decreased significantly. However, the stress on the strengthening layer and the longitudinal
reinforcement increased as the internal force of the specimen was redistributed. The vertical
stiffness of the specimen regained a certain degree of increase. Then, the deflection of the
specimen increased rapidly until the longitudinal reinforcement yielded, the reinforcement
layer softened, or the concrete in the compressive zone crushed. At this point, the specimen
reached its ultimate load.

  
(a) (b) (c) 

Figure 21. The load-deflection curve varies with ρw (a), vf (b), and t (c).

The variation trend of the load-deflection curve with ρw in the strengthening layer
is shown in Figure 21a. Before the concrete beam cracked, the vertical stiffness of the
strengthened specimen was significantly higher than that of UHS-0, and the linear deviation
point of the curve was also higher. After cracking, the influence of ρw on the vertical stiffness
of the specimen was more obvious, generally increasing as ρw increased.
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As ρw increased, the ultimate bearing capacity of the specimen effectively improved,
but its deflection scarcely increased. In contrast, the deflection of the specimen increased
significantly with the increase in the thickness of the strengthening layer. The load and
deflection of the specimen in the cracking, wire yielding, and ultimate load stages for the
extracted model are shown in Table 10.

Table 10. Load deflection at cracking, wire yielding, and load limit.

Number
Crack Yield of Steel Wire Load Limit Failure

ModeLoad/kN Deflection/mm Load/kN Deflection/mm Load/kN Deflection/mm

UHS-0 15.9 0.23 / / 49.2 5.28 A
UHS-1 25.4 0.25 / / 68.0 4.52 A
UHS-2 27.9 0.27 65.6 2.81 80.1 5.35 A
UHS-3 28.7 0.27 75.1 3.23 81.1 4.18 B
UHS-4 28.3 0.27 86.8 3.46 98.1 4.82 A
UHS-5 23.2 0.23 59.4 2.96 69.6 4.31 A
UHS-6 25.4 0.25 69.9 3.07 78.3 4.33 B
UHS-7 27.9 0.28 75.1 3.23 81.1 4.18 B
UHS-8 31.2 0.30 80.5 3.39 85.2 4.26 B
UHS-9 22.9 0.24 60.1 3.02 70.2 3.80 A
UHS-10 19.7 0.25 54.2 3.11 57.2 3.46 A

Note: A represents the yield failure of the longitudinal bar; B represents the crushing failure of concrete in the
compression zone.

Among all the parameters, t and vf had the most significant impact on the cracking
load of the specimen. When other parameters were kept constant, the cracking load of the
UHS-2, with a reinforcement layer thickness of 30 mm, increased by 41.6% compared to
that of the UHS-10, which had a reinforcement layer thickness of 10 mm. The cracking load
of the UHS-8, with a steel fiber volume of 3%, increased by 34.5% compared to that of the
UHS-5 without steel fiber.

When the steel wire yielded, the UHS-4 specimen with vf = 2.09% carried the largest
load, reaching 86.8 kN. Once the limit was reached, the ultimate load of the specimens
strengthened with a high-strength steel wire mesh layer was greatly improved. Among
them, the thickness of the UHPC contributed the most significant improvement in bearing
capacity, and the ultimate load of the UHS-4 specimen was 98.1 kN. Notably, the effect of
the high-strength steel wire mesh enhancement ratio on the ultimate load of the specimen
was more complex. When vf increased from 0.70% to 1.40%, the ultimate load of the
specimen scarcely increased. However, when vf increased from 1.40% to 2.09%, the ultimate
load increased by 21.0%. This indicates that when using a thin layer of high-strength
steel mesh UHPC for strengthening, if the stiffness of the strengthening layer is weak and
cannot effectively restrain the crack expansion in the beam, only a sufficiently high vf can
effectively increase the ultimate load of the strengthened beam.

5.2.4. Interfacial Damage and Peeling

The cohesive element was used to simulate the bond–slip behavior of the UHPC–NC
interface in the model. Therefore, the debonding and damage of the UHPC–NC interface
could be obtained by monitoring the degradation rate of the cohesive element stiffness
(SDEG) and the stress along the beam direction.

The stress and stiffness degradation of the UHPC–NC interface of the UHS-2 specimen
at the time the longitudinal reinforcement yielded is given in Figure 22. It can be seen that
the units on both sides of the UHPC–NC interface had almost completely degraded, and
the stiffness degradation rate had reached 0.93. Both sides of the UHPC–NC interface had
separated, and the stress peak on both sides of the UHPC–NC interface had shifted toward
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the mid-span. Some units of the UHPC–NC interface had reached the stress peak, which
was tentatively attributed to concrete cracking in the mid-span.

Figure 22. Stiffness degradation (top) and interfacial stress (bottom) of rebar yield.

The relationship between the stress at the UHPC–NC interface and the position of the
interface shear key of the UHS-2 specimen is shown in Figure 23. The stress peaks on both
sides of the interface remained outside the anchoring range of the shear bonds, and their
tendency to peel was effectively restrained by the interface shear bonds. The anchoring
effect of the outermost shear key ensured that its stress never reached the peak stress of
the interface.

Figure 23. Interfacial shear bond and interfacial stress when rebar yields.

The UHS-4 specimen exhibited the highest ultimate bearing capacity, while the UHS-
10 specimen displayed the lowest. At the ultimate state, the UHPC–NC interface stress
condition of the UHS-4 specimen should be the most complex, while the opposite was
observed for the UHS-10 specimen. The interface stress and stiffness degradation rate of
UHS-1 to UHS-10 were extracted, as shown in Figure 24.
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(a) UHS-1. 

  
(b) UHS-3. 

  
(c) UHS-4. 

  
(d) UHS-5. 

  
(e) UHS-6. 

  
(f) UHS-7. 

  
(g) UHS-8. 

  
(h) UHS-9. 

  
(i) UHS-10. 

Figure 24. Interfacial stress and stiffness degradation rate of UHS-1~10.

By comparing Figure 22, Figure 23, and Figure 24a to Figure 24c, it can be seen that
with the increased vf in the strengthening layer, the interface peeling on both sides of each
specimen became more pronounced. When vf ranged from 0% to 1.4%, the UHPC–NC
interface peeled only at the weak edges on both sides. However, when the vf reached 2.09%,
significant peeling occurred not only at the edges of the interface under the limit state but
also in the oblique shear section of the specimen, with considerable peeling, concentrated at
the weak points between the shear keys. Overall, the existence of the shear key effectively
restricted the further interface peeling.
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Compared with the direct increase in the strengthening ratio of high-strength steel
wire mesh, increasing the steel fiber volume in UHPC had a relatively minor impact on
the interfacial bonding performance under ultimate conditions. However, as the steel fiber
volume increased, the debonding phenomenon on both sides of the UHPC–NC interface
gradually became more pronounced. Nevertheless, the interface in the oblique shear section
still maintained a relatively strong bonding effect.

When the UHS-10 specimen reached the load limit, the UHPC layers on both sides of
the specimen were nearly completely peeled off. The stress concentration phenomenon
also occurred at the shear keys of the oblique shear section.

In summary, the interface shear bond effectively inhibited the interface debonding
phenomenon between the strengthening layer and the original structure. In the absence
of interface shear reinforcement, the high-strength steel wire mesh UHPC layer gradually
debonded from the strengthened beam as the load increased. However, at the location with
the interface shear bond, the interface debonding phenomenon was suppressed. Although
the interface between the shear bonds still tended to debond, the presence of the shear
bond successfully prevented the debonding from spreading to other locations.

6. Conclusions

(1) The initial cracking strength and ultimate strength of RC beams strengthened with
a thin layer of UHPC and high-strength steel wire mesh were significantly improved. The
ultimate load capacity of the UHS-4 specimen strengthened with UHPC with three layers
of high tensile steel wire mesh increased by 99.4% compared to that of the unstrengthened
beam. The significant increase in bearing capacity also reduces the risk of damage to the
structure under long-term loads.

(2) The thickness of the UHPC layer and the volume of steel fibers in the strengthening
layer had a significant impact on the cracking load of the specimens. Compared to the
results for the UHS-10 specimen, an increase in the thickness of the UHPC layer by 20 mm
(i.e., UHS-7) resulted in a 41.6% increase in the cracking load. Compared to results for
the UHS-5 specimen, an increase in the volume of steel fibers by 3% (i.e., UHS-8) led to
a 34.5% increase in the cracking load of the strengthened beam. The increase in cracking
load can reduce the occurrence of cracks or control the crack width, effectively preventing
the ingress of corrosive media.

(3) The axial stiffness of the high-strength steel wire mesh UHPC layer was identified
as the primary factor influencing the crack propagation speed and depth in the strengthened
beam. Among various methods, increasing the strengthening ratio of high-strength steel
wire mesh within the UHPC layer was the most effective way to enhance its stiffness. By
raising the strengthening ratio of high-strength steel wire mesh, the crack propagation
speed during loading could be effectively delayed. The crack depth under ultimate load
could also be reduced.

(4) An UHPC–RC interface bond–slip model considering cohesion was constructed.
Following calculations and analyses, it was determined that the effective bonding of the
interfaces was not guaranteed by relying only on the bonding between the UHPC–NC
interfaces. The interface debonding could be effectively suppressed and the mechanical
performance of the strengthened beams can be ensured by using shear keys to constrain
the UHPC–NC interface. The optimal choice is recommended to be a reinforced beam with
a UHPC strengthening layer thickness of 30 mm, a steel fiber volume of 2%, and a high-
strength steel wire mesh enhancement ratio of 2.09%, as this configuration achieves the
best overall performance. Given the differences in steel fiber volume and specimen thick-
ness used in practical reinforcement projects, future research should focus on conducting
controlled variable studies on these key parameters.
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Abstract: Ultra-high performance concrete (UHPC), functioning as a next-generation
cementitious engineering material, demonstrates marked superiority over conventional
concrete in critical performance metrics, with its groundbreaking characteristics primarily
manifested through exceptional strength and enhanced durability parameters. To address
structural demands for reduced self-weight, material efficiency, and simplified construction
processes in large-span durable structures, this study proposes a retard-bonded prestressed
UHPC (RBPU) beam combining UHPC with retard-bonded prestressing tendons (RBPTs).
Three RBPU beam specimens, with varying reinforcement ratios, underwent flexural testing
to quantitatively assess their bending performance characteristics, providing foundational
references for design optimization. The test results show that the failure mode of RBPU
beams is typical flexural failure, demonstrating good load-bearing capacity and excellent
ductility. As the reinforcement ratio increases, the cracking moment (Mcr) is improved
to some extent, while the ultimate moment (Mu) and ductility are significantly enhanced.
The plastic influence coefficient of the section modulus (γ) in the calculation of the Mcr

was revised, and the ultimate moment Mu was subsequently calculated. The comparison
demonstrates good agreement between the experimental values and computational results.
This study provides both experimental and theoretical references for further in-depth
research and practical applications of RBPU beams.

Keywords: retard-bonded prestress; UHPC; flexural behavior; reinforcement ratio; load-bearing
capacity calculation method

1. Introduction

Ultra-high performance concrete (UHPC), an advanced cementitious composite ma-
terial, is characterized by a dense cementitious matrix uniformly reinforced with steel
fibers [1]. It exhibits exceptional mechanical properties, including a superior compressive
strength, elevated elastic modulus, high tensile performance, and enhanced durability [2–4].
The implementation of UHPC enables a significant reduction in structural member cross-
sections while simultaneously decreasing the overall structural self-weight. These superior
material properties have garnered substantial attention within the architectural and struc-
tural engineering communities [5–7].

The retard-bonded prestressing system is a specialized structural technique charac-
terized by a sheathing with transverse ribs analogous to corrugated ducts, wherein the
annular space between the prestressing strand and sheathing is densely filled with a newly
developed retarded adhesive material [8]. The retarder-bond adhesive cures at ambient
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temperature, eliminating the need for on-site heating equipment and preventing thermal
impacts on formwork and concrete, while significantly reducing energy consumption and
associated costs. The structural configuration of an RBPT is delineated in the schematic dia-
gram provided in Figure 1. During the construction phase, the retarded adhesive remains
in an uncured state, resulting in an unbonded interaction between the strand and retarded-
bond material within retard-bonded prestressing tendons (RBPTs). This configuration
permits unconstrained strand movement within the sheathing. Distinct from unbonded
prestressing systems that require dedicated duct reservation, this technology minimizes
cross-sectional weakening, thereby enhancing the structural load-bearing capacity to a
certain extent. Furthermore, it eliminates the grouting process essential in bonded pre-
stressing systems, effectively mitigating potential quality defects associated with grouting
operations. Upon the commencement of service post-construction, the complete poly-
merization of the retarding adhesive enables RBPTs to achieve mechanical performance
parameters equivalent to those of conventional bonded prestressing tendons [9]. This
innovative technology amalgamates the inherent construction expediency of unbonded
prestressed systems with the superior structural characteristics of bonded prestressed
concrete. It optimizes the construction process when employing prestressing techniques
and is particularly suitable for high-performance buildings and structures that demand
enhanced performance specifications [10,11].

(a) (b) (c)

Figure 1. Details of retard-bonded prestressing steel strand: (a) cross-section; (b) external appearance;
(c) photo.

The integration of ultra-high performance concrete (UHPC) with prestressing technology
has been a significant advancement in structural engineering, driven by UHPC’s exceptional
compressive strength and superior crack control capabilities [12–14]. Bahmani et al. [15] demon-
strated that UHPC with 50% steel slag replacement of silica sand achieves significant improve-
ments in compressive, flexural, and tensile strengths (by 13.5%, 20.8%, and 6.5%, respectively),
while achieving a 5.1% reduction in carbon emissions, thereby validating steel slag’s potential
as a sustainable aggregate in engineering applications. Tian et al. [16] established a computa-
tional framework employing 3D nonlinear FE modeling to replicate the bending responses of
post-tensioned UHPC members, deriving an analytical protocol for failure mode identification.
El-Helou et al. [17] conducted displacement-controlled destructive tests on prestressed UHPC
bridge beams to assess their flexural behavior, subsequently developing a design methodol-
ogy rooted in equilibrium and strain compatibility principles for such structural components.
Through the full-scale failure testing of web-reinforcement-free prestressed UHPC-RC composite
beams, Sun et al. [18] systematically outlined the critical reinforcement ratio for hybrid-reinforced
members, developing a computational model for determining the minimum reinforcement ratio
that incorporates UHPC’s tensile contribution. Sim et al. [19], based on experimental validation
and numerical examples, recommended prioritizing UHPC’s tensile performance over its ultra-
high compressive strength in flexural design, achieving optimal performance and economic
efficiency while reducing the need for shear reinforcement. Li et al. [20] conducted experimental
investigations on large-scale prestressed UHPC beams through bending tests, proposing a mod-
ified UHPC tensile constitutive model that incorporates UHPC’s tensile strength contribution
for the accurate prediction of flexural performance. Leutbecher et al. and Yang et al. [21,22]
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considered fiber-bearing effects in the flexural cracking of prestressed UHPC beams, develop-
ing design methods that effectively reflect experimental bending capacities. Deng et al. [23]
experimentally investigated the flexural behavior of prestressed UHPC beams reinforced with
hybrid fibers, calculating cracking and ultimate moments based on the plane-section assumption
while considering short fiber bridging effects, with good agreement between the experimental
and calculated values. Through the computational modeling of unbonded prestressed UHPC
beams, Dogu et al. [24] developed a theoretical framework capable of simulating full-range
moment–curvature relationships. Their sensitivity analysis revealed that structural ductility
exhibited strong dependency on two key variables: the maximum attainable tensile strain in the
UHPC and specific load application patterns. Zhang et al. [25,26] developed a UHPC reinforce-
ment system using pre-tensioned layers, with four-point bending tests investigating flexural
performance. Their numerical framework accurately predicts cracking and the ultimate load in
strengthened beams. Li et al. [27] investigated the performance of UHPC-NC composite beams
through experimental analysis, focusing on three critical parameters: UHPC thickness, prestress-
ing level, and normal concrete compressive strength. Their finite strip model demonstrated
reliable accuracy in predicting flexural responses. Mohebbi et al. [28] developed data-driven
models for predicting creep and shrinkage behavior in UHPC-like materials, enabling the
accurate estimation of prestress losses in UHPC beams. Joh et al. [29] measured the prestress
transfer length, development length, and prestress losses in UHPC-cast beams, demonstrating
that creep and shrinkage contributed minimally to prestress losses. These studies collectively
advance the understanding and application of prestressed UHPC in structural engineering,
providing robust methodologies for design and analysis. Zheng et al. [30] demonstrated that
the combination of external prestressing and UHPC materials can significantly enhance crack
resistance in negative moment regions (with cracking load increased by 118.8% to 148%), and
established an ultimate bearing capacity calculation formula that provides a theoretical basis
for the engineered design. Feng et al. [31] systematically evaluated the reliability of predictive
models as regards flexural capacity in both ordinary reinforced UHPC beams and prestressed
UHPC beams across various design codes, while calibrating material partial safety factors and
structural safety factors through comprehensive analyses.

The novel structural system combining retard-bonded prestressing tendons (RBPTs)
and UHPC can fully exploit the properties of these two high-strength materials; signifi-
cantly reduce structural self-weight; save construction materials; and greatly enhance the
performance of structures with long spans, heavy loads, or high importance. Current re-
search on retard-bonded prestressed structures primarily focuses on their combination with
normal concrete. Cao et al. [32,33] compared the mechanical properties of retard-bonded
prestressed concrete (RBPC) beams with those of traditional bonded prestressed concrete
(BPC) beams. They found that the mechanical properties of the two are similar, with RBPC
beams even slightly outperforming BPC beams. Wang et al. [34] selected a retard-bonded
prestressed concrete beam at a construction site as a test subject for monitoring, revealing
the stress transfer mechanism in the concrete of the test beam. They analyzed the critical
sections of the test beam using an ANSYS model to provide early warnings. However,
research on the combination of RBPTs and UHPC remains limited. Xiong et al. [35] con-
ducted experimental research on a large-scale variable-section π-shaped beam using RBPTs
and UHPC. The results showed that the beam exhibited excellent load-bearing capacity
and ductility.

Currently, research on the flexural behavior of retard-bonded prestressed UHPC
(RBPU) beams remains scarce, which hinders the accurate elucidation of the bending mech-
anism of this novel system. To investigate the flexural performance of RBPU beams and
study the influence of different reinforcement ratios on their flexural behavior, thereby
revealing the flexural mechanism of this novel system, this research designed three RBPU
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beams with varying reinforcement ratios and conducted four-point bending tests. Dur-
ing the loading process, parameters such as load, strain, and crack development were
monitored. Based on the material properties of both UHPC and RBPTs, we calculated the
cracking moment and ultimate moment of RBPU beams. The results of this study vali-
date the flexural performance of beams combining RBPTs and UHPC, providing valuable
insights and theoretical support for the design and analysis of RBPU beams.

2. Experimental Program

2.1. Test Specimens

Three RBPU beam specimens were fabricated for flexural tests, with their structural
configurations and parameters visually presented in Figure 2 and tabulated in Table 1,
respectively. The beam span was 2000 mm, the effective length was 1800 mm, and the cross-
sectional dimensions were 180 mm × 250 mm. All the beam specimens were made with
retard-bonded prestressing steel strands of a 15.2 mm diameter and featuring a transverse
rib thickness of 1.2 mm, transverse rib width of 9 mm, transverse rib height ≥ 1.2 mm, and
transverse rib spacing of 13 mm, incorporating two 8 mm diameter erection reinforcements
on the compression side and 10 mm diameter stirrups arranged at 100 mm intervals along
the beam length. At the positions where tension force was applied at both ends of the
beam, steel plates with dimensions of 180 mm × 140 mm and a thickness of 20 mm were
embedded. After tensioning, low-shrinkage anchorage was used for anchoring.

(a)

(b)

Figure 2. Structural configuration and dimensional parameters of RBPU beam specimens (unit: mm):
(a) arrangement of reinforcements and prestressing strands; (b) cross-section.

Table 1. The design parameters of the RBPU beams.

Specimen
Dimensions

(mm)
Non-Prestressed
Reinforcements

Stirrups
Number of Steel

Strands
Prestressing

Level (%)
σcon

(MPa)

RBPU-1
2000 × 180 × 250

2Φ14
Φ10@100 1 55 1023RBPU-2 3Φ14

RBPU-3 4Φ14
Note: The prestressing level is the ratio of the controlled tensioning stress to the standard value of the tensile
strength of the prestressing steel strand; σcon denotes the controlled tensioning stress.
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Figure 3 illustrates the fabrication process of the RBPU beam. In the first step, the
reinforcement cage was tied. Upon the completion of the rebar tying process, the assembled
reinforcement cage and end-plate system were positioned within the timber formwork,
and the retard-bonded prestressing steel strands were fixed at the designated positions.
Finally, the different components of UHPC were poured into the concrete mixer according
to the mix design, and after mixing for the appropriate duration, the UHPC was poured
into the mold for casting. After casting was finished, a plastic film was used to cover the
surface of the beam specimen. The specimens then underwent curing under laboratory
conditions (the ambient temperature was maintained at 25–30 ◦C) throughout the 28-day
hardening period. Subsequently, within the tensioning application period, an electric oil
pump was used to tension and anchor the prestressed steel strands. After the retarding
adhesive had fully cured, the bending test was conducted on the specimen.

Figure 3. The fabrication process of the RBPU beam.

2.2. Material Properties

This investigation employed brass-coated steel fibers at a 2% volumetric integration
within the UHPC matrix, comprising equal proportions (50% each) of straight and hooked-
end fibers measuring 13 mm and 14 mm in length, respectively, both maintaining a 0.2 mm
diameter. The constituent materials, including specialized pre-blended UHPC powder
and steel fibers, were sourced from Zhejiang Hongri Tenacal New Material Technology
Co., Ltd. (Zhejiang, China), with the manufacturer’s proprietary formulation details
tabulated in Table 2 [1]. The steel fibers demonstrated a characteristic tensile strength
of 2000 MPa, with a corresponding elastic modulus reaching 200 GPa. Consistent with
RBPU beam curing protocols, triplicate sets of 100 mm3 cubic molds and standardized
dog-bone specimens were cast from identical UHPC batches. Mechanical evaluation was
conducted in compliance with T/CECS864-2021 [36], with the dog-bone specimen geometry
specifications illustrated in Figure 4. Post 28-day curing, the material demonstrated a
characteristic compressive strength of 121.6 MPa and tensile capacity of 6.9 MPa. The mean
values from the mechanical characterization tests are systematically compiled in Table 3.

Table 2. Mix proportions of UHPC matrix (kg/m3).

Cement Silica Fume Grinding Quartz Powder Silica Sand Water Superplasticizer

745 223.5 223.5 998.3 179.0 13.1

The grades of the reinforcement and steel strand are HRB400 and 1860, respec-
tively. Uniaxial tensile testing protocols were implemented in strict accordance with
GB/T 228.1-2021 [37] (reinforcement) and GB/T 21839-2019 [38] (steel strand) to charac-
terize their mechanical performance. Table 4 presents the experimentally determined
mechanical characteristics of reinforcement and prestressing strands of various diameters.
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Figure 4. Detailed dimensions of dog-bone specimen (unit: mm).

Table 3. Mechanical properties of UHPC.

f cu (MPa) f c (MPa) f t (MPa) Ec (GPa)

121.6 94.2 6.9 43.0
Note: f cu denotes the cubic compressive strength of UHPC; f c denotes the axial compressive strength of UHPC; f t
denotes the axial tensile strength of UHPC; Ec denotes the elastic modulus of UHPC.

Table 4. Mechanical properties of steel.

Type Grade Nominal Diameter f y (MPa) f u (MPa) Ec (GPa)

Erection
reinforcements HRB400 8 448.6 635.2 204.5

Stirrups HRB400 10 445.2 625.4 205.4
Non-prestressed
reinforcements HRB400 14 490.4 668.8 205.3

Steel strands 1860 15.2 1771.3 1970.1 196.7
Note: f y denotes the yield strength, and the yield strength of a steel strand is defined as the stress corresponding
to a residual strain of 0.2%; f u denotes the ultimate strength; Ec denotes the elastic modulus.

2.3. Test Setup and Instrumentation

The experimental configuration and measurement devices are illustrated in Figure 5.
The test beams rested on simple supports and were subjected to four-point bending evalua-
tion using a 12,000 kN electro-hydraulic servo system. As demonstrated in Figure 5b, the
specimens featured a 500 mm pure bending segment and 650 mm shear zone, achieving a
shear span–depth ratio of 3.1. Initial calculations were performed to determine the theo-
retical cracking and failure loads before formal testing commenced. Following the code
of GB/T50152-2012 [39], preliminary loading at 5% of the predicted failure load preceded
formal testing to verify the equipment’s functionality and eliminate system clearance. The
bending protocol implemented phased loading strategies: a pre-yield phase that utilized
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force-controlled increments (20 kN/step) at 6 kN/min, with stabilization periods for crack
documentation using the HC-CK103 crack-monitoring device (Beijing Haichuang High
Technology Co., Ltd. (Beijing, China), ±0.01 mm precision), and a post-yield transition
to displacement-controlled loading at 0.6 mm/min with 2 mm displacement increments
per phase.

The instrumentation layout is detailed in Figure 5b. Ten linear variable differential
transformers (LVDTs) were positioned at the beam’s mid-span, loading points, and support
regions to record the vertical displacement responses under load. Strain measurements
were obtained through gauges mounted on the UHPC surface (top, bottom, and lateral
faces) and targeted longitudinal reinforcement. Figure 5c shows the strain gauge distri-
bution: labels U1–U19 correspond to UHPC measurement points, while R1–R4 identify
reinforcement strain-monitoring locations.

 
(a) 

 
(b) 

Figure 5. Cont.
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(c) 

 
(d) 

Figure 5. Test setup and measuring point arrangement (unit: mm): (a) photo of test. (b) Arrangement
of LVDTs. (c) Arrangement of strain gauges. (d) Photo of crack-measuring instrument, HC-CK103.

3. Experimental Results and Discussion

3.1. Failure Modes and Crack Patterns

The failure characteristics and fracture distributions are presented in Figure 6. All
three specimens exhibited flexural-dominated failure patterns consistent with conven-
tional bending failure mechanisms, featuring compressive failure in the upper UHPC
zone coupled with the simultaneous yielding of non-prestressed reinforcements and
prestressed reinforcements.

During the initial loading phase, the specimens remained uncracked under small
bending moments, demonstrating linear elastic behavior with a stable neutral axis posi-
tion. During the post-cracking to pre-yielding phase, progressive loading triggered crack
initiation across the pure bending segment, accompanied by upward neutral axis migra-
tion. Three key crack parameters—number, width, and propagation length—progressively
increased with the applied load. The transition to the yielding phase manifested through
dominant macrocracks (typically 1–2 primary fractures) within the bending region, ex-
hibiting accelerated width expansion and vertical penetration toward the compressive
failure zone. The synergistic interaction between steel fiber bridging mechanisms and
prestressing technology in RBPU beams significantly retards macrocrack propagation while
enhancing crack distribution homogeneity compared to conventional reinforced concrete
systems [23]. Following peak load attainment, crack stabilization occurred as fracture
propagation ceased. The post-peak degradation phase manifested through fiber extraction
in tensile regions concurrent with compressive zone deterioration involving UHPC frag-
mentation, ultimately culminating in structural failure. At this point, the compression zone
of the RBPU beam only experienced slight UHPC spalling and did not exhibit significant
spalling or bulging as seen in ordinary reinforced concrete. The ultra-high strength of
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UHPC, combined with the bridging effect of steel fibers, enables it to withstand higher
loads and reduces its susceptibility to cracking, resulting in a unique behavioral pattern
that differs from ordinary reinforced concrete systems.

(a)

(b)

(c)

Figure 6. Failure modes and crack patterns: (a) RPBU-1; (b) RPBU-2; (c) RPBU-3.

3.2. Load–Deflection Relationship

The mid-span load–deflection response, as presented in Figure 7, reveals three distinct
phases: (1) a linear-elastic regime preceding the tensile cracking of UHPC; (2) a nonlinear
hardening phase post-cracking with nonlinear stiffness evolution, and (3) a post-yielding
degradation phase marked until specimen beam failure.

Figure 7. Load–deflection curve.
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In the linear-elastic regime preceding tensile UHPC cracking, the bending moments
remain below critical thresholds, with the stress levels in both the tensile reinforcement
and UHPC maintained within elastic limits. The beam’s stress condition resembles that
of a homogeneous elastic beam, with the load–displacement curve ascending almost
linearly. Following the initiation of UHPC cracking, the load–displacement response
transitions to a nonlinear hardening phase. The slope of the curve does not decrease
significantly, and the inflection point is not pronounced, with the load–displacement curve
of the specimen still approximating a linear progression. This behavior likely stems from
the crack-inhibiting mechanism of the retard-bonded prestressing steel strands, resulting
in an insignificant reduction in the beam’s stiffness, thereby minimizing the impact of
UHPC cracking on the overall stiffness of the test beam. As the curve ascends, a gradual
divergence in the curves can be observed, with specimens exhibiting higher reinforcement
ratios demonstrating greater stiffness during this phase. Furthermore, there is a strong
positive correlation between the reinforcement ratio and flexural capacity enhancement
in RBPU beams, demonstrating parametric sensitivity of the reinforcement ratio to the
bending resistance characteristics.

When the load–deflection curve reaches a certain level, the curve noticeably deceler-
ates, and the specimen’s stiffness decreases significantly, signifying the specimen’s entry
into the yielding phase. This stage exhibits rapid strain escalation in non-prestressed
reinforcement, coordinated with progressive growth in mid-span deflection and neutral
axis elevation. A slight decline in the curve of specimen RBPU-3 is observed before it
continues to rise slowly, a phenomenon attributed to the internal force redistribution within
the specimen.

With continued loading, the load increases gradually. The load attains its maximum
prior to UHPC spalling initiation within the beam’s pure bending segment, followed by a
progressive decline in load-bearing capacity. At a mid-span deflection of 47.73 mm, the
non-prestressed reinforcement in specimen RBPU-1 fractures. At this juncture, the mid-
span displacement has exceeded the 1/50L0 stipulated by the code of GB/T 50152-2012 [39],
and while the load decrease is not pronounced in any of the test beams, the other two
specimens can still sustain further loading. This indicates that RBPU beams configured in
this manner possess commendable deformation capacity and ductility.

3.3. Flexural Capacity and Ductility

The experimental testing results are detailed in Table 5, including the characteristic
load and corresponding mid-span deflection. Structural ductility in concrete systems
refers to a sustained deformation capability post-yielding while load resistance is main-
tained, indicative of energy absorption potential. This property is quantified through the
displacement ductility coefficient (μ), expressed as follows:

μ =
δu

δy
(1)

where δu represents the failure load-induced deflection. Most of the RBPU beams did not
exhibit significant load reduction. For the analysis of the RBPU beams, the failure load was
defined at 95% peak load magnitude [40], enabling parametric influence quantification.
δy denotes the deflection corresponding to the yield load, which was calculated using the
farthest point method as described in ref. [41]. The calculated displacement ductility factors
for all the tested beams are presented in Table 5.

151



Buildings 2025, 15, 887

Table 5. The characteristic loads and deflections and displacement ductility factors.

Specimen Pcr (kN) δcr (mm) Py (kN) δy (mm) Pp (kN) δp (mm) Pu (kN) δu (mm) μ

RBPU-1 90.0 1.22 250.6 7.6 285.6 35.68 272.1 46.45 6.1
RBPU-2 95.4 1.26 279.6 8.21 355.8 40.51 336.7 59.01 7.2
RBPU-3 100.1 1.42 371.2 8.65 437.1 50.49 411.8 73.56 8.5

Note: Pcr, Py, Pp, and Pu denote the cracking load, yield load, peak load, and ultimate load, respectively; δcr, δy,
δp, and δu denote the deflections corresponding to the cracking load, yield load, peak load, and ultimate load,
respectively; μ denotes the displacement ductility factor.

Figure 8 demonstrates how varying the reinforcement ratios affected bending perfor-
mance. According to the experimental results recorded in Table 5 and visualized in Figure 8,
progressive increases in the total reinforcement ratio from 1.28% to 2.10% elevated the
cracking load by 11.22%, yield load by 48.11%, and maximum load capacity by 53.04%. The
limited impact of reinforcement ratio elevation on cracking load originates from its inability
to augment UHPC’s inherent tensile properties. Elevated reinforcement ratios substantially
strengthen the total tensile resistance within the beam’s tension regions, which drives
significant improvements in both yield load thresholds and maximum load capacities. This
mechanical enhancement directly contributes to superior flexural performance in RBPU
beam systems.

Figure 8. Comparison of flexural capacity and displacement ductility factors of different specimens.

Furthermore, the experimental data in Table 5 and Figure 8 reveal displacement
ductility factors exceeding 6.0 across all the specimens, demonstrating superior deformation
performance. When the total ratio of reinforcement increases from 1.28% to 2.10%, the
displacement ductility factors of the specimens increase by 39.34%. This suggests that,
within this configuration, a higher ratio of reinforcement results in greater deformation
capacity of the specimens. This conclusion is similar to that of Shao et al. [42], indicating
that increasing the reinforcement ratio within the range of 0.96% to 2.1% can significantly
enhance ductility.

3.4. UHPC Strain of Mid-Span Section

Strain gauge placement (Figure 5) enabled the measurement of the UHPC’s strain
distribution under loading (Figure 9). The linear strain profile across the mid-span sections
validates the plane-section hypothesis, demonstrating consistent compliance with funda-
mental beam theory. The analysis indicates that the neutral axis remained stable until the
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tensile-zone concrete cracked. Once the load surpassed the cracking point, the neutral axis
began to move upward, accelerating significantly after the specimen yielded.

(a) (b)

(c)

Figure 9. The average strain of UHPC along the cross-sectional height of each test beam: (a) RBPU-1;
(b) RBPU-2; (c) RBPU-3.

4. Theoretical Analysis of Flexural Capacity

4.1. Basic Assumptions

Firstly, it is postulated that the RBPU beam adheres to the plane-section hypothesis.
The cross-sections perpendicular to the beam axis (i.e., the cross-sections of the member)
subjected to pure bending remain planar after deformation and orthogonal to the deformed
member axis. Each cross-section undergoes rotation, and the rotation of each cross-section
can be determined by two rotational angles. Secondly, the slip between the tensile rein-
forcement, the slowly bonded prestressing steel strands, and the UHPC is neglected.

4.2. Calculation of Prestressing Losses

The retard-bonded prestressed UHPC beam specimen can be regarded as a post-
tensioned construction element, and its prestress loss can be calculated in two stages. In
the first stage, the prestress loss includes the following: the loss due to the deformation
of the anchorage at the tensioning end and retraction of the retard-bonded prestressing
steel strand (σl1), as well as the loss caused by friction between the prestressing steel strand
and the sheathing wall (σl2). In the second stage, the prestress loss consists of the stress
relaxation of the prestressing steel strand (σl4) and the shrinkage and creep of UHPC (σl5).
The calculation methods for each type of prestress loss are based on the definitions provided
in the code of JGJ387-2017 [43], as shown in Equations (2)–(5), and the calculation results
are presented in Table 6.

σl1 =
a
l

Ep (2)

σl2 = σcon(κx + μθ) (3)
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σl4 = 0.125

(
σcon

fptk
− 0.5

)
σcon (4)

σl5 =
55 + 300 σpc

fcu

1 + 15ρ
(5)

where a represents the deformation of the anchorage and the retraction value of the pre-
stressing tendon, which can be taken as 5 mm; l denotes the distance between the tensioning
end and the anchoring end; Ep is the elastic modulus of the prestressing tendon; κ is the
friction coefficient accounting for the local deviation per meter length of the sheath wall of
the retard-bonded prestressing steel strand, which can be taken as 0.006; x is the length from
the tensioning end to the calculated section; θ is the radian value corresponding to the angle
between the tangent of the curve and the line from the tensioning end to the calculated
section; σpc represents the normal compressive stress of the UHPC at the resultant force
point of the prestressing tendon in the tensile zone; and ρ is the total reinforcement ratio
of the retard-bonded prestressing steel strand and non-prestressed reinforcement in the
tensile zone.

Table 6. The calculation results of the prestress loss for the test beam (MPa).

Specimens σl1 σl2 σlI σl4 σl5 σlII σl σpe σpc

RBPU-1 491.75 6.14 497.89 6.39 53.10 59.49 557.37 465.63 2.01
RBPU-2 491.75 6.14 497.89 6.39 50.72 57.11 555.00 468.00 1.87
RBPU-3 491.75 6.14 497.89 6.39 48.53 54.92 552.80 470.20 1.71

4.3. Calculation of Cracking Moment

According to the code of JGJ 369-2016 [44], the cracking moment of prestressed concrete
beams can be calculated using Equations (6) and (7).

Mcr =
(
σpc + γ ftk

)
W0 (6)

γ =

(
0.7 +

120
h

)
γm (7)

where σpc represents the compressive stress in the concrete at the edge of the crack-checking
section after deducting all the prestress losses; γ denotes the plastic influence coefficient of
the section modulus of the concrete member; W0 is the elastic section modulus at the edge
of the transformed section for crack checking; h is the section height, and when h < 400 mm,
it is taken to be 400 mm; and γm is the basic value of the plastic influence coefficient of the
section modulus for concrete members, which is taken to be 1.55 for a rectangular section.

The crack-inhibiting mechanism of steel fibers, through their bridging effect, neces-
sitates the introduction of the correction factor αcr in Equation (8) to differentiate RBPU
beam behavior from conventional prestressed concrete systems.

γ = αcr

(
0.7 +

120
h

)
γm (8)

where αcr is the correction factor.
By substituting the experimental data and [22] into Equations (6) and (8), the average

value of αcr was found to be 1.131, with a standard deviation of 0.149 and a coefficient of
variation of 0.131, as shown in Table 7.
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Table 7. Calculation of correction factor.

Specimen Mcr,t (kN · m) σpc (MPa) f t (MPa) αcr

SB80-2 [22] 57.72 3.69 4.3 1.067
SB90-2 [22] 58.15 4.28 4.3 0.999
SB95-2 [22] 63.68 4.58 4.3 0.890
SB90-3 [22] 81.03 6.4 4.3 1.062

RBPU-1 40.51 2.01 6.9 1.198
RBPU-2 42.95 1.87 6.9 1.258
RBPU-3 45.04 1.71 6.9 1.306

Average value - - - 1.131
Coefficient of variation - - - 0.131

Note: Mcr,t represents the experimental value of the cracking moment.

Taking αc = 1.131, the calculated cracking moments and the measured cracking mo-
ments are presented in Table 8. As shown in Table 8, the ratio of the experimental value to
the calculated value of the cracking moment is 1.111, with a standard deviation of 0.044 and
a coefficient of variation of 0.039. The results indicate that the introduction of the correction
factor αcr significantly improves the accuracy of the calculated cracking moments for the
RBPU beams tested in this study.

Table 8. Calculated and experimental values of the cracking moment and ultimate bearing moment.

Specimen Mcr,c (kN · m) Mcr,t (kN · m) Mcr,t/Mcr,c Mu,c (kN · m) Mu,t (kN · m) Mu,t/Mu,c

RBPU-1 38.56 40.51 1.066 99.16 92.82 0.936
RBPU-2 39.13 42.95 1.114 112.20 115.64 1.031
RBPU-3 39.65 45.04 1.153 125.02 142.06 1.136

Average value - - 1.111 - - 1.034
Coefficient of variation - - 0.039 - - 0.097

Note: Mcr,c and Mcr,t represent the calculated value and the experimental value of the cracking moment, respec-
tively; Mu,c and Mu,t denote the calculated value and the experimental value of the ultimate moment, respectively.

4.4. Calculation of Ultimate Moment

RBPU beams exhibit a distinct behavior compared to traditional prestressed concrete
beams. Specifically, under ultimate moment conditions, the tensile-zone concrete in RBPU
beams can effectively utilize the tensile strength of UHPC. The concrete in the compressive
zone partially enters plasticity, and both non-prestressed and prestressed steel strands reach
their yield states, aligning with the ultimate limit state behavior of traditional prestressed
concrete beams. To simplify the calculations, the stress distributions in the concrete’s
compressive and tensile zones were idealized as rectangular stress blocks. Figure 10
illustrates the simplified diagram for determining the ultimate flexural state of RBPU beams.

Using the horizontal force equilibrium equation and cross-section geometry, the fol-
lowing expressions are obtained:

α1 fcbx = fs As + fp Ap + σtebxt (9)

xt = h − x/β (10)

σte = k ft (11)

where α1 and β are coefficients for the equivalent rectangular stress block in the compressive
zone, taken as 1.0 and 0.8 [23], respectively; k is the ratio of the stress value in the rectangular
stress block of the UHPC tensile zone to the axial tensile strength of the UHPC, taken as
0.9 [45]; b and h are the width and height of the calculated cross-section, respectively; xt

and x are the equivalent heights of the tensile and compressive zones, respectively; σte is
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the equivalent tensile stress in the UHPC tensile zone; fy and fpy are the yield strength
of the non-prestressed reinforcement and prestressed reinforcement, respectively; and As

and Ap are the cross-sectional areas of the non-prestressed reinforcement and prestressed
reinforcement, respectively.

Figure 10. Calculation of flexural bearing capacity in ultimate state.

The calculated equivalent compressive zone height x for UHPC must satisfy the
following condition:

2a′ ≤ x ≤ ξbh0 (12)

where a′ is the distance from the compressive reinforcement to the upper edge; ξb is the
limiting relative compressive zone height.

According to the code of T/CCPA35-2022 [46], the value of ξb was taken as 0.23.
Verification showed that all the RBPU beam specimens in this experiment met the re-
quired criteria.

Based on the principle of moment equilibrium, by taking moments about the resultant
force point of the tensile reinforcement, the ultimate bearing capacity can be calculated
using Equation (13).

Mu = α1 fcbx(h0 − x/2)− σtebxt(xt/2 − a) (13)

where fc represents the axial compressive strength of UHPC; a denotes the distance from
the resultant force point of the tensile reinforcement to the bottom of the beam, which
can be calculated by a =

(
fpy Apap + fy Asas

)
/
(

fpy Ap + fy Asas
)
; and ap and as are the dis-

tances from the resultant force points of the prestressed reinforcement and non-prestressed
reinforcement, respectively, to the bottom of the tensile zone, measured to the bottom of
the beam.

Table 8 summarizes the ultimate moment calculations, revealing a mean Mu,t/Mu,c

ratio of 1.034 with a 0.097 coefficient of variation, demonstrating strong correlation between
the theoretical predictions and experimental results. Additionally, it can be observed that,
for lower reinforcement ratios, the calculated Mu values are smaller than the measured
values. As the reinforcement ratio increases, the ratio of the calculated Mu to the measured
value gradually rises and exceeds 1. This suggests that, for RBPU beams with this configu-
ration, the use of Equation (13) for calculating Mu becomes increasingly conservative as the
reinforcement ratio increases, thereby providing a greater margin of safety.

5. Conclusions

This study introduces a new retard-bonded prestressed UHPC (RBPU) beam made by
combining retard-bonded prestressed technology with UHPC. The failure modes, crack
distribution and propagation, characteristic loads, and ductility of the beams were analyzed
under varying reinforcement ratios (2, 3, and 4 steel strands). The main conclusions are
as follows:
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(1) The RBPU beams in this experiment exhibited typical flexural failure modes. Com-
pared to that of conventional prestressed concrete beams, the crack distribution was
more uniform, which can be attributed to the retard-bonded prestressed technology
and the bridging effect of steel fibers in UHPC. Additionally, compared to conven-
tional concrete beams, the phenomena of concrete spalling and bulging at the late
loading stage were relatively mild, and there was no significant drop in load.

(2) As the reinforcement ratio was increased from 1.28% to 2.10%, the cracking load
saw an 11.22% increase, suggesting that higher reinforcement ratios can improve
crack resistance. Additionally, the ultimate load capacity and ductility coefficient
grew by 53.04% and 39.34%, respectively, under the same conditions. This indicates
that increasing the reinforcement ratio enhances both the load-bearing capacity and
ductility of the component.

(3) Taking into account the bridging effect of steel fibers in UHPC, the plastic influence
coefficient γ for the section’s moment resistance was adjusted. Post-modification,
the computed cracking moment values aligned closely with the experimental data.
Likewise, the calculated ultimate moment values demonstrated strong agreement
with the experimental findings.

(4) While this study investigates the flexural behavior of retard-bonded prestressed UHPC
(RBPU) beams with varying reinforcement ratios, there are certain limitations that
warrant further exploration in the following aspects:

(i) A parametric influence analysis of RBPU beams: experimental studies should
be conducted to examine the effects of critical parameters such as prestressing
levels and steel fiber volume content on the flexural performance of RBPU
beams;

(ii) High-precision numerical modeling: refined finite-element models should be
developed to elucidate the underlying mechanisms of flexural behavior in
RBPU beams.
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Abstract: Ground fissures are extraordinary urban geological disasters, and their harmful
effects on underground structures have been highlighted in many cities. Differential
settlements between strata can cause a void phenomenon at the bottom of a pipe gallery
structure, significantly threatening the project’s construction and operation. This study
analyzes the void phenomenon at the bottom of a pipe gallery structure, and a calculation
method for the bottom void range is proposed. Through a model test, the stress and
deformation laws of the pipe gallery structure under the conditions of orthogonal (90◦)
and oblique (45◦) ground fissure displacements are analyzed. The results show that, owing
to the dislocation of the ground fissure, the bottom void range of the pipe gallery is
2.87–3 times the length of the bottom edge of the pipe gallery section under the orthogonal
condition and 3.125–3.5 times the length under the oblique condition. Under the dislocation
of the ground fissure, the top plate of the structure is under tension; the bottom plate is
under compression, and the strains on the side plates are significantly less than those on
the top and bottom plates. The maximum contact pressure between the structure and the
surrounding soil is distributed on the top plate of the hanging wall and the bottom plate of
the footwall near the ground fissure. This study provides a theoretical basis for the optimal
design of pipe gallery structures crossing ground fissures and has theoretical significance
and application value.

Keywords: ground fissures; underground pipe gallery; bottom void area; elastic foundation
beam; model test

1. Introduction

An underground pipe gallery is a modern, scientific, and intensive urban infrastructure
formed by centrally setting up two or more pipelines, such as electricity, communication,
and water supply, in the same underground space. It has been built on a large scale in
many large cities [1,2]. As the core city in Northwest China, under the background of rapid
economic and population growth, underground space development has become the best
choice for the urban expansion of Xi’an [3]. In recent years, the planning and construction
of urban underground pipe galleries in Xi’an has been in full swing, although the existence
of ground fissures has become an essential obstacle in their construction [4–6]. As a type of
geological disaster on a slow variation time scale, ground fissures have appeared in many
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countries and regions [7–10]. The stratum dislocation caused by ground fissure activity is
similar to fault activity, which leads to damage to underground structures and threatens
the operational safety of underground tunnels and pipelines. An urban underground pipe
gallery is a typical linear structure that inevitably crosses ground fissures when it is built.
A pipe gallery structure crossing ground fissures is affected by the dislocation of ground
fissures for a long time during its operation [6,8].

At present, significant progress has been made in the research on the mechanical
behavior of underground structures under fault dislocation at home and abroad, which
can provide a reference for the study of the bottom void phenomenon of underground
pipe gallery structures under the action of ground fissures [5,11–19]. Huang et al. [5]
and Liu et al. [20] studied the denaturing characteristics, structural stress, earth-pressure
variation law, and failure mode of water supply pipelines under the action of ground
fissures through full-scale tests. Many studies have been conducted on the mechanism of
the interaction between subway tunnels and ground fissures at different angles and the
failure mode of tunnel structures [21–31]. Yan et al. [30,31] and Deng et al. [21,22] used finite
element software packages, model tests, and theoretical analyses to analyze the mechanical
properties, influence range of ground fissures, and failure mode of an underground pipe
gallery in Xi’an, China. The study factors are different dislocations and angles between
the comprehensive pipe gallery and the ground fissure. According to the characteristics
of ground fissures in Xi’an, China, some prevention measures for underground structures
have been proposed [32–34]. Maqsood, Z. [35], by loading GMS materials using different
strain rates, found that the strength as well as the deformation of the material is affected
by the loading rate. Li [36,37], Wang [34], and others took the research and development
of equipment and materials for underground engineering model tests as a breakthrough
and carried out research work on the loading and unloading devices for model tests and
new similar materials based on geomechanical models and the coupling of flow–solid in
underground engineering. The application of these new means and new materials has led
to a large number of important results in reducing boundary effects and improving test
accuracy in underground engineering model tests.

In our previous study on the stress deformation of a pipe gallery under the action
of ground fissure dislocations [22], it was found that near the ground fissure, a stress
reduction area appears at the bottom of the hanging wall of the pipe gallery structure
along with the bottom void phenomenon. When the bottom of the pipe gallery is void, the
foundation of the voiding part loses its support to the structure, changing the stress state
of the structure. Several studies have been conducted on the phenomenon of the bottom
void of the underground structure when it passes through ground fissures. Li et al. [38]
conducted a model test of the Xi’an metro tunnel crossing a ground fissure zone and
considered that with an increase in dislocation, the expansion process of the void area at the
bottom of the pipe gallery can be divided into three stages: the simultaneous deformation
stage, the critical void stage, and the void development stage. Pang et al. [39] studied the
voiding distance and influence range of a subway tunnel under the action of ground crack
dislocations. Hu et al. [40] and Zhang et al. [41] studied the deformation failure mode of
a pipe gallery structure under oblique conditions through model tests. They concluded
that the stress on the pipe gallery structure was primarily due to the constrained torsion
of the thin-walled members. The reason for the torsion of the pipe gallery structure was
that the resultant force of the shear flow in the void area did not pass through the shear
center of the structural section. Mei et al. [42] studied the stress deformation and bottom
voiding phenomenon under the intersection of pipe gallery structures and ground fissures
at different angles through a numerical simulation and proposed corresponding early
warning indicators and control measures. Yan et al. [30] studied the structure at an angle
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of 30◦ with the ground fissure and concluded that the angle between the ground fissure
and the pipe gallery structure has a significant influence on the void area formation at the
bottom of the pipe gallery structure.

Several studies have been conducted on the bottom void phenomenon of structures
under the action of ground fissure dislocations; however, very few researchers have per-
formed relevant research on the prediction of the formation range of the void area at the
bottom of the pipe gallery structure. The determination of the void area directly affects
the determination of the structural stress state and damage range. Therefore, this study
considers an underground pipe gallery crossing a ground fissure in Xi’an, China, as the
research background, using a method combining theoretical calculations and model tests,
and attempts to develop a calculation method for the void area range. Thus, the void area
range is obtained, which can provide a theoretical basis for the design optimization of pipe
gallery structures crossing ground fissures.

2. Bottom Void Mechanism of Pipe Gallery

2.1. Mechanism Analysis of Structural De-Voiding in Pipeline Corridors in Region of Ground Cracks

During ground crack action, the upper disk descends and the lower disk is fixed
relative to the upper disk. During the descent of the upper disk, there is movement in
the soil body of the upper disk in two directions, vertically and horizontally, due to the
existence of an 80◦ inclination angle in the ground crack. In the moving process in the
ground crack, the upper disk of the soil body (the top of corridor A and the bottom of
corridor B) and the corridor structure in the contact surface between the upper and lower
disks of the soil body (the top of corridor C and the bottom of corridor D) produce friction
in the overlaying load. Additionally, friction is generated under the joint action of the
upper disk of the corridor and soil with the settling of deformation. In the process of
settling, the soil body’s settlement displacement is greater than that of the corridor. In the
settlement process, the soil’s settlement displacement is larger than the pipe corridor’s
bending deformation displacement, and in the upper coil pipe corridor structure near
the ground cracks, dehollowing appears. In the whole process, the upper disk corridor
structure is subjected to drag, and the lower disk corridor structure is always in contact
with the soil and is subjected to the anchoring effect of the soil. Therefore, the upper disk of
the corridor can be regarded as a loaded section, and the lower disk of the corridor can be
regarded as an anchored section by the soil constraints (see Figure 1) (longitudinal section).

From the ground cracks under the action of the pipe corridor structure and soil
interaction mechanism and the existing pipe corridor through the ground cracks, a model
test can be seen. In the early stage of upper plate settlement, the pipe corridor’s overlying
load is uniformly distributed, and with the increase in the amount of the upper plate that
is misaligned, the top of the pipe corridor’s contact pressure changes, the performance
of the upper plate improves, and that of the lower plate decreases. Thus, it is necessary
to explain the following: only the earth pressure acting on the pipe corridor is changed,
and the contact pressure at the bottom of the pipe corridor is opposite to that at the top.
The deformation of the pipe corridor mainly shows that the bottom of the lower disk
is compressed and the bottom of the upper disk is strained. The lower coil corridor is
deformed greatly near the ground crack, and the lower coil corridor remains unchanged
away from the ground crack. The upper coil corridor forms a local hollow at the bottom of
the pipe corridor due to the friction caused by the soil settlement. A schematic diagram of
the structural deformation force of the tube corridor is shown in Figure 2.

To summarize, the reason for the bottom hollowing of the underground integrated pipe
gallery in the ground fracture area is that the pipe gallery structure and soil deformation
are not coordinated and inconsistent when the upper wall of the ground fracture falls.
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(a) 

(b) 

Figure 1. A schematic diagram of the pipe gallery–soil interaction under the action of ground cracks.
(a) The effect of pipe corridor on soil; (b) The effect of soil on the pipe corridor.

Figure 2. Longitudinal force diagram of pipe corridor structure.

2.2. The Process of Dehollowing at the Bottom of the Pipeline Corridor

Ground crack misalignment is a slow-change geological disaster which occurs when
the bottom of the corridor at all stages of the dehollowing phenomenon is not the same.
According to the degree of contact between the corridor structure and the soil, dehollowing
can occur at the bottom of the structure, and the process is divided into three stages.

The first stage is the common deformation stage. In this stage, the amount of ground
crack misalignment is small, the bottom of the pipe corridor structure is in close contact
with the foundation, the bottom of the upper and lower coil pipe corridors are subjected to
the same base pressure at the ground crack, and the displacement does not change with the
dislocation of the ground crack. Dehollowing does not occur during this stage, as shown in
Figure 3a.
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(a) Simultaneous deformation stage  

 
(b) Critical void stage 

 
(c) Void development stage  

Figure 3. Bottom void stage diagrams of a pipe gallery structure.

The second stage is the critical dehollowing stage. In this stage, the amount of ground
crack misalignment increases, and the bottom of the upper and lower disks of the corridor
are in contact with the ground cracks at the beginning, causing a difference in the base
pressure. The upper disk depressurizes, and the soil under the pipe springs off. The bottom
plate is pressurized, but its bottom still touches the ground. This stage lasts for a short time
and is a prelude to the emergence of the dehollowing phenomenon, as shown in Figure 3b.

The third stage is the dehollowing development stage in which the amount of mis-
alignment with the ground cracks continues to increase, the base pressure on the bottom of
the upper coil corridor at the ground crack decreases to zero, and the detachment of the
bottom of the corridor structure from the foundation begins to occur. A dehollowing region
appears at this stage, and after this stage, the dehollowing region continues to increase, as
shown in Figure 3c.

3. Theoretical Calculation of Void Area Range

Based on the mechanical characteristics and deformation mechanisms of the pipe
gallery structure, a mechanical abstract model for calculating the void range at the bottom
of the pipe gallery under the action of a ground fissure was established using the rigid
bar method in the elastic foundation beam theory and selecting a semi-infinite elastic
foundation and Euler–Bernoulli beam.

3.1. Establishing the Calculation Model

By referencing the calculation model of a tunnel crossing a ground fissure [43], the
calculation model of the pipe gallery structure was established according to its mechanical
characteristics. When the pipe gallery structure crosses the ground fissure, with the subsi-
dence of the hanging wall at the ground fissure, the footwall of the pipe gallery structure is
always in contact with the foundation, and the deformation of the pipe gallery near the
ground fissure is the largest, whereas that far away from the ground fissure is close to zero.
Therefore, the constraint on the footwall soil layer at the end of the pipe gallery far from
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the ground fissure can be assumed as a fixed end. When the hanging wall dislocation at
the ground fissure reaches a certain value, the hanging wall of the pipe gallery is deformed
along with the soil. Owing to the disharmony between the pipe gallery and the surround-
ing soil, a void area is formed between the bottom of the pipe gallery and the hanging wall.
Therefore, the constraint on the soil layer at the end of the pipe gallery in contact with the
hanging wall can be assumed as a directional support. To simplify the calculations, the
variation in the contact pressure at the top of the pipe gallery is not considered, and it is
calculated as the overburden load, q0. The calculation model is shown in Figure 4.

Figure 4. The calculation model of a pipe gallery structure under the action of a ground fissure.

The pipe gallery was simplified as a Euler–Bernoulli beam in the Boussinesq foun-
dation, referred to as the Euler–Bernoulli–Boussinesq model. According to the principle
of the rigid bar method, n rigid bars were used to connect parts of the pipe gallery to
the foundation. Here, c denotes the distance between adjacent chain rods; ak denotes the
distance between the first bar and the kth bar; pn denotes the interaction force between the
pipe gallery and the foundation; Δ1 denotes the end displacement of the hanging wall pipe
corridor structure; and Δ2 denotes the dislocation of the ground fissure. The calculation
model is shown in Figure 5a. As the footwall of the pipe gallery is always in contact with
the foundation, only the hanging wall of the pipe gallery is considered in the calculation
of the bottom void range of the pipe corridor. Therefore, the calculation model can be
simplified to the basic system of a cantilever beam structure, with point B as the fixed end,
as shown in Figure 5b.

(a) 

 
(b) 

Figure 5. Calculation diagrams of the pipe gallery structure under the action of the ground fissure.

By combining this study’s results with the existing literature on the relationship
between the relative displacement of the underground tunnel structure and soil under the
action of ground fissures [23,38–40,42], we can conclude that the vertical displacement of
the hanging wall of the pipe gallery (Δ1) and dislocation of the ground fissure (Δ2) have
the following relationship: 1© With an increase in the dislocation of the ground fissure (Δ2),
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the vertical displacement at the end of the hanging wall of the pipe gallery (Δ1) exhibits an
increasing trend. 2© The bending stiffness of the pipe gallery structure has a tendency to
hinder the increase in the end displacement of the pipe gallery (Δ1). The hyperbolic tangent
function has been used in the study of spatial effects in underground engineering [44];
therefore, the relationship between Δ1 and Δ2 can be fitted using a hyperbolic tangent
function. A graph depicting the functional relationship between Δ1 and Δ2 is shown in
Figure 6.

Figure 6. A graph of the functional relationship between Δ1 and Δ2.

The functional relationship is expressed as Equation (1).

Δ1 = btanh
(

Δ2

b

)
, (1)

where b denotes the maximum ground fissure dislocation; Δ1 denotes the vertical dis-
placement at the end of the hanging wall of the pipe gallery; and Δ2 denotes the ground
fissure dislocation.

3.2. Calculation Method for Pipe Gallery’s Bottom Void Range

The calculation concept of a general elastic foundation beam can be used for the
calculation and derivation of the pipe gallery’s bottom void range. First, the finite statically
indeterminate structure shown in Figure 5b was transformed into a cantilever beam and
used as the basic system to determine the various forces on the system. Second, according
to the contact condition of the part with a void at the bottom of the pipe gallery structure,
n equations were obtained. This is because, according to this contact condition, the relative
displacement between the pipe gallery structure and foundation (the relative displacement
includes the settlement value of the foundation at the bar and the displacement of the
pipe gallery caused by the load at the bar) is zero. The pipe gallery’s bottom void range
(xt) was included in the equation of the displacement caused by the load. In the end, the
n equations obtained using the relative displacement contact conditions and the equations
obtained using the static equilibrium conditions were combined. Finally, combined with
the boundary conditions, a nonlinear system of equations was obtained, and the pipe
gallery’s bottom void range (xt) was obtained using MATLAB R2022a programming.

Before a complete void occurred at the bottom of the pipe gallery structure, the relative
displacement of the contact part between the pipe gallery structure and foundation was
zero; that is, the relative displacement of the pipe gallery structure and foundation at
any bar was zero. As shown in Figure 5b, the relative displacement of the pipe gallery
structure and foundation at any bar k (Δk) is caused by four external loads: Δkpi denotes the
displacement caused by the foundation reaction force in the area where the hanging wall is
not a void. Furthermore, Δkq denotes the displacement along the pk direction caused by
the overlying load at point k in the pipe gallery structure. ΔkMC denotes the displacement
along the pk direction caused by the bending moment MC at the end of the pipe gallery
structure at the k-point of the pipe gallery structure. Finally, Δk1 denotes the displacement
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at the k-point of the pipe gallery structure caused by Δ1, the vertical displacement at the
end of the pipe gallery structure. Therefore, Equation (2) can be expressed as

Δk = Δkpi + ΔkMC + Δkq + Δk1 = 0. (2)

Subsequently, we solved for each term in Equation (2).
1© Δkpi denotes the sum of the settlement value caused by pi at the k-point of the

foundation and the deflection caused by pi at the k-point of the pipe gallery, where pi is the
interaction force between the pipe gallery and the foundation at any point i.

Δkpi =
n

∑
i=1

δki pi, (3)

where δki is the sum of the settlement value, yki, generated by the foundation at the k-point
and the deflection vki generated at the k-point of the pipe gallery’s hanging wall structure
when pi = 1, that is, δki = yki + vki.

According to the subsidence of a semi-infinite plane, the following can be obtained:

yki =
2

πE′
0c

Fki, (4)

where E′
0 = E0

1−μ2
0
; E0 is the elastic modulus of the foundation; and μ0 is the Poisson

coefficient of the foundation. Furthermore, Fki = cln c − cln(x − c)− xln x + xln(x − c).
For ease of calculation, the lnc and ln(x − c) power series is expanded, and it is assumed
that 0 < c ≤ 2, 0 < x − c ≤ 2 to obtain Fki = −2c(ak − ai).

vki =
1

2E1 I
(ai + xt)

2
(

2
3

xt + ak − 1
3

ai

)
, (5)

where E1 is the elastic modulus of the pipe gallery, and I is the moment of inertia of the
pipe gallery section. The other parameters are shown in Figure 7.

Figure 7. Settlement calculation model.

Solving Equations (4) and (5) yields the following:

δki = −4(k − i − 1)
nπE′

0
(l2 − xt) +

1
2E1 I

(ai + xt)
2
(

2
3

xt + ak − 1
3

ai

)
. (6)

Finally, Equation (6) is input into Equation (3) to obtain Δkpi.
2© ΔkMC denotes the displacement caused by the bending moment MC at point C to

the pipe gallery structure at the k-point in the hanging wall non-void area, which can be
calculated using the deflection integral formula of structural mechanics.

ΔkMc =
(xt + ak)

2

2E1 I
MC, (7)

where MC = Rθc; θc is the angular displacement between the end parts of the components;
R is the joint stiffness of the node; and R = E1 I.
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3© Δkq denotes the displacement of the overlying load at the k-point of the pipe gallery
structure in the hanging wall non-void area, which can be obtained using the integral
formula of the structural mechanical deflection.

Δkq = − q0

2E1 I

[
l2
2
2
(xt + ak)

2 − l2
3
(xt + ak)

3 +
1

12
(xt + ak)

4

]
. (8)

4© The vertical displacement of point C at the end of the pipe gallery structure was
small compared to the length of the hanging wall of the pipe gallery structure; therefore,
Δk1, the vertical displacement of point C at the end of the hanging wall of the pipe gallery
structure, caused the downward vertical displacement at the k-point, which can be solved
directly by using the geometric method.

Δk1 =
Δ1

l2
(xt + ak). (9)

In conclusion, by inputting Equations (3), (7), (8), and (9) into Equation (2), the system
of equations containing xt and the bottom void range can be obtained.

Because the structure of the hanging wall of the pipe gallery satisfies the static equi-
librium condition, the following equation can be obtained by considering the moment at
point B:

xt p1 + (xt + a2)p2 + · · ·+ (xt + ak)pk + · · ·+ (xt + an)pn − Mq + MC = MB = θBE1 I, (10)

where Mq is the bending moment generated by the overlying load at point A at the end
of the hanging wall of the pipe gallery structure; Mq = (q0/2)l22; and θB is the angular
displacement at point B.

In addition, the end of the hanging wall of the pipe gallery structure satisfies the
following end-constraint condition:

q0l3
2

6EI
+ θB = θC, (11)

q0l4
2

EI
+ θBl2 = Δ1 ≤ Δu

1 , (12)

where Δu
1 is the maximum end vertical displacement.

To calculate the bottom void range, xt, of the pipe gallery, first, the different dislocations
of the hanging wall (Δ2) were substituted into Equation (1) to obtain the end displacement
(Δ1) of the hanging wall of the pipe gallery. Second, by inputting Δ1 into Equation (12), the
angle θB at the fixed end of the hanging wall of the pipe gallery was obtained. Subsequently,
θB was input into Equation (11) to obtain the angle θC at the end of the hanging wall of the
pipe gallery. Finally, a system of equations was constructed using Equations (2) and (10).
By solving the system of equations using MATLAB, the xt value and the bottom void range
of the pipe gallery structure were obtained.

4. Model Test for Ground Fissure Dislocation

Using a self-designed device, model tests of orthogonal (90◦) and oblique (45◦) ground
fissure dislocations between the pipe gallery and the ground fissure were conducted.
Furthermore, the change law of the surface strain, bottom displacement, and contact
pressure between the pipe gallery structure and its soil was obtained, and the bottom void
range of the pipe gallery structure calculated using the theory was compared.
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4.1. Test Background

The underground pipe gallery structure crossing the ground fissure in Xi’an is con-
sidered as the research object. According to the engineering geological survey report of
the section, the main soil layers within the buried depth of the pipe gallery are prime
fill soil, loess, and paleosol, as shown in Figure 8. Based on the stratigraphic mechanical
parameters of other pipe galleries in Xi’an, the loess layer was selected as the representative
prototype soil in the model tests, and its mechanical parameters are as follows: c = 33.0 kPa,
ϕ = 19◦, E0 = 8 MPa, and γ = 18.2 kN/m3. The prototype pipe gallery was constructed
using open-cut cast-in-place construction. The design strength of the pipe gallery is C40;
the compressive strength is 26.8 MPa; the tensile strength is 2.39 MPa; and the elastic
modulus is 3.45 × 104 MPa. The main aim of this model test was to determine the influence
of the ground fissure on the pipe gallery structure in the loess region, focusing on the
bottom void range of the pipe gallery structure. After comprehensive consideration, the
pipe gallery structure was simplified as a single cabin pipe gallery; its size was determined
to be 4.0 m × 4.0 m, and the wall thickness was 0.56 m. The dip angle of the ground fissure
was 80◦, and the vertical subsidence of the Xi’an ground fissure was predicted to be 0.8 m
in one hundred years.

Figure 8. Stratigraphic profile of pipe gallery structure.

The model box used in this test is a cuboid with length, width, and height values
of 2 m, 1.6 m, and 1.2 m, respectively. At one end of the box, there is a round hole with
a diameter of 30 cm for observing the interior of the pipe gallery, and the other end is
made of a removable steel plate spliced together. The front of the box is made of tempered
glass, and the top of the model box is open for easy filling of the model soil, as shown
in Figure 9a,b. The bottom plate of the model box comprises four plates, A, B, C, and D,
which are spliced using latches. Plates A and B are spliced to perform orthogonal (90◦)
model tests, and plates A and C are spliced to perform oblique (45◦) model tests, as shown
in Figure 9c,d. A schematic of the model test device is shown in Figure 9e.

4.2. Similarity Ratio of Model Test

To simulate the stress of a comprehensive pipe gallery under the action of ground
fissure displacement, similarity ratios between the main physical parameters of the pipe
gallery and soil should be consistent to the greatest extent. Considering the size and bearing
capacity of the model box, the similarity ratio of the model test was determined as 1:20. The
model pipe gallery was prefabricated with deformable acrylic material; its elastic modulus
was 2.7 × 103 MPa; and the Poisson’s ratio was 0.372 at a test temperature of 14 ◦C. To make
the pipe gallery model convenient and reflect the actual size of the prototype pipe gallery,
based on the geometric similarity ratio Cl = 20, a model pipe gallery with a length of 1.9 m,
a cross-sectional size of 0.20 m × 0.20 m, and a wall thickness of 6 mm was fabricated.
According to the pipe gallery design report, the pipe gallery structure was cast in situ
using C40 reinforced concrete, and its elastic modulus E was 32.5 GPa; therefore, the elastic
modulus similarity ratio CE was 1:12.
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(a) Front view of model box (b) Right view of model box

(c) Top view of model box (orthogonal) (d) Top view of model box (oblique)

(e) Schematic of model test device

Figure 9. Model test device and schematics.

According to the similarity theorem, the similarity ratios between the model structure
and the model soil were designed and are listed in Table 1.

Table 1. The main similarity ratios of the model test.

Type Physical Parameters Similar Relationships
Similarity Ratios (Prototype/Model)

Pipe Gallery Structure Soil

Geometric
features

Length Cl 20 —
Moment of inertia CI = C4

l 160,000 —
Displacement Cu = Cl 20 20
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Table 1. Cont.

Type Physical Parameters Similar Relationships
Similarity Ratios (Prototype/Model)

Pipe Gallery Structure Soil

Material
characteristics

Elasticity modulus CE 12 15
Stress Cσ = CE 12 —
Strain Cε 1 —
Bulk density Cγ — 1
Moisture content Cω — 1
Cohesion Cc = Cl — 20
Internal friction angle Cϕ — 1

4.3. Sensor Layout and Loading Schemes

The model tests must measure the contact pressure, bottom displacement, and surface
strain of the pipe gallery under two working conditions. The layout of the sensor used
during the tests is shown in Figure 10.

(a) Measurement point arrangement for orthogonal (90°) test 

(b) Measurement point arrangement for oblique (45°) test 

Figure 10. Schematic of measurement point arrangements.

The variation trends of the longitudinal stress and strain of the pipe gallery structure
with an increase in displacement was monitored by arranging a row of strain gauges
on the four sides of the structure. Owing to the symmetry of the orthogonal model test,
the strain gauges were arranged only on one face of the side plate of the pipe gallery.
Six displacement meters were arranged longitudinally along the central axis of the pipe
gallery bottom to measure the hollowing out of the pipe gallery bottom. Micro-earth
pressure boxes were laid along the top and bottom axes of the pipe gallery to measure the
change in soil pressure during soil settlement.

Based on the maximum predicted number of ground fissures in Xi’an over 100 years,
the expected design value of ground fissures in Xi’an within 100 years was set at 800 mm.
The activity mode of ground fissures is creep. To simulate the ground fissure settlement
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reasonably, a graded settlement was adopted. Based on the geometric similarity ratio of 20,
the dislocation of the ground fissures in the model test was determined to be 40 mm. In the
test, the hanging wall plate was controlled to settle in incremental steps in a sequence of
5 mm, 10 mm, 15 mm, 20 mm, 25 mm, 30 mm, 35 mm, and 40 mm, with a settling speed of
5 mm/d. After each settlement, we allowed it to stand for 24 h, recorded the data every 8 h
until the data no longer changed, and then started the next settlement process.

4.4. Test Phenomenon

Figure 11 shows the macroscopic phenomenon of the model soil after the test. Prior
to the test, the soil surface in the model box was flat. With the subsidence process of the
hanging wall and floor of the model box, the hanging wall soil sank along the ground fissure,
resulting in a height difference with the footwall soil. After soil excavation, it was found
that owing to the disharmony between the pipe gallery structure and soil deformation,
bottom voids appeared under both orthogonal and oblique working conditions. The bottom
void ranges of the pipe gallery structure were determined to be 0.6 m and 0.7 m under
the orthogonal and oblique conditions, respectively. The maximum void displacement
occurred near the ground fissure, and the footwall of the pipe gallery remained in contact
with the foundation, as shown in Figure 12.

  
(a) Orthogonal (90°) condition (b) Oblique (45°) condition 

Figure 11. Ground settlement of model test.

(a) Orthogonal (90°) condition (b) Oblique (45°) condition 

Figure 12. Bottom void phenomenon of pipe gallery.
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5. Analysis of Test Results

5.1. Structural Strain of Pipe Gallery

(1) Longitudinal strain analysis
Figures 13 and 14 show the longitudinal strain curves of the top and bottom plates of

the pipe gallery structure under different ground fissure displacements. As observed from
the data shown in the figure, under the two conditions, the top plate of the pipe gallery
was under tension. When the dislocation moment of the hanging wall was between 5 mm
and 25 mm (that of the actual prototype was between 10 cm and 50 cm), the strain of the
pipe gallery considerably increased. When the dislocation moment of the hanging wall
exceeded 25 mm (that of the actual prototype was 50 cm), the strain change in the pipe
gallery tended to be stable. The bottom plate of the pipe gallery was under pressure in the
footwall area, whereas it was under pressure near the ground fissure in the hanging wall
area and under tension far from the ground fissure. The relationship between the strains
of the bottom plate and settlement was the same as that of the roof of the pipe gallery.
Under the orthogonal condition, the strain of the pipe gallery increased most obviously at a
hanging wall position that was 0.175 m (0.875 L, where L is the length of the bottom edge of
the pipe gallery) away from the ground fissure. However, under the oblique condition, the
obvious strain changes were mostly distributed near the ground fissure and at a footwall
position that was 0.375 m (1.875 L) away from the ground fissure.

  
(a) Central axis strain of top plate (b) Central axis strain of bottom plate 

Figure 13. Longitudinal strain curves under the orthogonal (90◦) condition.

 
(a) Central axis strain of top plate (b) Central axis strain of bottom plate 

Figure 14. Longitudinal strain curves under the oblique (45◦) condition.
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Owing to the dislocation of the hanging wall, the stress on the side plate of the pipe
gallery became complicated; the footwall of the side plate was under compression, and the
hanging wall was under both tension and compression. Because the stresses on the left-
and right-side plates were symmetrical under the orthogonal condition, the strain on the
side plate under the oblique condition was mainly analyzed here. The longitudinal strain
curves along the central axis of the left- and right-side plates of the pipe gallery under the
oblique condition are shown in Figure 15. As observed from the figure, the asymmetry
of the left- and right-side plates of the pipe gallery is obvious, which indicates that both
longitudinal bending and torsional deformation exist in the pipe gallery structure under
the oblique condition. By comparing the strains on the top and bottom plates of the pipe
gallery structure, it can be observed that the strains on the left- and right-side plates were
significantly smaller than those on the top and bottom plates. This indicates that the bottom
void of the pipe gallery structure had less influence on the left- and right-side plates than
on the top and bottom plates. Therefore, the strengths of the top and bottom plates of the
pipe gallery structure should be improved in practical engineering applications.

 
(a) Central axis strain of left plate (b) Central axis strain of right plate 

Figure 15. Strain variation curves of the side plates under the oblique (45◦) condition.

(2) Transverse strain analysis
Figures 16 and 17 show the circumferential cross-sectional strain values of the pipe

gallery at different positions from the ground fissure when the dislocation of the hanging
wall reaches 40 mm. Because the stresses on the left- and right-side plates are symmetrical
under the orthogonal condition, only the strain on the left side of the cross section was
measured, and the strain on the right side was obtained according to the symmetry of the
left side. From all the transverse strains of the pipe gallery structure, under the orthogonal
condition, the top plate of the pipe gallery structure was under tension, the hanging wall
of the bottom plate was under tension, and some footwall areas were under compression.
The strain on the hanging wall was smaller than that on the footwall. Under the oblique
condition, the top plate of the pipe gallery was under tension, the footwall was under
compression, the bottom plate was under tension, and some hanging wall areas were under
compression. Under ground fissure dislocation, the tensile and compressive properties
of the side plates of the pipe gallery structure changed significantly; the hanging wall
structure was mainly under tension, and the footwall was under compression. Under the
oblique condition, the left- and right-side plates of the pipe gallery structure were subjected
to torsion, which caused the tensile and compressive properties of the side plates of the
pipe gallery structure to show obvious differences in the same section. The stress on the
section of the structure was asymmetric, which indicates that the structure was subjected
to torsional shear force the under oblique condition.
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(a) 0.675 m (b) 0.375 m (c) 0.275 m 

   
(d) 0.175 m (e) 0.075 m (f) 0.025 m 

  
(g) 0.175 m (h) 0.225 m 

 
(i) Schematic of sections and locations of measurement points 

Figure 16. Transverse strain distributions under the orthogonal (90◦) condition.

5.2. Displacement Analysis of Pipe Gallery’s Bottom

Figure 18a,b show the relative displacement diagrams between the bottom of the pipe
gallery structure and the foundation soil under the orthogonal and oblique conditions,
respectively. As observed from the figure, when the hanging wall at the ground fissure
started to sink, the pipe gallery structure exhibited a small positive displacement under
both conditions. Furthermore, the displacement of the pipe gallery structure at the edge
of the ground fissure suddenly changed, indicating that the pipe gallery structure was
squeezed by ground fissure dislocation. With an increase in the hanging wall dislocation,
the vertical relative displacement between the bottom of the pipe gallery structure and
the base near the ground fissures in the hanging wall area gradually increased, which
directly reflects the occurrence of the void phenomenon at the bottom of the pipe gallery
structure. Simultaneously, the phenomenon of increasing vertical relative displacement
gradually extended in the direction of the hanging wall, away from the ground fissures,
indicating that the range of the bottom void gradually increased. When the dislocation
reached 35 mm, the bottom void was completely developed under both conditions, and it
ranged between −0.575 and 0 m (between −2.875 and 0 L). Moreover, the displacement
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between the bottom and base of the pipe gallery structure did not increase subsequently.
The variation law of the relative displacement between the bottom and base of the pipe
gallery structure under the oblique condition was the same as that under the orthogonal
condition, but the relative displacement at the same position was larger than that under
the orthogonal condition.

  
(a) 0.675 m (b) 0.375 m (c) 0.175 m 

  
(d) 0.025 m (e) 0.225 m 

 
(f) Schematic of sections and locations of measurement points 

Figure 17. Transverse strain distributions under the oblique (45◦) condition.

  
(a) Orthogonal (90°) condition (b) Oblique (45°) condition 

Figure 18. Relative displacement variations between the bottom of the pipe gallery and the foundation.

5.3. The Contact Pressure Between the Pipe Gallery Structure and the Surrounding Soil

Figures 19 and 20 show the variation curves of the longitudinal contact pressure
between the bottom plate, top plate, and soil layer of the pipe gallery structure under the
orthogonal and oblique conditions, respectively. As observed from the figure, with an
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increase in the hanging wall dislocation, the longitudinal contact pressure between the
bottom plate and the hanging wall decreased, and that between the bottom plate and the
footwall increased. In contrast, the longitudinal contact pressure between the top plate of
the pipe gallery and the hanging wall increased, and that between the top plate and the
footwall decreased. Under the orthogonal condition, when the hanging wall dislocation
reached 15 mm, the contact pressure between the hanging wall and the pipe gallery’s
bottom plate decreased to zero in the range of −0.625 m to 0 m (−3.125–0 L). This indicates
that the bottom plate of the hanging wall of the pipe gallery structure and the soil was
voided; therefore, void formation under the oblique condition occurred earlier than that
under the orthogonal condition. Under the load of the overlying soil, the hanging wall
of the pipe gallery dragged the footwall of the pipe gallery, causing it to squeeze the soil
layer near the ground fissures. With an increase in settlement, similar to the lever principle,
the footwall of the pipe gallery structure was slightly upturned. Consequently, the contact
pressure between the footwall and the pipe gallery increased near the ground fissure and
decreased away from it. The maximum contact pressure between the structure and the
soil was distributed on the top plate of the hanging wall of the pipe gallery structure and
the bottom plate of the footwall of the pipe gallery structure near the junction between the
ground fissure and the structure.

  
(a) Top plate  (b) Bottom plate 

Figure 19. Contact pressure curves in the orthogonal (90◦) condition.

  
(a) Top plate (b) Bottom plate 

Figure 20. Contact pressure curves under the oblique (45◦) condition.
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5.4. A Discussion of the Void Area

The test results of the three stages of the bottom void formation of the pipe gallery
structure were analyzed, and the following observations were made: 1© When the dislo-
cation of the hanging wall was in the range of 0–5 mm, after the interaction between the
pipe gallery and the foundation, a slight void occurred near the ground fissure, but the
void range was very small. The pipe gallery structure was considered to have undergone a
simultaneous deformation and critical void stage. 2© When the hanging wall dislocation
exceeded 5–10 mm, with an increase in the hanging wall dislocation, the void range at
the bottom of the pipe gallery structure increased. When the settlement reached 40 mm,
the pipe gallery’s bottom void range obtained from the model test under the orthogonal
condition was in the range of 0.575–0.60 m (2.875–3 L), and that under the oblique condition
was in the range of 0.625–0.70 m (3.125–3.5 L). Therefore, in the void development stage of
the pipe gallery structure, after comparison, the pipe gallery’s bottom void range under
the oblique condition in the model test was larger than that under the orthogonal condition
in the model test.

The bottom void is an important factor affecting the strain change in the pipe gallery
structure. When the hanging wall dislocation was 5 mm, the pipe gallery structure under
both orthogonal and oblique conditions was mainly affected by the tensile failure of the
top plate. With an increase in the hanging wall dislocation, the bottom plate of the pipe
gallery structure was mainly affected by the compressive failure of the footwall. The above
results are summarized in Table 2.

Table 2. Bottom void ranges of pipe gallery structure from model tests.

Hanging Wall
Dislocations

Void Stages
Bottom Void Range of

Pipe Gallery
Damage Range of Pipe Gallery

5 mm
Simultaneous

deformation and critical
void stages

There is only a slight void
between the pipe gallery and the

foundation near the
ground fissure.

Tensile failure of the top
plate occurs.

10 mm

Void development stage

With an increasing hanging wall
dislocation, the bottom void of

the pipe gallery structure
gradually increased. At the end of
the test, the bottom void ranges
were 2.875–3 L and 3.125–3.5 L

under the in orthogonal and
oblique conditions, respectively.

In the orthogonal test, fracturing
failure occurred when the

hanging wall dislocation was
10 mm. In the test under oblique
conditions, compressive failure

occurred when the hanging wall
dislocation was 15 mm, and then

the range gradually expanded,
mainly in the footwall’s

bottom plate.

15 mm

20 mm

25 mm

30 mm

35 mm

40 mm

According to the model test results, the bottom hollowed-out corridor structure mainly
influences the roof and bottom plate of the pipe corridor structure, where the roof can easily
be strained and damaged, and the bottom plate can easily be fractured. Aiming at these
specific areas in which it is easy to produce tension and compression failure, the strength
of the steel bar and concrete can be locally strengthened within the 6D range of the upper
and lower coil corridors. It can be seen from the model experiment that the roof of the
pipe corridor is prone to tensile stress and the bottom floor is prone to compressive stress.
In view of the stress concentration caused by the cavitation area, the stress concentration
of the structure can be eliminated by setting deformation joints at reasonable positions
of the structure. The range of setting deformation joints is consistent with that of locally
strengthening the pipe corridor structure.
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5.5. Verification of Calculation Method

To verify the rationality of the calculation method for the bottom void range of the
pipe gallery structure, the calculation results were compared with the pipe gallery model
test results. The basic parameters of the model are as follows: the length of the pipe gallery
model is 1.9 m, the cross section is 0.20 m × 0.20 m, and the wall thickness is 0.006 m. The
length of the hanging wall of the pipe gallery is 0.925 m, the elastic modulus of the model
material is 2.47 × 103 MPa, and the moment of inertia is 1.53 × 10−5 m4. The stratum
was made using similar materials with a weight of 18.2 kN/m3, an elastic modulus of
8 MPa, a Poisson’s ratio of 0.25, a maximum settlement of ground fissures of 0.04 m, and an
overlying soil depth of 1 m. When calculating, the number of rigid bars was set to 30. The
theoretical calculation values of the bottom void range of the pipe gallery were obtained
using MATLAB, as listed in Table 3.

Table 3. Bottom void ranges of the pipe gallery structure from theoretical calculations.

Hanging Wall Dislocation
Δ2

Vertical Displacement of Pipe
Gallery End Δ1 (m)

θB θC
Calculated
Value (m)

0.005 0.0049 0.3757 0.3122 0.1230
0.010 0.0097 0.3705 0.307 0.2328
0.015 0.0143 0.3656 0.3021 0.0811
0.020 0.0184 0.3611 0.2976 0.1536
0.025 0.0221 0.3571 0.2936 0.3876
0.030 0.0254 0.3536 0.2901 0.4591
0.035 0.0281 0.3506 0.2871 0.6737
0.040 0.0304 0.3481 0.2846 0.6561

The calculated values are compared to the test values, as listed in Table 4.

Table 4. A comparison of the calculated values and test values.

Method Orthogonal Bottom Void Range Oblique Bottom Void Range

Theoretical calculations 0.6561 0.6561
Model tests 0.6 0.7

Calculated value − Test value
Test value × 100% 9.35% −4.39%

From the comparative analysis results, it can be seen that the calculation results of the
bottom void range of the pipe gallery are consistent with the model test results, and the
maximum error does not exceed 9.35%.

6. Conclusions

In this study, based on the phenomenon of voids at the bottom of a pipe gallery
under the action of ground fissure dislocations, a mechanical model was established, and
model tests under two working conditions were conducted. The following conclusions
were drawn:

1. A calculation method for the void range at the bottom of a pipe gallery structure
under the action of ground fissures was established, and the rationality of the method was
verified through model tests.

2. When the ground fissure dislocation reached the predicted settlement of one hun-
dred years, the void range at the bottom of the pipe gallery structure was 0.575–0.6 m
(2.875–3 times the length of the bottom edge of the pipe gallery section) under the orthogo-
nal condition and 0.575–0.7 m (3.125–3.5 times) under the oblique condition.
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3. Based on the model test data, the following observations are made:
1© During the process of ground fissure dislocation, the maximum tensile stress on

the pipe gallery appears in the upper part of the structure, and the maximum compressive
stress appears in the lower part of the structure.

2© Longitudinal bending and torsion of the pipe gallery structure occur simultaneously
under oblique conditions.

3© The maximum point of contact pressure between the structure and the surrounding
soil is distributed at the top of the hanging wall and the bottom of the footwall near the
junction of the ground fissure and the structure.

This study provides a theoretical basis for the design optimization of pipe gallery
structures in ground fissure areas.
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Abstract: Settlement issues at airports pose a significant threat to operational safety, par-
ticularly in coastal regions, where land reclamation introduces unique challenges. The
complexities of marine foundations, the difficulties in investigating reclaimed land, and
the heightened risks of excessive settlement require timely and accurate monitoring and
prediction to effectively identify risks and minimize unnecessary maintenance costs. To
address these challenges, this study introduces a dynamic prediction model based on grey
system theory, enhanced by a variable-size sliding window mechanism that continuously
integrates the latest monitoring data. Validation using datasets from Kansai International
Airport and Xiamen Xiang’an International Airport demonstrates that the model improves
prediction accuracy by over 20% compared to existing models. Additionally, an exponen-
tial forecasting mechanism for long-term settlement prediction is developed and verified
with data from Pudong International Airport. The proposed model demonstrates robust
predictive capabilities across both long-term and short-term forecasting scenarios.

Keywords: dynamic settlement prediction; variable-size sliding windows; grey system

1. Introduction

With rapid urbanization, economic development, and the growing exploration and
utilization of marine resources, coastal regions face increasing land scarcity due to high
population density and extensive infrastructure projects such as ports and airports. Land
reclamation through dredging and filling has emerged as a widely adopted solution to
alleviate this issue. However, such marine reclamation projects, especially the construc-
tion of reclaimed airports, often involve significant geological challenges and engineer-
ing difficulties.

Lessons learned from incidents such as the large-scale settlement of Kansai Airport
in Japan [1], the major landslide at Nice Airport in France [2], the sinking of the UAE’s
“World Islands”, and the severe damage to protective structures in the Maldives caused by
the Indian Ocean tsunami [3] demonstrate that artificial island construction projects face
severe threats, including post-construction settlement, poor overall stability, and erosion by
dynamic marine environments. During island reef development, airports—characterized
by their massive scale, critical functions, high maintenance requirements, and difficult
repair processes—play a pivotal role. Their safety constitutes a key factor determining the
normal operation of island reef facilities.

Buildings 2025, 15, 1034 https://doi.org/10.3390/buildings15071034
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Marine foundations are complex and challenging to investigate thoroughly, and the fill
materials used in reclamation are often derived from seabed sediments or transported from
other regions. These materials are prone to settlement, particularly during the initial stages
of construction and after project completion. The resulting excessive settlement poses
substantial risks to the structural integrity and operational safety of marine airports. Thus,
timely monitoring and accurate settlement predictions are essential to maintain airport
infrastructure stability and ensure safe, uninterrupted operations.

At present, settlement prediction methods can generally be divided into three main
categories. The first category comprises methods based on consolidation theory, which use
soil properties, compaction density, and filling rates to construct geometric models, often
analyzed via numerical simulations using finite element methods (FEM) or finite differ-
ence methods (FDM) [4–9]. The second category includes function-fitting models, which
rely on measured settlement data to generate predictive curves, such as the hyperbolic
method [10], Poisson curve model [11,12], logistic curve model [13], and other curve-fitting
techniques. The third category leverages intelligent machine-learning algorithms, such as
ant colony optimization [14], support vector machines [15], random forests [16], and neural
networks [17–19], to enhance prediction accuracy and adaptability.

Each of these three prediction methods has its own limitations. Prediction methods
based on FEM or FDM for numerical calculations are highly dependent on mesh size.
As the number of meshes increases, the computational complexity also rises, and achieving
a globally convergent solution may not always be possible. Function model fitting methods
often require manual parameter tuning, and inappropriate parameter choices can result in
poor fitting performance. Furthermore, these parameters need to be adjusted as application
scenarios change, which limits the general applicability of the method. Machine-learning-
based prediction methods, while adaptable, typically require a large amount of high-
dimensional data for effective modeling. In practical engineering projects, however, it is
often challenging to obtain sufficient valid data, which can compromise prediction accuracy.

In recent years, grey system theory has been increasingly applied to settlement predic-
tion. Positioned between the function fitting and machine-learning approaches, the grey
model focuses on uncovering the internal relationships between data. It does not require
manual parameter adjustment and is particularly well suited for linear predictions based
on time-series data. Introduced by Deng in 1982 [20], grey system theory effectively pre-
dicts data evolution using small, incomplete, and less reliable data sets. As it employs
differential equations to explore the underlying patterns in the data, it requires minimal
information for modeling, achieves high accuracy, and avoids the need to account for
specific distribution patterns or trends. Grey models have been successfully used in various
predictive applications, including population growth [21], grain output [22], GDP [23],
and landslide prediction [24,25]. In the field of landslide prediction, several advanced
methods based on grey models have also been developed.

In terms of settlement prediction based on grey system theory, Jin et al. used the
grey model Grey Model(1,1) (GM(1,1)) to predict the settlement of road embankments [26].
Wang et al. proposed a multivariable settlement prediction model, the multivariable grey
model (1,n) (MGM(1,n)), which has better prediction accuracy compared to the traditional
GM(1,1) model [27]. Zhang et al. combined the grey model with a fractional order, introduc-
ing a fractional-non-attribute GM(1,1) model to enhance settlement prediction accuracy by
extending the cumulative order range of the model [28]. Zhang et al. proposed a composite
prediction model based on the optimized discrete grey model and back-propagation neural
network for better prediction of pit settlement [29].

However, these prediction methods based on grey system theory are often static, mean-
ing they are only suitable for short-term predictions and lack the mechanisms for dynamic
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prediction. This study uses the GM(1,1) grey model with sliding window technology to
propose a dynamic prediction model that can effectively use time series data of historical
settlements for settlement prediction.

The novelty of this study is that the proposed model leverages grey system theory to
predict airport settlement while employing a sliding window mechanism to continuously
incorporate the latest monitoring data. When new data become available, the model is
updated using this information, and the sliding window size is dynamically adjusted to
refine the predictions. This approach effectively decomposes a long-term nonlinear prob-
lem into multiple short-term linear subproblems, thereby enhancing prediction accuracy.
Comparative experiments were conducted using historical settlement data from Kansai
International Airport and Xiamen Xiang’an International Airport—two offshore reclaimed
airports—to validate the model’s performance. Furthermore, the model’s capability for
long-term settlement prediction was verified by applying an exponential forecasting mech-
anism to historical data from Pudong International Airport, which is constructed on a soft
alluvial deposit. The experimental results demonstrate that the proposed model achieves
an improvement in prediction accuracy of over 20% compared to existing models.

2. Method

This section introduces the dynamic grey prediction model, as illustrated in the flow
chart in Figure 1. The process begins with the collection of real-time geotechnical data using
sensors and other equipment. Based on the current sliding window size, the data required
for preprocessing are determined. The collected engineering data are then transformed
into a format suitable for application within the grey model. The preprocessed data are
analyzed using the grey model for prediction, and the sliding window size is adjusted as
necessary to optimize performance. Finally, a decision is made on whether to continue
collecting real-time data and performing subsequent predictions.

Figure 1. Flow chart of dynamic grey model.

Sections 2.1 and 2.2 describe the traditional grey model and sliding window technol-
ogy, Section 2.3 discusses the data preprocessing methods, and Section 2.4 describes the
methodology for selecting the sliding window size.
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2.1. Grey Model

The preprocessed equidistant sequence is defined as X(0) = (x(0)(1), x(0)(2), . . ., x(0)(n)),
and the 1st-order accumulated generating operation sequence of X(0) is defined as
X(1) = (x(1)(1), x(1)(2), . . ., x(1)(n)), where x(1)(k) = ∑k

i=1 x(0), k = 1, 2, . . ., n.
Additionally, let Z(1) = (z(1)(2), z(1)(3), . . .z(1)(n)), where z(1)(k) = (x(1)(k)− x(1)(k−1))/2.

Then, let

x(0)(k) + az(1)(k) = b (1)

be the mean form of the GM(1,1) model, which is essentially a difference equation, where
−a is the development coefficient, and b is the grey action quantity. In this equation, −a
functions as the development coefficient, capturing the trend in the settlement rate, while
b serves as the grey input, reflecting the impact of external environmental factors on the
foundation settlement process. Specifically, a relatively large value of b suggests that the
settlement may be significantly influenced by the intrinsic properties of the soil, resulting
in a slower stabilization of the settlement rate; it may also indicate that the foundation
settlement is under continuous loading, or that notable fluctuations in groundwater levels
are accelerating soil consolidation, among other possibilities.

The parameter vector â = [a, b]T can be estimated using the least squares method.

â = (BT B)−1BTY (2)

where

Y =

⎡
⎢⎢⎢⎣

x(0)(2)
x(0)(3)

. . .
x(0)(n)

⎤
⎥⎥⎥⎦, B =

⎡
⎢⎢⎢⎣
−z(1)(2) 1
−z(1)(3) 1

. . . . . .
−z(1)(n) 1

⎤
⎥⎥⎥⎦ (3)

Here, the predictive value of the k-th element in the sequence of the settlement x̂(1)(k)
can be calculated based on a, b, and the first element x(0)(1) in the sequence.

x̂(1)(k) = (x(0)(1)− b
a
)× (

1
1 + a

)k−1 +
b
a

, k = 1, 2, 3, . . . (4)

The cumulative reduction restoration formula of the GM(1,1) model is:

x̂(0)(k) = a(1) x̂(1)(k) = x̂(1)(k)− x̂(1)(k − 1), k = 2, 3, . . . (5)

After processing the monitoring data to equidistant intervals and establishing the
corresponding GM(1,1) model, the development coefficient −a and the grey action quan-
tity b can be computed. Then, based on Equations (4) and (5), x̂(0)(n + 1), x̂(0)(n + 2),
x̂(0)(n + 3). . . can be computed. Finally, after using the corresponding k, the corresponding
predicted values can be calculated.

2.2. Sliding Window

In practical engineering, long-term system changes are typically nonlinear, but over
shorter periods, these changes can often be approximated as linear. This section utilizes a
sliding window approach to select the most recent valid data, thereby improving predic-
tion accuracy.

Figure 2 illustrates an example of a sliding window with a length of 5. Initially, the data
points within the window are {0.24, 0.248, 0.25, 0.246, 0.269}. When a new data point (0.262)
is acquired, the window updates by removing the oldest data point (0.24) and adding the
new data point (0.262) at the end. If the first, third, and fifth data points in the sliding
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window are selected as input data, the initial input is {0.24, 0.25, 0.269}. After incorporating
the new data point (0.262), the input data change to {0.248, 0.246, 0.262}, resulting in two
distinct input datasets.

Figure 2. An example of a sliding window (size: 5).

The application of sliding window technology in geotechnical engineering enables
the dynamic replacement of outdated data with real-time monitoring data. This process
enhances the accuracy and adaptability of prediction models. However, using a fixed
window size can introduce challenges. A window that is too small may not contain sufficient
data, leading to potential errors due to inadequate information. Conversely, a window
that is too large may include excessive redundant data, and outdated information could
compromise the model’s prediction accuracy and real-time performance.

This study examines the prediction accuracy of existing models under different win-
dow sizes and proposes a method for dynamically adjusting the sliding window size in
real time (see Section 2.4).

2.3. Preprocessing Methods

Due to factors such as sensor malfunctions, ensuring that data acquisition intervals
meet the equidistant requirement of grey models can be challenging in settlement applica-
tions. Therefore, preprocessing of the acquired data is necessary. In this study, the mean
value interpolation method was utilized for data preprocessing, although other interpola-
tion methods are also viable.

Suppose the time at which data need to be acquired is denoted as t. Let t1 and t2 be
the two nearest monitoring time points before and after t, respectively, with t1 < t < t2.
The measured values at these time points are denoted as y(t1) and y(t2), respectively.
The processed monitoring value y(t) at time t can be computed as follows using mean
value interpolation:

y(t) = y(t1) +
t − t1

t2 − t1
× (y(t2)− y(t1)) (6)

Based on different application scenarios, this study proposes two mechanisms for
settlement prediction:

(1) Equidistant mechanism: After preprocessing, the data sequence provided to the grey
system maintains uniform time intervals. For example, in settlement prediction, if the
monitoring interval is set to one month, the grey system also uses data collected at one-
month intervals. This approach allows the model to predict settlement for subsequent
months using the available data. Data collection by the equidistant grey model is
straightforward, as it only requires specifying the time interval for data acquisition.
However, its predictive horizon is relatively short. For instance, a model using the
equidistant mechanism may leverage one year of settlement data to predict settlement
for the next three months, but it may not be suitable for longer-term predictions.
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(2) Exponential increment mechanism: In this approach, the data sequence fed into the
grey system has exponentially increasing time intervals after preprocessing. For ex-
ample, in settlement prediction, the minimum monitoring interval is m days, and the
exponential increment factor is ax. The monitoring times then become m days, m × ax

days, m × a2x days, m × a3x days, and so on. These intervals appear “equidistant”
on a logarithmic scale and serve as inputs for the grey model to make predictions.
This mechanism is particularly suitable for long-term predictions, such as using data
collected over one year to forecast settlement over a decade. However, it requires
more extensive data collection, especially during the initial phase, as multiple sets of
data with shorter monitoring intervals are needed at the outset.

Figure 3 shows a flow chart of prediction when using the exponential increment
mechanism (the size of the sliding windows is 5). Assuming “today” is the 100th day of
data acquisition, the input data sequence corresponds to days {101.2, 101.4, 101.6, 101.8, 100}
(x(0)(1), x(0)(2), x(0)(3), x(0)(4), x(0)(5)), and the data for 10x days are calculated using
Formula (6). Subsequently, this input sequence is used for modeling, yielding the pre-
dicted result for days {102.2, 102.4, 102.6, . . .} (x̂(1)(6), x̂(1)(7), x̂(1)(8), . . .). If predictions
for one year later (day 465) and two years later (day 830) are required, the correspond-
ing results can be calculated based on the predicted data for days 102.6, 102.8, and 103.0

(x̂(1)(8), x̂(1)(9), x̂(1)(10)) using Formula (6).

Figure 3. Flow chart of prediction (using exponential increment mechanism).

2.4. Choosing Size of Sliding Window

This study employs real-time monitoring data to validate the suitability of the chosen
sliding window size. The process involves computing the prediction accuracy for various
sliding window sizes and adopting the optimal size as the subsequent prediction criterion.

Given that the current sliding window size s is l, the candidate window sizes are set
to (l − 1), l, and (l + 1), where the potential sliding window size fluctuates by up to 1 unit
from the current sliding window size.

We assume that the value of the k-th data point in the data sequence is y(k), and the last
data point obtained in the sequence is the n-th data point with a value of y(n). Subsequently,
a GM(1,1) model is established using the most recent s data points, ranging from (n − 4− s)
to (n − 5), as inputs to forecast the values at positions (n − 2), (n − 1), and n within the
sequence. The predicted values are denoted as y′(n − 2), y′(n − 1), and y′(n), respectively.
The weighted absolute difference between the predicted values and the true measured
values is used as the evaluation metric, denoted as GAP:

GAP(s = l) = β1|y′(n − 2)− y(n − 2)|+ β2|y′(n − 1)− y(n − 1)|+ β3|y′(n)− y(n)| (7)

213



Buildings 2025, 15, 1034

where β1 + β2 + β3 = 1, and βi (i = 1, 2, 3) is the weight for each predicted position.
In general, it can be set as β1 = β2 = β3. If long-term prediction is more important in
the application, it can be set as β1 < β2 < β3, whereas if short-term prediction is more
important, it can be set as β1 > β2 > β3.

If GAP(s = l − 1) = min{GAP(s = l − 1), GAP(s = l), GAP(s = l + 1)}, then the
sliding window size for the next stage is set to l − 1.

If GAP(s = l) = min{GAP(s = l − 1), GAP(s = l), GAP(s = l + 1)}, then the sliding
window size for the next stage is set to l.

Otherwise, the sliding window size for the next stage is set to l + 1.
It is important to ensure that the sliding window size s is appropriately chosen to

provide sufficient information for establishing the grey model. In geotechnical engineering
applications, it is recommended that s be greater than 2 to avoid insufficient data. At the
same time, to minimize excessive data redundancy, s should not exceed 9.

3. Results

In this section, comparative experiments are conducted based on three different
datasets for settlement prediction to validate the predictive accuracy of the dynamic grey
model proposed in this study.

3.1. Settlement Prediction Experiment on Kansai International Airport Dataset

This section utilizes publicly available settlement data from Kansai International Air-
port (http://www.kansai-airports.co.jp/efforts/our-tech/kix/sink/sink3/sink3_e.html,
accessed on 31 August 2024) to verify the prediction accuracy of the proposed dynamic grey
model, where the settlement of each monitoring point is recorded every year. The monitor-
ing data from the A-8 and B-5 monitoring point at Kansai International Airport from 2003
to 2022 are used as inputs for comparison experiments between the traditional grey predic-
tion model, the grey prediction model with a fixed-size sliding window, and the dynamic
grey prediction model proposed in this study. For the proposed model, the equidistant
mechanism is used, and the interval of the time series is one year.

Figure 4a shows the comparative experimental results of the settlement predictions for
Kansai International Airport A-8 monitoring point. The results show that the traditional
grey model can effectively predict settlement for the first 4 years, but after 2012, the accuracy
is low, with a prediction deviation of more than 2 m. The proposed model can continuously
and effectively predict settlement, with a prediction deviation of less than 0.1 m for the last
few years. Moreover, the proposed model can use existing data to predict settlement after
2 years, making it more accurate than the traditional grey model.

(a) A-8 monitoring point (b) B-5 monitoring point

Figure 4. Experimental results of settlement predictions at Kansai International Airport.
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Figure 5a,b shows QQ plots of the actual and predicted values using the three models
and for different years at Kansai International Airport. The figure illustrates the one-year
prediction results obtained using the proposed model. The data points closely align with
the y = x line, demonstrating strong agreement between the predicted values and the actual
monitoring data.

(a) A-8 monitoring point (b) B-5 monitoring point

Figure 5. Experimental results of QQ plots at Kansai International Airport.

Figure 6a and Table 1 present the settlement data for the A-8 monitoring point at
Kansai International Airport from 2003 to 2022, along with the deviation results obtained
using the three prediction models. For the traditional grey model, only the next position of
the existing data sequence is predicted (e.g., using the settlement data sequence from 2003
to 2012 to predict settlement in 2013, or comparing the predicted result with the monitored
value in 2013 to obtain the prediction error). In the other two prediction models, the next
one to three positions of the existing data sequence can be predicted effectively.

(a) A-8 monitoring point (b) B-5 monitoring point

Figure 6. Experimental results of prediction errors at Kansai International Airport.

Table 1 shows that the soil settlement prediction accuracy using the traditional grey
model is poor, with errors exceeding 10%. Based on the traditional grey model, adding a
fixed-size sliding window mechanism (with a size of 5) can effectively predict the next one
to three positions of the existing data sequence. Using the proposed model, the prediction
accuracy can be further improved based on the fixed-size sliding window grey model.
According to the experimental results, the proposed model maintains prediction deviation
below 0.5% when forecasting the next position in the data sequence. For the next two to
three positions, the prediction deviation remains below 2% in most cases, except for certain
instances (e.g., predicting settlement in 2014 using data from 2003 to 2011). Among the
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three models, the proposed model consistently demonstrates the highest prediction accu-
racy. Additionally, the t-test results for the last 14 years (with a degree of freedom of 13)
indicate that the proposed model outperforms both the traditional grey model and the
grey model with a fixed-size sliding window. The absolute value of t for the proposed
model is less than 3, significantly lower than those of the other two models, confirming its
superior performance.

Table 1. Experimental results of Kansai International Airport A-8 monitoring point.

Measured
Value (m)

Proposed Model Grey Model Fixed-Size Window

Next 1 Next 2 Next 1 Next 1 Next 2

2003 8.55 - - - - -

2004 9.87 - - - - -

2005 11.13 - - - - -

2006 12.08 - - - - -

2007 12.82 - - - - -

2008 13.45 4.91% - 4.91% 4.91% -

2009 13.99 1.57% 9.79% 5.22% 2.93% 9.79%

2010 14.49 0.41% 3.52% 5.31% 1.73% 5.73%

2011 14.94 0.47% 1.27% 5.49% 1.20% 3.61%

2012 15.38 0.13% 1.04% 8.65% 0.78% 2.41%

2013 15.80 0.19% 0.51% 10.32% 0.57% 1.58%

2014 16.14 0.56% 0.99% 11.40% 0.87% 1.61%

2015 16.54 −0.30% 0.79% 11.25% 0.30% 1.27%

2016 16.88 0.41% 1.90% 11.37% 0.36% 0.89%

2017 17.22 0.06% 0.87% 11.21% 0.29% 0.75%

2018 17.53 0.23% 0.29% 11.12% 0.46% 0.74%

2019 17.82 0.28% 0.62% 11.00% 0.39% 0.95%

2020 18.10 0.06% 0.61% 10.88% 0.33% 0.77%

2021 18.36 0.11% 0.27% 10.78% 0.27% 0.71%

2022 18.61 0.05% 0.32% 10.69% 0.27% 0.59%

RSME - 0.1851 0.4145 1.6395 0.2615 0.4857

t-value
(DF = 13) - −2.8494 −2.6659 −12.3249 −3.8979 −3.5789

Figure 4b shows the comparative experimental results of settlement predictions for the
Kansai International Airport B-5 monitoring points. The settlement variation shows that
the prediction deviation of the traditional grey model increases with time, with deviation
of more than 1.2 m in 2022. The proposed model can continuously and effectively predict
settlement, with a prediction deviation of less than 0.1 m for the last few years. Moreover,
the proposed model can use existing data to predict settlement after 2 years, making it
more accurate than the traditional grey model.

Figure 6b and Table 2 present the settlement data for monitoring point B-5 at Kansai
International Airport from 2003 to 2022, and the deviation results of the predictions made
using the three different models are presented. Table 2 shows that the traditional grey model
exhibits high prediction deviations for soil settlement. After adding the fixed-size sliding
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window mechanism, predictions for the next one to three positions in the existing data
sequence can be effectively made. The experimental results demonstrate that the proposed
model achieves a prediction error of less than 1% when predicting the next position in the
data sequence. For predictions of the next two to three positions, the error remains below
3% in most cases, with only a few exceptions. Among the three models, the proposed
model consistently delivers the highest prediction accuracy. Furthermore, the t-test results
for the last 14 years (with a degree of freedom of 13) confirm that the proposed model
outperforms both the traditional grey model and the grey model with a fixed-size sliding
window. The absolute value of t for the proposed model is less than 2.5, significantly lower
than those of the other two models, underscoring its superior performance.

Table 2. Experimental results of Kansai International Airport B-5 monitoring point.

Measured
Value (m)

Proposed Model Grey Model Fixed-Size Window

Next 1 Next 2 Next 1 Next 1 Next 2

2003 7.20 - - - - -

2004 8.75 - - - - -

2005 9.89 - - - - -

2006 10.72 - - - - -

2007 11.46 - - - - -

2008 12.08 4.55% - 4.55% 4.55% -

2009 12.66 1.42% 8.85% 4.66% 2.53% 8.85%

2010 13.19 0.61% 3.34% 4.85% 1.82% 5.16%

2011 13.65 0.66% 1.83% 5.35% 1.54% 3.88%

2012 14.15 −0.14% 1.13% 5.02% 0.71% 2.61%

2013 14.49 1.24% 0.90% 6.00% 1.38% 2.48%

2014 14.81 0.20% 2.70% 6.48% 1.28% 2.90%

2015 15.25 −0.72% −0.39% 5.90% 0.00% 1.44%

2016 15.55 0.45% −0.51% 6.37% 0.32% 0.77%

2017 15.88 −0.13% 0.94% 6.36% 0.44% 0.69%

2018 16.18 0.12% −0.06% 6.55% 0.49% 0.99%

2019 16.46 0.30% 0.43% 6.68% 0.30% 1.09%

2020 16.72 0.12% 0.72% 6.88% 0.42% 0.72%

2021 16.97 0.18% 0.35% 7.01% 0.29% 0.82%

2022 17.20 0.17% 0.47% 7.21% 0.29% 0.70%

RSME - 0.1644 0.3561 0.9379 0.2031 0.4335

t-value
(DF=13) - −2.2205 −2.4865 −16.9147 −4.778 −4.3224

3.2. Settlement Prediction Experiment on Data from Xiamen Xiang’an International Airport

This section uses the settlement data of Xiamen Xiang’an International Airport ob-
tained in ref. [30], which include the deformation data of six monitoring points at Xiamen
Xiang’an International Airport. The monitoring data from 2016 to 2020 are used as inputs
for comparison experiments between the dynamic grey prediction model proposed in this
study, the grey prediction model with a fixed-size sliding window, and the traditional grey
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prediction model. For the proposed model, the equidistant mechanism is used, and the
interval of the time series is 0.25 years.

Figure 7a–e shows the comparative experimental results of settlement predictions for
the different monitoring points. The experimental results demonstrate that the proposed
prediction model more effectively captures the variations in airport settlement and delivers
more accurate predictions. Except for a few specific time periods (e.g., around June 2017
for monitoring points P1 and P2, and around January 2018 for monitoring point P3),
the settlement prediction error of the proposed model remains below 2 mm. While the
grey model with a fixed window performs slightly less effectively, its results are acceptable.
In contrast, the traditional grey model produces significant errors, with these inaccuracies
compounding over time.

(a) P1 monitoring point (b) P2 monitoring point

(c) P3 monitoring point (d) P4 monitoring point

(e) P5 monitoring point (f) P6 monitoring point

Figure 7. Experimental results of settlement predictions at Xiamen Xiang’an Airport.
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Figure 8a–e show QQ plots of the actual and predicted values obtained using the
three models and in different years at Xiamen Xiang’an International Airport. The figure
illustrates the one-year prediction results obtained using the proposed model. The data
points closely align with the y = x line, demonstrating strong agreement between the
predicted values and the actual monitoring data.

(a) P1 monitoring point (b) P2 monitoring point

(c) P3 monitoring point (d) P4 monitoring point

(e) P5 monitoring point (f) P6 monitoring point

Figure 8. Experimental results of QQ plots at Xiamen Xiang’an Airport.

Figure 9a presents the root-mean-square error (RMSE) of the proposed model, grey
model with a fixed size, and the fitting methods proposed in ref. [30]. The experimental
results demonstrate that the proposed prediction model consistently achieves the lowest
root-mean-square error (RMSE) across all monitoring points. Furthermore, excluding
a few specific time periods (e.g., around June 2017 for monitoring points P1 and P2,
and around January 2018 for monitoring point P3), the RMSE of the proposed model is
even lower. The RMSE of the grey model with a fixed window is also within an acceptable
range, roughly aligning with the hyperbolic fitting model referenced in the literature.
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In contrast, the prediction errors of the traditional grey model are significantly larger
and deemed unacceptable. Overall, the proposed prediction model exhibits outstanding
prediction accuracy.

(a) RSME results (b) t-test results

Figure 9. Experimental results of settlement predictions at Xiamen Xiang’an International Airport.

Figure 9b presents the t-test results, showing that, in most cases, the proposed model
performs either the best or second best. Additionally, the average absolute t-value for
the proposed model is less than 1.5, outperforming all three fitting methods described in
ref. [30] and the other two grey models. This confirms that the proposed model delivers
superior performance.

3.3. Settlement Prediction Experiment on Data from Shanghai Pudong International Airport

In this section, the monitoring data from the P215 and P230 monitoring points at Shang-
hai Pudong International Airport from 1998 to 2010 are used as inputs for the predictions
of the dynamic grey model proposed in this study. Shanghai Pudong International Airport
is not an offshore reclaimed airport, but it has a typical soft soil foundation. Therefore,
settlement prediction for this airport is equally important. In the prediction of settlement at
Pudong International Airport, the exponential increment mechanism is employed. Dur-
ing the experiment, settlement data from each year are used to predict the settlement
conditions for the following 0.5 years, 1 year, and 1.5 years. For example, data from March
2000 to March 2001 are used to predict settlement from April to September 2001, April 2001
to March 2002, and April 2001 to September 2002.

Figure 10a,b shows the settlement prediction results for monitoring points P215 and
P230. The experimental results show that the proposed prediction model effectively fore-
casts airport settlement in most cases. As shown in the figures, the prediction performance
for the period from 2001 to 2003 is less accurate compared to that for other periods. This is
attributed to the lack of settlement monitoring data during this time, requiring older data
to be used for the simulation, which diminishes the prediction accuracy. When monitoring
data are recorded consistently, the proposed model efficiently leverages a limited amount
of historical data (from the last year) to predict long-term settlement conditions over the
next 0.5 to 1.5 years.
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(a) P215 monitoring point (b) P230 monitoring point

Figure 10. Experimental results of settlement predictions at Shanghai Pudong International Airport.

4. Discussion

4.1. Performance and Comparisons Between Different Models

This study presents a dynamic grey model based on the GM(1,1) grey model and
sliding window technology. The model is designed to utilize a small amount of recent
settlement data to perform accurate predictions. Additionally, the sliding window size
can be flexibly adjusted to improve prediction accuracy. As long as some monitoring data
are available, the model maintains robustness and accuracy, making it applicable across
various scenarios.

The model also incorporates two preprocessing mechanisms tailored to different pre-
diction scenarios. The equidistant mechanism is ideal for short-term settlement predictions,
such as using one year of settlement data to forecast settlement over the next three months.
Conversely, the exponential increment mechanism is better suited for long-term predic-
tions, such as leveraging one year of data to estimate settlement over a decade. While the
equidistant mechanism typically delivers higher accuracy, the two mechanisms can be used
simultaneously to complement each other, enhancing the model’s adaptability to diverse
prediction scenarios.

Table 3 compares the proposed model with models based on consolidation theory,
function fitting, machine learning, and other grey system-based approaches. Unlike other
grey system-based models, the proposed model incorporates sliding window technology,
enabling it to utilize the most recent monitoring data for prediction. This makes it a
dynamic prediction model.

Table 3. Comparisons between different models.

Dynamic Requirements for Data Demand for Resources

Proposed model Yes Small size, easy to obtain Low

Models based on consolidation theory No Small size, easy to obtain Moderate

Models based on function fitting No Small size, easy to obtain Low

Models based on machine learning Yes/no Big size, difficult to obtain High

Other grey system-based models No Small size, easy to obtain Low

While some machine-learning algorithms are also dynamic, their prediction models
often require large amounts of high-dimensional data for effective modeling. However,
in practical single engineering projects, obtaining sufficient valid data can be challenging,
which negatively impacts prediction accuracy. The other models lack a mechanism for
dynamic prediction.
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Compared to these alternatives, the proposed prediction model demonstrates
superior performance.

4.2. Future Directions

Further research could focus on the following areas:
(1) Expansion to different grey models and data preprocessing methods: The dynamic

grey model proposed in this study is based on the traditional GM(1,1) grey model and
employs a simple mean-difference method for data preprocessing. Depending on the appli-
cation requirements, other grey models, such as GM(1,n) or GM(2,1), could also be utilized.
This study considered predicting settlement based on previous settlement monitoring data.
I have checked. However, if additional multidimensional data—parameters that collectively
influence settlement—were available, the GM(1,n) model would likely be more effective.
Furthermore, if rapid detection of settlement acceleration is required, the GM(2,1) model
would be more appropriate. By combining sliding window techniques with various data
preprocessing approaches, dynamic models tailored to a wider range of scenarios could
be developed. In that case, the dynamic prediction framework demonstrates significantly
enhanced applicability across diverse operational scenarios [31,32].

The GM(1,n) model enhances predictive interpretability in complex scenarios through
multivariate expansion, though this requires increased data acquisition costs (collecting
multi-dimensional parameters) and enables the incorporation of geotechnical variables (e.g.,
soil permeability) and environmental factors (e.g., groundwater fluctuations) as auxiliary
inputs—a capability absent in the univariate GM(1,1) framework. In contrast, the GM(2,1)
model strengthens nonlinear adaptability via second-order dynamic modeling, but de-
mands extended monitoring sequences (typically more than 10 data points), achieving
superior performance in long-term nonlinear settlement prediction where conventional
first-order models exhibit progressive error accumulation.

(2) Enhancing early warning systems: The proposed model demonstrates strong
predictive performance and can also be effectively applied to early warning systems.
If significant deviations between monitoring data and predicted settlement values persist
over a certain period, an early warning can be issued.

For instance, the proposed prediction model can be seamlessly integrated into airport
infrastructure monitoring and maintenance systems. By continuously comparing real-
time monitoring data with predicted settlement values, the model can promptly detect
significant deviations, assess potential risks, and issue timely warnings. For example, if the
monitored settlement exceeds the predicted value by X cm and this discrepancy continues
for N consecutive days (X and N should be calculated depending on factors such as soil
type, foundation conditions, and external loads), the model can trigger an early warning to
highlight potential issues.

(3) Integration of physical significance into dynamic grey models: The dynamic grey
prediction model proposed in this study is purely a mathematical model driven by moni-
toring data, without requiring an analysis of the physical mechanisms behind settlement.
Future research could achieve more accurate predictions by integrating data-driven meth-
ods with the physical principles underlying settlement behavior. For instance, physical
mechanisms such as soil consolidation, secondary settlement, and creep deformation can
be used to constrain the prediction range of the model proposed in this study.

(4) Application to other settlement predictions: The settlement prediction model
proposed in this study is a versatile dynamic forecasting model that can be used for
predictions as long as continuous monitoring data are available. It is believed that this
model can be applied to other settlement prediction scenarios, particularly in settlement
predictions for building construction in other land reclamation projects.

222



Buildings 2025, 15, 1034

5. Conclusions

Based on grey system theory and sliding window techniques, this study proposes a
dynamic model for airport settlement prediction. The model evaluates predictions using
the most recent data and refines its forecasting capability by dynamically adjusting the
sliding window size. In addition, two mechanisms—an equidistant mechanism and an
exponential mechanism—are integrated into the model to address short-term and long-
term settlement prediction scenarios, respectively. For short-term predictions, comparative
experiments using historical settlement data from Kansai International Airport and Xi-
amen Xiang’an International Airport—two offshore reclaimed airports—demonstrated
an improvement in accuracy of over 20% compared to existing models. In the long-term
scenario, effective predictions were obtained using historical data from Pudong Interna-
tional Airport, which is constructed on a soft alluvial deposit. The proposed forecasting
model is purely mathematical, eliminating the need to account for numerous physical
parameters, and is straightforward to implement. However, the model relies solely on a
single dimension of real-time monitoring data (i.e., historical settlement data); although it
provides an interpolation method to estimate data at specific time points, it still requires
high-quality monitoring data and a sufficient acquisition frequency. Poor data quality or
prolonged gaps in data collection may significantly compromise the model’s predictive
accuracy. Incorporated multidimensional data monitoring can be used to mitigate potential
issues arising from data gaps.
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Abbreviations
FEM finite element method
FDM finite difference method
GM(1,1) grey model (1,1)
MGM(1,n) multivariable grey model (1,n)
−a development coefficient
b grey action quantity
â [a, b]T

x(0)(k) the monitoring value of the k-th element in the sequence of settlement
X(0) the monitoring value sequence of settlement
X(1) the 1st-order accumulated generating operation sequence of X(0)

x̂(0)(k) the predictive value of the k-th element in the sequence of settlement
RMSE root-mean-square error
QQ Plot quantile-quantile Plot

223



Buildings 2025, 15, 1034

References

1. Mesri, G.; Funk, J. Settlement of the Kansai international airport islands. J. Geotech. Geoenviron. Eng. 2015, 141, 04014102.
2. Dan, G.; Sultan, N.; Savoye, B. The 1979 Nice harbour catastrophe revisited: Trigger mechanism inferred from geotechnical

measurements and numerical modelling. Mar. Geol. 2007, 245, 40–64.
3. Fujima, K.; Shigihara, Y.; Tomita, T.; Honda, K.; Nobuoka, H.; Hanzawa, M.; Fujii, H.; Ohtani, H.; Orishimo, S.; Tatsumi, M.; et al.

Survey results of the Indian Ocean tsunami in the Maldives. Coast. Eng. J. 2006, 48, 81–97.
4. Shi, X.S.; Zhao, J. Practical estimation of compression behavior of clayey/silty sands using equivalent void-ratio concept.

J. Geotech. Geoenviron. Eng. 2020, 146, 04020046.
5. Nikakhtar, L.; Zare, S.; Nasirabad, H.M.; Ferdosi, B. Application of ANN-PSO algorithm based on FDM numerical modelling for

back analysis of EPB TBM tunneling parameters. Eur. J. Environ. Civ. Eng. 2022, 26, 3169–3186. [CrossRef]
6. Liu, C.; Wang, Z.; Liu, H.; Cui, J.; Huang, X.; Ma, L.; Zheng, S. Prediction of surface settlement caused by synchronous grouting

during shield tunneling in coarse-grained soils: A combined FEM and machine learning approach. Undergr. Space 2024,
16, 206–223. [CrossRef]

7. Feng, W.Q.; Yin, J.H. A new simplified Hypothesis B method for calculating consolidation settlements of double soil layers
exhibiting creep. Int. J. Numer. Anal. Methods Geomech. 2017, 41, 899–917.

8. Nour, A.; Slimani, A.; Laouami, N. Foundation settlement statistics via finite element analysis. Comput. Geotech. 2002, 29, 641–672.
9. Sexton, B.G.; McCabe, B.A.; Castro, J. Appraising stone column settlement prediction methods using finite element analyses.

Acta Geotech. 2014, 9, 993–1011.
10. Al-Shamrani, M.A. Applicability of the rectangular hyperbolic method to settlement predictions of sabkha soils. Geotech. Geol.

Eng. 2004, 22, 563–587.
11. Fan, H.; Chen, Z.; Shen, J.; Cheng, J.; Chen, D.; Jiao, P. Buckling of steel tanks under measured settlement based on Poisson curve

prediction model. Thin-Walled Struct. 2016, 106, 284–293. [CrossRef]
12. Zhu, L.; Xing, X.; Zhu, Y.; Peng, W.; Yuan, Z.; Xia, Q. An advanced time-series InSAR approach based on poisson curve for soft

clay highway deformation monitoring. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2021, 14, 7682–7698.
13. Wang, B.; Wang, X.; Ma, X. Study on optimal combination settlement prediction model based on logistic curve and Gompertz

curve. Stavební Obz.-Civ. Eng. J. 2020, 29, 347–357.
14. Pulket, T.; Arditi, D. Construction litigation prediction system using ant colony optimization. Constr. Manag. Econ. 2009,

27, 241–251.
15. Song, Z.; Liu, S.; Jiang, M.; Yao, S. Research on the Settlement Prediction Model of Foundation Pit Based on the Improved

PSO-SVM Model. Sci. Program. 2022, 2022, 1921378.
16. Yang, P.; Yong, W.; Li, C.; Peng, K.; Wei, W.; Qiu, Y.; Zhou, J. Hybrid random forest-based models for earth pressure balance

tunneling-induced ground settlement prediction. Appl. Sci. 2023, 13, 2574. [CrossRef]
17. Xie, X.; Pan, C. Safety Prediction of Deep Foundation Pit Based on Neural Network and Entropy Fuzzy Evaluation. E3S Web

Conf. 2021, 233, 03001.
18. Cao, Y.; Zhou, X.; Yan, K. Deep learning neural network model for tunnel ground surface settlement prediction based on sensor

data. Math. Probl. Eng. 2021, 2021, 9488892.
19. Xie, S.L.; Hu, A.; Wang, M.; Xiao, Z.R.; Li, T.; Wang, C. 1DCNN-based prediction methods for subsequent settlement of subgrade

with limited monitoring data. Eur. J. Environ. Civ. Eng. 2025, 29, 759–784.
20. Deng, J.L. Control problems of grey systems. Syst. Control Lett. 1982, 1, 288–294.
21. Tong, M.; Yan, Z.; Chao, L. Research on a grey prediction model of population growth based on a logistic approach. Discret. Dyn.

Nat. Soc. 2020, 2020, 2416840. [CrossRef]
22. Li, B.; He, C.; Hu, L.; Li, Y. Dynamical analysis on influencing factors of grain production in Henan province based on grey

systems theory. Grey Syst. Theory Appl. 2012, 2, 45–53.
23. Liu, C.; Xie, W.; Lao, T.; Yao, Y.t.; Zhang, J. Application of a novel grey forecasting model with time power term to predict China’s

GDP. Grey Syst. Theory Appl. 2021, 11, 343–357. [CrossRef]
24. Zhang, W.; Xiao, R.; Shi, B.; Zhu, H.h.; Sun, Y.j. Forecasting slope deformation field using correlated grey model updated with

time correction factor and background value optimization. Eng. Geol. 2019, 260, 105215. [CrossRef]
25. Wu, L.; Li, S.; Huang, R.; Xu, Q. A new grey prediction model and its application to predicting landslide displacement. Appl. Soft

Comput. 2020, 95, 106543.
26. Jin, S.J.; Zhang, D.S.; Shu, Z.; Zhao, Y. Grey model theory used in prediction of subgrade settlement. Appl. Mech. Mater. 2012,

105, 1576–1579. [CrossRef]
27. Wang, Y.; Yang, G. Prediction of composite foundation settlement based on multi-variable gray model. Appl. Mech. Mater. 2014,

580, 669–673. [CrossRef]
28. Zhang, J.; Qin, Y.; Zhang, X.; Che, G.; Sun, X.; Duo, H. Application of non-equidistant GM(1,1) model based on the fractional-order

accumulation in building settlement monitoring. J. Intell. Fuzzy Syst. 2022, 42, 1559–1573. [CrossRef]

224



Buildings 2025, 15, 1034

29. Zhang, C.; Li, J.z.; He, Y. Application of optimized grey discrete Verhulst–BP neural network model in settlement prediction of
foundation pit. Environ. Earth Sci. 2019, 78, 441. [CrossRef]

30. Xiong, Z.; Deng, K.; Feng, G.; Miao, L.; Li, K.; He, C.; He, Y. Settlement prediction of reclaimed coastal airports with InSAR
observation: A case study of the Xiamen Xiang’an International Airport, China. Remote Sens. 2022, 14, 3081. [CrossRef]

31. Zeng, J.J.; Feng, P.; Dai, J.G.; Zhuge, Y. Development and behavior of novel FRP-UHPC tubular members. Eng. Struct. 2022,
266, 114540.

32. Douglas, I.; Lawson, N. Airport construction: Materials use and geomorphic change. J. Air Transp. Manag. 2003, 9, 177–185.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

225



Article

Study on the Causes of Cracking in Concrete Components of a
High-Pile Beam Plate Wharf

Chao Yang 1,2, Pengjuan He 2, Shaohua Wang 1,2,3,*, Jiao Wang 2 and Zuoxiang Zhu 2

1 Hubei Key Laboratory of Disaster Prevention and Mitigation, China Three Gorges University,
Yichang 443002, China; yangchao0615@ctgu.edu.cn

2 College of Civil Engineering & Architecture, China Three Gorges University, Yichang 443000, China;
202208140021017@ctgu.edu.cn (P.H.); 202308140011018@ctgu.edu.cn (J.W.);
202308140011006@ctgu.edu.cn (Z.Z.)

3 College of Architectural Engineering, Hubei Three Gorges Polytechnic, Yichang 443000, China
* Correspondence: 202208140011004@ctgu.edu.cn; Tel.: +86-1354585-6720

Abstract: The high-pile beam slab structure is a commonly employed design for riverbank
wharves; however, the wharf structure may incur damage due to various factors during
long-term operation, resulting in potential safety concerns. To illustrate this, an investiga-
tion was conducted on a high-pile beam slab wharf, which included on-site examination,
testing, and large-scale three-dimensional numerical simulation. The effects of gravity,
ship impact, earthquake, lateral impact, water, and crane change were considered to ex-
plore the causes of cracking in the wharf concrete components. The results indicated that
crane modification significantly augmented loads, precipitating notable deformation (92%
increase in maximum vertical displacement), and the maximum tensile stress exceeded
concrete tensile strength. The inadequate thickness of the steel reinforcement protective
layer caused concrete carbonation, steel exposure, and corrosion, reducing structural capac-
ity. The presence of defects in the pile foundation has been shown to result in high stress
concentrations, which can lead to deformation and damage. There was a 58% increase
in vertical displacement in the concrete components above the affected area compared
to intact piles. Based on analysis of the results, appropriate measures for strengthening
and correction have been proposed to ensure the safety and durability of the wharf. A
comprehensive multifactor evaluation and 3D simulation of the actual dimensions are
recommended to ensure the safety of wharf structures.

Keywords: high-pile beam plate structure; cracks; cause analysis; treatment measures; 3D
numerical simulation

1. Introduction

High-pile wharves are extensively used in coastal areas of China and the Yangtze
River due to their advantages of small structural displacement, small amount of sand and
gravel, and suitability for deep water and soft soil foundation conditions [1]. However, the
long-term operation of these wharves can cause damage to concrete components, which
can affect the safety and durability of the wharves [2].

The load on a wharf structure is categorized into three main types: horizontal load,
which includes ship berthing load and wave load; vertical load, which includes gravity
of self-weight, stacked goods, and upper machinery; and environmental load, which
includes seismic load and corrosion. Under these loads, the thickness of the concrete
protective layer decreases, leading to concrete carbonation, corrosion of exposed steel

Buildings 2025, 15, 1352 https://doi.org/10.3390/buildings15081352
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bars, and the development and expansion of cracks in concrete members [3–7]. Numerous
experimental and analytical studies have been carried out on the deformation and failure
of high-piled wharf structures under various loads. Zheng and Zhang [6] conducted a
model test to evaluate the damage caused by horizontal impact loads on bent structures.
The study compared the extent of damage caused by different loads and concluded that
ship collisions are the main cause of wharf damage. Xie et al. [8] established formulas for
single-pile and pile-supported platform force–displacement for determining the horizontal
load-bearing capacity of a high-pile wharf using numerical simulation. Zhang et al. [9]
developed a three-dimensional finite element model of a high-piled beam-slab wharf and
simulated its dynamic response to horizontal loads. This showed that the frame structure
had the weakest bearing capacity at the joints of the members. Yuan [10] developed a
model for a beamless high-piled wharf to analyze the effect of post-stack loading on the
deformation of a pile–soil system. Zheng et al. [11] proposed a damage identification
method based on stiffness, natural vibration period, and experimental acceleration data,
which can effectively improve the health monitoring of high-piled wharves. Zhu et al. [12]
proposed a method to extract the effective component of dynamic response under wave
excitation. The robustness and sensitivity of the new damage index were verified by finite
element simulation and an experimental model of a high-piled wharf, which is expected to
assist the daily health monitoring of pile foundations of high-piled wharves. Xu et al. [13]
used FLAC 3D 6.0 version to carry out dynamic calculations under ship impact load, and
effectively identified locations of damage to a high-piled wharf. You et al. [14] investigated
the 3D bearing characteristics of a high-piled beam slab wharf under an upper mechanical
load. Xiao and Li [15] proposed models for chloride penetration, crack initiation, and
crack propagation in reinforced concrete (RC) structures under different stages of marine
environments. Li et al. [16] investigated the stress characteristics of a coastal port wharf
structure in a special environment with high salt and high humidity, and proposed a health
inspection index for the wharf structure. Li et al. [17] established a three-dimensional
finite element model of an integral high-piled wharf structure with pile–soil interaction,
and revealed the failure mechanism of lateral bearing deformation and the degradation
mode of lateral bearing performance under the combined action of chloride attack and
ship berthing impact. Coelho and Araújo [18] demonstrated that in instances of intricate
geometric configurations, the finite element model is capable of accurately predicting the
structural behavior of the beam–column connection. Furthermore, the finite element model
can accurately simulate and analyze the structural performance of reinforced concrete
components, which demonstrates its good applicability [19–22].

The existing literature has mainly studied the mechanical behavior of wharf structures
under single loads. Numerical simulations and laboratory tests have been conducted
using small models, such as single piles and bent piles. However, for high-pile beam plate
wharves, the foundation, high piles, and superstructure interact and influence various
external loads, resulting in a more complex stress and deformation response. This paper
presents a study on the causes and failure mechanisms of cracks in concrete components of
a high-pile beam slab wharf with a large number of cracks during operation. The study
was conducted through on-site investigation, detection, and large-scale 3D numerical
simulation. The effects of various loads, including gravity load, ship impact load, seismic
load, lateral impact load, water load, and crane load, were considered.

2. Characteristics of Cracks in Concrete Components

2.1. Project Overview

Zigui Port is located in Yinxingtuo Village, Maoping Town, Zigui County, Yichang
City, about 8.0 km upstream of the Three Gorges Dam on the Yangtze River. It functions as
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an emergency and long-term transportation hub for the Three Gorges Reservoir area. The
project for protecting the reservoir bank covers a length of approximately 1262.00 m and a
width of 130.00 m. It is divided into two areas: a RO–RO terminal area and a miscellaneous
terminal area. Figure 1 illustrates that the wharf comprises a wharf platform and four
approach bridges. This is a supporting project of Zigui Three Gorges Overturned Dam
Logistics Industrial Park. The wharf platform measures 315.00 m in length and 25.00 m in
width, with a top elevation of 176.28 m and a bottom elevation of 150.28 m. It is divided
into three 3000 t-class miscellaneous berths to meet the import and export requirements of
1.40 million tons of groceries per year.

Figure 1. Wharf frame panorama (unit: m).

Figure 2 illustrates a stratigraphic sequence composed of silty gravel, sand, and
granitic materials exhibiting varying degrees of weathering. The basal unit consists of
slightly weathered granite with a thickness ranging from approximately 1.0 m to 5.0 m,
which is conformably overlain by moderately weathered granite. Overlying this unit
is a 4.1–11.2 m-thick layer of strongly weathered granite, followed by the uppermost
stratum of completely weathered granite with a vertical extent of 0.5–4.3 m. Additionally,
localized lens-shaped deposits of silty gravelly sand are present near the terrestrial margin,
occupying a sub-horizontal zone with a maximum thickness of 3.0 m.
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surface
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Figure 2. Wharf longitudinal section diagram (unit: m).

The foundation for the rock-socketed pile was designed to take advantage of the high
strength and rigidity of granite. The bearing layer is made of moderately and slightly
weathered granite, and the pile must be embedded in the weathered rock surface of the
granite, at a depth of no less than 5.00 m. The piles are arranged in five columns (A–E)
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and 40 rows (1–40). Figure 2 illustrates that the spacing between columns A and B and
between columns B and C is 5.25 m and the spacing between columns C and D and between
columns D and E is 5.00 m. The spacing of each row is 8.00 m. The diameter of the piles in
columns B to E was designed to be 1600.00 mm. To consider the effects of ship berthing
and wave loads during operation, the diameter of the pile foundation for column A near
the river side was increased slightly to 2200.00 mm. The final design of the rock-socketed
pile length ranges from 23.00 m and 43.00 m due to the variation in the thickness of the
moderately weathered granite.

The structure above was a frame type consisting of cast-in-place columns, longitu-
dinal and transverse foundation connecting beams, cast-in-place crossbeams, prefabri-
cated longitudinal beams, prefabricated panels, cast-in-place surface layers, and wearing
layers. The framework comprised three layers (excluding the surface layer). The distri-
bution of columns was consistent with the pile foundation, with one column arranged
at the top of each rock-socketed pile. The diameter of columns in columns B to E was
1200 mm. To ensure high impact strength on the river side, the diameter of column A
had been increased to 1400 mm. The longitudinal beams measured 2400 mm × 1600 mm,
while the transverse beams measured 1200 mm × 1600 mm. The cast-in-place cross-
beam measured 800 mm × 1000 mm, and the prefabricated longitudinal beam measured
1400 mm × 1000 mm. The prefabricated panel was 1000 mm thick.

2.2. Characteristics of Cracks

The on-site investigation, carried out after three years of operation, revealed that
multiple cracks had appeared in the concrete surface layer, columns, and beams of the
wharf (Figure 3).

(a) (b) (c)

Figure 3. On-site cracks (unit: mm): (a) surface cracks; (b) column crack; (c) beam crack.

Some components were severely damaged, affecting the normal use of the wharf. The
cracks in the surface layer were primarily in a network pattern, with the longest crack
measuring 21.80 m and the largest network crack measuring 1.50 m × 7.60 m. The column
exhibited numerous axial cracks, some of which combined with circumferential cracks
to form mesh cracks. In severe cases, the steel bars were corroded and the hoops were
exposed. The maximum crack width in the column was 12 mm, with a depth ranging from
111 mm to 209 mm. The connecting beams had cracks with a maximum width of 2.38 mm
and a depth ranging from 139 mm to 144 mm. Additionally, some of the top surfaces of
the connecting beams were covered with mesh cracks. The connecting beam developed
multiple symmetric cracks on both the upstream and downstream sides, with a maximum
width of 12 mm and a depth of 125 mm to 186 mm. Some of these cracks extended to the
top surface of the foundation beam, forming a network of cracks. The connecting beams
are severely damaged and show signs of exposed reinforcement corrosion.

Li et al. [23] concluded that concrete cracks with a width of less than 0.20 mm gener-
ally do not require specialized control measures. For cracks between 0.20 and 3.00 mm,
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significant deformation occurs, and repair and reinforcement measures are necessary. If
the crack width exceeds 3 mm and the degree of deformation is significant, complex repair
and reinforcement measures are required. The concrete components are classified into four
categories based on crack width: Class A represents components without cracks, Class B
represents components with minor cracks that have a width of less than 0.3 mm, Class C
represents components with obvious cracks that have a width between 0.3 and 3 mm, and
Class D represents components with severe cracks that have a width greater than 3 mm.

Figure 4a–c display the distribution of cracks in columns and connecting beams. The
column cracks were mainly concentrated downstream between rows 21 to 40. Out of the
102 columns in this interval, 82 columns had cracks, accounting for 80.4%. The most severe
D-class cracks were all present on the downstream side. On the upstream side, out of the
102 columns in rows 1 to 40, 21 columns had cracks, accounting for 20.6%. Moreover, the
cracks in the columns were mainly distributed vertically, with over 80% of them appearing
on the first layer. The most severe D-class cracks were also concentrated on the first layer.
Furthermore, D-class cracks were found to be distributed in all four directions of the
column. It is worth noting that all cracks were on the water-facing side.
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Figure 4. Distribution of cracks in the columns and tie beams and arrangement of the crane: (a) first layer;
(b) second layer; (c) third layer; (d) surface; (e) arrangement of the displacement monitoring project.
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The cracks in the connecting beams were mainly concentrated in the first layer, with
relatively few cracks in the second and third layers. Furthermore, the connecting beams
with C-class and D-class cracks were primarily located in the first layer and concentrated in
rows 1 to 20. In the first layer of connecting beams, 20% of the total was found to be cracked
D-class beams, while 12.5% and 5% were cracked C-class and B-class beams, respectively.

The cracks on the columns were mostly located on the river side and were concentrated
on the downstream side (rows 21 to 40) and the first layer. The cracks in the connecting
beams were concentrated in rows 1 to 20 of the first layer. The wharf structure was severely
damaged, with reduced bearing capacity and durability that no longer meets the design
service life requirements. The maximum width of cracks in the wharf and approach bridge
was 12 mm, which poses serious peeling problems and does not meet the requirements
for use.

3. Cause Investigation

3.1. Potential Causes

Possible causes of cracking in concrete components were investigated on-site.
(1) Operational errors were made by waiting vessels during three months of operation
at the wharf due to the influence of strong winds. These errors caused impacts on the
structures of rows 1 to 5 of the wharf, resulting in the peeling and chipping of some concrete
component protective layers. (2) Two blasting operations were carried out near the wharf
during its operation. Earthwork blasting was conducted at the Xiongjialing site behind the
wharf, with the closest distance to the wharf being 50 m. Underwater blasting construction
was also carried out to excavate the harbor pool, with a minimum distance of 100 m from
the wharf. (3) A 4.5 magnitude earthquake occurred in Zigui County (31.03◦ N, 110.47◦ E),
where the wharf is located, with a depth of 7 km, after two years of operation at the wharf.
Local residents reported the earthquake as strong. The horizontal loads generated by
earthquakes may have an impact on the wharf structure. (4) The elevation of the bedrock
varies significantly, with the moderately weathered bedrock layer ranging from 77.6 to
195.4 m and the slightly weathered bedrock layer ranging from 75.4 to 192.9 m. This uneven
distribution of the bearing rock layer may result in differential deformation of the pile
foundation. (5) Due to functional requirements, the initially designed lifting equipment had
undergone changes. Figure 4d illustrates the layout before and after the change of lifting
equipment. The lifting equipment of Berth 1 had been altered from two 40 t–30 m gantry
cranes to one 45 t–26 m shore container crane. Similarly, the lifting equipment of Berth 2
had been altered from two 16 t–30 m gantry cranes to one 45 t–26 m shore container crane.
The lifting equipment of Berth 3 had been modified from two 16 t–30 m gantry cranes
to two 40 t–30 m multipurpose gantry cranes. The substitution of the lifting apparatus
has the consequence of an augmented load on the lower structure, which may have an
effect on the overall stability of the structure. (6) In addition to the influence of external
loads, the strength of concrete is of crucial importance. Insufficient strength can readily
result in cracking and deformation of concrete components under external loads. (7) A
site investigation revealed that the concrete components lacked sufficient thickness of the
steel reinforcement protection layer, which directly affected the durability of the concrete
components and could lead to corrosion of the steel reinforcement, thereby reducing the
load-bearing capacity of the components. (8) The integrity of the pile was found to be
defective. The embedded rock pile serves to transfer the load of the upper structure to
the stable bedrock. The strength, stiffness, and stability of the pile directly affect the load
transfer, while the integrity of the pile also affects the vertical compression, pull-out, and
horizontal bearing capacity.
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3.2. Cause Elimination

The incident occurred in the early stages of the construction of the wharf, when the
wharf was at a high water level and a ship collided with the upper frame structure. Follow-
ing the collision at the wharf, the concrete components of rows 1 to 5 were significantly
damaged, and the external steel reinforcement protection layer was damaged. The steel
reinforcement was exposed, but no fracture or damage was found. The damage statistics
of all columns, beams, and surface layers at the impact location indicated that there was
no structural damage to the main structure. Furthermore, the inspection results of the
surface layer, upper structure, track, and ancillary facilities also demonstrated that there
was no significant damage. Figure 4e shows the locations of 22 settlement monitoring
points that were set at the top of the pile foundation. Figure 5 illustrates the settlement
variation curves of four monitoring points (MP1–MP4) situated in rows 1 to 5 following a
three-month period after collision. According to the “Engineering survey standards” [24],
the settlement displacements of the monitoring points exhibited a very slight increase
(0.01 mm/d–0.04 mm/d), and the settlements at each monitoring point after three months
were also very small, ranging from 0.5 mm to 0.7 mm. This indicates that the impact of the
ship collision on the overall structure of the wharf was minimal.
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Figure 5. Monitoring displacement of ship collision.

The Xiongjialing site earthwork blasting was conducted using a loosening blasting
technology, with the safe distance of blasting effect calculated using Equation (1) [25]:

Q =
eqgLW2nc

(1 + nc)
(1)

where the variables Q, e, g, q, L, and W represent the actual charge of each borehole,
the conversion coefficient of explosives, the blockage coefficient of the explosive eye, the
amount of explosives required to be installed for media blasting under standard conditions,
the length of the borehole, and the distance affected by the explosion, respectively. The
action index of blasting, represented by nc, is also a crucial parameter. In consideration
of the site conditions, the values of each parameter were as follows: Q = 15.33 kg, e = 1.5,
g = 0.5, q = 0.3 kg, L = 1.5 m, and nc = 0.6, giving W = 10.5 m.

The closest distance between the site and the wharf was 50 m so there would be no
significant impact on the wharf structure.

The following equation for millisecond delayed loosening blasting is used to analyze
the effects of underwater blasting [26]:

R =

(
μPσt

1 − μ

) 1
a
rb (2)

where R is the radius of the crack zone after blasting, μ is the Poisson’s ratio of the rock
mass, σt is the tensile strength of the rock mass, a is the stress attenuation value and
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a = (2 − μ)/(1 − μ), and rb is the radius of the hole. P is the initial impact value on the hole
wall during blast, and it can be calculated as follows:

P =
1
8

ρeD2
(

rc

rb

)6
n (3)

where ρe is the density of explosives, D is the explosive velocity, rc is the radius of the
explosive, and n is the pressure increase coefficient. Based on the actual situation on-site,
each parameter was taken as μ = 0.25, σt = 5.8 MPa, γb = 23 mm, ρe = 1.07 × 103 kg/m3,
D = 3600 m/s, rc = 19.5 mm, and n = 11, respectively. Thus, R = 10.1 m was obtained, which
was well below the minimum distance (100 m) from the blast site to the wharf, so it would
not have had an impact on the structure.

According to the Seismic Ground Motion Parameter Zoning Map of China [27], the
construction of the wharf was designed with seismic intensity of VI, while the 4.6 magnitude
earthquake that occurred was calculated to be only II–III. Apparently, this earthquake was
not strong enough to cause damage to the wharf structure.

The monitoring of the 22 points at the top of the pile revealed that the final settlement
of the MP5 monitoring point was the highest (1.12 mm) due to the upper part bearing
the load of the 45 t–26 m-type lifting equipment. In contrast, the settlement of the MP3
monitoring point at the edge of the wharf was the lowest, at −0.79 mm. This resulted in a
settlement difference of 1.91 mm between the two points. In accordance with the pertinent
Chinese standard, the Code for Design of Building Foundations (GB 50007–2011) [28], the
typical standard value for the settlement difference between adjacent pile foundations
is 0.002 l0, where l0 represents the distance between the adjacent pile foundations. The
distance between the adjacent piles in the miscellaneous wharf was 8 m, which permitted a
settlement difference of 16 mm. It can be observed that the uneven settlement of the wharf
structure was minimal, and thus it can be concluded that it was not the primary factor
contributing to the cracking of the concrete components.

In accordance with the Standard for Test Methods of Concrete Physical and Mechanical
Properties (GB/T 50081-2019) [29], concrete samples with dimensions of 150 mm × 150 mm
× 150 mm were cured under standard conditions for 28 days (Figure 6), during which the
temperature was maintained at 20 ± 2 ◦C and the relative humidity was ≥95%. Strength
tests were then conducted, and the average strength of three samples per group was
calculated. Individual sample strengths were required to deviate from the group average
by no more than 15%. The test results demonstrated an average strength of 44.84 MPa
and a minimum strength of 42.20 MPa, which met the design requirements. A random
selection of components from the construction site was subjected to the rebound method
to test the strength of the sampled concrete components. The test data indicated that the
average rebound of the concrete components at 28 days was distributed between 41 and 53.
After angle correction and pouring surface correction, it was estimated that the average
strength of this batch of concrete components was not less than 40 MPa and not more than
50 MPa, which meets the design requirements. Consequently, the strength of the concrete
components was not the primary factor in their cracking.

3.3. Exact Causes

The inspection results of the steel reinforcement protection layer for the column and
foundation connecting beam indicated that the qualification rates of the column were
25.6%, 55.6%, and 31.1%, respectively. The qualification rates of foundation connecting
beams were 16.7%, 58.9%, and 30.0%, respectively. The maximum negative deviation of the
unqualified point in the thickness of the steel reinforcement protective layer was greater
than 1.5 times the allowable deviation value. This was due to insufficient thickness, which
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resulted in multiple connecting beams being exposed and corroded. Therefore, it can be
determined that the inadequate thickness of the steel reinforcement protective layer was an
important cause of cracking in concrete components.

Figure 6. Maintenance of standard concrete specimens.

Two further factors that should be considered to have an impact were changes in the
lifting equipment and defects in the integrity of the piles. Figure 4a–c clearly demonstrate
the presence of significant cracks in the structure below the location of the lifting equipment.
In particular, for rows 30–32 and 36–38, the originally designed 16-ton crane was replaced
with a larger 40-ton crane, resulting in the emergence of significant cracks in the three-story
structure below. The on-site investigation also revealed that there were integrity defects in
the piles at C-3, B-7, C-7, E-7, E-8, E-9, C-10, E-10, and D-11. Furthermore, the C-type and
D-type cracks in the foundation connecting beam were primarily concentrated in rows 3, 7,
8, 9, 10, and 11, and their distribution was largely consistent. It is evident that alterations in
the lifting apparatus were directly correlated with the occurrence of pile defects, as well as
with the emergence of structural cracks.

4. Numerical Simulation

4.1. Numerical Model and Loading Cases

To further investigate the specific impact of changes in lifting equipment and pile
defects on the wharf structure, the finite-difference code FLAC3D version 6.0 was employed
for numerical simulation. A numerical model of the three-layer frame beam column
structure and foundation of the miscellaneous wharf platform was established based on
the terrain and geological conditions. The upper structure comprises 40 rows of beams and
204 columns, in addition to a concrete surface layer. The foundation comprises medium
to slightly weathered bedrock and a strong weathered zone of upper granite. Each pile
foundation is embedded in medium to slightly weathered bedrock to a depth of 5 m.
All the upper structures, piles, and foundation were all simulated using solid elements.
Given that tetrahedral meshes enable efficient local refinement of fine boundary layers
while effectively preventing mesh distortion, they were better suited for the nonlinear
large-scale structural model used in this study. The mesh size was determined based on
component geometry: cylindrical columns were assigned a 0.5 m mesh, beams and top
slabs adopted 1 m elements, and the foundation mesh size was optimized according to its
distribution width: larger widths utilized moderately expanded meshes, while narrower
regions employed smaller meshes, maintaining an overall range of 0.5–1 m. As illustrated
in Figure 7, the model has a length of 332 m, a width of 45.5 m, and a height of 75.47 m.
The model comprised a total of 10,409,112 zones and 1,876,477 grid points.
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Figure 7. Numerical model.

For the boundary conditions, the four side boundaries and the bottom boundary were
fixed with hinges and the top of the foundation was free. The “zone attach” command is
used to connect the beams, slabs and columns, so that their translational degrees of freedom
are coupled. When subjected to forces, axial forces and shear forces are transmitted, while
bending moments are not transmitted. The wharf studied in this paper belongs to the
prefabricated assembled structure, which is consistent with its hinged connection mode.

A total of four cases were subjected to simulation. In Case I, the potential impact
of pile defects and modified lifting equipment was evaluated. In Case II, the loading of
the initial lifting equipment was considered. In Case III, the effects of modified lifting
equipment were considered. In Case IV, the impact of pile defects was considered.

All the structures, including the beams, columns and piles, and the rock materials were
assumed to obey the Mohr–Coulomb failure criterion. In the calculation of the four cases, a
water level of 50 m was considered to apply load to the model, with the foundation and
piles below the water level assumed to be saturated. The results of concrete strength testing
indicated that the parameters of C40 concrete were employed for concrete beams, piles, and
surface layers, while the parameters of C45 concrete were used for concrete columns. The
mechanical property parameters of the concrete material were mainly determined by the
relevant parameters in the project report during the construction of the wharf and the test
results of the concrete curing in Section 3.2. Three types of granite rock layers with varying
degrees of weathering were reduced according to the comprehensive granite material
parameters outlined in the engineering geological survey report. The three categories of
weathering were classified as slight, medium, and strong, with the respective proportions
of granite material parameters being 90%, 75%, and 35% [30]. The calculated parameters
are presented in Table 1.

Table 1. Numerical model material parameters.

Model
Construct

Material
Type

Bulk
Modulus/GPa

Shear
Modulus/GPa

Density
(kg/m3)

Saturation
Density
(kg/m3)

Internal
Friction

Angle (◦◦◦)

Cohesion
(MPa)

Tensile
Strength

(MPa)

Basis of
bedrock layer Granite 23.81 21.74 2600 2860 51 12 10

beams, piles,
and surface

layers

C40
concrete 18.00 13.54 2500 2750 45 1.51 1.51

Columns C45
concrete 18.61 13.96 2500 2750 45 1.6 1.6
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To validate the applicability of tetrahedral elements and mesh discretization, numerical
simulations under identical loading conditions (considering gravitational load only) were
initially conducted using tetrahedral and hexahedral meshes, respectively. Subsequent
numerical model computations under Case I were performed with mesh sizes of 0.5 m and
1 m. The comparison of final simulation results presented in Table 2 indicates negligible
discrepancies, thereby confirming the rationality of the selected modeling approach.

Table 2. Sensitivity analysis of grid element and mesh size.

Categories
Vertical

Displacement/mm
Maximum Tension

Stress/MPa
Maximum Compressive

Stress/MPa

Mesh Types Hexahedral mesh 0.029 1.60 1.00
Tetrahedral mesh 0.022 1.62 1.04

Mesh Sizes
1 m 4.35 1.65 1.47

0.5 m 4.04 1.65 1.44

The loads of three types of lifting equipment, namely 45 t–26 m, 40 t–30 m, and
16 t–30 m, were calculated based on their maximum operating weights of 595 t, 540 t, and
256 t. The lifting equipment shown in Figure 8 had a length of 9 m and a width of 0.5 m
for each track. The contact area between the lifting equipment and the two tracks on the
ground was 9 m2. In the simulation, the position of the lifting equipment load is consistent
with the actual situation, with two tracks located between y = 3 and y = 3.5, as well as
between y = 13.5 and y = 14 of the surface layer (Figure 9). The estimated stress applied to
the surface layer was calculated based on the maximum weight of the lifting equipment and
the contact area with the track. The results were 648 kPa, 589 kPa, and 279 kPa, respectively.

Figure 8. Installation of the 40 t–30 m model crane.

Figure 9. Crane installation location in the model.

A total of nine piles, C-3, B-7, C-7, E-7, E-8, E-9, C-10, E-10, and D-11, were simulated
in the model based on the actual situation of piles. This was achieved by removing grid
elements at their corresponding positions to simulate actual pile.

Before analyzing the impacts of the crane load and pile defects, the verification analysis
was first carried out using working condition 1. Since the actual load conditions endured by
the wharf are the same as those of working condition 1, the plastic damage and deformation
generated during the operation of working condition 1 can be compared and analyzed with
the actual distribution positions of the concrete cracks. If the two are consistent, it indicates
that the numerical model is reliable and can be applied to the subsequent load analysis.
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4.2. Simulation Results

As illustrated in Figure 10, the wharf structure in Case I exhibited significant plastic
damage, with the plastic zone concentrated in the area affected by the crane and defective
of piles. The number of columns with plastic damage on the first, second, and third floors
was 36, 10, and 3, respectively. A zone of plastic deformation is evident in the vicinity of
the wharf, in proximity to the crane installation location (on the river side) on each floor. In
contrast, the opposite side exhibits minimal deformation. The number of beams exhibiting
plastic failure in the first, second, and third layers is 53, 62, and 12, respectively. Similarly,
there are numerous plastic zones on the riverside of each layer, with a high concentration in
the area of the first layer comprising defect-embedded rock. This indicates that the plastic
zone of columns and beams is primarily located on the first floor of the wharf structure
and the riverside. This is consistent with the distribution of damage to columns and beams
under actual working conditions. This suggests that the established model can be used for
subsequent cases involving crane and pile defects.

Figure 10. Distribution of plastic zone in Case I.

As illustrated in Figure 11, analysis of displacement contour plots and stress distribu-
tion diagrams for Case I reveals significant structural responses at the crane installation
location. A maximum displacement amplitude of 4.35 mm was recorded at the instal-
lation site, accompanied by pronounced tensile stress concentrations at the pier margin
reaching 1.65 MPa. The resultant asymmetric structural deformation of the wharf system
demonstrates direct correlation with the geometric configuration of crane placement.

4.2.1. The Impact of Crane Changes

Figure 12 illustrates the vertical displacement of the wharf structure under Cases II
and III. As a consequence of the crane’s weight, a significant settlement was observed at
its location, with the maximum occurring at the surface layer and gradually decreasing
towards the next layer. The maximum vertical displacement was observed at the maxi-
mum tonnage of the crane, with maximum values of 2.27 mm and 4.35 mm, respectively.
Furthermore, due to the crane’s non-central position within the panel, asymmetric pressure
is generated on the panel as a result of its larger self-weight, resulting in a certain upward
bulge deformation on the side away from the crane. The maximum bulge deformation
under the three working conditions is 0.70 mm and 0.84 mm, respectively.
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(a)

(b)

Figure 11. Vertical displacements and maximum principal stress of wharf structure in Case I.
(a) Vertical displacements; (b) maximum principal stress.

(a)

(b)

Figure 12. Vertical displacements of wharf structure in different cases (unit: m): (a) Case II; (b) Case III.

Figure 13 shows the vertical displacement at the same installation position (x = 60 m,
116 m, 188 m, and 240 m) before and after the crane change in Cases II and III. Following
the change of the crane, there was a notable increase in vertical displacement, with the
greatest vertical displacement increment occurring at the edge of the wharf structure (on
the river side). As the value of y increased, the vertical displacement increment exhibited a
gradual decrease. A significant turning point was observed at the second crane track, with a
rapid decrease in the vertical displacement increment. The maximum vertical displacement
increment was observed at x =116 m, with a displacement increment of 2.64 mm and an
increase of 161%. The minimum value was generated at x = 60 m, with a displacement
increment of 0.58 mm and an increase of 24%. This is due to the inconsistency in the weight
increase of the crane following two changes. The weight of the crane at x = 116 m increased
by 181.25%, while the weight of the crane at x = 60 m increased by 12.5%. This demonstrates
that cranes have a significant impact on the deformation of wharf structures, and that their
weight is an important factor affecting structural deformation.
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Figure 13. Changes in settlement before and after crane modification: (a) x = 60 m; (b) x = 116 m;
(c) x = 240 m; (d) x = 388 m.

The asymmetric deformation caused by the installation position of the crane results
in the generation of significant tensile stress on both sides of the track (orange and yellow
distribution in Figure 14), while compressive stress is observed at the track position. The
maximum tensile stresses under Cases II and III are 1.49 MPa and 1.65 MPa, respectively.
These values are below the designed tensile strength of C40 concrete for the wharf, which
is 1.51 MPa. This implies that the introduction of a new crane position may result in the
formation of cracks in the concrete.

4.2.2. The Impact of Pile Defects

In Case IV, which considers the influence of pile defects alone, both the defective
pile and its corresponding upper components have undergone significant deformation
(Figure 15a). This is primarily attributable to the presence of defects in the pile, which has
resulted in a reduction in its strength, thereby leading to an uneven distribution of stress on
the upper structure and a notable degree of settlement. The greatest vertical displacement is
observed at the E-7 rock-socketed pile and connecting beam, where there are significant and
dense pile defects, with a maximum vertical displacement of 0.63 mm. It can be observed
that the vertical displacement caused by pile defects is comparatively minor in comparison
to the displacement caused by changes in the crane, which is 2.08 mm. Local defects in
some rock-socketed piles result in significant stress concentration at their corresponding
positions, with a maximum tensile stress of 1.1 MPa (Figure 15b). The occurrence of
such high tensile stress concentrations in rock-socketed piles renders them susceptible to
deformation and failure, which in turn affects the stability of the upper structure.
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(a)

(b)

Figure 14. Maximum principal stress of wharf structure in different cases (unit: Pa): (a) Case II;
(b) Case III.

(a)

(b)

Figure 15. Mechanical behaviors of wharf structure in Case IV: (a) vertical displacement (unit: m);
(b) maximum principal stress (unit: Pa).

Compare the maximum stress and vertical displacement of the wharf structure in
four different cases. As illustrated in Figure 16, the maximum tensile stress, compressive
stress, and vertical displacement were 1.65 MPa, 1.47 MPa, and 4.35 mm, respectively, in
Cases I and III due to the presence of a maximum-tonnage crane. Due to the relatively
low tonnage of the crane in the initial design stage, the maximum stress and displacement
generated in Case II are smaller than those in Cases I and III, with reductions of 10%, 30%,
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and 48%, respectively. In the presence of pile defects, Case IV exhibited minimal stress and
displacement values of 1.10 MPa, 0.63 MPa, and 0.63 mm, respectively. These values were
33%, 57%, and 85% lower than those observed in Case I.

Figure 16. Comparative analysis of four cases.

In comparison, it can be observed that the impact of crane changes is most significant,
resulting in notable deformation of the wharf structure. The impact of defective piles is
relatively minor, but nevertheless merits consideration. The high stress concentration at the
defect site poses considerable harm, and its bearing capacity directly affects the stability
of the upper structure. When the two factors are considered together, the deformation
and damage at the defect of the pile body are more severe. Consequently, in operational
conditions, the combined effect of various loads on the wharf structure results in a more
severe situation, necessitating the strengthening and treatment of concrete components to
prevent further deterioration.

5. Treatment Measures

In light of the aforementioned analysis, the following treatment measures have
been implemented.

1. It is necessary to repair and reinforce the concrete cracks existing on the wharf site.
For the repair of shallow cracks or irregular cracking in concrete, it should be noted
that these will not directly affect the structural load capacity. Cement, asphalt oil, and
other similar materials can be applied directly to the surface of the concrete for repair.
In cases where deep or penetrating cracks are more severe, grouting can be employed
using pressure equipment to inject bonding materials into the cracks, thereby forming
a unified whole and effectively improving the overall stability of the concrete. Distinct
repair strategies should be implemented based on crack width. For cracks ≤0.2 mm,
no intervention is typically required. Microcracks in concrete (0.2 < w ≤ 0.3 mm) may
be treated using low-viscosity epoxy resin, which penetrates and solidifies within
the fissures. Medium cracks (0.3–3 mm) necessitate high-pressure grouting with
cementitious or polymeric materials, followed by surface sealing with elastomeric
coatings. In cases where grouting is infeasible, structural reinforcement via steel
mesh-reinforced shotcrete (C25 fine-aggregate concrete) is recommended. For cracks
>3 mm, damaged concrete should be excavated and replaced with non-shrinkage,
high-strength concrete to restore load-bearing capacity.

2. Implement construction treatment in instances where the thickness of the steel re-
inforcement protective layer is not deemed to be adequate. In instances where the
protective layer’s thickness is inadequate, remeasurement and reconstruction are
necessary to augment the layer’s thickness and ensure compliance with the specified
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requirements. Conversely, in cases where the protective layer’s thickness is excessive,
mechanical cleaning can be employed to eliminate the surplus layer. In instances
where the steel reinforcement protection layer is not deemed to be of an acceptable
standard, it is imperative to consider reconstruction in accordance with standard
construction methods. Otherwise, it will reduce the bearing capacity of the wharf
structure and accelerate the damage of the wharf structure.

3. The lifting equipment is to be replaced in accordance with the actual requirements
of the wharf. The installation method combining small and large lifting equipment
in Case II is significantly more reasonable than the distribution of overly dense large
lifting equipment in Case III. Furthermore, this method will not cause deformation
or damage to the local structure of the wharf due to excessive load. Consequently,
in order to guarantee the safe operation of the wharf, comprehensive selection, com-
parison, and optimization analysis of lifting equipment change plans must be con-
ducted, and the most suitable lifting equipment installation plans must be selected
for change processing.

4. It is necessary to repair the defects in the piles and to adopt a new method for the
daily testing of the pile foundations. This method should be capable of identifying
damage to the pile foundation at an early stage and should enable timely measures
for repair to be taken, thus avoiding greater losses.

5. It is recommended that information technology be combined with the establishment of
a wharf monitoring system to monitor the horizontal displacement and settlement de-
formation of hydraulic structures in real time. A wharf monitoring and early-warning
system should be constructed to provide support and guarantee the construction and
operation safety of emergency reinforcement and subsequent system reinforcement.

6. Conclusions

A wharf structure is subject to a number of factors during its operational lifetime. This
study employed a potential cause analysis and elimination methodology to elucidate the
primary causes of cracking in a high-pile beam plate wharf and proposes corresponding
reinforcement measures. Based on the results, the following conclusions can be drawn.

1. The primary cause of the cracking observed in concrete components is the result of
alterations made to the crane. Following the modification of the crane, the maximum
tensile and compressive stresses of the wharf structure increased by 0.16 MPa and
2.58 MPa, respectively, in comparison to the initial design stage. This represents
increases of 11% and 44%, respectively. This resulted in a maximum vertical displace-
ment increase of 2.08 mm, representing a 92% increase. Furthermore, the maximum
tensile stress generated by the crane following the modification exceeded the tensile
strength of the concrete, leading to the formation of cracks.

2. The impact of pile defects on the stability of wharf structures is relatively minor, yet it
is nonetheless a significant factor that cannot be overlooked. The tensile stress at the
defect site of the pile is high, with a maximum tensile stress of 1.1 MPa. This makes
the defective pile prone to deformation and damage, thereby affecting the stability of
the upper structure. The more intact pile resulted in greater deformation of the upper
components of the defective pile, with a maximum vertical displacement increase of
0.23 mm, an increase of 58%.

3. A three-dimensional numerical model of a high-pile beam plate wharf was constructed
in order to ascertain the complex stress and deformation response of the structure
under the combined action of gravity load, water load, crane load, and pile defects.
Thus, an effective approach was provided. Given the multitude of factors that influ-
ence the safety of wharf structures in practice, it is highly effective and imperative to
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establish a comprehensive three-dimensional numerical model that aligns with the
actual scale for analysis.

4. In this paper, a large-scale three-dimensional numerical simulation was carried out by
modeling according to the actual dimensions. It took into account the deformation
and damage of the wharf under the combined action of multiple loads. The simulation
results are consistent with the actual situation, which has great reference significance.
However, regarding the accurate identification of the existing damage to the wharf
structure, since the simulation did not consider the effects of wave loads, wind loads,
or water erosion, there still exists a slight difference between the position of the plastic
damage obtained from the numerical simulation and the actual damage position. As a
result, it is unable to achieve the health monitoring of the wharf structure, and further
research on this is still needed.
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