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Janez Gotlih

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Guest Editors

Zoran Jurković
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Research on Quality Prediction for Thermal Printing Using a
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Neural Network
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* Correspondence: holling0712@gmail.com

Abstract: Thermal printing is a prevalent method due to its advantages of rapid output,
cost effectiveness, and ease of use. However, the quality of thermal printing is influenced
by the printing speed, the temperature, and the concentration and characteristics of the
materials. This research employs a BP neural network to forecast print quality, utilizing
two activation functions. The findings indicate that a dual-layer hidden configuration
utilizing the GeLU activation function yields a lower root-mean-square error (RMSE).
The optimal configuration identified consists of six neurons in the first hidden layer and
three neurons in the second hidden layer. To enhance the predictive performance, a PSO
algorithm was integrated with the PSO-BP model to refine the parameter selection, which
included ambient temperature, printing speed, and printing concentration, with iterative
training and validation conducted via the gradient descent algorithm. The PSO-BP network
achieved an MAE of 0.1108, an RMSE of 0.145, an MSE of 0.021, and an R2 value of 0.9916 in
predicting print quality. These results substantiate the stability and reliability of the neural
network model developed with the PSO algorithm. Further validation with ten sets of test
samples demonstrated that the model attained an average absolute error of 2.77% in print
quality predictions, indicating robust generalization capabilities and precise forecasting.

Keywords: thermal printing; quality prediction; optimization; BP neural network; particle
swarm optimization (PSO)

1. Introduction
1.1. Traditional Printing Quality

Thermal barcode printing technology is an economical, fast, and environmentally
friendly printing method that has been widely used in various fields, such as logistics,
retail, and healthcare, in recent years. Its working principle involves heating thermal
paper with a thermal print head, causing a chemical reaction in the thermal coating on
the paper to form images or text. However, the quality of thermal printing is influenced
by various factors, such as the temperature control of the print head, printing speed, and
paper material [1]. Small changes in these factors can lead to fluctuations in printing
quality, which, in turn, affect the readability of the barcode and the overall printing effect.
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In practical applications, the readability of barcodes is directly related to the accurate
transmission of logistics information and the efficiency of inventory management, while
fluctuations in print quality may result in barcode scanners failing to correctly identify the
barcodes, which, in turn, can trigger a series of chain reactions, such as logistics delays and
inventory errors. Therefore, the instability of thermal barcode print quality is an urgent
issue that needs to be addressed, and how to accurately predict and control the print quality
of thermal barcodes has become a current research hotspot and challenge.

Conventional quality control methods in printing predominantly depend on empirical
parameter adjustments and manual inspections [2]. These approaches are characterized by
inefficiency and struggle to adapt to the complexities and variability in printing environ-
ments [3]. Consequently, the integration of contemporary artificial intelligence and machine
learning technologies, particularly neural network-based predictive models, presents a
promising avenue for addressing these challenges [4]. Neural networks possess robust
nonlinear mapping capabilities and can analyze extensive datasets to predict and optimize
printing parameters, thereby enhancing the stability and precision of printing quality [5].

1.2. The Quality Prediction of Printing with BP Neural Networks and PSO

Concerning pertinent studies and predictions, a back-propagation artificial neural
network (BP neural network) model has been used to predict the performance of gel
printing [2,6]. Therefore, a BP neural network is a multilayer feed-forward neural network
that uses error back-propagation, which has the characteristics of a simple structure and
strong fault tolerance [4], and a BP neural network also has powerful generalization and
nonlinear mapping capabilities [7]. The methods focus on data normalization in order to
improve the maximum speed limit, the inertia constant, and the fitness function by using
a BP neural network for color prediction [8], predicting the flow of ink during 3D bio-
printing [9], and using the BP neural network to optimize parameters on 3D printing [10]. To
optimize the selection of parameters, it is common to combine particle swarm optimization
(PSO) algorithms with BP networks to improve model performance [11–14]. For 3D printing,
artificial neural networks (ANNs) are also applied in potential solutions [15,16], and
both multiple regression analysis (MRA) and ANNs are used to analyze the influence of
machining parameters [17].

1.3. The Optimal Parameters of Printing Quality Using Machine Learning

Other related prediction methods include the application of convolutional neural
networks (CNNs) to predict printing errors 17 and an AI-driven approach to identify and
forecast printing errors using CNNs and the Cox proportional hazards (CPH) approach [18].
Other research used learning algorithms to successfully predict the failure mode of printed
thermal resistance [19,20] and to predict the relationships between measured color and
four control factors by a multilayer perceptron (MLP) neural network model [5]. Another
study also employed eight distinct classification algorithms, including K-nearest neighbors,
support vector machines, and Gaussian naive Bayes, to assess print quality [21]. About the
quality of printing, automated algorithms were adopted to analyze and compare differences
in original and printed documents [22], real-time programming methods were chosen to
detect the level of prints [23], shape and color classification algorithms were used to classify
printing defects [24], and image segmentation and color image analysis techniques were
proposed to detect the quality of printing [3]. By introducing advanced machine learning
algorithms, such as support vector machine (SVM) and Random Forest, the high-precision
classification of different printing materials and technologies was achieved using printing
pattern features, demonstrating more than 92% classification accuracy [25]. Another study
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also used machine learning with optimal input parameters [26]. In terms of printing
parameter adjustment, a fast self-calibration method for laser displacement sensors was
proposed to complete parameter calibration at one time [27], and, in addition, iterative
function calculations were found to improve the measurement accuracy of printing [28].
Expert experience was also used to design and formulate multiple sets of parameters to
analyze the rules of influence [29,30]. Regarding 3D printing, some studies applied machine
learning for the determination of optimal parameters. Using metadata and video data from
the 3D printing process, a unique image dataset was constructed, and a regression model
was trained to accurately predict and adjust the flow of printing material [31].

1.4. The Purpose of This Research

To enhance the accuracy of models within a constrained data range, this research
employs the well-established PSO-BP to leverage the distinctive benefits for the optimiza-
tion of thermal parameters via gradient descent while also considering factors such as
the volume of training data and the interpretability of parameters. The objective is to
facilitate the effective adjustment of parameters in industrial printers, thereby ensuring
their operational availability and supporting informed decision making. Therefore, this
article discusses the prediction effect of the BP neural network on printing parameters and
uses a simple and fast solution PSO algorithm to solve the optimal weight and threshold of
the BP neural network, thus improving the convergence speed and optimization accuracy
of the BP neural network.

2. The Principle of Printing and Key Parameters
Hot barcode printing is a method for generating barcodes by heating. When the print

head is heated, the thermal coating reacts chemically to display the barcode information.
Thermal printing primarily involves controlling the thermal print head to generate heat,
thereby heating the thermally sensitive medium to enable information printing. The core
of the thermal printer is the thermal print head, which is an electronic component that uses
Joule heating effects to print information. As shown in Figure 1, it is mainly composed of
resistors, ceramic substrates, driver chips, circuit boards, socket interfaces, radiators, and
other components. The quality of barcode printing is influenced by several key parameters,
including print head temperature, print speed, print density, and print quality.
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Figure 1. The principle of thermal printing.

The printer firmware manages the printing speed by adjusting the rotational speed of
the stepping motor, thereby allowing for various speed settings. Additionally, the firmware
controls the printing concentration by regulating the heating duration of the printer head
to achieve different levels of concentration. Temperature is modeled to reflect the ambient
temperature of the natural environment.
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The temperature of the print head plays a vital role in determining the quality of
the thermal barcode printing, as shown in Figure 2. If the temperature is too high or
too low, unsatisfactory printing results can be obtained, including unclear or damaged
barcodes. Different countries and regions experience diverse climate conditions, which
can notably affect printing quality, particularly in colder environments. In this study, the
temperature examined variable pertains to the ambient temperature, which was simulated
in a temperature-controlled chamber to mimic the actual conditions. Print density affects
the darkness of barcodes; if the density is too high, the barcode may become overly dark
and difficult to scan, whereas if it is too low, the barcode might be too light and prone to
blurring. Furthermore, the type of thermal paper used and the conditions under which it
is stored can affect the print density of thermal barcodes. This density is mainly adjusted
through software that offers 15 different settings.
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Printing at excessively high speeds can lead to inadequate contact time between the
print head and thermal paper, which can negatively impact the print quality. However,
printing too slowly may cause the print head to overheat, damaging the thermal coating.
The speed variable discussed in this study was categorized into nine levels. The primary
equipment used for testing barcodes is the WebScan Barcode Verifier (Barcode Detection
Scanning Sensor, Model USB-DC71), and its accompanying barcode detection software
is the Barcode Recognition Prediction System V1.0 (1D and 2D Barcode Recognition and
Detection). The specific evaluation metrics of the scan reflectance profile offer important
insights into quality control in the barcode printing process. Consequently, when assessing
the quality grades of the barcode symbols, such as grades A, B, C, D, and E, we can compute
the average values of the individual evaluation metrics from each scan reflectance profile
and determine the arithmetic mean of the grades for each parameter across the profiles. To
enhance information regarding the quality of the barcode symbol, the average values of
these evaluation metrics or their grade averages can be included in the test report data, as
illustrated in Table 1 and Figure 3.
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Table 1. The grades of letters (ANSI) corresponding to the level of the numeric symbol.

Level of Numeric Symbol Grade of Letter

[3.5–4.0) A
[2.5–3.5) B
[1.5–2.5) C
[0.5–1.5) D

Less than 0.5 E
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3. Methodology
3.1. The Experimental Technique

This research employed an experimental technique known as Latin Hypercube Sam-
pling (LHS) to train and validate the data required for the BP neural network. The primary
operational features of the LHS in this study consisted of two main steps: random sampling
and probability distribution reconstruction. Random sampling involves selecting samples
randomly from a multivariate parameter distribution to analyze a small yet representative
set of samples. Probability distribution reconstruction is the process of creating a prob-
ability distribution from a limited number of samples, thereby yielding a representative
dataset. This comprehensive experimental study comprised seven phases, ranging from
data preparation to evaluating the performance of the models, as illustrated in Figure 4.

3.2. Experimental Samples

The prediction of thermal printing quality is a common situation involving a limited
number of samples and many dimensions. Considering factors such as production costs,
equipment lifespan management, and time efficiency, this study employed simplified
parameters to improve sample representativeness. To ensure comprehensive feature cov-
erage, an enhanced Latin Hypercube Sampling (LHS) method was utilized to select 30
key samples with the aim of achieving the best balance between data volume, cost, and
accuracy.

Random sampling was approximated from the multivariate parameter distribution
using LHS, and the probability distribution was re-established with fewer samples. A set
of thirty data points was selected as the sample, including the printing speed, printing
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concentration, printing temperature, and printing quality. The experimental samples are
listed in Table 2. Then, these data were used to train and improve the BP neural network
model to verify its predictive performance.
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Table 2. The data of the samples.

No. Sample
Printing

Temperature
(◦C)

Printing
Speed
(Index)

Printing
Concentration

(Index)

Printing
Quality
(Index)

1 25 1 1 0.1
2 25 1 2 0.2
3 25 1 3 0.7
4 25 1 4 2.2
5 25 1 5 2.7
6 25 1 6 2.9
7 25 1 7 3.5
8 25 1 8 3.7
9 25 1 9 3.8

10 25 1 10 3.9
11 25 1 11 3.9
12 25 1 12 4
13 25 1 13 4
14 25 1 14 3.9
15 25 1 15 3.9
16 −25 1 1 0
17 −25 1 2 0
18 −25 1 3 0
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Table 2. Cont.

No. Sample
Printing

Temperature
(◦C)

Printing
Speed
(Index)

Printing
Concentration

(Index)

Printing
Quality
(Index)

19 −25 1 4 0
20 −25 1 5 2.2
21 −25 1 6 2.3
22 −25 1 7 3.1
23 −25 1 8 3.2
24 −25 1 9 3.3
25 −25 1 10 3.7
26 −25 1 11 3.7
27 −25 1 12 3.8
28 −25 1 13 3.8
29 −25 1 14 3.7
30 −25 1 15 3.7

3.3. Modeling of the BP Neural Network

This study focused on enhancing a BP neural network by employing suitable opti-
mization techniques. These include modifying the network architecture (e.g., adding or
removing hidden layers and changing the number of nodes), refining learning algorithms
(e.g., incorporating momentum terms, adjusting the learning rate, and selecting different
optimizers), and choosing or creating more effective activation and loss functions. The
goal was to boost the generalization capability of the model. By evaluating and analyzing
various aspects, such as prediction accuracy, stability, and computational efficiency, we
aimed to demonstrate the benefits of the improved BP neural network in predicting the
quality of thermal barcode printing.

In this study, a neural network model was built in PyTorch 2.7 to accurately forecast
printing quality by inputting essential parameters, such as temperature, printing speed, and
printing concentration. Initially, it efficiently loaded data from a CSV file and conducted
thorough preprocessing to ensure the quality and consistency of the data. The data were
then transformed into a PyTorch tensor, and a data loader was established to facilitate an
efficient data stream for training and evaluating the model.

In the construction phase of the model, a neural network featuring two fully connected
layers was created, as shown in Figure 5 and Table 3, employing the GeLU activation
function to improve the model’s ability to express nonlinear relationships. The loss function
was based on the Standardized Mean Absolute Error (SAME) average absolute error to
maintain the sensitivity to prediction errors during training. The Adam optimizer was
chosen to enhance the model convergence through its effective parameter update method.
Throughout the training process, the model underwent continuous iterations, adjusting
weights to minimize the loss function, outputting the training loss by 10 iterations, and
tracking the learning progress.

Table 3. Parameters of the BP neural network.

Parameters Value

Number of input layer nodes 3
Number of nodes in the 1st hidden layer 6
Number of nodes in the 2nd hidden layer 3

Number of output layer nodes 1
Activation function GeLU
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During the evaluation stage, the model’s performance was assessed using a test
dataset, and the average test loss was computed to measure the generalization ability of
the model. Finally, predictions were made using new data, and the root-mean-square error
(RMSE) was calculated to objectively evaluate the accuracy of the model’s predictions. The
entire process represents a comprehensive BP neural network workflow encompassing
data processing, model construction, training, evaluation, and prediction. The main steps
include the following:

(1) Data reading and preprocessing.
(2) Conversion of data into a PyTorch tensor and creation of a data loader.
(3) Definition and initialization of neural network models.
(4) Specification of the loss function and optimizer.
(5) Model training.
(6) Model evaluation.
(7) Prediction of new data and RMSE calculation.

3.4. Optimization of the PSO-BP Model

BP neural networks are highly influenced by the choice of initial weights and biases.
If initialization is not performed correctly, it can result in reduced prediction accuracy.
To enhance the prediction accuracy, a particle swarm optimization (PSO) algorithm was
introduced to optimize the parameter selection of the BP neural network, thereby improving
the model’s predictive capabilities. Additionally, the GeLU function was utilized as the
activation function in the hidden layer, whereas the loss function employed the SAME
average smoothing absolute error. By optimizing the BP neural network with PSO, we
explored the weight and bias search space more effectively, leading to better solutions
and improved performance and generalization of the neural network. This approach
helped avoid local optima and aimed to determine global or near-global optimal weight
configurations.

The fitness function used in the PSO algorithm aligns with the loss function of the BP
neural network, utilizing both mean square error (MSE) functions. This article outlines
the process of training a BP neural network using the PSO algorithm to optimize its initial
parameter settings, which includes the following steps.

(1) Data preparation: Split the dataset into training and testing sets and normalize the
samples.

(2) Network architecture setup: Determine the number of layers and nodes in the hidden
layers of the BP neural network.
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(3) PSO optimization of initial parameters: Use the MSE regression loss function as the
fitness function for the PSO algorithm to iteratively update and obtain the initial
weights and biases for the neurons in each layer of the BP neural network.

(4) Training the BP neural network: Input the training set into the BP neural network
for training while calculating the fitness value and historical best position for each
particle.

(5) Parameter updating and model output: Incorporate the parameters optimized by
the PSO algorithm into the neural network, apply the gradient descent algorithm to
update the network parameters, and ultimately produce the optimal network model.

4. Results
4.1. The Framework of the BP Neural Network

This study aimed to assess model performance in the context of network structure by
utilizing the sigmoid activation function and examining the configurations of single-layer
and double-layer hidden layers. In the case of the single-layer hidden layer, the model
achieved its lowest root-mean-square error when configured with six neurons, indicating
optimal prediction accuracy, as illustrated in Table 4. Conversely, the double-layer hidden-
layer configuration generally resulted in a reduced root-mean-square error. For the task
of predicting printing quality, the most effective configuration was identified as having
6 neurons in the first hidden layer and 10 neurons in the second hidden layer. This structural
modification led to a significant enhancement in the model performance, as detailed in
Table 5.

Table 4. The printing quality of the hidden layer with a single layer (using the sigmoid activation
function).

Number of Neurons 1 2 3 4 5 6 7 8 9 10

RMSE

1.5728 1.5673 1.596 1.5695 1.5728 1.5831 1.5834 1.5794 1.6098 1.583
1.617 1.5868 1.6071 1.5928 1.5799 1.5757 1.5799 1.5743 1.578 1.5924

1.5549 1.5843 1.6055 1.5667 1.5727 1.5825 1.5866 1.5832 1.5791 1.5891
1.6043 1.6135 1.5849 1.5976 1.5903 1.575 1.5752 1.6022 1.5948 1.5971
1.5998 1.6235 1.59 1.5992 1.5945 1.5816 1.5947 1.5800 1.5807 1.593

Average 1.5898 1.5951 1.5967 1.5852 1.582 1.5796 1.584 1.5838 1.5885 1.5909

Table 5. The printing quality of the hidden layer with a double layer (using the sigmoid activation
function).

Number of Neurons 1 2 3 4 5 6 7 8 9 10

RMSE

0.5944 0.6968 0.5893 0.5772 0.5773 0.6113 0.5953 0.5991 0.634 0.548
0.6342 0.659 0.6292 0.6898 0.5481 0.6293 0.6028 0.6308 0.5627 0.5267
0.6457 0.601 0.6278 0.6334 0.5303 0.5732 0.5823 0.5299 0.5512 0.5843
0.5713 0.5977 0.6674 0.5405 0.6267 0.5727 0.6125 0.6486 0.561 0.5179
0.6161 0.614 0.6357 0.6880 0.6232 0.6226 0.5951 0.5532 0.6433 0.5081

Average 0.6123 0.6337 0.6299 0.6258 0.5811 0.6018 0.5976 0.5923 0.5904 0.5370

The Gaussian error linear unit (GeLU) activation function offers significant advantages
over the sigmoid activation function in terms of smoothness, ability to express nonlinearity,
computational efficiency, resource utilization, generalization, and applicability. These
benefits have led GeLU to become a popular choice in contemporary deep learning. This
study aimed to investigate more optimized activation functions by comparing them with
the sigmoid function. When using GeLU as the activation function in a hidden layer with
six neurons, the model achieved the lowest root-mean-square error and highest prediction
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accuracy. In comparison to a model with a sigmoid activation function in a two-layer
hidden layer setup, the GeLU model demonstrated superior prediction accuracy, as shown
in Table 6. In addition, in a two-layer hidden layer configuration utilizing GeLU, the
model consistently exhibited lower root-mean-square error values, as indicated in Table 7.
This research identified that the best configuration for predicting printing quality consists
of six neurons in the first hidden layer and three neurons in the second hidden layer.
Furthermore, this study examined three-layer configurations to analyze the arrangement
of hidden layer neurons. The findings revealed that the three-layer hidden layer model
suffers from overfitting and issues with gradient disappearance or explosion, leading to
subpar performance. Consequently, we chose a two-layer hidden layer model architecture
for the experiments. Tables 4–7 provide detailed information regarding the number of
hidden layers and activation functions. Figure 6 illustrates the accuracy across different
parameters, with the hidden layer of the double layer using GeLU yielding the best results.

Table 6. The printing quality of the hidden layer with a single layer (using the GeLU activation
function).

Number of Neurons 1 2 3 4 5 6 7 8 9 10

RMSE

0.2789 0.2467 0.2157 0.2601 0.3174 0.2413 0.3102 0.2974 0.2246 0.3401
0.3147 0.2501 0.236 0.2089 0.2054 0.2817 0.3354 0.2573 0.3413 0.3017
0.2284 0.2011 0.2744 0.2422 0.2622 0.205 0.3212 0.3011 0.2987 0.2988
0.3056 0.269 0.2563 0.2563 0.2543 0.2652 0.2687 0.2411 0.2655 0.2341
0.3121 0.3003 0.2822 0.2516 0.2931 0.2733 0.2914 0.2831 0.3199 0.2561

Average 0.2879 0.2534 0.2529 0.2438 0.2665 0.2533 0.3054 0.276 0.29 0.2992

Table 7. The printing quality of the hidden layer with a double layer (using the GeLU activation
function).

Number of Neurons 1 2 3 4 5 6 7 8 9 10

RMSE

0.1512 0.2119 0.1166 0.1211 0.1214 0.1321 0.1124 0.1311 0.1543 0.1917
0.1193 0.1792 0.1022 0.0981 0.1143 0.1298 0.1346 0.1456 0.1672 0.1876
0.1283 0.1273 0.1232 0.0966 0.1052 0.1143 0.1532 0.1515 0.1811 0.1654
0.1537 0.1345 0.1561 0.1073 0.1543 0.1515 0.1321 0.1321 0.1765 0.1346
0.1394 0.1294 0.1313 0.0954 0.1176 0.0991 0.1264 0.1129 0.1298 0.1576

Average 0.1384 0.1565 0.1259 0.1037 0.1226 0.1254 0.1317 0.1346 0.1618 0.1674
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The ideal fitting performance of printing quality is shown in Figure 7, where the target
value perfectly matches the predicted value. The solid line represents the optimal fitting
line for practical use, while the R value indicates the correlation between the output and
predicted values. A value closer to 1 signifies a better fitting performance. The blue dots
represent the actual and predicted values, whereas the red line denotes the ideally matched
trend line. The proximity of these points to the red line suggests a strong alignment
between the actual and predicted values. The notation “Test: R = 0.9477” indicates that the
correlation coefficient (R value) for the test set is 0.9477, which is close to 1, signifying a
stronger correlation between the predicted and the actual values and reflecting improved
model performance.
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This relationship is illustrated in Figure 8, which depicts the effects of various parame-
ters on the overall printing quality. This 3D diagram highlights the intricate connections
among temperature, velocity, concentration, and mass, using different colors to represent
specific numerical values related to print quality. As the temperature, speed, and concen-
tration fluctuate, the quality also demonstrates corresponding trends, providing valuable
insights for parameter optimization and enhancing quality.
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The printing quality assessment demonstrates strong results with the optimal network
structure, further validating the model’s predictive accuracy. Moreover, when the ambient
temperature is held constant, the impact of printing speed on quality is minimal, while
the effect of the printing concentration on printing quality exhibits considerable variability.
Conversely, when the printing speed is constant, the influences of the printing concentration
and ambient temperature on quality become more pronounced. Additionally, under
consistent conditions of ambient temperature and printing concentration, printing quality
tends to decline as the printing speed increases.

4.2. Training and Prediction of the PSO-BP Model

The quality prediction model was constructed using a PSO-BP neural network archi-
tecture. This model incorporates input variables such as ambient temperature, printing
speed, and printing concentration, with printing quality serving as the output variable. The
model undergoes iterative training facilitated by the gradient descent algorithm, followed
by validation. The parameters for the PSO were established as follows: a population size of
50, an inertia weight (ω) of 0.8, and learning factors (c1 and c2) both set at 2.0, with a total
of 100 iterations. Upon completion of parameter configuration, 60 datasets were selected
from a single experimental group, with 50 sets designated as training samples and 10 sets
allocated for testing the model’s generalization performance. Figures 9 and 10 illustrate
the comparison between the actual values of the training samples and the corresponding
predicted values.
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Figure 9 displays the training outcomes of the PSO-BP model for predicting quality.
This research indicates that the predicted values are generally closer to the actual values at
most points, demonstrating that the model’s strong predictive capability on the training
dataset. Figure 10 illustrates how the PSO-BP model predicts print quality on the test
dataset, with actual and predicted values closely aligning in certain samples. This alignment
suggests that the model provides more accurate predictions at those points.

4.3. The Optimization of Models with Prediction

This study employed four distinct metrics to conduct a comprehensive assessment
of the model’s predictive accuracy, namely, the R2 (coefficient of determination), MSE,
RMSE, and Mean Absolute Error (MAE), as detailed in Table 8. Regarding the prediction
of printing quality, the MAE is recorded at 0.1108, the RMSE at 0.145, the MSE at 0.021,
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and the R2 at 0.9916. The outcomes of the network training substantiate the stability and
reliability of the neural network model developed using the PSO algorithm.
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To evaluate the predictive efficacy of the PSO-BP neural network model, this study
selected ten sets of test samples for experimentation and validation. The experimental data,
illustrated in Figure 11, indicate that the model attained an average absolute error of 2.77%
in predicting printing quality. These findings substantiate the capability of the developed
PSO-BP model to effectively forecast the nonlinear relationships among various influencing
parameters on printing quality. The experimental results demonstrate that the model not
only possesses a high degree of predictive accuracy but also exhibits robust generalization
capabilities, allowing it to accurately predict printing quality.
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Table 8. The result of the PSO-BP model.

Evaluation Index Value

MAE 0.1108
RMSE 0.145
MSE 0.021
R2 0.9916

4.4. Summary

Regarding comparisons with various algorithms, considering the actual needs and
feasibility of the current situation, we will expand this section in future research to gain
a deeper understanding of the advantages of various algorithms. First, this study used
traditional BP for analysis, followed by comparison with BP-PSO to enhance the model’s
accuracy. The accuracy comparison of BP-PSO is shown in Figure 12. The findings indicate
that the BP-PSO model is more suitable for predicting printing quality.
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This research indicates that the PSO-BP model for thermal barcode printing demon-
strates significant advantages in parameter application within specific domains, as well
as the practical viability of the algorithms in real-world scenarios. In terms of param-
eter application in specialized fields, the PSO-BP model exhibits the ability to adapt to
dynamic thermal fluctuations in real time and is compatible with hardware suited for
existing production environments. Furthermore, it shows robust convergence even with
limited training data, a common characteristic in industrial settings. The model’s capabili-
ties minimize the response time, reduce the carbon footprint of production, and facilitate
interpretable parameter adjustments, such as production debugging. This will enable the
rapid establishment of an optimized printing environment.

In terms of algorithmic feasibility, the PSO approach requires only an objective function
(fractional values that reflect printing quality) and does not depend on precise mathematical
models. This method facilitates the implementation of predictive conditions that are crucial
for real-world industrial applications, especially in situations where accurately simulating
thermal printing parameters is challenging. The penalty function of the model can directly
incorporate maximum temperature and pressure limits, allowing for flexible constraint
management without the need for reprocessing. Furthermore, the concurrent investigation
of multiple parameter combinations by various particles can significantly reduce the time
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needed for experimental trials and lead to a faster convergence rate compared to sequential
techniques, such as grid search.

Following the training of the model and its subsequent validation in thermal printing,
the PSO-BP model introduced in this study demonstrates significant applicability and
practical importance. Consequently, this paper presents three key findings.

(1) Rapid debugging and optimization settings.

In the stage of production and commissioning for thermal printing, the PSO-BP model
can efficiently determine the optimal combination of printing parameters. By inputting
various factors, such as printing speed, temperature, and concentration, the model can
predict the resulting printing quality. This assists operators in quickly identifying parameter
configurations that meet standards of quality, reducing debugging time, and enhancing
overall production efficiency.

(2) Real-time observation and feedback.

While thermal printers are in operation, the PSO-BP model can be employed to monitor
print quality in real time. By consistently gathering data on printing parameters and print
quality, the model can make real-time adjustments to these parameters to maintain high
printing quality. Additionally, the model provides immediate feedback on printing quality,
assisting operators in identifying and addressing potential quality issues.

(3) Quality control and assessment.

The PSO-BP model is applicable in the quality control of thermal printers for assessing
the quality of printed barcodes. By inputting data on various influencing factors, it can
effectively predict the printing quality of the barcode and assign an appropriate quality
rating. This enables production staff to quickly identify and resolve quality issues, thereby
ensuring product reliability and consistency while enhancing customer satisfaction.

(4) Dynamic Parameter Optimization.

As production settings and material properties change, the parameters of thermal
printers must be adjusted accordingly. The PSO-BP model can re-optimize these parameters
in response to new production conditions and material characteristics, ensuring that print-
ing quality consistently remains at an optimal level. This ability enables thermal printers to
adapt to various complex and changing environments, thereby maintaining stable printing
quality.

In summary, the PSO-BP model has extensive applications in thermal printing. It
enhances the accuracy of predicted printing quality and production efficiency while also
offering strong support for quality control and advancements within the printing industry.

5. Conclusions
Thermal-sensitive barcodes are widely used in areas such as commodity distribution

and logistics management, where the quality of their printing significantly impacts infor-
mation accuracy and circulation efficiency. Improving prediction accuracy and refining
the printing process can help minimize errors and losses associated with barcode quality
issues, thereby enhancing overall operational efficiency. As neural network technology
continues to advance, research focused on predicting the printing quality of thermal bar-
codes through advanced PSO-BP neural networks aligns with technological trends and
provides innovative solutions to the practical challenges of barcode printing quality. This
study investigates the structure, algorithms, and parameter designs of BP neural networks
to conduct comprehensive experiments aimed at achieving optimal results under various
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conditions. The model considers multiple influencing factors to accurately forecast the
printing quality of thermal-sensitive barcodes, which can lead to increased production effi-
ciency and higher customer satisfaction. Furthermore, this research can serve as a valuable
reference for the thermal printing industry regarding material selection and equipment
maintenance strategies.

This research demonstrates promising outcomes in predicting printing quality by
using BP-PSO. However, the inclusion of data volumes and multiple parameters presents
some challenges for industrial applications. In the future, we will aim to identify superior
models to expand the range of data collected from manufacturers, including substrate
materials and ambient humidity. The goal is not only to enhance but also to optimize
energy efficiency and minimize material waste. Consequently, our research will focus on
multi-objective algorithms to derive production parameters that align with low-carbon and
energy-saving principles, making it more beneficial for industrial applications.
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Abstract: Production using modular architecture can not only shorten the product devel-
opment cycle and improve the efficiency of product development, but also facilitate the
upgrading of a product’s main functions and the recycling of materials. However, mecha-
tronic products are plagued by various problems, such as greater difficulty in development
and longer product development cycles due to their large numbers of parts with intricate
internal relationships. However, the existing modular design method still faces problems
when dealing with the modular design of mechatronic products. The structure of mechani-
cal and electrical products is very complex, which is not conducive to the establishment of a
model, and complex structural models lead to low efficiency and poor accuracy of module
identification. Therefore, we propose an integrated module division method for mecha-
tronic products based on core part hierarchical clustering and non-core part association
analysis. Firstly, the core part screening method is used to simplify the structural model of
mechatronic products and reduce the difficulty of modeling. Then, based on the core parts,
the corresponding product design structural matrix (DSM) model is established. Secondly,
the hierarchical clustering algorithm is used to obtain the module division scheme of differ-
ent levels of mechatronic products, and the optimal modular scheme is obtained through
an evaluation of modularity and a rationality analysis of module structure. Finally, based
on the analysis of the association strength between the non-core parts and the existing
modules, the non-core parts are classified into the corresponding product modules, and
the final modularization scheme is obtained. A case study demonstrates the feasibility of
the proposed method through the modular design of an electric bicycle.

Keywords: module partition; mechatronic products; hierarchical clustering; association analysis

1. Introduction
There are many types of mechatronic products used in daily life and industrial produc-

tion which occupy a very important position in the national economy. With the increasingly
fierce international competition and the gradual awakening of environmental protection
awareness, the design of mechatronic products should not only meet the dynamic market
demand, but also strive for better environmentally friendly attributes [1–3]. Current re-
search suggests that the modular design concept can effectively balance the relationship
between design elements, such as product development, market demand, product struc-
ture, and environmental protection [4,5]. The advantages of modular architecture include
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the following aspects: (1) product development costs can be effectively controlled; (2) the
product development cycle can be shortened; and (3) the negative impacts of the product
life cycle on the environment can be reduced. The primary feature of modular design is to
distribute the functions of products into different modules to the greatest extent possible,
while minimizing the association between modules and maximizing the association within
modules [6]. Many products are currently developed using modular structures, such as
smart phones, household appliances, new energy vehicles, industrial steam turbines [7],
and wind turbines [8].

Product structure modeling and module identification are the basis of product mod-
ular design [9]. Common mechatronic products usually comprise mechanical systems,
electrical systems, and hydraulic systems, with each system containing a certain number
of parts. However, due to the large number of mechanical product parts and the intricate
relationships between them, there are some important problems that must be urgently
solved to modularize the mechatronic products. Firstly, how can we reduce the difficulty of
modeling mechanical product structures while assuring the accuracy of structural models?
Secondly, when the mechanical product structure is complex, how can we ensure the ratio-
nality of the product module division scheme? Motivated by these questions, we propose
an integrated modular design methodology for mechatronic products based on core part hi-
erarchical clustering and non-core part association analysis. In this paper, we describe how
the difficulty of mechanical product modeling can be reduced by selecting the core parts of
the product. At the same time, the credibility of the established product model is ensured.
Then, the remaining product parts are divided into product modules using the correlation
analysis method to guarantee the rationality of the product modularization scheme.

2. Related Work
2.1. Product Structure Modeling

Product structure modeling involves quantitatively analyzing the relationship between
the parts after splitting the product and displaying them in an intuitive and concise way.
Researchers have proposed various methods and tools to achieve this, such as the design
structure matrix (DSM) [10], node-link diagrams [11], Petri nets [12], and other analytical
tools [13].

For more than a decade, the DSM has been a widely used modeling framework across
many areas of research because of its conciseness in representation and ease of analysis [14].
In Browning’s review, the DSM can be divided into four types according to different
application objects: the component-based DSM, people-based DSM, activity-based DSM,
and parameter-based DSM [15,16]. The use of the DSM to model products or system
architectures can be traced back to the works of Simon and Alexander in the early 1960s,
but it was not until 1981 that Steward formally proposed the concept of the DSM [17]. The
product DSM is challenging to build because of the large amount of relevant professional
knowledge required and the varied interpretations of a product’s structural relationships.

Product structure modeling usually needs to consider two factors. One is the decom-
position granularity of the product, which determines the size of the product structure
model. The second is the quantitative evaluation of the correlations among parts, which
determines the complexity of the product structure model. For small products with a
simple structure, the smallest particle size is often used to decompose them to the part level.
For example, Han et al. completely decomposed a gear oil pump to the part level when
establishing a DSM model of a gear oil pump; then, the community identification algorithm
was used to realize the module division of the gear oil pump [18]. Li et al. realized the
extraction of 3D model information through the secondary development of 3D modeling
software, and established the DSM model based on the extracted product information [19].
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For most mechatronic products, the complex product structure results in a huge number
of parts. If product structure modeling is decomposed to the part level, the size of the
established model will be huge, which is not conducive to the subsequent product module
identification. Because of this, the relevant research literature began to focus on reducing
the difficulty of modeling and improving the efficiency of modeling. Ma et al. proposed a
method for selecting product parts according to the market value and established a struc-
tural model of a coffee machine using this method [20]. Wang et al. proposed a method of
module division of complex products based on core parts, but the screening method of core
parts in this paper is too cumbersome [6]. Li et al. proposed a pre-modular approach to the
structural modeling of mechatronic products. This method divides a product into several
small modules in advance, based on an analysis of the physical structure of the product;
a structural model of the product is then built on the basis of these small modules [21].
Zhang et al. solved the problem of excessive parts by improving the granularity of product
decomposition; they established a DSM model of a wind turbine using this method [8].
However, there is no specific principle that can be used to control the decomposition size
of products in the literature, only relying on the design experience of engineers, so this
method cannot be widely promoted. Some researchers proposed a method of building a
product structure model based on product 3D model information extraction [22]. Such
methods have great advantages in modeling efficiency and model data objectivity, but the
limited product information that can be extracted cannot meet the modeling requirements
of diversity.

Based on the above analysis, we can divide the mainstream methods used for the struc-
tural modeling of mechatronic products into two types. The first type is the pre-modular
method; that is, an expert divides a product’s parts into several small modules based
on their own knowledge and experience. Then, a structural model of electromechanical
products is established on the basis of these small modules. The advantage of this method
is that it is easy to implement, but the disadvantage is that the modeling results are easily
affected by the subjective opinions of experts. The second type is the automatic modeling
method. Generally, the basic information needed for product modeling is obtained by
programming means, and then the product DSM model is built based on this information.
The advantage of this method is its efficiency, but the disadvantage is that it relies heavily
on the normativity of the product model, and the product information that can be extracted
is limited.

Therefore, we selected the approach using the screening of core parts to establish
a mechanical and electrical product structure model. Considering the ease of applica-
tion of the core part screening method, we propose a method for determining core parts
based on an assessment of the functional and structural importance of the parts. For the
remaining non-core parts, correlation analysis is used to classify them into the existing
product modules.

2.2. Module Partition Method

Module partition involves the identification of the module structure in a product by
technical means, based on the product structure model. In the past two decades, module
partitions based on function analysis [23], physical architecture [24], manufacturing [25],
disassembling [26], and other aspects of the product life cycle have been proposed. Based
on the various principles of the module partition algorithm, it can be divided into heuristic
algorithm-based methods and cluster algorithm-based methods.

Modular methods driven by the heuristic algorithm usually establish the correspond-
ing objective function according to different modular requirements and then use the ap-
propriate heuristic algorithm to obtain the optimal modular solution. Guo and Sosale took
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the number of interfaces between product modules as the objective function of module
division and then used the simulated annealing algorithm to obtain the optimal product
modularization scheme [27]. To reduce the environmental impact of product recycling, Ji
et al. established a comprehensive model based on a material reuse and technology system
and used a bi-level optimization model based on a constraint genetic algorithm for the so-
lution [28]. Zheng et al. solved a multi-objective optimization model based on minimizing
maintenance costs and maximizing product modularity by using an improved-strength
Pareto evolutionary algorithm 2 to obtain the optimal Pareto set of product modularity
schemes [29]. Wang et al. established a comprehensive DSM structure model and used an
improved genetic algorithm to obtain the optimal scheme for the modular design of a bicy-
cle [22]. The modular method based on the clustering algorithm is to use quantitative tools
to express the association between parts, and then realize the module division of products
according to the intimate relationship between parts. Beek et al. established a DSM model
of the shifting system of an equation car based on the function–behavior–state model, and
then used the k-means clustering algorithm to obtain its modular scheme [9]. Yang et al.
established a DSM model of a gear reducer based on function- and sustainability-related
factors, and then determined the optimal module number and the final module division
scheme using a genetic algorithm and a kernel-based fuzzy C-means algorithm [30]. On the
basis of establishing the function–behavior-structure mapping model of 3D printer, Li et al.
used the K-means clustering algorithm to realize the module division of the printer [31].
AlGeddawy and ElMaraghy obtained a clustering tree that reflected the internal structure of
a product by using the hierarchical clustering algorithm; they then selected the optimal sep-
aration granularity to obtain the final modular results [32]. Li et al. used a modularization
index based on product hierarchy clustering to obtain the optimal product modularization
scheme and then demonstrated the feasibility of this method for a concrete-spraying ma-
chine product [33]. Li and Wei proposed an improved elbow evaluation method to analyze
the results of product hierarchical clustering and applied it to the modular design of jaw
crusher products [34].

Researchers have also put forward some other algorithms to realize module division.
For example, the community identification algorithm in complex networks was introduced
by Li and Zhang into the modular design of a product [8,35]. Zhang et al. proposed a
multi-granularity module partition approach for complex mechanical products based on a
complex network, and proved the effectiveness and superiority of the method through the
module division of elevator products [36]. Liu et al. proposed a module partition method
for complex products based on stable overlapping community detection and overlapping
component allocation, and used this method to obtain a modularization scheme for CNC
grinding machines [37]. The community recognition algorithm can effectively identify the
community structure in complex networks, but the solution efficiency is generally low
when dealing with products with complex structure and cannot show the hierarchy of the
internal structure of products. In addition, Hossain et al. built a two-layer collaborative
optimization model of modular product design and supply chain architecture and de-
signed a nested bi-level particle swarm optimization algorithm (NBL-PSO) to solve the
problem [38]. Also for the problem of module partition, Tian et al. took the maximization
of green attributes and recycling attributes as the optimization goal and introduced an
innovative social engineering optimizer (SEO) to solve the problem [39].

From the above analysis, it can be seen that the heuristic algorithm and the clustering
algorithm remain the mainstream methods used in the modular design of products. The
heuristic algorithm has problems such as a long solution time and unstable solution
results when dealing with mechatronic products [6,8]. Therefore, considering the relatively
complex structure of mechanical and electrical products, we used the hierarchical clustering
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algorithm to divide the modules and combined this with modular evaluation to obtain the
optimal modular scheme.

3. Research Gaps and Challenges
Based on a review of the literature regarding the modular design of mechatronic

products in recent years, we identified several knowledge gaps and challenges:

• The first is the structural modeling of mechatronic products. How can the complexity
of the structural modeling of mechatronic products be reduced and the accuracy and
rationality of the established model be ensured?

• The second is the acquisition of an optimal modularization scheme for mechatronic
products. After obtaining the basic modular framework of mechatronic products
based on the core parts, how do we deal with the module division of the remaining
non-core parts?

4. Method
The research framework we used was divided into four steps, as shown in Figure 1. These

were (1) mechatronic product core part screening based on expert scoring; (2) mechatronic
product structure modeling with core parts; (3) mechatronic product module division by
hierarchical clustering; and (4) non-core part module division based on association analysis.
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Step 1: Mechatronic product core part screening based on expert scoring. A number of
product design engineers were selected to score the functional importance and structural
importance of product parts. The product parts were sorted according to the weighted
average of their importance, and the core parts of the product were selected by choosing a
reasonable threshold.

Step 2: Establishment of a DSM model based on core parts. Based on the existing liter-
ature, the rules of different correlation strength values between core parts were determined.
We then established a DSM model for mechatronic products.

Step 3: Mechatronic product module division by hierarchical clustering. We used the
hierarchical clustering method because it can reveal the modular structure of products at
different levels without specifying the number of modules.

Step 4: Non-core part module division based on association analysis. According to
the strength of the relationship between the non-core parts and the existing modules of
the product, the non-core parts were divided into the existing modules of the mechatronic
product.

4.1. Mechatronic Product Core Parts Screening Based on Expert Scoring

A structural model of mechatronic products is difficult to establish, mainly due to
the large number of product parts and the intricate interactions between them. To reduce
the difficulty of the structural modeling of mechatronic products, some researchers have
adopted the method of using pre-modular product parts. This requires product designers
to have a high level of professional knowledge and inevitably involves some subjectivity,
which may influence the results of complex product modularization. Therefore, we propose
a means of screening the core parts of mechatronic products to reduce the complexity of
product modeling to a reasonable level, while ensuring that the product model established
can reflect the structural characteristics of the mechatronic product.

To ensure the rationality and credibility of the results of core parts screening, a given
number of product design engineers were selected to score the functional and structural
importance of product parts. The scoring criteria are shown in Table 1. After being
scored by the engineers, the importance ranking of complex product parts was obtained by
calculating the weighted average. The comprehensive importance of part i can be calculated
as follows:

Vi =
1
k

(
k

∑
j=1

w1Fij +
k

∑
j=1

w2Sij

)
(1)

where Vi is the comprehensive importance value of product part I, k is the number of engi-
neers participating in the scoring, w1 and w2 are function importance weight and structure
importance weight, respectively, and Fij and Sij represent the functional importance and
structural importance points assigned by engineer j to part I, respectively. After obtaining
the ranking of product parts, we filtered the core parts by determining an appropriate
threshold. For example, when the threshold value was 60, the comprehensive importance
of the part was greater than 60, so it was considered to be a core part.

Table 1. Scoring criteria for the importance of different parts.

Score Functional Structural

81–100 Very important Very complex
61–80 Important Complex
41–60 General General
21–40 Unimportant Simple
1–20 Very unimportant Very simple
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4.2. DSM Model of Mechatronic Products Based on Core Parts

This section covers two steps. The first is to evaluate the correlation strength value
between the core parts according to the evaluation criteria. The other is to obtain the com-
prehensive correlation strength value between the core parts through weighted summation
and build the DSM model of the product.

4.2.1. Correlation Between the Core Parts

The calculation of the correlation between parts is the basis of the establishment of
a complex product structure model. In the process of analyzing the correlation between
parts, the multi-source correlation information (structure, function, flow, etc.) is taken into
account to assess the strength of correlation between the parts. The multi-source correlation
information is also considered by many researchers to be the module partition driver
factors. Different module partition driver factors will generate different module structures.
In the modular design process of mechatronic products, it is not only the influence of
structure, function, and flows that should be considered, but also the influence of life span
and recovery methods. Therefore, we present the key driver factors of module partition in
this paper, which include structural correlation, functional correlation, flow correlation, life
span correlation, and recovery method correlation.

• Structural correlation: The connection form and fitting type are the main factors
determining the strength of the structural correlation between parts. The acqui-
sition of these data relies mainly on engineers’ design knowledge and relevant
engineering information.

• Functional correlation: The functions to be realized by mechatronic products are
generally complex, so the total functions are often decomposed into simple sub-
functions in the design process. It is beneficial for product design and subsequent
function upgrading to categorize parts that have the same function into one module.

• Flow correlation: Flow correlation is analyzed by determining whether energy flow,
material flow, or signal flow exists between parts. The flow correlation strength
between assembled parts is also evaluated according to energy flow, material flow,
and signal flow.

• Life span correlation: Mechatronic products usually comprise a large number of parts,
while the service times and maintenance periods vary. Parts that have similar service
times and maintenance periods can be grouped into the same module to reduce the
use costs of a mechatronic product.

• Recovery method correlation: Increasingly serious environmental issues have led
government agencies to focus more on the recycling of renewable resources. Mecha-
tronic products have a large number of parts with high recycling values. However,
the complexity of mechatronic product structures results in higher costs for recycling.
Therefore, it is beneficial to reduce the recycling cost by grouping parts that can be
recycled using the same method into the same module.

Based on this, the engineers can use these factors as an assessment index of correlations
between product parts, and then estimate the correlation strengths between parts based on
the corresponding evaluation criteria. The correlation strengths of linguistic variables can
be divided into four levels: strong, medium, weak, and none; the corresponding interval
values are shown in Table 2.
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Table 2. Standard interval values for different correlation strengths.

Strength
of ck

Interval
Value

Description of Correlation Strength Between Parts m and n

Structure Functional Flow Life Span Recovery

strong 0.7~0.9 Impartible connection Bear the same core
function

Energy flow
between them

Frequent repairs
or maintenance Reuse

medium 0.4~0.6 Connection difficult to
disassemble

Bear the same general
function

Signal flow
between them

Regular repairs or
maintenance Recycle

weak 0.1~0.3 Connection easy to
disassemble

Bear the same
additional function

Material flow
between them

Almost no repairs
or maintenance Discard

none 0 No physical
connection

No functional
relationship

No flow between
them

Different repairs
or maintenance
cycle

Different recovery
methods

4.2.2. Construction of Weighted DSM Model

By analyzing the structural characteristics of mechatronic products, we can determine
what kind of correlation exists between the core parts. The values of the corresponding
correlation strengths are then obtained based on the standard values table. At this time,
the weighted summation method is adopted to reflect the degree of influence of various
modularization driving factors on the modularization plan, and the value of weight can be
changed to meet variant modularization requirements. Among them, structure correlation,
function correlation, flow correlation, life span correlation, and recovery method correlation
are represented by c1, c2, c3, c4, and c5, and the corresponding weights are w1, w2, w3, w4,
and w5, respectively. The comprehensive correlation strength between core parts m and n
is obtained as follows.

By analyzing the structural characteristics of mechatronic products, the type of correla-
tion that exists between the core parts can be determined. The values of the corresponding
correlation strengths can then be obtained based on the standard values table. At this time,
the weighted summation method is adopted to reflect the degree of influence of various
modularization driving factors on the modularization plan, and the value of weighting can
be changed to meet variant modularization requirements. Structure correlation, function
correlation, flow correlation, life span correlation, and recovery method correlation are
represented by c1, c2, c3, c4, and c5, respectively, and the corresponding weights are w1,
w2, w3, w4, and w5, respectively. The comprehensive correlation strength between core
parts m and n can be obtained from the following equation:

PCmn =
5

∑
l=1

wl pcl (2)

where pcl is the strength value of the l-th correlation between core parts, m and n, wl repre-
sents the weight of the l-th correlation relationship, and PCmn refers to the comprehensive
correlation strength value between the core parts, m and n. The value of weight wl is
generally determined using a mathematical weighting method after obtaining the opinions
of experts via a questionnaire survey.

Based on the evaluation value of the comprehensive correlation strength between the
mechatronic product parts, a DSM model of the mechatronic product can be constructed.
Figure 2a shows the structural model of a virtual product, and the corresponding DSM
model is shown in Figure 2b. In Figure 2b, the names of product parts correspond to
the first row and the first column of cells of the DSM, while the values in the other cells
represent the comprehensive correlation strength of the corresponding two parts.
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4.3. Module Division of Mechatronic Products Based on Hierarchical Clustering

The clustering algorithm is simple, efficient, and has good data adaptability, so it is
widely used in product modularization. There are many types of clustering algorithms,
including X-means, fuzzy C-means, and hierarchical clustering [19,40]. Of these, the
hierarchical clustering algorithm can effectively display a product’s hierarchical structure
under various module granularities; that is, it can provide modular solutions with different
modular granularities. Therefore, in this study, we used hierarchical clustering to obtain
the multi-level module structure of mechatronic products, and we used module degree
evaluation to obtain the optimal modular scheme. The hierarchical clustering algorithm
generally computes the tightness of the elements, merges nodes in turn according to the
tightness value, and finally expresses the merging process in the form of a cluster tree. To
reduce unnecessary programming work and to achieve the above hierarchical clustering
algorithm, we used the “pdist”, “linkage”, and “dendrogram” functions in MATLAB
software (2016a) to implement the clustering operation of DSM elements.

We used the DSM model of the virtual product shown in Figure 2 as an example to
further explain the specific process of hierarchical clustering, and the final clustering result
is shown in Figure 3. The coordinate value of the abscissa of Figure 3 expresses the nine
parts of the virtual product, and the value of the ordinate refers to the distance between
clustering parts. Nodes (parts) to be clustered are merged successively along the positive
direction of the Y-axis according to the distance between them, and they finally intersect at
a point to form an inverted Y-shaped tree structure. The corresponding module division
scheme can be obtained by horizontally cutting the clustering tree with different thresholds.
When the threshold value is 2, as shown by the gray horizontal dotted line in the figure,
the entire product model is divided into five modules; as the threshold increases to 2.5, 3,
3.5, and 4, the number of modules in the product decreases to 4, 3, 3, and 2, respectively.

To help design engineers choose the optimal product modularization scheme, re-
searchers have put forward a variety of indices to evaluate the advantages and disadvan-
tages of modularization schemes. Among the many modularity indices, the modularity
index Q, proposed by Newman et al., has been widely used in the solution and evaluation
of product module division schemes due to its excellent module recognition ability and
balanced module evaluation effect [41]. The calculation formula is as follows:

Q =
k

∑
i=1

(
eii − a2

i

)
. (3)

26



Appl. Sci. 2025, 15, 2322

where eii represents the fraction of edges with both end vertices in the same module i,
and ai represents the fraction of edges with at least one end vertex inside module i. k
refers to the number of modules in the modular scheme. The modularity index Q is a
real number of [−1, 1]; the larger the value, the more reasonable the module partition
scheme, and vice versa. The calculation of the modularity index Q involves knowledge
of complex network theory; however, given the limited space in this paper, we will not
describe this in detail. For further details of the specific calculation method, please refer to
the relevant literature [8,41]. As shown in Figure 3, when the threshold values are 3.5 and
4, the modularity index Q reaches the maximum value of 0.51, and the module division
scheme obtained at this time is the optimal result.
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4.4. Module Division of Non-Core Parts Based on Association Analysis

Based on the hierarchical clustering of core parts, a preliminary module division
scheme of mechatronic products can be obtained. The following describes how to divide
the remaining non-core parts into existing modules, to complete the final module division
of mechatronic products. The module division process of non-core parts can be divided
into two main parts: firstly, the correlation strength between non-core parts and modules is
calculated; secondly, the module division of non-core parts is completed according to the
strength of the relationship.

4.4.1. Analysis of the Association Strength Between Non-Core Parts and Modules

The correlation strength between the non-core parts and the existing modules of a
product is the decisive factor in determining which module the non-core parts belong to.
As modules generally contain multiple parts, the relationship between parts and modules is
not as clear and easy to judge as the relationship between two parts. For example, suppose
that part 1 and module A (including three parts, part 2, part 3, and part 4) have a structural
association, and there are seven different situations in the structural association relationship
between the two, as shown in Figure 4. This still does not take into account the changes in
the strength of structural correlation.

Through the analysis of the diversity and complexity of the relationship between parts
and modules, we used the method of “taking the maximum” to assess the correlation
strength between them. According to the evaluation standard of the correlation strength
between the parts as outlined in Section 4.2, the correlation strength between the non-core
parts and each core part in the module can be obtained. Then, the strength of the correlation
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between the non-core part and the module can be determined by taking the maximum. The
formula is as follows:

MCxy =
5

∑
k=1

wkmax
{

mckz,
}

, z = 1, 2, · · · u. (4)

where MCxy is the comprehensive correlation strength between the non-core part x and the
module y, wk refers to the weight of the k-th correlation relationship, mckz is the strength of
the k-th correlation strength between the non-core part x and the core part z (belonging to
module y), and u represents the total number of parts in module y.
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4.4.2. Module Division of Non-Core Parts

The strength of different types of correlation relationships between non-core parts
and core parts of each module can be obtained by expert evaluation. The comprehensive
correlation strength of non-core parts and modules is then calculated using Formula (3). The
final comprehensive correlation matrix is shown in Figure 5. By comparing the strength of
the relationship between the non-core parts and different modules of the product, the non-
core parts can be divided into the corresponding modules with the strongest association
relationship, ultimately completing the module division of the entire complex product.
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The quantity of data that must be processed during the process of module division of
non-core parts is very large. Therefore, we compiled a module division program of non-core
parts using MATLAB software (2016a) to reduce the workload of module division. Figure 6
shows a flow chart of the module division of non-core parts of mechatronic products.
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5. Case Study
We applied the proposed method to the modular design of a complex mechanical product

family in a factory. The module partition of electric bicycle production was carried out to
demonstrate the effectiveness of the approach proposed in this paper. The purpose of this
was to improve customer satisfaction and product development efficiency while reducing
enterprise production costs and the impact of product life cycles on the environment.

5.1. Core Parts Screening of an Electric Bicycle

An electric bicycle (shown in Figure 7) consists of approximately 100 main parts. Ob-
viously, it is very difficult to establish the DSM structure model of the product based on
these 100 main parts, so the size of the product DSM model can be reduced by screening
the core parts. Five product engineers involved in the design of electric bicycles evaluated
the functional importance and structural complexity of the parts according to the scoring
standards shown in Table 1. Through the weighted sum of the scores given by the designers,
the comprehensive importance values and ranking of electric bicycle parts were obtained, as
shown in Table 3. When the threshold was 60, the top 28 parts were selected as the core parts
of the electric bicycle.
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Table 3. Importance value and ranking of electric bicycle parts.

Ranking Part Name Score Ranking Part Name Score Ranking Part Name Score

1 Hub motor 96.8 32 Trumpet 57.8 63 Backrest strut 33.5
2 Battery 92.9 33 Speed transmitter 56.4 64 Front brake reset spring 33.3
3 Controller 89.8 34 Speed control handle 55.9 65 Back brake reset spring 32.6
4 Headset 89.3 35 Back mudguard 55.8 66 Saddle 32.6
5 Front hub 88.5 36 Front mudguard 55.8 67 Charging mouth 32.4
6 Back axle 87.5 37 Battery holder 55.7 68 Back saddle 31.6
7 Back brake drum 87.4 38 Right crankset arm 55 69 Seatpost collar 30.9
8 Front brake drum 86.6 39 Lift crankset arm 55 70 Head lamp pedestal 27.1
9 Fork 84.9 40 Right crankset 54.9 71 Kickstand 26.7

10 Seat stay 83 41 Lift crankset 54.9 72 Back brake handle
bracket 26.2

11 Chain stay 82.9 42 Control cable 54.9 73 Front brake handle
bracket 26.2

12 Front axel 80.9 43 Lower leg 54.8 74 Front brake lever 25.3
13 Screem 78.2 44 Head lamp 54.4 75 Back brake lever 25.3
14 Cassette 77.5 45 Power cable 51.6 76 Backrest scale board 25.1
15 Backseat frame 76 46 Supporting leg 50.4 77 Screen cover 24.8
16 Back tire 74.8 47 Seatpost 50.2 78 Basket studdle 23.7
17 Front tire 74.6 48 Lift pedal 50 79 Lift damping spring 22.8
18 Middle axle 73.3 49 Right pedal 49.8 80 Right damping spring 22.8
19 Chain 72.7 50 Seat tube 47.3 81 Lampshade 22.1
20 Back tube 72.5 51 Backrest 45.6 82 Right guard plate 21.6
21 Chain ring 68.8 52 Battery holder cover 44.8 83 Lift guard plate 21.6

22 Back inner tube 66.1 53 Crown 44.3 84 Back mudguard
studdle 20.3

23 Front inner tube 66.1 54 Starting switch 43.6 85 Front mudguard
studdle 20.3

24 Middle tube 65.1 55 Bike lock 43.4 86 Grip 19.9
25 Upright rod 65 56 Upright rod collar 41.9 87 License plate buckle 17.4
26 Bike basket 62.1 57 Battery holder’s lock 38.8 88 Headset cap 16
27 Head tube 61.1 58 Front brake cable 38.8 89 Reflector 13.6

28 Basket cover 60.4 59 Back brake cable 38.8 90 Support leg return
spring 11.8

29 Rail 59.6 60 Back brake handle 35.2 91 Basket buckle 11.7
30 Upper fork 59.3 61 Front brake handle 35.2 92 Back mudguard buckle 7.5

31 Handlebar 59 62 Trumpet button 34.7 93 Front mudguard
buckle 7.5

5.2. DSM Model of Electric Bicycles Based on Core Parts

After the selection threshold of the core parts was set to 60, 28 core components of
electric bicycles were screened out, thus determining the size of the DSM specifications.
Then, the values of the different correlation strengths between the core parts were evaluated
based on the evaluation criteria shown in Table 2. Finally, based on the weights of five
correlations, where structure correlation, function correlation, flow correlation, life span cor-
relation, and recovery method correlation are 0.25, 0.3, 0.25, 0.1, and 0.1, the comprehensive
correlation strength value was calculated, and the DSM model of an electric bicycle was
obtained, as shown in Figure 8. In addition, the weights were obtained by a mathematical
weighting calculation on the basis of the questionnaire survey conducted among five senior
engineers in this professional field. The weight value is not fixed, and enterprises can
adjust it according to the characteristics and design needs of their products. For example,
if an enterprise wanted to reduce the environmental impact of product obsolescence, the
weight of the recovery attribute could be increased.
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5.3. Hierarchical Clustering of Core Parts of an Electric Bicycle Based on a DSM Model

The tree diagram in Figure 9 shows the clustering results of the core components of
the electric bicycle, where the horizontal coordinate is the serial number of the part and the
vertical coordinate is the threshold value. To obtain a more useful module division scheme,
the threshold values are 2.5, 3, 3.5, 4, and 4.5, and the corresponding modularity index Q
value and module division scheme are shown in Figure 9 and Table 4, respectively.
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Table 4. Modularity results under different thresholds.

Threshold Number of Modules Modularity Results

2.5 13 {1} {2} {3 13} {4 9 25} {5 12 17} {8 23} {6 7 16 22}
{10 15} {11 24} {14 21} {18 19} {20 27} {26 28}

3 or 3.5 10 {1} {2} {3 13} {4 9 25} {5 8 12 17 23} {6 7 16 22}
{10 15} {11 20 24 27} {14 18 19 21} {26 28}

4 7 {12 3 13} {4 9 25} {5 8 12 17 23} {6 7 10 15 16 22}
{11 20 24 27} {14 18 19 21} {26 28}

4.5 4 {12 3 13} {26 28} {14 18 19 21}
{4 5 6 7 8 9 10 11 12 15 16 17 20 22 23 24 25 27}

5 2
{1 2 3 13}

{4 5 6 7 8 9 10 11 12 14 15 16 17 18 19 20 21 22 23
24 25 26 27 28}

When the module partition scheme is evaluated according to the modularity index
Q, the maximum value corresponding to the threshold value is 0.28 when the threshold
value is 4. At this time, the electric bicycle is divided into seven modules, and the parts
contained in each module are shown in Table 4. Only the core parts of the electric bicycle
are considered in the hierarchical clustering, and the proportion of the core parts in the total
number of parts is limited. Therefore, other factors should be referred to on the basis of the
maximum modular index when selecting the optimal modular scheme. Among them, the
number of modules and module structure, as two core contents of modular design, should
be used as important references for selecting the optimal modular scheme. For example,
when the total number of modules is small, the addition of non-core parts will cause the
structure of some modules to be very large.

When only the modularity index Q is considered in the optimal modularity scheme,
as shown in Figure 9, the maximum value of the modularity index Q is 0.28. At this time,
the electric bicycle is divided into seven modules, with each module containing the parts
information shown in Table 4. If the optimal number of modules of the product is calculated
based on the total number of product parts in the relevant literature, the optimal number of
modules of the electric bicycle should be 9 or 10. In Figure 9, when the threshold is 3 or 3.5,
the corresponding number of modules is exactly 10. The corresponding modularity index
Q here has a value of 0.27. Through the comparison of the two modular schemes, it can
be seen that the modularity index Q of the two is just 0.01, and the difference between the
two module division schemes is only in parts 1, 2, 3, and 13. After analyzing the results of
module division, it seems unreasonable to divide parts 1 and 2 into two separate modules.
However, it is necessary to consider that a large number of non-core parts will be added
in the future. In addition, part 1 and part 2 are the hub motor and battery of the electric
bicycle, respectively. Different models of electric bicycles also have different requirements
for the power of the motor and the capacity of the battery. Therefore, dividing the motor
and battery into separate modules is conducive to the development and upgrade of electric
bicycles. Through the above analysis, the modularization scheme of 10 modules is regarded
as the optimal solution for the modularization of electric bicycles. In the following work,
non-core parts will be added to each module, and the final modular scheme of the electric
bicycle will be obtained.

5.4. Module Division of Non-Core Parts of Electric Bicycles Based on Correlation Analysis

In light of the standards shown in Table 2, the strength of association between non-core
parts and core parts in each module is evaluated in turn. Then, the association strength
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between non-core parts and modules is calculated according to Formula (4). To ensure
the consistency of driving factors in the process of module division, the weights used in
Section 5.2 are still used for the five types of association relationships. The correlation
matrix established between non-core parts and modules is shown in Figure 10.
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Figure 10. Correlation matrix between non-core parts and modules.

Based on the correlation matrix between non-core parts and modules, the module
division procedure of non-core parts is executed to gain the final product modularization
scheme. The final product modularization scheme for an electric bicycle is shown in Table 5.
An electric bicycle is divided into 10 modules, with the largest number of parts for the front
wheel module and the rear wheel module. Each module is composed of 13 parts. The modules
with the lowest number of parts are the motor module and the basket module, with each
module containing four parts. The modular scheme is very balanced, both in terms of the
number of module parts and module structure. In particular, the motor module and battery
module initially contain only one part, and the structure of the modules tends to be reasonable
even with the addition of non-core parts.

Table 5. The ultimate modular solution for electric bicycles.

No Module Module Parts

1 Motor {1 33 34 45}
2 Battery {2 37 52 57 67 82 83}
3 Control system {3 13 32 42 44 54 62 70 77 81}
4 Steering system {4 9 25 30 31 43 53 56 86 88}
5 Front wheel {5 8 12 17 23 36 58 61 64 73 74 85 93}
6 Back wheel {6 7 16 22 35 55 59 60 65 72 75 84 92}
7 Back seat {10 15 51 63 6876 79 80 87 89}
8 Frame of bicycle {11 20 24 27 29 46 47 50 66 69 71 90}
9 Pedal system {14 18 19 21 38 39 40 41 48 49}

10 Bicycle basket {26 28 78 91}

5.5. Compared with Community Detection Algorithm

The community identification algorithm of complex weighted networks is often used to
divide complex product modules, and researchers who adopt this method use the pre-modular
method to reduce the difficulty of complex product modeling. The complex weighted network
model of an electric bicycle is shown in Figure 11, and the modularization scheme is obtained
through the modified GN algorithm [42]. To facilitate this comparative study, the modular
scheme with ten modules was selected as the optimal one, as shown in Table 6.

Among the ten modules, the structure of the steering system module, front wheel
module, pedal system module, back wheel module, back seat module, and bicycle basket
module is the same in the two modular schemes. The differences between the two modular
schemes are shown in Figure 12, and the rationality of the modules is analyzed as follows:

1. The community recognition algorithm divides the support leg module from the frame
of the bicycle module, and the support leg module only contains two parts and is
closely connected with the frame of the bicycle module. Therefore, it is unreasonable
for the support leg to be a module alone.
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2. The community recognition algorithm reconstructs the motor module, battery module,
and control system into two modules: the display system and the control and power
system. However, with electric bicycle manufacturers, the motor and battery are
usually purchased parts and have different types of customer requirements. It is
conducive to product configuration and new product development to use them as
separate modules.

3. In the pre-modularization stage, the community identification algorithm categorizes
the left guard plate and the right guard plate into the frame module, while the non-
core parts association analysis method in this paper categorizes the left guard plate
and the right guard plate into the battery module. The guard plate is close to the
frame module in structure and has a strong functional correlation with the battery
module, but it is a plastic product and is not compatible with the frame module in
terms of material.

Table 6. Modular results of an electric bicycle based on modified GN algorithm.

No Module Pro-Module Module Parts

1 Steering system Handlebar {25 31 56 86}
Steering {4 9 30 43 53 88}

2 Display system
Trumpet {32 62}

Head lamp {44 70 81}
Screen {13 77}

3 Front wheel
Front wheel {5 12 17 23 36 85 93}
Front brake {8 58 61 64 73 74}

4 Frame of bicycle Seat {29 47 66 69}
Frame of bicycle {11 20 24 27 50 71 82 83}

5 Pedal system Pedal system {14 18 19 21 38 39 40 41 48 49}

6
Control and power

system

Motor {1 33 34 45}
Battery {2 37 52 57 67}

Controller {3 42 54}

7 Back wheel
Back brake {7 59 60 65 72 75}

Lock {55}
Back wheel {6 16 22 35 84 92}

8 Back seat Back seat {10 15 51 63 68 76 79 80 87 89}

9 Support leg Support leg {46 90}

10 Bicycle basket Bicycle basket {26 28 78 91}
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In general, the pre-modularization part of the community identification algorithm
relies heavily on the subjective experience of engineers, resulting in the module division
of some parts being unreasonable. In addition, the strength of the correlation between
modules after pre-modularization is difficult to accurately assess. As for the algorithm
itself, the efficiency of the hierarchical clustering algorithm is slightly better than that of the
community recognition algorithm, especially when dealing with complex product models.

5.6. Sensitivity Analysis of Screening Threshold for Core Parts

The selection ratio of core parts is related to the difficulty of modeling and the ra-
tionality of the model. An appropriate screening ratio can effectively reduce the product
modeling workload and improve the solution efficiency of modular schemes. Therefore, it
is necessary to conduct sensitivity analysis on the selection ratio of core parts.

After we reduce the number of core parts from 28 to 26, the hierarchical clustering
results of the electric bicycle are shown in Figure 13. When Q values are 2.7 and 2.8, we
obtain two relatively good modularization schemes for the electric bicycle. The modular
scheme with a Q value of 0.7 is consistent with the scheme structure adopted in this paper.

We continue to reduce the number of core parts from 26 to 24, and the hierarchical
clustering results of electric bicycles are shown in Figure 14. When Q is 0.27 and 0.28, we
obtain two better modularization schemes for e-bikes. However, it is a pity that these three
schemes are different from the schemes adopted in this paper. When Q is 2.7, we obtain a
result that is very close to the scheme adopted in this paper. The structure of nine of the
modules is exactly the same, only one bicycle basket module is missing. The reason for
this phenomenon is that in the process of reducing the number of core parts, the two parts
ranked 28 and 26 in the bicycle basket module are successively excluded, which eventually
leads to the disappearance of the bicycle basket module. Therefore, this also shows that
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too small a core part screening ratio may lead to the disappearance of some unimportant
product modules.
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6. Discussion
The difficulty of the module division of mechatronic products lies in the establishment

of a product structure model, and the emphasis is on the rationality of the module division
scheme. In this paper, we used the core parts selection method to reduce the difficulty of
mechatronic product structure modeling, while hierarchical clustering and non-core part
association analysis were used to ensure the rationality of module partition results.

Product pre-modularization is often used to reduce the difficulty of modeling mecha-
tronic products; that is, the product components are divided into several sub-modules
according to their function or structure. The advantage of this method is that it is relatively
simple; however, it can be easily affected by the subjective opinions of product designers,
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and pre-modularity lacks a clear operating process. In contrast, the selection process of
core components is very objective, even if it is affected by some subjective factors of the
design engineer, but it can be mitigated or eliminated by weighted methods. In addition,
we also tried to use the part information extracted from the three-dimensional assembly
model of the product to automatically screen the core components, so as to improve the
efficiency of the existing method and further reduce the influence of objective factors, but
the experimental results need to be improved.

7. Conclusions
In this paper, we proposed an integrated module partition method to deal with the

modularization of mechatronic products. Based on the multi-source relationship between
core parts, the product structure model was established, and then hierarchical clustering
and association analysis were used to complete the product module division. The specific
research contributions are summarized as follows:

1. The DSM was constructed to visually represent the physical structure of a complex
product, including the core parts and the correlation strengths among them. This
method effectively reduces the difficulty of complex product modeling and ensures
the accuracy of the model.

2. The hierarchical clustering algorithm was used to obtain the initial modular scheme of
mechatronic products. Through association analysis, the non-core parts were divided
into modules with the strongest comprehensive association relationships.

3. We selected an electric bicycle as a case study to explain the methods described. The
effectiveness of these methods in engineering applications was demonstrated.
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Abstract: Excessive vibrations in exhaust systems can significantly reduce a vehicle’s
lifespan and compromise performance. These vibrations, caused by factors such as engine
operation and road conditions, lead to wear and tear. To address this issue, a finite element
analysis (FEA) was conducted on a 90-horsepower tractor’s exhaust system. Using ANSYS
WB®, a 3D model was created and modal analysis was performed to determine the system’s
natural frequencies and mode shapes. Based on the results, geometric modifications were
made to the exhaust system, increasing its stiffness and shifting vibration frequencies to
higher values. Consequently, vibration levels, noise, and the risk of component failure
were significantly reduced. The redesigned exhaust system was successfully implemented
in production. This study demonstrates the effectiveness of FEA in analyzing exhaust
system vibrations and facilitating design improvements. By extending vehicle lifespan
and providing a quieter, more comfortable driving experience, this research offers valuable
insights for automotive and mechanical engineers.

Keywords: tractor exhaust system; natural frequency; vibration; modal analysis; finite
element method

1. Introduction
The agricultural sector plays a vital role in meeting the basic needs of human life.

The use of modern production methods in agriculture is a crucial requirement to increase
production efficiency. Tractor powertrain systems are essential for performing fundamental
agricultural operations such as seeding, fertilizing, spraying, and harvesting. As technology
advances, new methods have been employed in tractor production, and research in this
field has deepened. Engines, the primary source of vibration in internal combustion engines,
subject exhaust systems to intense vibrations [1]. Vibration can be defined as the periodic
or random occurrence of mechanical oscillations around an equilibrium point [2]. These
oscillations are usually caused by rapid linear or rotational movements of components in a
system. Factors such as speed, position, load conditions, roughness of moving surfaces, and
operating environment of components are important parameters that affect the vibration
level [3–5]. Since rotating machinery and powertrains are considered to be the primary
sources of vibration, these components as well as assembled and thin sheet parts are
highly affected and damaged by vibration [6–8]. Therefore, the exhaust system is a critical
subsystem that filters harmful gasses produced by the engine and reduces noise levels
before they are released into the environment. Understanding the vibration characteristics
of the exhaust system and taking precautions against these vibrations is essential [9].
The dynamic characterization of vehicle structures can be examined in detail through
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simulations performed in a virtual environment before vehicle prototypes are produced.
In this process, numerical methods such as finite element analysis can be used to analyze
important characteristics such as vehicle dynamics, durability, and NVH (Noise, Vibration,
and Harshness). In this way, potential problems can be controlled, and vehicle performance,
life, and passenger comfort can be improved [10]. In addition, severe vibrations generated
during vehicle operation can seriously threaten the health of operators, leading to various
health problems [11,12].

Exhaust systems consist of multiple components that trap harmful gasses and par-
ticulates to protect the environment and reduce vehicle noise [13]. This study focuses on
the design and analysis methods of exhaust systems. Studies in the literature form the
reference points of the current study.

Nefske et al. [14] analyzed the exhaust system by modeling it in one dimension. They
showed that the finite element model gives accurate results in predicting the low-frequency
rigid body motion of the automobile exhaust system. Li et al. [15] investigated the vertical
vibration characteristics of the exhaust system and developed a simplified model of the
system. This study was validated by simulation and experimental comparisons. Lupea [16]
observed the dynamics of an automobile exhaust system and developed a finite element
model. In another study, Lupea [17] evaluated the vertical vibrations of a car exhaust
system. This study stated that simplified models can be used to quickly predict system
vibrations in the vertical direction. Englund et al. [18] presented the dynamic behavior
of an exhaust system containing pipes, mufflers, and a catalyst with a nonlinear flexible
connection. The study demonstrated the validity of the modeling by showing a strong
agreement between theoretical and experimental results. Çiplak et al. [19] analyzed the
NVH characteristics of a tractor exhaust system using the finite element method. The
natural frequencies and mode shapes of the exhaust system were determined, and the
spectral density of random vibrations occurring under different operating conditions of
the tractor was examined. Avcu et al. [20] created three-dimensional models using ANSYS
Workbench for the design of exhaust systems for diesel engines.

Modal analysis methods of vibrating structures include test modal analysis and finite
element modal analysis [21,22]. Modal testing is usually used to verify the accuracy of
finite element analysis. Considering the economy and accuracy of test analysis, how to
determine the optimization object and design plan is always an important issue. Before the
finite element model is updated, a modal test is performed to extract the modal parameters
from the real structure [23]. The modal test is an important step in the updating process
of the finite element model. Sometimes, researchers and engineers encounter difficulties
in directly drawing the model in finite element analysis software due to the complexity
of the structure’s geometry. There are many studies in the literature that report such an
approach. In these studies, exhaust systems were modeled using CATIA V-5 software and
transferred to finite element analysis software [24,25]. Fouzi et al. [26] aimed to perform
finite element modeling of the exhaust structure and use a model updating approach to
improve its dynamic behavior. Xu et al. [27] analyzed the vibration characteristics of an
automobile exhaust system using finite element software. Vibration mode diagrams were
obtained in three different ways: natural, partially constrained, and fully constrained.

One of the most common problems encountered in tractors with vertical exhaust
systems is the breakage and deformation of the exhaust system due to heavy working
conditions. Since experimental studies to investigate the origin of such failures are costly
and time-consuming, computer-aided engineering analyses are often preferred. Manda and
his colleagues [28] performed modal analysis of the connecting rod, which is an important
part of the automobile engine dynamic system, with the ANSYS program. They determined
six points on the connecting rod and determined the magnitudes of the deformations and
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which frequency values caused these deformations. They also created and displayed
graphical representations of natural frequencies and deformation values. Jin et al. [29]
used three-dimensional modeling software to construct a chassis model of a rice planter,
and ANSYS software was used for stress analysis. Then, the modal eigenfrequency and
vibration mode of the planter chassis were obtained. The obtained data were compared
with the modal test results to demonstrate the effectiveness and accuracy of the finite
element modal analysis method.

The aim of this study is to solve the vibration problem of the exhaust system of a
90-horsepower tractor with a vertical exhaust system. The exhaust system was designed
with PTC Creo V8.0.6.0 and subjected to computer simulations using ANSYS WB® software.
The vibration behavior of the exhaust system at different frequencies was investigated
during the simulation process. Based on the obtained results, necessary improvements
were made to the exhaust system and a new design was created. This new design was
verified both by computer simulations and experimental measurements. The new exhaust
system prototype was produced and the success of the design was tested in practice.

2. Materials and Methods
Exhaust systems are complex structures designed to prevent the release of harmful

gasses and particulates produced by the engine into the atmosphere, generate energy,
and reduce engine noise. Modal analysis is commonly used to investigate the vibration
characteristics of exhaust systems. Modal analysis is a type of analysis used to determine
the natural vibration frequencies, vibration modes (mode shapes), and damping param-
eters of a system. These analyses can be performed experimentally and numerically. In
experimental modal analysis, modal parameters are obtained by conducting vibration
tests on a real exhaust system. In numerical modal analysis, the vibration behavior of the
exhaust system is investigated using a model created with numerical methods such as the
finite element method.

This study consists of two main parts. In the first part, the tractor’s vertical exhaust
system was modeled in three dimensions; in the second part, the accuracy of this model
was compared with the results of the modal analysis. Comprehensive investigations were
carried out in both parts of the study, and the obtained results are presented in detail.

2.1. Technical Specifications of the Tractor and Its Equipment

The tractor, which forms the basis of the study, is a standard model with a double axle,
rear-wheel drive, and rubber tires. The tractor has an engine power of 90 horsepower, a
maximum torque of 289 Newton meters, and a maximum lifting capacity of 2200 kg for its
hydraulic system.

Motor vehicles are subjected to structural vibrations induced by various sources
such as road irregularities, engine/transmission mass oscillation, and exhaust system
connections. Exhaust systems, in particular, are exposed to a variety of stress sources,
including significant vibrations. The deformed state of the existing exhaust system used in
this study is shown in Figure 1.

To identify the problem, the previously used exhaust system was examined, and the
dimensions of the tractor’s vertical exhaust were measured to create a suitable geometry.
Based on these measurements, a new exhaust model was designed, and modal analysis
was performed on this model using the ANSYS program. The components and lengths of
the exhaust system are detailed in Table 1.
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Figure 1. Existing Exhaust Deformation.

Table 1. Components and Lengths of the Exhaust System.

Part Name Length

Inlet pipe (m) 0.410
Radius of the rear elbow (m) and slope angle (◦) R46/90

Radius of the outlet elbow (m) and slope angle (◦) R127/60
Outlet pipe (m) 0.537

Muffler (m) 0.572
Complete system (m) 1.596

2.2. Characterization of Materials

The material properties used in the modal analysis were determined based on the
structural steel presented in Table 2.

Table 2. Material properties of a vertical exhaust.

Density Elastic Modulus Poisson’s Ratio

7.85 × 10−6 kg/mm3 200,000 MPa 0.3

2.3. Software Packages

A new vertical exhaust model design for a tractor was created using PTC Creo 3D
software. The finite element method was applied in the ANSYS WB® R19.1 package
program to create the mesh structure and perform a modal analysis of this model.

2.4. Data Acquisition System for Experimental Modal Analysis

Vibration measurements of the tractor exhaust system were conducted at the
Hattat Tractor Co., Inc. R&D (Gaziosman Paşa Neighborhood, Hema Street No:6,
Çerkezköy/Tekirdağ, Turkey) department during the experimental modal analysis phase.
The experimental measurements were performed by connecting the accelerometer to the
Hydrotechnik Multisystem 5060 Plus device via a cable (Figure 2). The equipment here
was supplied by Hattat Tractor Inc. The acquired signals were transferred to a computer
using the HYDROcom 6 program. The interface of this program is shown in Figure 3.
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3. Results and Discussion
In this study, a new vertical exhaust model was designed to improve the vibration

behavior of the existing exhaust system and was compared to the current model. The
primary objective of these modifications was to increase the natural frequencies of the
system and thus enhance its resistance to external excitation forces. The first ten natural
frequencies for both models were determined using modal analysis performed in ANSYS
Workbench. The obtained results confirmed the effects of the modifications on the system.
Therefore, both the accuracy of the model and detailed information about the vibration
behavior of the exhaust system were obtained.

3.1. Exhaust Modeling

Detailed field inspections revealed significant deformations in specific areas of the
existing exhaust system (Figure 1). These deformations have been observed to shorten
the system’s lifespan and negatively impact its performance. The primary causes of these
deformations were identified as sharp force transitions, irregular flow, and vibrations. To
address these issues and extend the system’s lifespan, various design alternatives were eval-
uated. Comprehensive analyses and simulations determined that a new design, achieved
by optimizing the existing geometry, was the most suitable solution. The newly designed
exhaust system was meticulously modeled using PTC Creo 3D software. Subsequently, the
model was transferred to ANSYS Workbench for a comprehensive finite element analysis
(FEA). The results indicated that the new design is significantly more robust than the exist-
ing one and substantially mitigates the deformation problem. Figure 4 provides detailed
dimensional measurements of the newly designed exhaust model in millimeters, offering
the precise information required for production. Figure 5 visually compares the geometric
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differences between the existing and newly designed exhaust systems, providing a more
comprehensive understanding.
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Figure 5. Three-dimensional model of vertical exhaust system.

In the modeling process, a solid model of the exhaust system was created, and this
model was divided into smaller parts to form a mesh structure. Subsequently, the physical
properties of the material were defined, and a modal analysis was performed. The natural
frequencies and mode shapes obtained from the modal analysis are of critical importance
in determining the potential for the structure to resonate [30].

3.2. Analysis of the Modified Exhaust System

ANSYS software was used to investigate the stresses experienced by the tractor’s
vertical exhaust system. The flowchart outlining the analysis steps performed in ANSYS is
presented in Figure 6.
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Figure 6. Flowchart of analysis performed in ANSYS.

The creation of the mesh structure, a crucial step in finite element analysis, is among the
factors affecting the accuracy of the solution. In this study, the mesh structure of the exhaust
system was created in the ANSYS Workbench environment and the solution parameters
were defined (Figure 7). The mesh structure of the model consists of 514,382 elements and
1,018,427 nodes. Meshing of the models was carried out with the free method. The free
mesh method allowed the software to automate element generation, significantly speeding
up the modeling phase.
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3.3. Modal Analysis of the Exhaust

To improve the reliability of the tractor exhaust system, a modal analysis method was
used. The first ten natural frequencies were determined for both the current and modified
designs using ANSYS 2022 R2 (Tables 3 and 4). The results presented in Tables 3 and 4
illustrate the vibration modes and amplitudes of the exhaust system at different frequencies.
This enables us to determine at which frequencies the system is more sensitive and how
design changes affect this sensitivity. Comparisons made across different frequency ranges
demonstrate how the system’s vibration behavior changes with frequency, allowing for a
more comprehensive analysis. This has enabled us to more clearly identify the system’s
weak points.

Table 3. Natural frequencies of the existing (unmodified) exhaust system.

Mode 1. Mode 2. Mode 3. Mode 4. Mode 5. Mode

Frequency (Hz) 20.535 20.549 125.32 126.09 271.96

Mode 6. Mode 7. Mode 8. Mode 9. Mode 10. Mode

Frequency (Hz) 272.61 348.32 401.88 510.06 510.08

Table 4. Natural frequencies obtained after changes made to the exhaust system.

Mode 1. Mode 2. Mode 3. Mode 4. Mode 5. Mode

Frequency (Hz) 31.971 31.978 256.25 262.69 363.6

Mode 6. Mode 7. Mode 8. Mode 9. Mode 10. Mode

Frequency (Hz) 486.96 514.96 570.82 570.83 792.57

Excessive vibrations observed in the exhaust system were caused by resonance, which
occurred when the forces generated during engine operation and external influences from
road conditions were close to the system’s natural frequencies. This condition resulted
in excessive deformations and potential fractures in certain areas of the exhaust system.
Design modifications made to solve the problem increased the system’s natural frequencies,
reducing the likelihood of resonance. As a result, the exhaust system became more resistant
to external forces. The modal analysis results presented in Tables 3 and 4 and Figure 8
demonstrate the successful implementation of the design changes and significant improve-
ments in the system’s vibration behavior. These comparisons at different frequency ranges
have contributed to a better understanding of the exhaust system’s dynamic behavior and
enabled the development of more effective solutions for future designs.
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Figure 8. Modified exhaust system modal analysis, ten mod.

Figure 9 clearly demonstrates how the design modifications have affected the vibra-
tion behavior of the exhaust system. This graph clearly demonstrates how the design
modifications have affected the vibration behavior of the exhaust system by comparing the
natural frequencies before and after the changes. The most significant finding is that the
design changes have significantly altered the natural frequencies of the system. As a result
of these changes, the natural frequencies have generally shifted to higher values. This has
moved the system further away from the operating frequencies of the engine, reducing the
likelihood of resonance. In other words, the exhaust system is now less prone to vibration
while the engine is running.
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Figure 9. Modal frequency graph for existing and modified exhaust.

The primary objective of our study was to adjust the exhaust system’s natural fre-
quencies to the desired level and thereby eliminate vibration-related problems. Figure 10
visually presents the first ten vibration modes of the exhaust system according to the
modal analysis results. Deformations shown in different colors reveal different levels of
deformation in different parts of the system. Red areas represent maximum deformation,
while blue areas represent minimum deformation. These visualizations have been valuable
tools both in diagnosing the problem and in making design improvements.
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Figure 10. Modified exhaust system modal analysis graphs, ten mod.

The modal analysis results obtained from ANSYS indicated that the maximum de-
formation occurred at the fifth mode in the outlet section of the exhaust pipe, and this
area was found to be the most prone to fracture (Figure 11). In ANSYS, red represents the
maximum deformation, while blue represents the minimum deformation. The measured
deformation of 32.573 mm in this area revealed the weakness in this region of the exhaust
system. As a result of the improvements made by changing the geometry of the last part of
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the exhaust pipe and adding additional supports, an increase in the natural frequency of
the fifth mode was observed, and the total deformation in the fracture area was reduced by
approximately 92% (Figure 12). Geometric modifications are design changes implemented
to enhance system performance. However, these enhancements typically lead to increased
system weight and cost. The design modifications implemented in this study resulted
in a 13%(580 g) increase in part weight and a 5%(USD 1.5) increase in cost. Despite this
minor weight gain, the system’s vibration characteristics were significantly enhanced. A
performance evaluation of the existing exhaust system revealed a total of 35 product re-
turns from the field. The implemented improvements shifted the exhaust system’s natural
frequency away from the hazardous range, thereby increasing the system’s durability and
extending its lifespan, ultimately enhancing reliability. Consequently, customer complaints
related to fractures were entirely eliminated, and return rates decreased to zero. These find-
ings confirm the accuracy and effectiveness of the conducted analyses and implemented
improvement processes.
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3.4. Experimental Modal Analysis

Vibration measurements were conducted using accelerometer sensors placed on the
vertical exhaust system of the tractor. The data obtained from the sensors were recorded
for 60 s in the 0–200 Hz frequency range. According to previous studies and based on
the excitation of the exhaust system, the most important modes to induce vibration and
consider are between 20 Hz and 200 Hz [31]. This frequency range is a typical range
where vibrations in tractor exhaust systems are observed. The location of the sensors
on the exhaust is shown in Figure 13. Differences in stiffness across various sections of
the exhaust system can lead to the emergence of multiple modes and uncertain vibration
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patterns. Since this situation complicates vibration analysis, a sensor was placed near the
fracture point, which is the most critical region and where vibrations are most intense, to
conduct measurements. This allowed for a clearer identification of the vibration source.
The obtained data provided detailed information about the magnitude, frequency, and
distribution of vibrations in the exhaust system.
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Figure 13. A view of the accelerometer placed on the exhaust. Figure 13. A view of the accelerometer placed on the exhaust.

The vibration measurement graphs depicted in Figures 14 and 15 provide a detailed
analysis of the time-varying vibration characteristics and frequency spectra of the original
and modified exhaust systems operating at 1200 rpm. Taking measurements at 1200 rpm
engine speed was preferred because it is in a speed range in which tractors are frequently
operated, and data appropriate to real operating conditions were obtained. The modified
exhaust system exhibits the emergence of new frequency components and the attenuation
of certain existing ones. The peak amplitudes in Figure 14 are noticeably lower and exhibit
a distinct distribution compared to Figure 15, suggesting that the modified exhaust system
has resulted in reduced vibration levels or altered vibration frequencies.
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4. Conclusions
In this study, the vibration characteristics of the vertical exhaust system of a 90 HP

tractor were analyzed using the finite element method. The main steps of the study
are as follows: First, vibration measurements were performed on the existing exhaust
system using an accelerometer, and regions with permanent deformations were identified.
Based on these findings, a 3D model of the exhaust system was created using PTC Creo
3D software and transferred to the ANSYS Workbench environment for finite element
modeling. As a result of the modal analysis performed in ANSYS, the natural frequencies
and mode shapes of the system were determined. The analyses revealed the following:

Effect of Geometric Changes: It was determined that changes in the geometry of the
exhaust system (pipe diameter, length, bending angles, and connection points) affected
the vibration behavior. These changes caused the system to vibrate at higher frequencies
and increased its resistance to external forces. As Xu et al. [27] also stated in their research,
vibrations in exhaust systems are generally concentrated at low frequencies. This situation
is consistent with the results of our study, once again confirming the effect of the geometric
properties of the exhaust system on vibration behavior.

Mode Shapes: Mode shapes provide information to the designer about which areas of
the system undergo more deformation, indicating where to focus attention. In this way, the
overall performance of the exhaust system has been improved.

Modal Analysis Results: Modal analyses performed with ANSYS simulations showed
that the natural frequency increased, especially in the fifth mode, and the deformation in
critical regions decreased by 92%. These findings indicate that the exhaust system has been
moved away from dangerous resonance frequencies.

Experimental Verification: Measurements taken at 1200 rpm showed that some old
frequencies disappeared and new frequency components emerged in the modified exhaust
system. This situation indicates that the change in the exhaust system has changed the
vibration characteristics of the vehicle. Modifications have reduced some vibrations but
created new vibration sources. This also shows that the changes in the exhaust system have
affected the vibrations of the vehicle.

The ANSYS 2023 R1 Workbench software, as verified by experimental studies, pro-
vides high accuracy, cost effectiveness, and time savings in the design of exhaust systems.
Natural frequency analyses, in particular, are critical for optimizing system performance
and preventing failures caused by unwanted vibrations. For these analyses to provide
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reliable results, a realistic numerical model of the exhaust system is essential. The structural
modifications made were verified by computer simulations and experimental measure-
ments on the actual exhaust system. These verifications show that the design changes made
are effective not only theoretically but also in practical application.

As in the study of Jin et al. [29], a high agreement was observed between the data
obtained as a result of two different modal analyses. This result shows that both exper-
imental and numerical methods provide reliable and consistent results for preventing
vibration-induced damage in tractor exhaust systems. These findings constitute an im-
portant reference point for solutions to vibration problems in other engineering systems
with similar structural dynamics. In this context, the findings of the study once again
demonstrate the critical importance of vibration analysis and structural improvements
in the design of agricultural machinery and other heavy vehicles. It is considered that
future studies will contribute to obtaining more comprehensive results by applying similar
methods under different exhaust system and vibration conditions.
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online: https://www.guvenplus.com.tr/imagesbuyuk/b7f89TEKNO.pdf (accessed on 13 February 2025).
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Featured Application: This work contributes to different industrial sectors through a computer
tool that optimizes the layout of a robotic cell, which allows reducing both production times and
energy consumption, mainly.

Abstract: The design of the work area of a robotic cell is currently an iterative process of trial and
improvement, where, in the best cases, the user places the workstations and robotic manipulators in
a 3D virtual environment to then semi-automatically verify variables such as the robot’s reach, cycle
time, geometric interferences, and collisions. This article suggests using an evolutionary computation
algorithm (genetic algorithm) as a tool to solve this optimization problem. Using information
about the work areas and the robot’s reach, the algorithm generates an equipment configuration
that minimizes the cell area without interference between the stations and, therefore, reduces the
distances the robotic manipulator must travel. The objective is to obtain an optimized layout of the
workstations and to validate this optimization by comparing the transfer times between stations with
the actual times of an existing screwdriving cell. As a result, the transfer time was reduced by 9%. It
is concluded that the algorithm can optimize the layout of a robotic cell, which can lead to significant
improvements in efficiency, quality, and flexibility.

Keywords: genetic algorithm; robotics; optimization

1. Introduction

An assembly line is a manufacturing process where different parts are assembled
in a specific sequence, creating a final product at each workstation until the final opera-
tion is completed. Operations performed at workstations can be manual, automatic, or
semi-automatic, and the type of operation to be used at the station will depend on the
manufacturer’s strategy [1].

Industry tries to increase its competitiveness by implementing strategies of greater
flexibility at a low cost, obtaining greater productivity and efficiency. The use of robots in
automated material handling boosts productivity and enhances automation. Robotic cells,
which combine robots equipped with grippers or other specialized capabilities along with
CNC machines and complementary systems, are an integral part of these manufacturing
environments. By integrating industrial robots with other technologies, these automation
systems provide productive flexibility, allowing manufacturers to efficiently adapt to short-
and medium-term demand fluctuations [2]. On a global scale, there is no standardized
process for designing the work area when implementing robotic manufacturing cell solu-
tions. The increasing demand for flexible cells with high productivity and product quality
necessitates faster and more efficient design and planning methods to create an appropriate
work area layout for production tasks [3].

Having a computer program that assists in the location of workstations will allow
the industry to design robotic manufacturing cells with the shortest transit time between
stations, choose the ideal robot for the tasks, and maximize the productivity rate by mini-
mizing production cycle time. Additionally, it will enable seamless integration of different
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systems, improve operational efficiency, reduce setup and reconfiguration times, enhance
adaptability to changes in production demands, and ensure optimal use of available space.
This will not only increase throughput but also reduce energy consumption and opera-
tional costs, thereby contributing to a more sustainable and cost-effective manufacturing
process [4].

Optimizing a robotic cell is a critical process in modern manufacturing that seeks to
maximize efficiency and productivity. It consists of designing and adjusting the components
and their arrangement within the cell to minimize cycle time, reduce energy consumption,
and improve product quality. Traditionally, robotic cell design involved virtual prototyp-
ing, with physics-based simulations playing a crucial role in obtaining accurate models.
These simulations allowed the behavior and interaction of components to be predicted
in a controlled environment, making it easier to identify potential failures and areas for
improvement before physical implementation [5,6]. The use of advanced algorithms is now
included, for example, in [7] mixed programming techniques, which are presented for small
instances and a genetic algorithm for large instances. It is modeled as a production flow
problem with blocking constraints, a single transport robot, and controllable processing
times. This research addressed the case where processing times vary linearly according
to the allocated resources and focuses on obtaining maximum performance. However,
comparative results with real solutions are not presented. In [8], hierarchical optimization
is proposed, being more important for first the posture optimization and then the motion
optimization. The pose optimization is solved with a genetic algorithm, and an objective
function considers the design constraints. It is confirmed that the proposed method can
solve the optimization problem quickly by experiments. A reference robotic cell was used,
and only the execution time of the algorithm was compared against the manual design
time of the cell, but no improvements in cycle time were documented. In [9], design criteria
for a robotic cell are defined, design candidates are represented by a sequence pair scheme
to avoid interference between components of the assembly system, and the use of dummy
components is proposed to represent design areas where components are scarce. Objective
functions are formulated, and optimal solutions are obtained using a genetic algorithm.
Numerical evaluations are performed to illustrate the effectiveness of the proposed method.
The existence of a relationship between design area and manipulability is concluded. That
is, too small a design area reduces manipulability, since the robot arm must undergo more
radical movements during assembly operations. In [10], the location of the work centers
and the robot are parameterized as the homogeneous transformation matrix with respect to
the environment. Each component is assigned a cylindrical envelope, and the interference is
modeled with the circular projection. The robot joints are also projected to resolve collisions
in 2D space. The deepest collision point is removed outside the cylindrical envelope along
the vertical or radial direction. And the trajectory is segmentally replanned according
to the relocated point. The optimization is achieved in a cascade flow, and the heuristic
algorithm is applied. Experiments performed on a robotic ultrasonic shot peening work
cell validate the effectiveness of the proposed method. No improvements in process times
are reported. In [11], five nature-inspired algorithms, a genetic algorithm, differential
evolution, an artificial bee colony, a charge search system, and particle swarm optimization
are proposed. Design area criteria, operation time, and robot manipulability are simulta-
neously optimized. Numerical examples are provided to illustrate the effectiveness and
usefulness of the proposed methods. It is observed that swarm optimization algorithms
perform better than the other algorithms in terms of solution quality. Although the three
criteria are optimized simultaneously, this optimization is independent, the optimal solu-
tion of the system is still pending, and only the best solutions are proposed. The use of
evolutionary algorithms is an area of research for robotic optimization, and the following
table shows some other research that has been developed in the last decade, each with
different optimization objectives and, therefore, different algorithm proposals for their
solution.
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Based on the advancements and state-of-the-are approaches presented in Table 1, the
research question is as follows: Can genetic algorithms optimize the workspace and reduce
cycle time in a robotic cell? Additionally, do they offer any advantages due to their ability
to handle large search spaces, adapt to complex nonlinear solutions, and find near-global
optimum solutions efficiently, even in dynamic and highly variable environments?

Table 1. Robotic cell optimization research (2014–2022).

Year Author Objective Solution Restrictions

2014 Daoud et al. [12]
Maximize line efficiency and
balance tasks between robotic

equipment.

Three proposed hybrid
evolutionary algorithms

A single product in the
robotic cell

2015 Mukund Nilakantan
et al. [13]

Minimize cycle time and
energy consumption

Integer programming
model 0–1

A single product in the
robotic cell

2016 Cil et al. [14]
Minimize the total cost of

robot use, number of stations,
and cycle time.

Hierarchical objective
preventive algorithm

Various products in the
robotic cell and

fixed robots.

2017 Nilakantan et al. [15] Maximize line efficiency and
minimize carbon footprint

Multi-objective
coevolutionary algorithm,

artificial bee colony,
random simulated

annealing, and fast elitist
non-dominated sorting

A single product on the
line, fixed stations

and robots.

2018 Pereira et al. [16] Minimize Fixed and
Variable Costs

Memetic elitism algorithm,
genetic algorithm, multiple

start algorithm, and
random search algorithm.

A single product in the
robotic cell, fixed stations

and robots.

2019 Weckenborg et al. [17] Maximizing manual labor
efficiency and productivity

Multi-integer
programming model with
hybrid genetic algorithm.

A single product in the
robotic cell with

deterministic cycle times

2020 Zhou and Wu [18] Minimize fixed and
variable costs

Hybrid particle swarm
combined with dynamic

programming.

A single product in the
robotic cell, fixed stations

and robots.

2021 Mehmet Pinarbasi
et al. [19]

Minimize number of stations
and cycle time

Constraint programming
model with mixed integer

programming and
ABSALOM software.

A single product in the
robotic cell

2022 Yuanying Chi et al. [20] Minimize number of stations
and energy consumption

Mixed integer linear
programming model with

a cross-station design.

A single product in the
robotic cell

In this article, a multi-objective design optimization method for the layout of worksta-
tions in a robotic cell is proposed. The robot base is considered the center of the work area,
and the 2D dimensions of both the workstations and the robot base are specified. A genetic
algorithm is employed to evaluate numerous possible configurations of components, select-
ing the most efficient ones. The objective function aims to minimize the work area while
considering the interference of the stations and the robot base as constraints. The algorithm
is adjusted by modifying the mutation probability.

This approach enables the algorithm to minimize the work area, reduce cycle times,
lower energy consumption, and maximize productivity, which would be difficult to achieve
with traditional methods. Therefore, this algorithm is proposed as a design tool for produc-
tion engineers and automation consultants in the industry seeking to implement robotic
solutions and optimize robotic cells cost-effectively and efficiently.
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2. Materials and Methods

The methodological approach of this research is based on the analysis of a production
process involving three robotic cells already installed in the industry. Each cell is treated
as an independent study object to experiment with the proposed algorithm. The goal is
to obtain an optimized distribution of the workstations and validate this optimization by
comparing the transfer times between stations with the current times.

For each robotic cell, a specific number of workstations of different sizes, an industrial
robot, and a limited workspace are considered, as illustrated in Figure 1. A genetic algo-
rithm is employed to minimize the workspace of each cell, also incorporating a penalty
function to evaluate the presence of interferences between the workstations and the robot’s
base. In the design of the robotic cell, the robot’s position must allow it to reach all the work-
stations, so the algorithm considers the robot’s base as the center of the operational area.
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The algorithm development was carried out using Python V3.5 [21] in the Visual
Studio Code V1.91 environment [22]. Unlike previous works [7–20], this study introduces
a significant novelty by integrating Mitsubishi’s RT TOOLBOX3 PRO software [23] into the
simulation stage. Instead of merely mathematically modeling the robot’s trajectories and
cycle times, the results generated by the algorithm are directly imported into RT TOOLBOX3
PRO, allowing for a realistic simulation of the robot’s movements. This not only provides a
more accurate calculation of cycle times but also offers practical visualization and validation
of the robot’s behavior in the simulated environment, adding a level of robustness and
precision not found in similar approaches.

Furthermore, the integration of RT TOOLBOX3 PRO enables better solution compari-
son, optimizing trajectories and times in simulated real-world scenarios, which strengthens
the applicability of the results in industrial settings.

2.1. Robotic Cell

A robotic cell is an integrated system used in manufacturing and industrial automation
that consists of one or more robots, along with other equipment and tools, designed
to perform specific tasks such as assembly, welding, painting, material handling, and
inspection. These cells are engineered to improve efficiency, precision, and safety in
production processes. A robotic cell is an integrated system used in manufacturing and
industrial automation that consists of one or more robots, along with other equipment
and tools, designed to perform specific tasks such as assembly, welding, painting, material
handling, and inspection. These cells are engineered to improve efficiency, precision, and
safety in production processes [24]. Typically, a work cell can only process one workstation
at a time, so the robotic cell is considered as a mass production system with blocking. And
according to their layout, they can be classified into the following [25]:
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• Linear or Semicircular: The robot passes through each of the workstations sequentially
moving from the input to the output of the process and back, as shown in Figure 2.
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• Circular: In this configuration, the robot is required to pass through each of the
workstations sequentially, as shown in Figure 3. Having greater flexibility in the
sequence of movements results in higher productivity.
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2.2. Work Area Optimization

Optimizing a work area is a research problem that not only applies to manufacturing
systems but also to the design of integrated circuits, assemblies, etc. A search for works
was carried out to define the optimization criteria.

One of the first investigations to address the optimization of the area of an industrial
robot was [26], where an automatic system in three dimensions was presented to generate
collision-free trajectories using conventional algorithms of flexible manufacturing systems.
For this work, 3 degrees of freedom were considered for the robot. Later in [27], a genetic
algorithm was used. The number of workstations in defined areas within the robot’s
range was defined, and the system determined the best order of the workstations to be
executed, while another algorithm adjusted the location of the workstations with respect to
the efficiency of the robot.

On the other hand, in [28], a genetic algorithm was used to minimize the cycle time
of a series of operations, which was achieved by determining the relative positions of the
machines or workstations around the industrial robot.

2.3. Genetic Algorithm

A genetic algorithm is a search heuristic inspired by the principles of natural selection
and genetics. It is commonly used to find approximate solutions to optimization and search
problems and was used in this research to optimize the work cell area through functions
that minimize the number of interferences between the workstations.
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Here is an overview of how genetic algorithms work [26]:

• Population initialization: A set of candidate solutions (called individuals) is generated.
Everyone represents a potential solution to the problem.

• Selection: Each individual will be evaluated using a fitness function, which measures
how well it solves the problem. Individuals are selected for reproduction based on
their fitness scores. Higher fitness individuals have a higher probability of being
selected. Common selection methods include roulette wheel selection, tournament
selection, and rank-based selection.

• Crossover: Selected individuals are paired to create offspring. The genetic material
from two parent individuals is exchanged at the crossover point, producing two
new offspring.

• Mutation: With a low probability, individual bits in the offspring’s chromosomes are
flipped or altered. Mutation introduces genetic diversity and helps prevent premature
convergence to local optima.

• Replacement: The offspring replace some or all the old population, creating a new gener-
ation. The process of selection, crossover, and mutation is repeated for many generations.

Figure 4 shows the typical cycle of the evolution of a genetic algorithm.
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Some recent examples of the use of the genetic algorithm in optimization applications
for industrial robot problems are optimal movement trajectories in industrial robots, aim-
ing to minimize the objective function of the manipulator’s velocity rate, producing the
highest possible speed at the end-effector while keeping the axis speeds at a minimum [27],
with stochastic multi-modal processing times with multiple parallel-working robots per
workstation. The objective is to minimize the number of workstations at a given production
rate and the probability limit of violating the cycle time [28].

The proposed algorithm uses an uninformed initialization based on assigning random
values to the genes of everyone. In this case, the representation is real, so each gene will
take values in a defined interval with a uniform probability.

Station/Gen = [(0, Working area in long), (0, Working area in width)] (1)

The solution is a combinatorial optimization problem whereby each station location is
a gene and, together with the other station locations, together form the “genetic code of
the individual”.

Individual = {Gen1, Gen2, Gen3, . . . , Genn} where each Genn is{x, y} (2)

Robot base = [{x1, y1} , {x2, y2}] (3)
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With the initial population, the code generates the points that correspond to the corner
or diagonal of the stations to have the complete area of each one of them, as shown in
Figure 5.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 7 of 15 
 

𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 = ሼ𝐺𝑒𝑛1, 𝐺𝑒𝑛2, 𝐺𝑒𝑛3, … . , 𝐺𝑒𝑛𝑛ሽ 𝑤ℎ𝑒𝑟𝑒 𝑒𝑎𝑐ℎ 𝐺𝑒𝑛𝑛 i𝑠 ሼ𝑥, 𝑦ሽ (2) 𝑅𝑜𝑏𝑜𝑡 𝑏𝑎𝑠𝑒 = [ሼ𝑥ଵ, 𝑦ଵሽ , ሼ𝑥ଶ, 𝑦ଶሽ] (3) 

With the initial population, the code generates the points that correspond to the cor-
ner or diagonal of the stations to have the complete area of each one of them, as shown in 
Figure 5. 

 
Figure 5. Generation of workstation areas. 

Obtaining the minimum and maximum values [{Xmin, Ymin}, {Xmax, Ymax}], the area of 
each combination generated is calculated and then evaluated in the first fitness function 
to be minimized. The second fitness equation is to minimize the number of interferences 
between stations, since this would be considered a physical constraint for the solution. 
The fitness equations to be minimized in the genetic algorithm are shown below. 𝑓(𝑎𝑟𝑒𝑎) = (𝑋௫ −  𝑋 )  ∗  ( 𝑌௫ −   𝑌) (4) 

𝑓(𝑀) = (𝑥1௫   𝑥2 ∧  𝑥2௫   𝑥1  ∧  𝑦1௫    𝑦2  ∧  𝑦2௫    𝑦1) (5) 

where Mi is a working station. With two objective functions to be minimized, it is consid-
ered a multi-objective problem. The advantage of this multi-objective approach is that it 
allows adding more functions or constraints that help to find new solutions with different 
conditions in the optimization of the work area. Our objective function to minimize will 
be the sum of both Equations (4) and (5): 𝑓(𝐶𝑜𝑚𝑏) = (𝑎𝑟𝑒𝑎_𝑤𝑒𝑖𝑔ℎ𝑡) ∗  𝑓(𝑎𝑟𝑒𝑎) + (𝑖𝑛𝑡𝑒𝑟𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑤𝑒𝑖𝑔ℎ𝑡) ∗  𝑓(𝑀் )   (6) 

where 𝑎𝑟𝑒𝑎_𝑤𝑒𝑖𝑔ℎ𝑡 is a value between 1 to 10, 𝑓(𝑎𝑟𝑒𝑎) is a total area of the combination 
of stations in the working area, 𝑖𝑛𝑡𝑒𝑟𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑤𝑒𝑖𝑔ℎ𝑡 is a value between 100 to 1000, and 𝑓(𝑀்)  is the total number of interferences between stations. Two weight variables are 
used to give preference to interference reduction over area reduction. 

With the evaluation of each combination by area and total number of interferences, a 
selection by tournament is made, which consists in the realization of λ tournaments, 
where the individuals of the current population are randomly selected by sampling with 
a uniform probability in such a way that the individuals with the minimum value are 
selected to be the parents in the next stage. 

For the crossing of parents, we use the point crossover where we randomly generate 
a number n between 1 and the length of the vector (genes) that represents the individual 
and Pc (crossover probability). The first child receives the first genes of the first identical 
parent up to n, and after this number it receives the segment of the second parent. For the 
second child, it is also generated by this crossing, and it is conducted in the same way by 
inverting the order. Now, the second parent transfers its segment up to a number n to the 
child and the remaining one for the segment of the first parent. 

Figure 5. Generation of workstation areas.

Obtaining the minimum and maximum values [{Xmin, Ymin}, {Xmax, Ymax}], the area of
each combination generated is calculated and then evaluated in the first fitness function
to be minimized. The second fitness equation is to minimize the number of interferences
between stations, since this would be considered a physical constraint for the solution. The
fitness equations to be minimized in the genetic algorithm are shown below.

f (area) = (Xmax − Xmin ) ∗ ( Ymax − Ymin) (4)

f (Mi) = ∑(x1max ≥ x2min ∧ x2max ≥ x1min ∧ y1max ≥ y2min ∧ y2max ≥ y1min) (5)

where Mi is a working station. With two objective functions to be minimized, it is consid-
ered a multi-objective problem. The advantage of this multi-objective approach is that it
allows adding more functions or constraints that help to find new solutions with different
conditions in the optimization of the work area. Our objective function to minimize will be
the sum of both Equations (4) and (5):

f (Comb) = (area_weight) ∗ f (area) + (inter f erence_weight) ∗ f (MT ) (6)

where area_weight is a value between 1 to 10, f (area) is a total area of the combination
of stations in the working area, inter f erence_weight is a value between 100 to 1000, and
f (MT) is the total number of interferences between stations. Two weight variables are used
to give preference to interference reduction over area reduction.

With the evaluation of each combination by area and total number of interferences,
a selection by tournament is made, which consists in the realization of λ tournaments,
where the individuals of the current population are randomly selected by sampling with
a uniform probability in such a way that the individuals with the minimum value are
selected to be the parents in the next stage.

For the crossing of parents, we use the point crossover where we randomly generate a
number n between 1 and the length of the vector (genes) that represents the individual and
Pc (crossover probability). The first child receives the first genes of the first identical parent
up to n, and after this number it receives the segment of the second parent. For the second
child, it is also generated by this crossing, and it is conducted in the same way by inverting
the order. Now, the second parent transfers its segment up to a number n to the child and
the remaining one for the segment of the first parent.

Once the new population of offspring is generated, the mutation stage is performed.
For this case, we will use the mutation for the real representation, where each gene is
modified with probability Pm (probability of mutation). This consists of randomly selecting
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a gene and assigning it a new value from a uniform probability distribution over the range
in which it is defined. The new generation becomes the parents for the next cross, repeating
the process from the evaluation of the population.

In the genetic algorithm, the variables of number of generations, crossover probability,
mutation probability, population size, and number of stations will directly affect the
processing time of the algorithm. Algorithm 1 shows the genetic algorithm developed.

Algorithm 1: Robotic cell layout optimization algorithm

1:
2:
3:

Initialize. Number of generations
while generatios < counter :
Random starting positions of stations

4:
5:
6:
7:
8:
9:
10:

for index in range (populationsize)
{Gen1, Gen2, Gen3, . . . ., Genn}

Diagonal points of each station
while f lag == 0

each Genn is{x, y}
Maximum and minimum points for calculating the area

for rows in range (population_size)
11: print (X min, X max, Y min, Y max)
12: Maximum area of each combination of stations
13: f (area) = (Xmax − Xmin ) ∗ ( Ymax − Ymin)
14: Interference counting between stations
15: if (x1_max >= x2_min and x2_max >= x1_min and y1_max >= y2_min and

y2_max >= y1_min): return interference
f (Mi) = ∑ Number o f inter f erences between stations

16: Fitness function
17: f n(Comb) = (area_w) ∗ f (area) + (inter f erence_w) ∗ f (MT )
18: Best solution selection
19: if f n(comb) < fn−1(comb) then
20: New generation of solution
21: for rows in range (population_size/ 2 )
22:Best solution
23: return: fmin(area)

3. Results

The genetic algorithm was applied to three robotic cells that are part of a production
line, with each cell representing a different case study. Results from different case studies
help ensure that the conclusions are more robust, generalizable, and applicable across a
wide range of contexts.

The algorithm is parameterized to perform 1000 iterations to find the best solution,
with a convergence criterion applied if the minimum area for the robotic cell does not
change after 50 iterations. A mutation probability of 0.20 is provided to ensure genetic
diversity and that the algorithm sufficiently explores the solution space. This parameter
was obtained through experimentation and adjustment of the algorithm, allowing for a
balance between exploring new solutions and exploiting the best solutions found so far.

The experimentation was conducted with an 11th Gen Intel® Core™ i7-11800H @
2.30 GHz processor and 64 GB of RAM (Santa Clara, CA, USA). With this hardware, the
average time per solution was 20 min, considering that, as a combinatorial optimization
algorithm, it is considered a polynomial time problem.

3.1. Screwing Cell—Case Study 1

The first robotic cell performs a screwing function using a 4-axis robot (RH-6CRH6020-
D SCARA, Mitsubishi Electric, Tokyo, Japan). There are six pieces that are placed within
a nest of positions. The location of the pieces and the screws are currently defined, and
each piece to be screwed are represented with a rectangle of different color to be clearly
visualized, as shown in Figure 6. Table 2 provides the dimensions of each workstation.

61



Appl. Sci. 2024, 14, 8605

The algorithm is executed to obtain an optimal distribution of the stations in the
screwing cell. Figure 7 shows the part distribution proposed by the algorithm, revealing a
vertical matrix arrangement. The parts are more compact and vertically aligned in relation
to the robot’s position. Table 3 presents the current travel times performed by the robot
and the times obtained through simulation based on the proposed solution.
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Table 3. Trajectory time, screwing cell.

Trajectory Current Transfer Time (s) Algorithm Transfer Time (s)

1 to 2 3.12 2.91
2 to 3 1.92 1.53
3 to 4 2.15 2.22
4 to 5 1.98 1.71
5 to 6 2.48 1.88

Total time 11.65 10.25

Once the simulation was carried out, a reduction of 1.4 s was obtained, which rep-
resents 13.17% of the transfer time implemented in the currently installed robotic cell
compared to the optimized cell proposed by the algorithm.
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3.2. Machining Cell—Case Study 2

The second cell is responsible for loading and unloading parts in a machining center,
which produces three types of shafts of different lengths and diameters. A 6-axis robot
(RV8CRLD-S15 M, Mitsubishi Electric, Tokyo, Japan) loads the material to be processed
and then unloads the finished product, placing it in a storage station corresponding to the
produced model. Figure 8 shows the current layout of the machining center; station 1 is the
loading (input) station, and stations 2, 3, and 4 are the storage (output) stations. It shows
how the CNC is in opposite position to the input and output stations. Table 4 provides the
dimensions of each workstation.
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Table 4. Dimensions of machining stations.

Stations Length (mm) Width (mm)

CNC 750 600
Station 1 350 325
Station 2 400 150
Station 3 275 225
Station 4 260 197

Figure 9 shows the solution proposed by the algorithm, where the storage stations
are grouped on the left side of the nest, and the loading station is positioned on the right.
Additionally, it can be observed that the loading station involved in each cycle is closer to
the robot, which will reduce the cycle time for each loading operation. Table 5 presents the
current travel times performed by the robot and the times obtained through simulation
based on the proposed solution. A reduction of 1.06 s was achieved, representing a 6.8%
decrease in the transfer time of the currently installed robotic cell compared to the optimized
cell proposed by the algorithm.
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Table 5. Trajectory time, machining cell.

Trajectory Current Transfer Time (s) Algorithm Transfer Time (s)

CNC to 1 4.56 4.10
2 to CNC 3.45 7.37
3 to CNC 3.89 3.21
4 to CNC 3.71 3.49
Total time 15.61 14.55

3.3. Assembly Cell—Case Study 3

The assembly of the parts is carried out in the third cell, where the material stations are
distributed in such a way that a 6-axis robot (RV-7FRD, Mitsubishi Electric, Tokyo, Japan)
takes the material from each station, places the parts in the assembly station, and removes
the finished product. Figure 10 shows the actual layout of the assembly cell, a circular cell
where the stations with the individual components are arranged around the base of the
robot. Table 6 provides the dimensions of each workstation.
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Table 6. Dimensions of assembly stations.

Stations Length (mm) Width (mm)

Assembly 3 750 600
Station 1 350 325
Station 2 400 150
Station 4 275 225
Station 5 260 197

In Figure 11, the proposed solution by the algorithm is shown. In Figure 11, the proposed
solution by the algorithm is shown. Table 7 presents the current travel times performed by
the robot and the times obtained through simulation based on the proposed solution.
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Table 7. Trajectory time, assembly cell.

Trajectory Current Transfer Time (s) Algorithm Transfer Time (s)

1 to 3 2.78 2.40
2 to 3 2.61 2.38
4 to 3 2.90 2.10
5 to 3 2.41 2.84

Total time 10.70 9.72

A reduction of 0.98 s in transfer time was achieved, representing a 9.15% decrease
compared to the currently operating robotic cell. This improvement was made possible
through the optimization performed by the algorithm, which adjusted the station layout
and the robot’s movement paths within the cell. Table 8 summarizes the results obtained
for each of the robotic cells evaluated, highlighting the superiority of the proposed method
with a 3.44 s improvement in production time.

Table 8. Trajectory time, production line.

Robotic Cell Current Transfer Time (s) Algorithm Transfer Time (s)

Screwing 11.65 10.25
Machining 15.61 14.55
Assembly 10.70 9.72
Total time 37.96 34.52

The results demonstrate a significant improvement in the operational efficiency of the
robotic cell due to the optimization of the workstation layout using a genetic algorithm. The
new arrangement allowed for a notable reduction in transfer times, achieving a decrease in
operational cycles by 9.06%. This optimization not only speeds up the production process
but also maximizes the utilization of available resources, resulting in increased productivity
and greater competitiveness on the production line. The use of the genetic algorithm has
been key to exploring multiple possible configurations and finding the optimal solution
that would otherwise be difficult to identify manually.

4. Discussion

The optimization of the robotic cell’s area using the genetic algorithm led to a more
compact and efficient design. The algorithm was able to identify station layouts that re-
duced the required space without compromising the robot’s mobility or the cell’s function-
ality, which is especially beneficial in manufacturing environments with space constraints.
However, the algorithm does not account for spaces needed for operator movement, so
it is recommended to consider these factors when designing a robotic cell. A limitation
of the use of the algorithm is that it doesn’t consider the possibility of the rotation of the
workstations as a possible solution. This approach of no rotation is very useful for the
algorithm, as, with the intersections, it is more difficult to count with rotation workstations,
which only a few researchers have performed, like Zhang and Li [29]. Some further research
its need it to evaluate if rotation of workstations needs to be considered.

Optimizing the travel times and the area of the cell can result in lower operational
costs, as both energy consumption and robot wear due to unnecessary movements were
reduced. This translates into increased equipment lifespan and greater efficiency in resource
utilization. This algorithm of this work only considers as a valid solution that the location
of the workstation is within the reach of the robot, while other works considered the
Denavit–Hartenberg equations [30] of a proposed robot; this gives an advantage, since the
solution is evaluated as reachable or not from the same algorithm. For future work, we
will seek to introduce the D–H equations of various robot models so that the user has the
ability to evaluate their solutions without having to simulate them.
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Regarding the limitation of the algorithm using only one robot per robotic cell, this sig-
nificantly reduces the complexity of the problem but also limits the optimization potential.
In more advanced industrial environments, where multiple robots can work simultaneously
in the same cell or in adjacent cells, the interactions between the robots offer opportunities
to improve efficiency and reduce cycle times. However, optimizing such systems with
multiple robots introduces a new level of complexity, as it is necessary to manage the
coordination between robots to avoid collisions and minimize downtime.

The implementation of the genetic algorithm can enhance the overall productivity
of the robotic cell. By minimizing travel times and maximizing space utilization, the
number of production cycles completed within a given period increased, which benefits
the overall production capacity. This means that it is not necessary to continue performing
the traditional approach as the only way to design and determine the location of the
workstations, which now can be assisted with an algorithm to receive some location
proposals for the workstations. Also, it is important to evaluate the use of some other
evolutionary algorithms, as, according to some research, Lim [11] found that Particle Swarm
Optimization could lead to better results in robotic cell optimization.

5. Conclusions

The proposed genetic algorithm effectively optimized the travel times between stations,
resulting in a significant reduction in cycle times. This is made possible by the inherent
ability of genetic algorithms to explore multiple configurations and find solutions that
minimize the robot’s downtime, thereby improving operational efficiency. In the case
studies conducted, the algorithm showed great adaptability to different configurations and
design requirements, allowing for the optimization of both simple and complex robotic
cells, which is crucial for production lines that need to quickly adjust to changes in demand
or product specifications.

However, despite its advantages, the use of genetic algorithms also presents certain
limitations. One of the main drawbacks is that, although genetic algorithms are effective in
exploring large search spaces, they do not guarantee finding the globally optimal solution.
Since their search process is based on the evolution and mutation of potential solutions,
they often become trapped in local optima, especially in highly complex problems. This
can lead to solutions that, while sufficiently good, do not always represent the best possible
configuration. Furthermore, the performance of the algorithm heavily depends on the
quality of the fitness function and the parameters selected, such as population size or
mutation and crossover rates, which must be carefully tuned to avoid both premature
convergence and excessively prolonged exploration of the solution space.

Another limitation is that genetic algorithms often require a considerable amount
of computational time, particularly when applied to more complex systems, such as
production lines with multiple robots or irregularly shaped workstations. Although the
technique has proven to be applicable to various industrial scenarios, from small robotic
cells to complex production lines, scalability can be a significant challenge. As the number of
variables and possible configurations increases, the time needed to evaluate each generation
of solutions grows exponentially, which can make real-time optimization impractical in
certain cases.

Additionally, the genetic algorithm not only identified the optimal configuration but
also generated a series of sub-optimal solutions that offer a good balance between space and
time. These alternative solutions can be useful for robotic cell designers, as they provide
options that allow balancing different design criteria according to the specific needs of
production. However, the availability of multiple solutions also presents the challenge of
selecting the most suitable one for a particular scenario, which may require further analysis
outside the algorithm’s framework.

Future research could focus on addressing these limitations by developing hybrid
techniques that combine genetic algorithms with other optimization methods, such as
gradient-based or local search algorithms. Moreover, increasing the complexity of the
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robotic cells included in the studies, incorporating more robots and diverse shapes of work-
stations, would be beneficial. This would allow for the generation of more comprehensive
layout templates, helping robotic cell designers consider different arrangements based on
the number of robots and the specific geometry of the workstations, further improving
efficiency in complex industrial production environments.
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Abstract: One of the goals of Industry 4.0 is to increase the transparency of the value chain through
modern tools in production processes. This article aims to discuss the possibility of increasing the
efficiency of a production system by modernizing it with the use of computer modelling tools. This
article describes a method for the simulation modelling of a selected production system using the
specialized FlexSim 2023 software in a 3D environment. The results and benefits of the practical
application of the object-oriented modelling are presented, as well as the possibilities of collecting
simulation data used to optimize production processes. The analyses were conducted at a selected
production plant in a case study. The research assessed the effectiveness of the existing system and
determined the impact of process changes in the event of the introduction of a new design solution.
The simulation identified bottlenecks in the material flow. The basis for creating the simulation
model was the analysis of the technological process. A simulation model for a real situation was
created, and a simulation model was designed to identify and indicate a solution to eliminate the
detection of the bottleneck. The problem area identified using visualization in the technological
process slowed down the entire production process and contributed to time and economic losses.
Thus, the authors confirmed the thesis that the simulation modelling of production systems using the
FlexSim program can help eliminate bottlenecks and increase the efficiency of human resource use.
At the same time, the use of this tool can lead to increased efficiency, reduced costs and improved
sustainability and other performance indicators important for modern production environments
as part of the promoted Industry 4.0 idea. A noticeable result of these changes was an increase in
production from about 80–90 units. In addition, it was noticed that the condition of the machines
preceding the stand changed.

Keywords: production systems; Industry 4.0; FlexSim; production planning; 3D model; optimization;
simulation

1. Introduction

As observations of production environments indicate, one common phenomenon is
the constant pursuit of the continuous improvement of production processes [1]. There is
a constant demand for the development of new solutions to improve the efficiency and
harmonization of production systems [2]. In particular, this practice has intensified in the
era of challenges posed by the increasingly popular idea of Industry 4.0 [3]. In practice,
the use of modern optimization tools is expected to lead to an increase in efficiency while
reducing costs [4]. When browsing the offers of simulation software manufacturers, it
can be assumed that they have very advanced functions and extensive object libraries
that enable the very precise construction of the desired model and its actual operation.
In the case of production systems, these tools can be used to conduct experiments on
existing production lines and to examine the possibility of undertaking optimization and
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harmonization projects of already operating production lines [5]. With the use of a properly
selected tool, it is possible to model these processes without the need to have physical
devices constituting their elements. As indicated in the literature on the subject, the
obtained results can illustrate the operation of the system over a selected time course,
showing its behavior in the event of a failure, and they also enable the analysis of areas
defined as problematic [6]. A very common subject of research on functioning production
systems is the location of the so-called bottleneck of production processes. In the available
literature, many managers and engineers of manufacturing companies are looking for
effective methods to eliminate this phenomenon. By addressing this issue, it is possible to
streamline production processes and increase their system efficiency while reducing costs.
This optimization and harmonization can be achieved with the right simulation tools. Their
proper use allows for manufacturing companies to conduct a thorough process analysis and
implement beneficial modifications [7]. However, it is worth bearing in mind that using the
above-mentioned solution also has disadvantages. The purchase of appropriate software is
associated with relatively high financial outlays, especially in the case of detailed models,
where creating a correct model can be very time-consuming and cost-consuming [8,9].There
is also a risk of making a mistake at the design stage of the model due to a lack of real
data, resulting in erroneous results. It is worth noting that there are also very advanced
production environments for which it may be impossible to build a correct simulation
model [10,11]. However, in most cases, a correct approach to modelling and optimizing
production processes based mainly on the use of these tools and real data for the analysis
of production systems can bring many systemic benefits in terms of the harmonization and
optimization of production. The course and logic of the simulation modelling procedure
and its relationship to a real system are shown in Figure 1.
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At this stage of consideration, it is important to understand that every manufacturing
company may have many sources of waste, e.g., overproduction, defective products,
unnecessary inventory, failures, excessive storage, etc. Each of these phenomena has a
major impact on the efficiency of the production line and, consequently, on sales revenues.
This is an important argument that motivates the use of modelling and simulation tools to
eliminate waste from areas at risk. The ideal tool for solving this type of problem seems to
be the specialized FlexSim software. FlexSim is an analytical tool used in practice in process
design and decision-making [13]. In the FlexSim simulation software, three-dimensional
models can be created that map a real system, e.g., a production system.
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The considerations presented in this paper focus on the development of a simulation
model of the production process of a given product—lighting poles—based on real data
obtained from one of the main manufacturers of these structures in Europe. Achieving
this goal required the use of the specialized FlexSim software [14]. After preparing the
model and analyzing the results obtained, an attempt was made to improve the process by
increasing one of the key parameters, i.e., the production efficiency. The research process
was used to confirm the hypothesis that the simulation software is an effective tool for
investigating potential solutions to improving existing production systems. In addition,
the use of computer simulations can lead to a reduction in the time it takes to conduct
experiments on production line models. The simulation itself can lead to a reduction in the
costs necessary in the process of testing solutions for already functioning systems in the
production environment.

To verify the research hypotheses, it was decided to experiment with a production
system operating in one of the largest companies in Europe dealing with, among others,
the production of lighting poles. After defining the research problem, its implementation
and verification of the results obtained were carried out. During the work, the specialized
FlexSim software was used, which is a tool for building models and simulating the func-
tioning of systems. The final stage of the research and analysis was to try to improve the
process by proposing changes to the bottleneck and examining their impact on the system.

After reviewing the literature from the last 5 years, the authors noticed that researchers
had not undertaken the use of simulation tools to optimize and harmonize the production
processes of lighting poles. This is a diversified production process, which is why individual
methods of approaching this type of project have always been used. This solution is very
time-consuming and economically unjustified. Therefore, this article undertook a case
study and complements research and analysis of the practical use of FlexSim tools to solve
complex problems and design systems of analyzed cases.

This article is divided into the following sections: Section 1 provides an introduction
to the topic. Section 2 contains a review of the literature on the development of simulation
models for the production process of the analyzed product. Section 3 describes the research
methodology used to analyze the production process. Section 4 contains the results of
the research and numerical experiment and an extensive commentary on them. Section 5
contains the research conclusions and perspectives for further development for analysis
and research on this topic.

2. Literature Review of the Analyzed Problem

In the available literature on process modelling and simulation, many items that
explain this issue and indicate its various aspects can be found [15]. Many papers present
the application of a particular method or software along with the results obtained by a
specific researcher. The first research focused on the theoretical aspects of simulation and
modelling. The paper [16] contains definitions of modelling and illustrates the advantages
and disadvantages of using this tool to investigate potential solutions. Reference [17]
focuses on the issue of model construction. The authors indicate the purpose of modelling,
methods of implementation and stages of its preparation [18]. The next analyzed items
present the stages of building a simulation model with the use of computer software [19].
This is an extremely important issue because in today’s production environment, this
solution is widely used due to the significant complexity of the systems operating in
enterprises. In [20], the authors developed one of the most important elements of model
building, which is validation. It is of key importance in system analysis because it is used
to check the correctness of the implemented project, which translates into the reliability
of the results obtained [21]. In addition, this study provides information on the areas of
application of simulation modelling and then presents the issue of using this tool in the
aspect of production process management [22]. In Ref. [23], simulation models are divided
according to their characteristics. Other studies [24] focused on the use of this tool in
companies producing a particular product. They present individual production areas in
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which simulation modelling can be used and describe the stages of production preparation
based on simulation models. They describe the methods of analysis of the functioning
system through the selection of an appropriate tool and the implications of the results
obtained in the real production environment.

In a narrower approach to simulation tools, researchers focus on issues related to the
modelling and simulation of production processes themselves. In some articles [6], the
authors present the course of the work and the analysis of the results obtained using the
ARENA software © 2024 Rockwell Automation [7]. However, reference [8] focuses the
authors’ attention on the mathematical aspects of building models. Simulation methods
are presented here as well as an experiment illustrating how the results obtained should
be considered. Production processes are complex and multi-stage activities, consisting of
various tasks and phases [25]. However, the organization of processes in the conditions of
dynamic changes occurring in a company’s environment is very difficult and problematic,
because in order to maintain the continuity of the production process, work must be
properly designed and rationally organized [26]. Another researcher emphasizes that,
currently, the availability of new digital technologies shapes the business environment of
enterprises and creates new opportunities for development by introducing innovations
to the structures within Industry 4.0 [27]. These innovations refer to the possibility of
blurring the boundaries between physical and virtual entities [28]. Digitalization is forcing
traditional industrial organizations to rethink and develop existing business models [29].
Modelling connections between operations and analyzing real scenarios for a given process,
taking into account the internal and external environment of the enterprise, is possible
using computer simulations and specialized tools [30]. Solving various technical problems
using simulation modelling is effective, and its effectiveness has been confirmed, among
others [31], in the research of one of the authors [32]. Other studies [33] show that a properly
designed production process can reduce operating costs in a company by up to 50%. The
effect of modelling processes, objects and phenomena is to obtain results in the form of
temporal dependencies of statistical data [34]. In serial production, simulation modelling
can be used to determine the most important parameters that will make the technological
process more efficient and effective [35]. Another researcher emphasizes that the modelling
of production processes is possible by using computer software to conduct experiments
and tests. The author’s research focuses primarily on modelling operations, information
visualization and data analysis, thus allowing for the analysis of various scenarios of
production activities without the need to disrupt them in reality [36]. Design is conducted
by learning and using knowledge about past events. Analysis of available solutions may
result from analogous cases or known external potential improvements [37].

At this stage of consideration, it should be emphasized that the production process
analyzed by the authors is a complicated one, which may involve many unnecessary
or improper activities, leading to production stoppages. Production analysis using a
simulation model allows for reducing costs and optimizing the production time. Popular
tools for managing and controlling production are known as Manufacturing Execution
Systems (MES) [38], which is used in the operational area. However, these systems have
significant drawbacks compared to the possibilities of material flow simulation. MES do
not allow, for example, production planning or storage based on designated areas, which is
important in the process of manufacturing large-size steel structures [39]. Therefore, the
identification of complex relationships between material flows in the long term can only
be achieved through simulation modelling. FEM allows for short and reasonable process
cycle planning whilst only basing the simulation of the material flow on cooperation with
MES to optimize production planning [40].

The authors in their works [41–43] show how the fourth industrial revolution (Industry
4.0) contributes to the development of the process of the technological and organizational
transformation of enterprises, which includes the integration of the value chain, the in-
troduction of new business models and the digitization of products and services. The
implementation of these solutions is possible by using new digital technologies and data
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resources and ensuring communication in the cooperation network of machines, devices
and people. The factors driving the transformation towards Industry 4.0 are the increas-
ingly individualized needs of customers and the growing trend of the personalization of
products and services. The transformation towards Industry 4.0, according to the authors
of works [41–43], includes seven stages. The first concerns technological advancement,
which takes into account flexible production systems that facilitate quick adaptation to
changes in the number or category of products. The next step is to share information
about the manufacturing process by people, machines and products. The third phase is
about taking into account the principles of the circular economy to fully use raw materials
and reduce emissions. The process of the comprehensive implementation of customer
expectations towards products, i.e., end-to-end customer-focused engineering, is the fourth
stage towards Industry 4.0. Next, it is crucial to focus on people, including using individual
differences to strengthen the organization and build a meaningful work environment. The
sixth stage, smart manufacturing, involves the use of integrated systems that respond to
changing conditions in real time. In this context, storing and sharing large data sets (big
data) is of great importance. The final step is an open factory that understands the needs of
all participants in the value chain. All these principles make it possible to achieve the most
effective production and quality of the final products [44].

In the lighting pole manufacturing industry, material flow simulation should therefore
be used as a production planning tool [45]. Through simulation modelling, the authors
in [46] analyzed the production process in terms of resource allocation, data collection
necessary for decision-making and full capacity utilization [47]. The authors in [48–51]
analyzed the role of the use of simulation modelling in the production of steel structures
for large offshore structures. The functionality was presented in a practical example, which
allowed us to conclude that simulation modelling contributed to the improvement in the
quality of planning in the production of this type of structure.

Modern production systems are very complex and difficult to analyze; therefore,
many methods (including mathematical modelling, combinator optimization, Petri net and
scenario analysis) are used to solve the above-analyzed problem [52]. Computer simulation
methods, especially discrete event simulations (DES), are the most universal and are widely
used [53]. There are many DES software tools dedicated to simulating manufacturing pro-
cesses, such as ARENA, Enterprise Dynamics, FlexSim, Plant Simulation, SIMIO, Witness
and others [54]. The main advantage of DES is the ability to conduct many simulation ex-
periments in a short time. Building a simulation model helps in gaining knowledge that can
lead to improvements in a real system [55]. The disadvantage of DES is the randomness of
some simulation parameters, and it is therefore sometimes difficult to distinguish whether
an observation is the result of intersystemic relationships or randomness [56]. Designing
complex production systems requires integrating various aspects, including production
strategies, system architecture, capacity planning, management techniques, performance
assessment, scenario analysis and risk assessment [57]. The beginning of the production
system design process is conceptual modelling [58–60]. A summary of the most important
information from the literature on the subject is presented in Table 1.

When analyzing issues related to the research area described above, it should be
emphasized that despite there being a large number of articles on simulation modelling, no
analyses were found regarding the use of the FlexSim tool to improve the manufacturing
process of a specific product, such as lighting poles. Therefore, it was decided to test the
production line model using FlexSim, and then the critical areas were identified, and an
experiment was undertaken to improve this process.
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Table 1. Summary of the most important information from the literature regarding the research
problem.

Authors The Most Important Information from the Literature

Toczyńska, 2016 [16] Avoiding production errors and thus optimizing production
requires the use of simulation modelling methods.

Łatuszczyńska, 2015 [21]
Using a simulation model, represent key system features can be
represented and data can be collected and used to optimize
processes.

Gołda et al., 2015 [23] A simulation is an imitation of the operation of a real-world
process or system over time.

Leminen et al., 2020 [28]

One of the tools that allows for mapping real production and
logistics systems in a 3D environment to analyze and optimize
their operation based on collected simulation data whilst
additionally cooperating with virtual reality technologies is the
FlexSim software.

Roháč et al., 2020 [31]
This software can be successfully implemented in the areas of
supply, production, warehousing, transport systems and
many others.

Qin et al., 2016 [34]

Organizing processes in the conditions of dynamic changes taking
place in the enterprise environment is, however, very problematic,
because to maintain the continuity of the production process,
work must be properly designed and then rationally organized.

Herrmann, 2007 [39] These innovations refer to the possibility of blurring the
boundaries between physical and virtual entities.

Folgado et al., 2024 [42] Digitalization forces traditional industrial organizations to rethink
and develop existing business models.

Akpan and Offodile,
2024 [43]

Modelling of connections between operations and analysis of real
scenarios for a given process, taking into account the internal and
external environment of the enterprise, is enabled by
computer simulation.

Nota et al., 2020 [45]
Solving various technical problems using simulation modeling is
effective, and its effectiveness has been confirmed in
scientific studies.

Niekurzak et al., 2023 [46] A properly designed production process can reduce operating
costs in a company by up to 50%.

Agarwal and Ojha, 2024 [47] The effect of modelling processes, objects and phenomena is to
obtain resultsin the form of time dependencies of statistical data.

Zamora-Antuñano et al.,
2019 [55]

Modelling of manufacturing processes is possible thanks to
computer software for conducting experiments and tests. These
tools focus primarily on scene modelling, information
visualization and data analysis, thus allowing for the analysis of
various production operation scenarios without having to
interrupt them in reality.

Krenczyk et al., 2019 [53]
Design is conducted by learning and using knowledge about past
events. The analysis of available solutions may come from
analogous cases or known external potential improvements.

Gola and Wiechetek,
2017 [56]

Popular tools for managing and controlling production are
Production Execution Systems (MES), which are used in the
operational area.

Veisi et al., 2018 [58]
Thanks to simulation modelling, manufacturing processes can be
analyzed in terms of resource allocation, collecting data necessary
for decision-making and the full use of the production capacity.
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3. Material and Methods
3.1. Model Assumptions

The following research program was planned:

• Selection of the production line to be the subject of research,
• Collecting and defining input data necessary to create a simulation model,
• Building a model using the FlexSim software,
• Validation of the created model,
• Conducting a simulation reflecting the implementation of a sample order,
• Analysis of the obtained simulation results,
• Isolation of process bottlenecks,
• Presentation of potential process improvements, specification of implementation

cost solutions,
• Conducting simulations using selected improvements,
• Summary of the results obtained,
• Choosing the best solution.

A simulation tool called FlexSim was used for this research. FlexSim is 3D simulation
modelling software that transforms existing data into accurate predictions. Customers
who use the software are engineers and decision-makers who see potential in processes
that can be improved. The FlexSim testing program is available at the University’s labora-
tory station [61]. It has a perpetual educational license under Academic Classroom LAN.
The purchase of a license, depending on the add-ons and library database, costs around
EUR 12,000–30,000. Most modern Windows computers meet the minimum FlexSim require-
ments, i.e., A 64-bit edition of MS Windows 10 2022 version 22H2 under current Microsoft
365 extended support, 8 GB RAM or more, a GPU supporting OpenGL 3.1 or higher, 3 GB
free and the latest .NET Framework [62].

The above-mentioned research scheme is intended to allow for the verification of the
thesis indicated in the introduction of this work.

3.2. Preparation of the Simulation Model for Research

As part of the research problem, the production process of lighting poles was analyzed
in terms of the selected parameter of the unit of time that should be spent on performing
individual activities. The first step in building the model was to define the necessary
elements and parameters of the analyzed production process. The analyzed production
line consisted of the following elements:

• HD-F “Durma” laser cutter,
• Sheet loading, unloading and transport system (part of the cutting machine),
• Pressing the brake of the “Durma” AD-R 30135,
• Integrated system for laser welding of lighting poles (welding cell),
• Cavity cutting station (Fanuc industrial robot),
• Manual (MIG—Metal Inert Gas, MAG—Metal Active Gas) welding machine.

In addition to the above-mentioned machines, the use of human resources was essen-
tial. For the efficient operation of the line, the support of at least 5 employees was required
to operate the cutting laser, hydraulic press, welding cell and pole foot welding.

A round lighting pole with a length of 4 m was selected as the production object for
the relevant analyses. The results of the measurements in the production environment are
presented in Table 2.

When a laser is used, 4 pieces of sheet metal with the given dimensions are obtained
from one sheet. Therefore, for analysis, it was decided to divide the working time on this
machine by 4 to obtain the processing time of one piece of product. After determining
the implementation times of the individual process stages, it was decided to introduce
information about all the events causing the operation of the individual machines to stop
in the model. For this purpose, an analysis was performed using prediction tools.
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Table 2. Average processing time at each stage of the process.

Position Operation Name Operating Time [s]

Laser
Table exchange 30

Sheet metal search 60
Sheet metal cutting 480

Transfer
Waste collection 130

Loading + unloading 660

Press brake
Configure 30

Sheet metal bending 90
Unlock 30

Welding cell

Snorting 130
Positioning, fixing 100

Welding 81.4
Unlock 30

Transfer Transport to the next station 55

Cutting station exit from
the alcove

Preparation for cutting 90
Cutting a cavity 230

Lowering after cutting 120

Pole foot welding station
Preparation for welding 30

Welding of the column foot 60
Pulling the bar down 30

Source: own study.

Among the many possible disruptions to the production process, an undoubtedly
harmful phenomenon is the failure of the machines carrying out their production processes.
Each defect causes the device to be excluded for a certain period. In the case of not
very complicated damage, this time may range from a few to several minutes (repair by
employees of the maintenance department). However, in the event of a serious fault,
the machine’s downtime may reach one or even several days (need to call the service
center or order a damaged component or part). The fault causes an inability to perform a
technological operation on a given machine, as well as a loss of smoothness of subsequent
operations resulting from the technological route. This situation also affects the remaining
tasks in the schedule. To conduct the presented research, it was necessary to collect historical
data on failures and defects. The source of this data was service books for technological
machines constituting part of the company’s machinery. The books contained information
on all activities carried out on 12 machines by employees of the maintenance department.
However, data on failures were selected for research, and inspections (annual and periodic)
were carried out (Table 3).

Because most failure cases were recorded in 2017, data from this period were used for
the analysis. The acquisition and appropriate processing of historical data allowed for their
implementation in the STATISTICA 13.1 StatSoft Polska system. The collected data were
saved in the form of a table using the appropriate variables:

− Failure_1 and Failure_2—variables informing about a failure (value “1”) or its absence
(value “0”),

− Time_1 and Time_2—variables defining the number of days from the beginning of the
observation to the occurrence of the event,

− Time_12—variable defining the time between the first and second failure,
− Complete_1 and Complete_2—variables informing about the observation status

(complete—“1”, abscissa—“0”),
− Previous—a variable defining whether the failure was related to the previous failure

(“1”—yes, “0”—no),
− Time_review < 90—variable indicating whether the fault occurred within 90 days of

an inspection (“1”—yes, “0”—no),
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− Next—a variable informing about subsequent failures (“1”—further failures occurred,
“0”—no further failures).

Table 3. Summary of data on the failure rate of technological machines in 2017.

1 2 3 4 5 6 7 8 9 10 11

Machine Failure _1 Time_1 Failure _2 Time_2 Time_12 Complete_1 Complete_2 Previous Time_Review
< 90 Next

Machine 1 0 365 0 365 0 0 0 0 0 0
Machine 2 1 10 1 74 64 1 1 0 0 0
Machine 3 1 199 0 365 166 1 0 0 1 1
Machine 4 0 365 0 365 0 0 0 0 0 0
Machine 5 1 77 1 246 169 1 1 0 0 0
Machine 6 1 170 1 213 42 1 1 0 0 0
Machine 7 1 247 1 266 19 1 1 0 1 1
Machine 8 1 73 1 231 158 1 1 0 0 0
Machine 9 0 365 0 365 0 0 0 0 0 0

Machine 10 1 220 0 365 145 1 0 0 0 0
Machine 11 1 67 1 260 193 1 1 0 0 0
Machine 12 1 3 1 45 42 1 1 0 0 0

Source: own study.

Presenting the data in this form made it possible to perform research using the tools
available in the Survival Analysis module of the STATISTICA package (version 12). The
basic tool for duration analysis is mortality tables. This technique belongs to the group of
the oldest methods of analyzing duration data. For each interval, the number of com-
plete and censored observations is determined. Based on these data, the number of
cases at risk, the proportion of cases failing or the proportion of cases surviving were
calculated (Table 4).

Table 4. Survival tables for cases from 2017.
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L.Initial_1 0.000 13.035 26.071 14 0 14.000 3 0.214 0.785 1.00 0.008 0.009
L.Initial_2 26.071 39.107 26.071 11 0 11.000 0 0.045 0.954 0.758 0.001 0.001
L.Initial_3 52.142 55.178 26.071 11 0 11.000 3 0.274 0.724 0.750 0.007 0.012
L.Initial_4 78.214 91.250 26.071 8 0 8.000 0 0.062 0.935 0.545 0.001 0.002
L.Initial_5104.285 117.321 26.071 8 0 8.000 0 0.062 0.935 0.511 0.002 0.002
L.Initial_6130.357 143.392 26.071 8 0 8.000 0 0.062 0.935 0.479 0.004 0.005
L.Initial_7156.428 169.464 26.071 8 0 8.000 1 0.125 0.875 0.441 0.002 0.012
L.Initial_8182.500 195.535 26.071 7 0 7.000 2 0.284 0.714 0.391 0.002 0.008
L.Initial_9208.574 221.607 26.071 5 0 5.000 1 0.200 0.800 0.280 0.001 0.008
L.Initial_10234.642 247.678 26.071 4 0 4.000 1 0.250 0.750 0.224 0.000 0.010
L.Initial_11260.714 273.750 26.071 3 0 3.000 0 0.167 0.833 0.165 0.000 0.006
L.Initial_12286.785 299.821 26.071 3 0 3.000 0 0.167 0.833 0.140 0.000 0.006

Source: own study.

The summary of data in the above form allows for the analysis of failure rates in
specific time intervals. Another parameter worth noting is the hazard rate. It is defined
as the probability per unit of time that a case that has survived to the beginning of a
given interval will fail in that interval. This indicator increases its value in intervals where
the number of failures increases, so observing its variability may be a good element in
predicting future events. Compiling data in the form of survival tables is the basic element
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of creating probability charts. This process involves fitting the theoretical distribution of
failures over time to empirical data. In this way, life expectancy function graphs (Figure 2)
and probability density distributions (Figure 3) can be obtained. Because the Weibull
distribution is a distribution quite often used in analyses related to failure rates, such a
distribution was chosen when generating the charts. The estimation is based on three
different estimation procedures—least squares and two weighted least squares methods.
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Analyzing the obtained estimation results, it should be stated that in the case of the
observations from 2017, the approximate distribution charts overlapped to a significant
extent with the empirical distributions. In the case of the estimated distributions for the
observations from 2017, it should be stated that the procedures used gave very similar
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results. Nevertheless, the distribution matching tool allows us to illustrate, to some extent,
the nature of the analyzed failures.

In the case of estimating the probability density curves, we also observed that for
the data from 2017, various approximation methods took a similar shape. It should be
noted that the obtained graph has a typical shape of the probability density function of the
Weibull distribution. Based on the results obtained, it was possible to determine the shape
parameter, which is one of the parameters of the fitted distribution.

In the subsequent part of this study, the survival function was estimated directly from
continuous survival times using the Kaplan–Meier method. Each interval then contained
exactly one event. The survival function is defined as the product of successive probabilities
from the intervals [62]:

Sn(t) = ∏
tj≤t

(
1− dj

rj

)
(1)

where:

Sn(t)—estimated survival function,
∏

tj≤t
—product symbol,

dj—number of events in the period tj,
rj—number exposed per period tj.

The results of the estimation of the survival function for the examined empirical data
are presented in Figure 4.
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By analyzing the above data, we can determine the value of the survival function in a
specific time interval. For example, around 140–170 days of work, the survival rate was 90%.
Analyzing the graphs of the tested samples, it should be concluded that the occurrence
of the second and subsequent failures significantly affected the probability of survival.
Its value dropped below 0.5 already within 100 days, while for machines experiencing
only 1 failure, it remained at the level of 0.7 even up to the 220th day. This is valuable
information that allows for the identification of machines that potentially pose a threat
to the smooth operation of the production process. Selected statistical tests were used to
examine the statistical significance of the analyzed data. The results of the significance tests
are presented in Table 5.
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Table 5. Results of significance tests—2017.

Comparing Trials: Occurrence or absence of failure #2

Test name Level of significance p
F Coxa 0.001
T. Coxa–Mantela 0.004
log-rank 0.004

Comparing trials: Occurrence of subsequent failures.

Test name Level of significance p
F Coxa 0.04
T. Coxa–Mantela 0.07
log-rank 0.1

Source: own study.

Analyzing the above results of the significance tests, it should be stated that in the case
of comparing the tests concerning failure no. 2, all the tests showed that the results obtained
were statistically significant (p < 0.05). Unfortunately, when comparing the samples in
terms of subsequent failures, the significance level in the case of the two tests was above
p = 0.05, which means that it cannot be concluded that the presented differences were
statistically significant. The results of comparing the tests allowed us to conclude that both
the occurrence of a second failure and the number of days that pass from the inspection to
the occurrence of the failure have a significant impact on the course of the survival function.
Machines that have only had one failure are more likely to survive than those that have
failed again. Similarly, machines whose fault occurrence time is longer than 90 days from
the last inspection are characterized by higher survival function values than those where
the fault occurred within 90 days of inspection.

Moreover, before building the simulation model in FlexSim software, it was decided
to make the following assumptions:

• The line is open on weekdays from 6:00 a.m. to 4:00 p.m. and closed at other times
and on Saturdays and Sundays,

• Sheet metal and finished column feet are available in sufficient quantities to process
the order,

• The finished poles are loaded for transport one at a time,
• Each machine has an assigned operator who is responsible for operating it,
• Each operator is assigned to one machine,
• Orders are placed for one type of product, so there is no need to change the equipment,
• Orders are fixed and accepted every Monday (150 pcs.) and Wednesday (200 pcs.).

Based on the above data and the assumptions made, a simulation model was built in
the FlexSim program. The following data and objects were used for this purpose:

• Source, i.e., the order generator; the arrival times of individual orders were introduced
by importing an Excel spreadsheet. This element was also selected to reflect the
composition of the column feet, which are delivered from the workshop once a week in
the amount of 500 pieces. Figure 5 shows the program window with the characteristics
of the order generator.

• A queue, reflecting the composition of the sheet metal. As a result of accepting
the order, sheets appear in this place, which is an input element for processing at
subsequent stations. It is assumed that the stack can hold a maximum of 500 sheets.

• A processor equivalent to a laser cutting machine, a press brake, a welding cell and a
cavity cutting station. For each station, the processing time, the time between failures
and the repair time of the device are specified. Figure 6 shows windows from the
FlexSim program with information about one of the machines.

• A connector, corresponding to the welding station of the column foot. As with the
previous machines, the processing time of the product was determined, and the “join”
operation was fixed so that the final product was a pole with a foot.
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• A sink, which is a place to store finished products.
• Operators, assigned one to each machine,
• A transporter, transporting finished products to the field for shipment.
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Figure 7. Simulation model of the production line in FlexSim. Source: own study.

The finished products are transported for shipment by a forklift. The logic of its
operation is based on the time of completion of the last operation of the production process.
Figure 8 shows the process of transporting finished products.
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Figure 8. The logic of the transporter’s operation. Source: own study.

To maintain the logic and consistency of the analyses, the line operating time was also
determined. For this purpose, information about the hours when the system will perform
scheduled operations on particular days of the week was entered into the model. Figure 9
shows the program window reflecting this aspect of the model.
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Once the simulation model was built in FlexSim, the validation process began. For
this purpose, a simulation of the implementation of a historical order carried out by a
production plant was carried out. Then, the actual lead time of the production order
was compared with the result obtained with the specialized FlexSim software. After the
model was validated, the production line was analyzed in terms of the assessment of
the achieved efficiency of individual production sections. For this purpose, a simulation
covering a 365-day system operation cycle was carried out based on the previously adopted
assumptions.

4. Results and Discussion
4.1. Simulation Results

After entering the data into the model and taking into account the previously adopted
assumptions, the simulation of the production line operation was carried out. Figure 10
presents the data generated with the FlexSim program, which illustrate the individual
characteristics of the individual production stages and thus the percentage share of the use
of the selected machines in the analyzed production process.

By analyzing the presented data, a so-called bottleneck located on the cavity cutting
section was identified. For about 86% of the simulation time, the station performed
operations on the product. For the rest of the time, the machine waited for the failure to be
repaired at the previous stations to resume production. In addition, it was noted that the
column foot welding station was idle most of the time (only about 24% of the simulation
time was spent by the machine working on product finishing). The second section stage
that attention was paid to was the welding cell. Its operation reduced the efficiency of the
press brake, which spent most of its time in the simulation waiting for the possibility of
transferring the machined product to the next stage of production.

Another area of analysis was the number of products that could be produced during
one shift with the current system functioning. Figure 11 shows an analysis of the daily
output of poles over a year.

The data analysis indicated that the production line was capable of producing about
80 pieces of product per day. Due to failures and different repair times of individual
machine sections, this value was not fixed for all days. After examining the “for ship-
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ment” field, it was determined that in the simulated time (365 days), the line produced
18,200 lighting poles.
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In addition, the influence of the sheet metal composition state section was studied.
Figure 12 shows a chart reflecting the execution of orders throughout the year.
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The analysis of the presented data confirmed that the sheet metal storage section could
meet the demand for the manufactured product. All of the above values were considered
as the initial state to which the results of the next simulation will be compared.

4.2. The Concept of Changes in the Production Process—Analysis and Evaluation

The cavity cutting station of the analyzed semi-finished product was identified as a
bottleneck of the analyzed line. The residence time of the semi-finished product in this
section slowed down the entire system and reduced the production capacity. Due to the
large area of the production hall, it was possible to introduce a second nest-cutting station
into the system. The concept of the changes assumed the purchase of a second Fanuc robot
and the involvement of an additional employee.

To assess whether the presented solution would improve the process and to what
extent the individual parameters of the system would change, it was decided to use the
FlexSim software and modify the original model of the system. The following changes
were made to the base model:

• A station for cutting out recess No. 2 with the same processing time as station No. 1
was added,

• A second operator of the cutting machine was introduced,
• The logic of selecting the position for the excision of the cavity due to availability

was established,
• A queue in front of the foot welding station was added.

After making these changes, the model shown in Figure 13 was obtained.
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The next step was to simulate the modified system. As with the original model,
the duration of the experiment was set at 365 days. Figure 14 shows the daily pro-
duction of products, Figure 15 shows the graphs showing the use of machines in the
analyzed production line and Figure 16 shows the sheet metal composition in the new
conceptual model.
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After analyzing the data from the conceptual model, it was found that:

• The maximum daily production of the final product increased to about 90 pieces,
• An increase in the phenomenon of inactivity was observed in the selected sections,

which resulted from the faster execution of accepted orders,
• The introduction of a second cavity-cutting station eliminated the bottleneck phe-

nomenon at this stage,
• In the remaining sections, it was found that the machines were used to the same extent,

but the blocking time of these devices was shortened,
• The stock level of sheet metal was more likely to reach a coefficient of 0.

Based on observations of both the original production line and the conceptual one, it
was found that the introduction of an additional welding station resulted in an increase in
production efficiency compared to the original model of the production line. A noticeable
result of these changes was an increase in production from about 80–90 units. In addition,
it was noticed that the condition of the machines preceding the stand had changed. In
the case of welding, the percentage of time during which equipment was blocked and
waiting for the possibility of transferring the semi-finished product to the next stages of the
production process was significantly reduced.

5. Conclusions

Observations of production environments indicate that many companies are currently
implementing the idea of Industry 4.0 [63]. This process builds the belief that the im-
plementation of related solutions will allow for significant efficiency improvements, cost
reductions, optimization and the harmonization of production processes on the way to
sustainable development. One of the key solutions to achieve this success seems to be the
use of simulation modelling and the use of specialized tools such as FlexSim to diagnose
the entire production system or its selected components [64].

There is no doubt that simulation modelling enables the optimization of product flow
and, consequently, the full use of available resources. This effect is possible by conducting
simulation experiments on the production line without the need to stop production [54].
The case of using a simulation on the example of the selected good analyzed in this article
certainly confirmed how complicated modern production processes can be. In a way, it
indicates how many factors affect the difficulties in proper production planning and how
important it is to reduce unnecessary activities to optimize production.

Based on the presented research, the following conclusions were formulated:

1. Simulation models can be used to identify adverse phenomena occurring in the area
of production processes. They reflect the functioning of systems in a production
environment, which are subjected to all kinds of analyses. With their help, it is
possible to test the validity of the proposed conceptual and model solutions without
the need to make actual changes to the production system and without incurring
significant financial outlays.

2. Tools such as FlexSim contain extensive libraries of 3D objects. This makes it possible
to faithfully reproduce the analyzed process—the production line. This allows for the
construction of detailed models of production systems, the conducting of experiments
and the analysis of the achieved results. It is important to emphasize that advanced
algorithms together with statistical tools enable the mapping of the natural variability
of the process. Thanks to these tools, it is also possible to analyze a large number
of alternative scenarios to find a solution, thus confirming the validity of strategic
decisions, finding the optimal solution from hundreds of possibilities or even creating
the best production plan. In addition, these programs have the function of integration
with other tools (e.g., Microsoft 365 Excel 2016 or © 2024 Autodesk Inc. CAD—
Computer-Aided Design—software).

3. The use of the FlexSim software made it possible to propose solutions that could
bring positive effects to the existing production line without incurring additional
costs. Furthermore, the tool used significantly reduced the time spent on research and
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development. The simulation of the system allowed for the 365-day life cycle of the
modified line to be analyzed in one day, which is an extremely short time compared
to the period during which the data were obtained.

4. According to the authors, the FlexSim modelling and simulation tool can also be
used to create new production lines. At the same time, it provides a solid foundation
supporting the digital transformation of Industry 4.0. This software allows for the
analysis of project costs and potential profits from production. This makes it possible
to decide whether to start or reject a project of building a production line without
incurring additional costs.

Thus, the authors postulate that in the era of growing interest in the idea of Industry
4.0, it is worth considering investing in simulation software, especially in the case of
corporations that can use it in many areas and branches of a given group. Furthermore,
simulation software can not only improve individual internal processes but also harmonize
the coordination of the entire supply chain. The benefits of simulation will then also be
noticeable in other links in the production chain. The authors agree with the statement
promoted by other researchers that the possibilities offered by simulations are certainly
worth considering and will probably become a standard as part of the Industry 4.0 idea [65].
The business sphere should recognize that simulations offer great opportunities to create
new processes and systems and even to design entire supply chains and improve their
operation, regardless of the complexity of the process [66].

Although the presented considerations do not exhaust the entire topic, they were
intended to draw attention to the modelling and optimization of production processes
in a real production environment as part of the idea of Industry 4.0 [67]. Undoubtedly,
increasing efficiency and reducing production costs are serious challenges that cannot be
successfully achieved without breakthrough changes in production paradigms and the
underlying technologies and applications. According to the authors, appropriate tools,
such as those discussed in this article, have the potential to play a significant role in this
process of evolution from Industry 4.0 to Industry 5.0 [68,69] in key areas such as simulation,
system integration, autonomous systems, cloud computing, augmented reality, big data
and data analysis [70].
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19. Łatuszczyńska, M. Computer Simulation Methods—An Attempt at Logical Classification; Studies & Proceedings of the Polish

Association of Knowledge Management, No. 41; Uniwersytet Szczeciński: Szczecin, Poland, 2011; pp. 163–165.
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Abstract: Efficiently managing resource utilization is critical in manufacturing systems to optimize
production efficiency, especially in dynamic environments where jobs continually enter the system
and machine breakdowns are potential occurrences. In fully automated environments, co-ordinating
the transport system with other resources is paramount for smooth operations. Despite extensive
research exploring the impact of job characteristics, such as fixed or variable task-processing times
and job arrival rates, the role of the transport system has been relatively underexplored. This paper
specifically addresses the utilization of a conveyor belt as the primary mode of transportation among
a set of production machines. In this configuration, no input or output buffers exist at the machines,
and the transport times are contingent on machine availability. In order to tackle this challenge,
we introduce a randomized heuristic approach designed to swiftly identify a near-optimal joint
schedule for job processing and transfer. Our solution has undergone testing on both state-of-the-
art benchmarks and real-world instances, showcasing its ability to accurately predict the overall
processing time of a production line. With respect to our previous work, we specifically consider the
case of the arrival of a dynamic job, which requires a different design approach since there is a need to
keep track of partially processed jobs, jobs that are waiting, and newly arrived jobs. We adopt a total
rescheduling strategy and, in order to show its performance, we consider a clairvoyant scheduling
approach, in which job arrivals are known in advance. We show that the total rescheduling strategy
yields a scheduling solution that is close to optimal.

Keywords: scheduling; heuristic; makespan minimization

1. Introduction

Industry 4.0 has significantly reshaped manufacturing system paradigms, empha-
sizing the move toward the complete automation of the production process [1,2]. In this
transformative context, where the goal is to fully exploit the capabilities of machines, the
precise planning of all production tasks becomes imperative, aiming to minimize machine
idle time. Consequently, the scheduling problem has been the subject of extensive study in
recent decades [3–5]. In its simplest form, this scheduling challenge is commonly referred
to as the job shop scheduling (JSS) problem [6]. Given a set of machines and a set of jobs,
where each job comprises a set of tasks to be processed in a specific order by different
machines, the objective is to find a task assignment that minimizes an objective function,
such as the total completion time or makespan.

The above problem formulation assumes that the time is divided into slots (e.g., each
day is a time slot): the job requests are collected during a time slot and scheduled for
the next one. By relaxing this assumption, we can insert the jobs as they arrive into the
schedule. This scenario is usually referred to as dynamic JSS (DJSS). With the evolution of
manufacturing technology, in which a single machine may perform multiple task types,
we can further extend JSS to include this flexibility; in such a case, we have the flexible
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DJSS problem (FDJSS or simply FJSS). The FJSS problem has been particularly interesting in
recent years in the context of Industry 4.0 [7], in which the production lines include advanced
features that allow the machines to communicate and be reorganized and reconfigured to
meet the increasingly challenging production constraints.

A crucial aspect that is not fully explored in the existing literature is the automation of
job transfers between machines. While task execution on machines can be characterized by
processing times, the transfer process involves various settings, including (i) the means of
transportation, such as automatic guided vehicles (AGVs) or conveyor belts, and (ii) input
and output buffers at the machines, determining their ability to store jobs for processing
(e.g., while finishing another task). The store processed jobs (while awaiting the availability
of the transport system) (Our definition of transfer pertains to the time between the end of
one task and the start of the next for a given job).

Certain combinations of transport systems and buffers may be modeled using constant
time [8], as is the case when the transport facility is always available, and the machines
have sufficiently large input and output buffers. In such scenarios, incorporating transfer
time into the processing time is straightforward, and numerous solutions proposed in the
literature [4] can be applied. In other cases, transfer time depends on the availability of the
transport system and the destination machine [1,9,10]. Overall, no single model can cover
all alternatives, necessitating ad-hoc modeling for specific combinations.

In this study, we consider a scenario inspired by a fully automated production line,
incorporating a conveyor belt as a means of transportation and no buffer at the machines.
In this setup, once a task is completed, the job is immediately placed on the belt to free the
machine. If the next machine is occupied, the job remains on the belt until the destination
machine becomes available. The JSS problem is well-known to be NP-hard [11], and the
variant considered here is at least as challenging [12]. In order to address this complexity,
we propose a heuristic named SCHED-T, which falls under the stochastic local search (SLS)
approach [13]. SLS encompasses well-known algorithms such as simulated annealing and
tabu search.

A primary challenge is evaluating potential moves when exploring the solution space.
A slight change in the scheduling sequence has a cascading effect on the remaining tasks,
as the sequence depends on transfer times, which, in turn, depend on the execution se-
quence. While existing solutions rely on an approximate evaluation of each move (e.g., the
computation of the critical path), we adopted a randomized approach, accurately assessing
a few random neighbors. Given SCHED-T’s ability to quickly compute complex schedules,
especially in the case of dynamic job arrivals, we employed the “total rescheduling” strat-
egy [14]. This strategy considers newly arrived jobs alongside those not yet scheduled,
resulting in a new schedule that integrates with the current one. This approach is versatile,
accommodating events beyond job arrivals, such as scheduled machine maintenance [15].

Here, we evaluate SCHED-T on a set of instances publicly available without transfer
times [16]. In such cases, our heuristic achieves results comparable to those of the previously
proposed versions. Subsequently, we analyze instances generated from a production line
where the transfer times are available. Although the problem can be modeled using mixed
linear integer programming (MILP) approaches, standard MILP solvers fail to find a solution
in a reasonable time. Consequently, SCHED-T emerges as the only viable approach. Our
results demonstrate that when applying the schedule found by SCHED-T to a real-world
production line, the predicted makespan closely aligns with the actual outcome. Conversely,
using a schedule derived without considering the transport system, as seen in the literature,
results in a makespan that is up to 30% larger than that achieved using SCHED-T’s schedule.

In our approach, we consider dynamic arrivals and compare the total rescheduling
strategy using clairvoyant scheduling, i.e., a scheduling type wherby future job arrivals
are known in advance, and show that the total rescheduling strategy produces close-to-
optimal scheduling.

This article builds upon the findings presented in [17] in several ways. Specifically,
we delve into the scenario of dynamic arrivals, where the schedule must be recalculated,
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which is in contrast to the static case examined in [17], where all jobs were available at the
onset of the scheduling period. This necessitated a redesign of the scheduler to manage
partially processed, waiting, and newly arrived jobs. Consequently, this updated definition
encompasses the static case as a special instance, thus representing a generalization of
the problem. Furthermore, we present a clear system model and problem formulation,
along with an expanded comparison of our heuristics. This comparison includes additional
instances, additional performance metrics, such as the running time of our scheduler,
and diverse layouts for real-world experiments.

In summary, the contributions of our work are the following. We provide a heuristic
for the JSS problem that takes into account the transport system based on a conveyor belt
and no buffers at the stations. We consider a dynamic scenario where jobs continuously
arrive while we managed the partially processed jobs and the newly arrived jobs, making
for a total rescheduling strategy. We tested our solution in a real-world production line to
show that if transport times are not considered, the scheduler produces results that may
contain large errors.

In summary, the contributions of our work are as follows:

• We propose a heuristic for the Job Shop Scheduling (JSS) problem that incorporates a
transport system based on a conveyor belt and no buffers at the stations.

• We address a dynamic scenario where jobs continuously arrive while we effectively
manage partially processed jobs and newly arrived jobs by adopting a total reschedul-
ing strategy.

• We validated our solution through experimentation on a real-world production line,
demonstrating that neglecting transport times can lead to substantial errors in the
scheduler’s results.

The paper is structured as follows. In Section 2, we present the case study that serves
as the motivation for our work. Specifically, we examine a production line where machines
are interconnected through a conveyor belt. We then delve into the existing body of related
work and highlight their limitations. Section 3 is dedicated to formalizing the problem,
introducing a model that defines the key variables. This formalization enables us to cast
the problem as a minimization challenge. Given the impracticality of finding an exact
solution within a reasonable timeframe, Section 4 outlines our proposed heuristic, SCHED-T.
This heuristic belongs to the class of randomized iterated improvement algorithms tailored
to address the nuances of the specific problem. In Section 5, we conduct a comparative
analysis of the solutions obtained with SCHED-T against those generated by state-of-the-
art heuristics. We explore scenarios involving the transport system that were previously
unsolvable with tools available in the literature. Finally, Section 6 encapsulates the key
findings and draws conclusions from our study.

2. Background and Related Work

Production line with a conveyor belt: The manufacturing system, taken as a reference,
consists of a set of machines dedicated to specific tasks disposed in a general layout. Each
machine is connected with the others through a transport system that moves the materials
between the machines circularly. Both raw and finished materials are stored in a vertical
warehouse. The production line available at our research facility, the ICE Laboratory [18],
follows the same layout. Figure 1 shows the plant configuration. It is composed of a set of
“production cells”, specifically tailored to a specific manufacturing process. Starting from
the right, the laboratory includes a multi-tool milling machine, a robotic assembly station,
a quality control cell, and a vertical warehouse. The conveyor belt moves materials on top
of 10 pallets across various belt segments. Each pallet is identified by an RFID tag, which is
detected by RFID sensors located near the switching mechanisms (blue squares in Figure 1).
In particular, the belt segments can be differentiated into the following:

• The four machine segments: These are in charge of loading and unloading materials
from the machines (i.e., moving pallets toward and away from the processing area).
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Since these segments are the only access route to the machines, they can contain only
one pallet at a certain time instance;

• The main belt segments: These are in charge of moving a pallet near the machine when
it is ready to process a new task. The pallets waiting for a machine to become free
must loop near the destination machine, implementing a circular buffer, while free
pallets loop along the long main segments. The main belt is composed of two long
belts running in opposite directions. Along these main segments, it is possible to
traverse from one to the other by exploiting the switching mechanisms placed in
certain positions.

The two types of belt segments differ in terms of their control policy. Machine segments
are activated in the desired direction to perform loading or unloading pallet operations,
and the main belt segments are always active, pushing in the same direction. A switching
mechanism can move a pallet by choosing one of the following directions: (1) forward,
following the direction of the actual belt; (2) backward, changing direction by switching
onto the opposite conveyor; and (3) towards a machine working area. If two pallets must
move in the same direction at the same time, the pallet exiting from an unloading segment
or moving forward along the main belt has precedence.

Literature review: In the last decades, the JSS problem has been extensively analyzed
by the research community, along with the different variants, such as DJSS and FJSS.
The solutions that have been proposed over the years are summarized in [4,5] and [19].
Our work differs from the standard problem because it specifically addresses the transport
time between machines and the impact of this on the schedule. Therefore, we concentrated
our analysis of the related works on this specific topic.

LOAD/
UNLOAD

QUALITY 
CONTROL

ROBOTIC 
CELL

MILLING 
MACHINE

Figure 1. The layout of the production line used as a case study.

The transfer time between two machines is a variable delay that depends on the dis-
tance between the two machines and the availability of the destination machine. A solution
proposed in [20] handles variable delays as sequence-dependent setup times. However,
this solution considers the machines busy during the setup time, whereas, in our case,
the destination machine can process other tasks while the materials of the next task are
moving toward the machine.

The authors in [10,21–23] proposed a solution for the problem of job scheduling
combined with transport time, but they consider only automated guided vehicles (AGVs)
as a means of transportation. The limit of considering AGVs is that until a vehicle picks
up a task from a machine, the machine itself cannot execute other activities. Similarly,
when an AGV is waiting to perform a pick operation from a machine, it wastes transport
resources. Moreover, if the machine is completing the previous task when the AGV reaches
the destination, it must wait until the machine completes the task, freeing its working area.
This is not a valid scenario in our case study, in which the machine immediately unloads
the task to the conveyor belt once the task is completed. Another difference is that the
jobs waiting to be processed by a machine do not impact on the unloading and loading
capabilities of the tasks of other machines.

The aim of the different heuristics proposed in the literature is to find the best schedule
that optimizes an objective function [12,20,24]. These state-of-the-art solutions are based on
graph-based representations of the execution sequence. By evaluating the graph properties,
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such as dependencies and the critical path, it is possible to infer the feasibility of a solution
by also approximating the objective function. In our case, these approaches cannot be
applied due to the inter-dependency between transfer time and the execution sequence.
There are also solutions, such as [16], based on MILP optimization models, which minimize
the objective function. A major drawback of these approaches consists of the execution
time. In fact, by modeling the constraints of our transport system, solving even small
instances cannot be carried out in a reasonable amount of time.

In summary, none of the existing works take into account the influence of a transport
system on comprehensive scheduling when machines lack input and output buffers. In this
specific setup, the sequence of jobs affects the transport times, and conversely, the transport
times impact the job sequence. This intricate circular dependency necessitates specialized
tools that are currently absent in the literature.

3. Problem Description
3.1. Model

The flexible job shop problem concerning no buffers and a transportation system can
be described as follows. The facility has a set of m machines (M = {1, 2, . . . , m}) that are
used to process a set of n jobs (J = {1, 2, . . . , n}). Since we consider a dynamic environment
in which jobs continuously arrive, the set of jobs (J(t)) depends on the time (t), i.e., we have
n(t). Such a dynamic set is composed of (i) the jobs that have arrived but have not been
started yet and (ii) the newly arrived jobs.

Each job (i) comprises hi operations or tasks (τij, where i denotes the job, and
j = 1, 2, . . . , hi), and each task can be executed on a subset of machines. The process-
ing time (pijk) for a given task (j) of a job (i) on a machine (k) is considered known. If a task
(τij) cannot be performed on machine (k), we set pijk = ∞. The tasks within a job may have
precedence constraints, meaning that a task cannot start until its preceding tasks (if any) are
completed. For each job (i), the precedence constraints are summarized by a square matrix
(Ui). An element (Uijj′ ) is set to 1 if task τij precedes task τij′ , and this is 0 otherwise.

Each machine (k) is associated with a set of available times (Ak(t)), representing
intervals during which tasks can be executed on that machine. Outside these intervals,
the machine is unavailable either because it is busy with other tasks (e.g., a previous
schedule is still being executed) or because it is undergoing maintenance. Each machine
performs, at most, one task of any job at a time. With each new arrival, the availability sets
for all machines are recomputed, considering the currently running jobs.

The time required to move a job from machine k to machine l, denoted by tkl , is a key
aspect of our work, particularly as we assume that machines lack input or output buffers
and a conveyor belt serves as the means of transportation. More specifically,

tkl = t0
kl + tc

kl · nc (1)

Here, t0
kl represents the minimum time to travel from machine k to machine l, tc

kl is the
cycle time in case machine l is unavailable, and nc is the number of cycles the job needs to
complete until the machine becomes available. These values are contingent on the layout
of the production line (machines and conveyor belts) and can be readily measured once
such a layout is defined. It is worth noting that by appropriately setting these values, we
can encompass scenarios commonly explored in the literature: if tc

kl = 0 ∀k, l, the transport
time remains constant; if tkl = 0 ∀k, l, the model excludes the transport system. Hence, our
model is versatile, covering various layouts and accounting for cases where transport time
is not considered.

Table 1 summarizes the notation used for the model and the formulation of the problem.
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Table 1. Notation summary.

Inputs

M Set of machines, {1, 2, . . . , m}
J(t) Set of jobs {1, 2, . . . , n(t)}
hi Number of tasks of job i
τij jth task of job i, j ∈ [1, hi]

pijk Processing time for τij on machine k
Ui Precedence matrix for job i: 1 if τij precedes τij′ ; otherwise, it is 0
Ak(t) Availability intervals for machine k
tkl Transfer time between machines k and l

Auxiliary Variables

Eijk 1 if τij is executed on machine k; otherwise, it is 0
sijk Execution start time of τij on machine k
Cij Completion time of τij

3.2. Problem Formulation

We consider a dynamic environment in which jobs continuously arrive. We adopt a
total rescheduling strategy, i.e., we recompute the schedule at every job arrival; we discuss
such a choice in detail in Section 4.4. The aim of the scheduling is to minimize the makespan,
i.e., the total execution time required to process all the tasks of the current set of jobs J(t).
Formally, we have

minimize
i∈[1,n(t)]

max Cij (2)

s.t.

sijk + pijk = Cij (3)

sijk + pijk + tkl ≤ sij′ l ∀τij, τij′ |Uijj′ = 1 (4)

∑
k

Eijk = 1 ∀τij (5)

sijk + pijk < si′ j′k ∀τij, τi′ j′ , k ∈ [1, m] (6)
[
sijk, sijk + pijk

]
∈ Ak(t) ∀τij, ∀k (7)

Equation (3) specifies that the end time of each task must be equal to its start time plus
its processing time. Here, we omit the necessary time to store the material produced by the
last task of each job. Equation (4) models the dependencies between tasks within the same
job. If a task (j) is assigned to a machine (k), it has precedence over another task (j′) assigned
to the machine (l); the starting time of the task (j′) must be greater or equal to the end time
of the task (j) plus the transport time between the two machines. Equation (5) imposes
the maximum number of machines to which a task can be assigned, i.e., one. Equation (6)
limits the number of tasks a machine can process in parallel. Finally, Equation (7) indicates
that tasks can be executed on the machines only during their availability intervals.

The provided equations can be utilized to formulate and solve the constraints of a
mixed linear integer programming (MILP) model. However, conventional MILP solvers,
such as IBM CPLEX, face challenges in finding a solution within a reasonable time frame;
more specifically, even with a modest number of jobs, they are unable to converge within
a 12 h timeframe on standard hardware. This computational inefficiency arises due to
the incorporation of transport time in Equation (4), where tkl is contingent on the values
derived from Equation (1), significantly escalating the computational complexity of the
model. Consequently, we must turn to alternative methodologies that involve exploring
the solution space.
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4. Exploring the Solution Space
4.1. Overview

The general framework for any heuristic based on stochastic local search comprises
the following steps [13]:

1. Construct a solution and compute the objective function;
2. Explore the neighborhood, assessing the objective function for each neighbor;
3. Choose the neighbor based on a specified criterion;
4. Repeat all steps starting from step 2 until a stop condition is satisfied.

In addition, given a solution, we must define (i) how we can explore its neighbor-
hood (i.e., new solutions); (ii) how the objective function is computed (i.e., what are the
parameters that we want to optimize); (iii) the policy used to choose the next solution;
and (iv) when the exploration should terminate (i.e., stop conditions). The computational
complexity of these approaches depends on the neighborhood size. For instance, given a
task sequence (si) containing n elements, we may define (as a neighbor) any sequence (sj)
that differs from si for the position of two tasks (the minimum possible change). This would
imply that the number of elements in the neighborhood is at least equal to n(n− 1)/2.

Given the high number of neighbors used to explore each solution, a common proce-
dure consists of limiting the exploration to the subset of the most significant neighbors. This
set is composed of all the neighbors except those that are less likely to improve the current
solution, e.g., all the neighbors that swap two tasks belonging to the same job since they
have dependencies that limit the time interval in which they can be allocated.

The cost function must be computed for each explored neighbor. Therefore, its com-
plexity heavily impacts the execution time. A cost function should be a trade-off between
precision and complexity, exploring a wide range of neighbors in a certain time slot and
choosing the most promising one. In our case, the complexity of the cost function is given
by two main factors. The first one consists of the inner dependencies between tasks of
the same job. This implies that small changes in one task can cause cascading effects on
the subsequent portion of the schedule. The second factor is related to the transfer time
between two machines. This transfer time is strictly dependent on both the availability
of the destination machine (see Equation (1)) and the task execution order. While the
first problem can be addressed by exploiting graph-based representations, the circular
dependency between execution order and transport time makes it difficult to precisely or
approximately compute the objective function.

As such, we are forced to compute the objective function for each neighbor explored
from scratch, making the selection of the most promising neighbors to explore a critical step.

4.2. Randomized Approach

Given a set of jobs to schedule, the number of possible solutions increases exponentially
as the number of jobs increases. Therefore, an entire exploration of the solution state space
could require hours or could be unfeasible in a reasonable amount of time. For this
reason, the exploration is always guided by heuristics that reduce the number of evaluated
solutions. An idea inspired by the results proposed in [25–27] is to explore a set of neighbors
chosen randomly. This is indeed a variant of the stochastic local search approach called
probabilistic random improvement.

A random neighbor (i.e., solution) is described by the sequence of jobs. For each
neighbor, we compute the allocation of tasks on the machines and evaluate the objective
function. Given a solution, we consider its set of randomly selected neighbors. Then, we
choose the best neighbor that improves the current solution. This process is repeated to
increase the exploration’s precision. Thus, we can also tune the precision of the exploration
by increasing or decreasing the total number of random neighbors to explore.

During the exploration, we must avoid being stuck in a local minimum. We can do
that by adopting known techniques used in tabu search or simulated annealing, in which a
new solution is accepted with a certain probability and without considering the optimality
degree of the solution. Instead, we adopt another methodology based on sampling, which
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is inspired by the fisheye view [28] and fisheye routing [29]. These techniques sample
solutions at different distances to check if there are other valleys that exist to explore. In our
context, a distant neighbor is obtained with more complex changes in the task execution
order. In addition, for each remote neighbor, we perform a limited local exploration to test
if such a remote neighbor could indeed improve the current solution. Figure 2 shows an
example of the exploration process.

Current solution
Evaluated neighbors
Other neighbors

Figure 2. Example of the randomized exploration approach. We start from the current solution and
evaluate some random close neighbors, along with remote neighbors (chosen randomly).

4.3. Detailed Solution

Our scheme for the exploration of the neighborhood uses a two-level hierarchical
approach. At a higher level, we have jobs, while at the lower level, we have tasks.

Initialization: In the case of a cold start, in which the system is completely unloaded,
and a set of jobs has been collected and are ready to be executed (e.g., during the night, the
production line does not work and arriving orders are collected), we initialize the order of
the jobs according to the longest processing first policy since it has been shown to improve the
makespan compared other policies [30]. We define the processing time of a job as the sum
of the processing time of its tasks. If a task (τij) can be processed by more than one machine,
then we consider the minimum (pijk) (see Algorithm 1, procedure INITTASKORDER, and
parameter BySize set to TRUE). In the case of a running system, the order is given by the
output of the previous schedule (considering only the jobs not yet launched), with the
newly arrived job placed at the end.

We then establish the order of tasks within each job by grouping tasks with the same
precedence and randomly arranging the tasks within each group. The final output is an
ordered sequence of tasks, denoted as sl . The makespan value is computed based on this
sequence (refer to Algorithm 1 and procedure EVALSOLUTION). We allocate each task to a
machine, considering machine availability and dependencies for previous tasks. If multiple
machines can perform a task, we choose the machine where the task terminates earlier,
including the transportation time.

Neighborhood: For a given sequence (sl) of tasks, we define a close neighbor as the
feasible solution where we work at a low level. In other words, we switch tasks to obtain a
new sequence (sl′ ) for evaluation. A random neighbor is obtained by (i) uniformly selecting
a task (τij in sl) and (ii) uniformly selecting another task (τi′ j′ ). The latter must belong to
the same job (i′ = i) or to a job that comes before or after job i in the ordered set J. If the
tasks belong to the same job, our choice is limited to tasks with no dependencies on task τij
(such a subset can be pre-computed upon job arrival).
We define a remote neighbor as a new solution in which jobs are swapped in the ordered set
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J (i.e., higher-level permutations). Thus, remote neighbors allow for the exploration of new
solution areas, and close neighbors can be used to fine-tune the current solution.

Algorithm 1: Initialization and Evaluation

1 Procedure INITTASKORDER(J, BySize):
2 if BySize then
3 foreach job i do
4 i(size)←∑

j
min

k
pijk ;

5 J ← ORDERBYSIZE(J);

6 sl ← ∅;
7 foreach job i ∈ J do
8 Gi ← GROUPBYPRECEDENCE(i);
9 foreach group g ∈ Gi do

10 g← RANDOMORDER(g);
11 ADDTASKS(sl , g));

12 return sl

13 Procedure EVALSOLUTION(s, {A}):
14 foreach task τij ∈ s do
15 q← arg mink(tlk + pijk);
16 UPDATE(A, q, τij);

17 return max Cij;

Exploration: The number of close and remote neighbors (solutions) explored during
an iteration is governed by the budget, B. At each iteration, we update the current solution
with a new one if it improves the current one (see Algorithm 2). The exploration starts
by considering the current solution si and αB as close neighbors, chosen uniformly at
random among the feasible close neighbors (lines 6–12). The parameter α is given as input,
with 0 < α < 1. The exploration continues by evaluating R remote neighbors (lines 13–14),
selected uniformly at random. For each of them, it explores its neighbors locally uniformly
at random with a budget (1− α)B/R (lines 15–21).

The exploration stops when one of the following conditions is reached: (i) the max-
imum number of iterations Tmax; (ii) no improvements are found for tidle iterations (not
shown in Algorithm 2).

Figure 3 shows a high-level view of the processing flow.

si-1

s’

MIN

…PERM(si-1) PERM(si-1) PERM(si-1)

MIN

Local exploration

…PERM(s’) PERM(s’) PERM(s’)

MIN

Local exploration of a remote solution

…PERM(s’’) PERM(s’’) PERM(s’’)

MIN

Local exploration of a remote solution

s’’

si

Figure 3. Exploration flow: starting from a solution at time t− 1, we explore the local neighbors,
along with a set of distant neighbors. If we find a better solution, we update the current solution.
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Algorithm 2: SCHED-T
input : J, set of jobs to be scheduled
input : M, set of machines
input : {A0}, availability intervals
input : BySize, True if jobs need to be ordered by size
input : B, α, R, parameters for exploration

1 s0 ← INITTASKORDER(J, BySize);
2 O ← EVALSOLUTION(s0, {A0});
3 i = 1;
4 while i ≤ Tmax do
5 si ← si−1;
6 for αB times do
7 s′i ← RANDLOCALPERM(si−1);
8 O′ ← EVALSOLUTION(s′i , {Ai−1});
9 if O′ < O then

10 si ← s′i ;
11 O = O′;
12 {Ai} ← UPDATEAVAL(si);

13 for R times do
14 s′i−1 ← RANDREMOTEPERM(si−1);
15 for (1− α)B/R times do
16 s′i ← RANDLOCALPERM(s′i−1);
17 O′ ← EVALSOLUTION(s′i , {Ai−1});
18 if O′ < O then
19 si ← s′i ;
20 O = O′;
21 {Ai} ← UPDATEAVAL(si);

22 i++;

Complexity: When evaluating a single solution, since we build it from scratch, we
run through the ordered list of tasks and assign the task to the available machine. Each
task may be executed in more than one machine, but we assume that the number of
alternative machines is bounded. The complexity of each evaluation, therefore, is O(H),
with H = ∑i hi total number of tasks considering all the jobs to be scheduled. We perform
Tmax iterations, and we evaluate B possible solutions; therefore, the complexity of SCHED-T
is O(HBTmax). In Section 5, we show the running time for different instances.

4.4. Discussion

When considering dynamic job arrivals, there are different approaches for integrating
the new job into the existing scheduling. For instance, one can exploit the gaps in the current
schedule and run the newly arrived job during such gaps, with little or no impact on the
other jobs. When we take into account the transport system, it is not easy to understand if
the gaps can be fully exploited. In fact, even a small change in the current scheduling, such
as shifting a task to accommodate the new one, results in a cascading effect that disrupts
the whole scheduling.

Such interdependence between the job execution and the transport system is the reason
behind our randomized approach to the exploration of the solution space. Every time we
evaluate a possible solution, we need to compute the schedule from scratch. The solutions
in the literature that adapt the current schedule to accommodate the new arrivals can not
be easily extended when we consider the transport system, and the only available option is
to recompute the whole schedule.

The use of a heuristic allows us to trade accuracy with speed, i.e., we accept sub-
optimal solutions (with an error of less than 5%) that are obtained in a few seconds;
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in Section 5, we show the running time for different instance sizes. Compared to the
job processing time (e.g., tens of minutes), the scheduling processing time is very small,
and therefore, the approach based on total rescheduling is justified. In case of high job
arrival rates, rather than recomputing the scheduling at every arrival, it is possible to
collect some new jobs before running SCHED-T. As a rule of thumb, if the scheduling
processing time is Pproc seconds, and the average arrival rate (estimated considering the
last arrivals) is Varr jobs/s, then the new scheduling can be computed once

⌈
β ·Varr · Pproc

⌉

jobs have arrived, with the parameter β ≥ 1 that controls the trade-off between the delay
and processing load.

Alternatively, at every job arrival, it is possible to consider only a subset of jobs waiting
to be processed (e.g., the last W jobs in line) as part of the set of jobs that are included in
the new schedule computation so that the other subset can be used to feed the production
line during the computation.

5. Experimental Results

In this section, we demonstrate the validity of our proposed heuristic SCHED-T. First,
we compare our heuristic with state-of-the-art approaches for solving the FJSS problem,
using public benchmarks without the transport system. Then, we apply our heuristic to
both a real-world scenario and a simulated scenario to evaluate its performance when the
transport system is present.

5.1. Experimental Methodology and Settings

In order to compare SCHED-T with other heuristics, we consider the set of publicly
available instances described in [12,16]. These instances have been created using the
instance generator available at [31]. The generated instances contain information regarding
the jobs, assuming that transportation is part of the task-processing time. We use these
instances to evaluate the performance of our proposed scheduling heuristic with respect to
the state-of-the-art. In all the comparisons, we use a cost function based on the makespan,
i.e., the latest completion time of the entire set of scheduled tasks. The built-in parameters
that guide our heuristics are (i) the number of iterations and (ii) the available budget
at each iteration, divided between the budget dedicated to the exploration of local and
remote neighbors. We analyzed the impact of these parameters on the makespan with a
sensitivity analysis.

As for the transport system, unfortunately, public instances that include this aspect,
such as the one used in [32], consider different means of transport (AGVs rather than
conveyor belts). Therefore, they cannot be used in our comparison. Therefore, we consider
a real-world use case related to our ICE lab, in which we were able to create a set of
instances that include a transport system.

Finally, we consider the case of a sequence of arrivals. We assume, as is carried out in
the literature [14], that a set of jobs is present at time zero and that another set randomly
arrives. We evaluate the makespan in such a dynamic case (updated at every arrival),
and we compare it with the makespan computed by an ideal clairvoyant scheduler, i.e., a
scheduler that knows all the future arriving jobs and provides a single, optimized schedule.

SCHED-T is implemented in Python, and the experiments are carried out on a 3.3 GHz
Intel Core i7 (Intel, Santa Clara, CA, USA) with 16 Gb of RAM (Microchip Technology Inc.,
Chandler, AZ, USA).

5.2. Instances with No Transport System

We compared SCHED-T with a set of heuristics that were presented in [12], in which
authors applied iterated local search, genetic algorithms, differential evolution, and tabu
search on a set of 50 large instances defined in the same paper, along with another set of
50 large instances proposed by the same authors in [16]. Each instance differs in the number
of available machines (up to 97) on which tasks can be allocated, the number of jobs (up to
200), and the number of total tasks (up to 2000). None of these heuristics outperformed

102



Appl. Sci. 2024, 14, 3026

the others in all the instances: for some instances, differential evolution was better than
the others, and for other heuristics, tabu search provides the best makespan. Rather than
listing the values of each heuristic, we consider, for each instance, the best and the worst
makespan obtained by these heuristics: we used such values to represent an interval for
which the gap is much more narrow than the one found with the CP approach. Within
this range lie the results of the four heuristics cited before (iterated local search, genetic
algorithm, differential evolution, and tabu search). Therefore, we consider such a gap as a
reference with which to compare. Instead of showing the absolute values for each instance,
we can normalize the maximum makespan with respect to the minimum makespan so that
the gaps of the different instances are comparable and can be put in a single graph. We also
normalize the makespan obtained by SCHED-T so that it is simple to understand if it falls
in the gap provided by other heuristics.

Makespan: In Figure 4, we compare the makespan obtained on the set of instances by
SCHED-T with the one obtained with the other reference heuristics. The results show that
SCHED-T is able to find a makespan within the gap defined by the other state-of-the-art
heuristics. In some cases, it outperforms the other heuristics by 2%, whereas in two cases,
it finds a larger makespan by 3%. We notice that every heuristic proposed in the literature,
including our solution, provides an approximate solution, and there are no guarantees on
the error bound. Therefore, we can only observe how well these heuristics perform on real
datasets. Figure 4 shows that the approximate solutions have a 4–12% gap; therefore, such
an error can be considered acceptable. From these results, SCHED-T performs similarly to
other state-of-the-art heuristics on instances without considering the transport time.
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Figure 4. Normalized makespan for the set of the 50 + 50 large instances in [12,16]. The shaded area
represents the gap (minimum and maximum makespan) found with different heuristics in [12], while
the orange points are the results of SCHED-T.

Running time: Figure 5 shows the running time (in minutes) required to find the
solutions of the 50 instances in [16]. The instances are ordered by increasing the number of
tasks (shown at the top of the graph), e.g., instance 50 has almost 1000 tasks. Even with a
large number of tasks, SCHED-T is able to obtain a solution that is comparable to the results
found in the literature in less than 10 min.

Sensitivity analysis: SCHED-T has a set of parameters that tune the depth of the
exploration phase. At the task level, we can exchange tasks belonging to the same job or to
the next or previous job by considering the current scheduling order. At the job level, we
can exchange jobs. During our tests, we noted that switching jobs provides most of the gain,
while at the task level, the impact of changing the order on the makespan is less significant.

Therefore, the two main parameters we consider are the number of moves we explore
Tmax and the number of neighbors we evaluate in each iteration, R. These parameters
influence the time required to compute the solution. Figure 6 shows two views for analyzing
the impact of these parameters on the normalized makespan, i.e., the makespan found with
a combination of Tmax and R divided by the makespan found with the highest values of Tmax

and R used in our test. If we maintain Tmax as fixed and we increase R (Figure 6, left), when
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R is sufficiently large (R > 10), no additional improvement is observed. However, even for
smaller values of R, the makespan only slightly increases (2–5%) with respect to the best
makespan found. This is also confirmed if we keep R fixed and vary Tmax (Figure 6, right);
the two figures refer to two different instances, and they are representative of the general
behavior that we observed for all the instances.
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Figure 5. SCHED-T running time for finding the solution is shown in Figure 4. The top axis indicates
the number of tasks associated with each instance.

Therefore, the two main parameters we consider are the number of moves we explore,
denoted as Tmax, and the number of neighbors we evaluate in each iteration, denoted as R.
These parameters influence the time required to compute the solution. Figure 6 provides
two views for analyzing the impact of these parameters on the normalized makespan.
In other words, it shows the makespan found with a combination of Tmax and R divided
by the makespan found with the highest values of Tmax and R used in our test. If we
keep Tmax fixed and increase R (Figure 6, left), when R is sufficiently large (R > 10), no
additional improvement is observed. Even for smaller values of R, the makespan only
slightly increases (2–5%) compared to the best makespan found. This observation holds
even if we keep R fixed and vary Tmax (Figure 6, right). The two figures represent different
instances but are indicative of the general behavior observed for all instances.
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Figure 6. Sensitivity analysis of SCHED-T: impact of the parameters on the makespan (makespan
normalized to the best value found). Left and right figures refer to different instances.

Overall, SCHED-T is not extremely sensitive to parameter settings and provides good
results across a wide range of values. In terms of computational time, using small Tmax and
R allows for obtaining a solution in less than 30 s, while larger Tmax and R may take up to
10 min. However, since large Tmax and R do not significantly improve the results, the use
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of a small Tmax and R is appropriate, especially in dynamic contexts where scheduling is
recomputed when new jobs arrive.

In any case, the tuning process can be performed in a simulated environment where
data collected from the production line is replayed, and different values of Tmax and R
are tested. If the production load does not vary much from one day to the next, this
offline analysis should provide an indication of the best parameter settings for that specific
production line.

ICE instances: In order to test SCHED-T in a real test case, we generated six instances
that can be executed within our research laboratory (described in Section 2). The number
of tasks and jobs for each instance are summarized in Table 2. Without considering the
transport time, we were able to solve the problem using a MILP model and compare the
results with SCHED-T (Table 2, column Opt).

Table 2. ICE instances: characteristics (cols. 2 and 3); makespan with no transport (cols. 4, 5, and 6).

Id #Jobs # Tasks Opt SCHED-T Err.

1 5 32 900 900 0%
2 10 106 3580 3650 2.0%
3 15 100 2930 3014 2.9%
4 20 142 3530 3698 4.8%
5 25 174 4935 4998 1.3%
6 30 263 7475 7570 1.3%

By using SCHED-T, we are able to find a solution in less than 30 s. The difference
between the local optimal and the global optimal solution is less than 5% (columns SCHED-
T and Err. of Table 2). As mentioned earlier, the literature deems an error gap of up to
10% acceptable, acknowledging the trade-off between accuracy and computational speed
provided by the approximate solutions. Regarding the variability in error, we were unable
to pinpoint any specific job characteristic that might influence such variability. It can be
regarded as an inherent variability intrinsic to the considered problem.

5.3. Instances with the Transport System

Introducing a transport system increases the complexity of the MILP model exponen-
tially. In fact, a MILP formulation given to standard MILP solvers, such as IBM CPLEX,
cannot be solved after hours of computation. As such, we do not have any values that can
be used as a global optimal comparison reference to our results. The results presented in
Table 3, column SCHED-T of Experim.-I, report the makespan found by SCHED-T. Next,
we describe the test we performed on a real-world testbed to validate such results.

Table 3. Reference layout scheduling instances with transport.

Id
Experim.-I Experim.-II

SCHED-T Actual Err. SCHED-T Actual Err.

1 1511 s 1556 s −2.89% 1221 s 1555 s −21.48%
2 2814 s 2861 s −1.64% 2243 s 2875 s −21.98%
3 3557 s 3674 s −3.18% 3321 s 4248 s −21.82%
4 4654 s 4892 s −4.87% 4366 s 5577 s −21.71%
5 5820 s 5963 s −2.40% 5473 s 7012 s −21.95%
6 7025 s 7227 s −2.80% 6461 s 8377 s −22.87%

5.4. Real-World Experiments

We consider the set of instances described in Table 2, and we run them on an actual
production line built in our lab (described in Section 2). The production line is governed by
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service-oriented manufacturing (SOM) software architecture similar to the one presented
in [33,34], which automatically manages the production line, interacting with both the
manufacturing execution system (MES) and the machines. On top, we have developed a
module that implements our proposed scheduling heuristic, and the execution is forwarded
to the SOM architecture. For each instance’s job, we have fixed the task execution time.
This allows for a fair evaluation of the accuracy of SCHED-T, removing processing time
variability. The case of a stochastic execution time will be considered in future works.

Given the schedule returned by SCHED-T, we ran the jobs on the production line and
recorded the makespan. The results are shown in Table 3, columns Experim.-I, and Actual.
SCHED-T is able to predict the actual makespan obtained from a real-world production
line with an error smaller than 5%. Additionally, in this case, there is no specific job
characteristic that might influence the small variability for the different instances.

Then, in column Experim.-II, we consider what happens if the scheduler does not
take into account the transport system, as most of the schedulers in the literature do. In this
case, they would produce a schedule that is not optimal. In particular, we run SCHED-T by
setting all the transport times to zero and we obtain a schedule that is fed to our production
line. We record the makespan obtained in this case and compare the error obtained with
the one computed in columns Experim.-I. If the scheduler does not include the transport
times, the resulting schedule contains an error of up to 23%, which is 18% greater than
the one obtained by the schedule considering the transport times. Thus, the makespan
obtained using the real system by considering the transport time improves the makespan
by up to 14% with respect to the one found without considering the transport time.

Table 4 shows the results obtained by applying SCHED-T to a different plant configu-
ration depicted in Figure 7. This new configuration consists of a modified version of our
real-world case study: we added a bay and a machine of the same type on the opposite side
of each existing one to implement production redundancy. We built this new configuration
by exploiting Tecnomatix Plant Simulation, a commercial state-of-the-practice discrete
event simulation tool. The simulation allows for testing our proposed algorithm on a
different scenario, enabling the calculation of simulated production times (e.g., makespan)
and demonstrating that SCHED-T can also be applied to different plant configurations. We
executed the same test using Table 3, generating new instances of the same size. The results
show that when considering transport time, SCHED-T allows for reducing the error of the
estimated makespan, keeping it within 5% and lowering it by 17% when not considering
transport time.

LOAD/
UNLOAD

QUALITY 
CONTROL

ROBOTIC 
CELL

MILLING 
MACHINE

QUALITY 
CONTROL

ROBOTIC 
CELL

MILLING 
MACHINE

Figure 7. The modified layout of the production line used to test another scenario. We added a bay
and a machine of the same type on the opposite side of each existing one.
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Table 4. Modified layout scheduling instances with transport.

Id
Experim.-I Experim.-II

SCHED-T Actual Err. SCHED-T Actual Err.

1 1362 s 1343 s +1.41% 1107 s 1412 s −21.60%
2 2444 s 2436 s +0.33% 2214 s 2721 s −18.63%
3 3575 s 3685 s −2.99% 3231 s 4239 s −23.78%
4 4796 s 4775 s +0.44% 4428 s 5557 s −20.32%
5 6041 s 5929 s +1.89% 5354 s 6945 s −22.91%
6 6973 s 7189 s −3.00% 6488 s 8428 s −23.02%

To sum up, our proposed solution allows us to estimate the makespan within a
reasonable time frame with high precision. By correctly estimating the transfer times time,
we are able to build a more precise schedule.

5.5. Multiple Arrivals

The results discussed above focused on the efficiency of the solution at each single
job arrival. In this section, we evaluate how the schedule changes as new jobs arrive. We
consider the same set of instances without the transport system (Section 5.2) and with the
transport system (Section 5.3). We remove p% of the jobs, compute the initial makespan
without these jobs, and uniformly spread the arrival of the removed jobs at random between
zero and the initial makespan. For each arrival, we update the schedule and the makespan.

In order to evaluate the quality of the final makespan obtained in this way, we con-
sider an ideal scheduler that knows all the jobs (the initial ones and the future ones,
with their arrival times) in advance and computes a single optimize schedule; we call
this scheduler clairvoyant.

Figure 8 shows the difference (in percentage) between the final makespan obtained
after updating the initial makespan at every job arrival and the makespan obtained with
the clairvoyant scheduler for different percentages of dynamic jobs (jobs removed from
the instances).
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Figure 8. Difference (in percentage) between the makespan updated at every job arrival and the
makespan from the ideal clairvoyant scheduler. Left and right figures refer to instances in [16] and
the ICE instances.

In both cases (with and without the transport system), updating the schedule at
every arrival provides a solution that is comparable to an ideal scheduler that has all the
information in advance. The case with the transport system shows a higher deviation since
the instances have a lower number of jobs. Overall, the total rescheduling strategy provides
near-optimal solutions with a limited use of the processing resources.
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6. Conclusions

Estimating the start and finish time of tasks belonging to jobs is fundamental for
improving the efficiency of the manufacturing system. This is even more important in a
fully automated environment, in which tasks are typically frequent but short. Integrating
task duration with transport times enables more robust control of the overall process.
To this aim, we designed a scheduler based on stochastic local search, which explores the
solution space with a randomized approach.

Our proposed heuristic, SCHED-T, allows for building accurate and near-optimal
schedules in a limited amount of time. This allows for efficiently managing the dynamic
scenarios in which jobs continuously arrive or when unexpected events, such as machine
breakdowns or maintenance activities, may occur.

In the future, we plan to extend our heuristic to include stochastically variable task-
processing times and evaluate their impact on overall efficiency.
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Terminology

Availability
Intervals of times when machines can be used (i.e., it is not under
maintenance or booked for task execution).

Job
A set of operations or tasks that create a new product either directly from
raw materials or components.

Machine
Equipment that processes, forms, or shapes raw materials or the output
or other machines.

Makespan
Total execution time to process all the jobs currently submitted to the
facility.

Precedence
Constraint on a task that can not be started before the completion of one
or more tasks.

Processing time Time required by a machine to perform a task.

Task A unit of work performed on a single machine.

Transport times
Time required to move the partially processed materials from one
machine to the next.
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Abstract: In recent years, paradigms like production quality or zero-defect manufacturing have
emerged, highlighting the need to improve quality and reduce waste in manufacturing systems.
Although quality can be analyzed from various points of view during different stages of a manufac-
turing system’s lifecycle, this research focuses on a multidomain simulation model definition oriented
toward the analysis of productivity and geometric quality during early design stages. To avoid
inconsistencies, the authors explored the definition of descriptive models using system modeling
language (SysML) profiles that capture domain-specific semantics defining object constraint lan-
guage (OCL) rules, facilitating the assurance of model completeness and consistency regarding this
specific knowledge. This paper presents a SysML profile for the simulation of geometric deviation
propagation in multistage manufacturing systems (SysML4GDPSim), containing the concepts for the
analysis of two data flows: (a) coupled discrete behavior simulation characteristic of manufacturing
systems defined using discrete events simulation (DEVS) formalism; and (b) geometric deviation
propagation through the system based on the geometrical modeling of artifacts using concepts from
the topologically and technologically related surfaces (TTRS) theory. Consistency checking for this
type of multidomain simulation model and the adoption of TTRS for the mathematical analysis
of geometric deviations are the main contributions of this work, oriented towards facilitating the
collaboration between design and analysis experts in the manufacturing domain. Finally, a case
study shows the application of the proposed profile for the simulation model of an assembling
line, including the model’s transformation to Modelica and some experimental results of this type
of analysis.

Keywords: MBSE; SysML; model consistency; manufacturing system simulation; geometric deviation
analysis; TTRS

1. Introduction

In recent years, manufacturing systems design, in alignment with initiatives like
Industry 4.0, has promoted different operational paradigms like production quality [1] or
zero-defect manufacturing [2] to address quality improvement and waste reduction. The
production quality bases propose an integration of quality, productivity, and maintenance
evaluation, an orientation adopted in this paper to analyze, jointly, production and quality.
Among product quality characteristics, this work focuses on the geometric quality of both
manufacturing resources and processed products, combined with productivity analysis
using multidomain simulation model during early design stages.

During the design and development of a system, and especially during the verification
and validation stages of the adopted solution principles, the development of mathemat-
ical models enables the analysis of the referent system’s behavior and performance. In
the case of simple systems, an analytical solution can usually be obtained, but complex
systems analysis, such as of manufacturing systems, usually requires the development
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of simulation software systems to support their high uncertainty and/or nonlinearity,
combining quantitative/qualitative features and continuous/discrete behaviors [3]. Al-
though specific tools can be used for the simulation of certain domains (including the
digital manufacturing tools focused on the manufacturing systems domain), the adop-
tion of generic and/or standardized tools and languages (e.g., Modelica) facilitates the
modeling of multi-domain simulation systems during initial design stages, an orientation
aligned with model-based system engineering principles that promote model integration
and consistency assurance [4]. Moreover, simulation models have been a widely explored
solution, as evidenced in the increase in the research works in this field [5].

In this context, the capability of generic simulation languages (e.g., Modelica) to ver-
ify and validate simulation models is limited to assure the syntactic correctness of the
models; for example, checking that the set of variables and mathematical relationships
is sufficient to obtain a solution. An interesting alternative to overcome these limitations
is the adoption of domain-specific modeling languages (DSML) [6], which include the
specific semantics of a studied domain, which would enable the model consistency vali-
dation based on these specific semantics. Generic descriptive modeling languages such
as SysML [7] support the development of DSML, defining specific profiles that extend the
language by adding stereotypes and detailing the semantics through OCL expressions [8].
OCL defines a set of functions to define queries on the model without side effects. The
results of these queries are processed by logical functions to check the accomplishment
of specific conditions (invariants). Their implementation as part of stereotypes definition
at the profile level enables the evaluation of stereotyped model constructions and the
detection of inconsistencies. In addition to the creation of profiles, the use of SysML and
the adoption of a systems modeling approach also allows for the linking of the simulation
models with other models of the referent system (e.g., specification or design models),
checking consistency between models to support the collaboration between design and
analysis experts. The design and validation of the simulation model using SysML have
been studied in previous works, such as [9]. This work also addresses the subsequent
model transformation to executable models using languages like Modelica by applying
the SysML4Modelica profile [10]. A similar transformation mechanism is proposed in [11],
also based on the application of an SysML profile, to enable an automated transformation.
Other authors have explored the use of SysML activity diagrams to describe workflows for
connecting simulation and design models and facilitating collaboration between system
architects and analysis experts [12,13].

In the manufacturing domain, there is a lack of developments adopting this approach,
and it is hard to find works focused on geometric deviations and their propagation in
multi-stage systems. In [14], SysML is used for the preliminary design of a multidomain
simulation system that integrates the analysis of productivity and geometric quality to
study how different control strategies influence performance measures. However, all
the previously mentioned works use SysML as a modeling language only to define the
descriptive models facilitating communication between engineers.

The present paper explores the SysML’s capability to define DSMLs as SysML profiles,
including domain-specific semantics to develop simulation software systems. Specif-
ically, this research proposes a language with which to define simulation models for
manufacturing systems, focused on a joint analysis of productivity and geometric quality
performance. The proposed SysML profile (geometric deviation propagation Simulation—
SysML4GDPSim) integrates the discrete behavioral aspects of a manufacturing system [15]
and topologically and technologically related surfaces (TTRS) [16] concepts to model the
geometrical quality characteristics of the products.

The content and structure of this document is summarized as follows. Section 2
briefly discusses the complexity and main characteristics of the supersystem to be analyzed
(including the interactions between the product, the process, and the resources), the simu-
lation systems for their analysis, and the deviated geometry modeling to support quality
analysis. Section 3 is dedicated to the proposed SysML profile, presenting the metamodel
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description, the implementation of the profile, and its application during library model
definition. Section 4 presents a case study to exemplify the application of the proposal
and validate its suitability in the context of manufacturing simulation. Finally, Section 5
presents a final discussion and Section 6 summarizes some conclusions and future works.

2. Modeling and Simulation of Product–Process–Resource Systems

A simulation system model is the model of (executable) software that allows for the
performance analysis of a referent system in response to different conditions derived from
the properties of the referent system and its environment. Simulation models are usually
developed for complex referent systems. In the case of this research, the referent system
is a system of systems, that is, a system that is made up of systems, according to the
definition of [17]. This concept is also named a “supersystem” in other references, like [18].
Specifically, the term supersystem is adopted in [19] to express a temporal construction
to describe the production lifecycle phase of a product, supporting links with other ele-
ments like manufacturing resources. In this paper, this orientation is adopted to define a
system composed of resources (the manufacturing assets), the processes executed by these
resources, and the manufactured products. All these elements together compound the
PPR system that has been studied in previous works on manufacturing domain modeling,
like [20]. In order to simulate PPR systems, it is necessary to acquire deep knowledge of the
referent system and its representation in the simulation system, including all the aspects
that have influence in the proposed analysis.

2.1. PPR Systems Basis

This research is focused on the study of discrete manufacturing systems that support
multistage processes, with reconfigurable and automated resources. Therefore, the manu-
facturing system is composed of configurable resources supporting various manufacturing
processes with small changes. In this context, a resource is any mechatronic system that
plays a role in the production of goods (products).

Resources in a manufacturing system are structured in a multilevel hierarchy in which
simple resources are part of complex ones. In fact, the manufacturing system as a whole is
a complex resource. The modeling of the manufacturing system requires the establishment
of an adequate decomposition level to support the analysis goals. Considering the interests
of this research, this atomic level, according to the classification proposed in [21], is the
workstation level. A workstation is a mechatronic system with a behavior that directly
influences the final geometry of the product. In a broader sense, the term resource is also
applied to simpler elements such as fixtures, tools, etc., but in this work, these elements
are treated as physical artifacts without their own behavior, and they will be considered
for the geometrical modeling of process assemblies without granting them the category
of resource.

Moreover, resources in a manufacturing system can be classified into processing and
control resources. The processing resources change the properties of the processed batches,
while control resources merely monitor the batches and make decisions to improve their
properties. Processing resources can be classified into: (a) logistical resources that modify
the batch properties as a unit; and (b) transformer resources that modify the properties
(especially geometric features) of individual products of the batch.

The transformer resources (mainly assembling and machining workstations) can
support several configurations to execute alternative manufacturing processes. In this case,
it is necessary to consider a setup stage (before the processing) to introduce the necessary
changes (e.g., changes in fixtures or tools, loading an NC code, etc.).

Another basic element of the PPR system is the product to be manufactured. The
product type can have representations from different viewpoints and degrees of complexity.
In this research, products are represented as entities with the necessary attributes to describe
the geometric deviations from the product specification. These products are grouped in
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batches which have their own properties, such as size, start time of manufacturing, waiting
or storage times, processing duration, etc.

The third element of the PPR system is the manufacturing process. Each product
type has a generic process plan, defining the necessary manufacturing processes, and a
native process plan which details the specific resource assigned for each process stage.
Although the process plan can be established with different levels of detail, in this research,
the selected atomic level is the subphase, which aggregates all the operations executed in a
machine using the same clamping (part-fixture assembly).

Each subphase of the native process plan establishes an interaction between the prod-
uct (in a certain state) and specific resources of the manufacturing system. This research is
focused on the physical interactions between the product and the manufacturing system
that produce the new geometric features of the product, as studied in [22]. Specifically,
fixture–workpiece–machine interactions are studied in [23] in order to characterize the
geometric deviations on these types of assembly. This type of construction is also promoted
in [24], which is focused on inspection planning. In this paper, this assembly model is
named “process assembly”, and it is defined to support the analysis of the geometric devia-
tions resulting from the execution of a certain manufacturing subphase. The propagation of
these deviations to subsequent stages must be simulated in parallel to the material flow. In
this way, the geometric quality of the final product and the indicators related to PPR system
productivity can be jointly assessed, as promoted by the production quality paradigm.

2.2. Simulation System Modeling

As mentioned above, a simulation system is a soft system that emulates the behavior
of a referent systems to analyze its response to certain conditions. These conditions are
generally defined by a set of parameters whose values are assigned for each experiment in
order to quantify the influence of conditions on the performance metrics. Simulation models
are built from a set of software objects that share data through connecting ports and perform
calculations. These objects are permanent entities, called “resources” in simulation [25], that
have existence throughout simulated time (i.e., their life is not finite). This characteristic is
one of the main differences compared to flow units (also called “entities” in [25]), which are
elements that flow through the system and have a finite life (they are created and destroyed
at certain moments). In PPR system simulation, permanent entities primarily emulate
manufacturing system resources, while flow units represent individual products, product
batches, manufacturing orders, etc.

Moreover, permanent entities can include the definition of a certain behavior, ex-
pressed in the form of algorithms and mathematical equations. In the scope of this research,
different behaviors are identified corresponding to the typical functional units that par-
ticipate in manufacturing the system simulation, supporting both the simulation of the
referent system and its environment and other functionalities specific to the proposed
analysis. These main functional units address issues such as the following:

• Generation of flow units based on a defined schedule or behavior: Objects with this
functionality represent the beginning of the flow, and they have ports with which to
send the data of the generated flow units.

• Processing flow units: Objects with this functionality have at least two ports with
which to send and receive flow units. Moreover, a certain behavior can introduce
changes in the data of the flow units. In the simulation of PPR systems, this function is
mainly linked to the emulation of transforming resources (e.g., assembly or machining
workstations) and logistic resources (stores or transportation resources).

• Destruction of flow units: Objects with this functionality represents the end point of
the flow, where flow units are destroyed. These objects, generally named sinks, must
have at least one port to receive flow units.

• Monitoring data and decisions making: Objects with this functionality have ports
with which to receive data about key performance information. If they process data
to make control decisions, they have ports with which to send data about these
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decisions. In a PPR systems simulation, these objects are linked to the control resources
representation.

All these types of functional units are characterized by a discrete behavior described by
the principles of the discrete event system (DEVS) formalism [26]. According to DEVS, the
behavior of a complex system (coupled behavior) emerges from the behavior of its simplest
components and their interactions. In the same way, the complex behavior simulation of
the PPR system emerges from the simpler behavior simulation of its components. Although
there are various ways to represent this type of discrete behavior, one of the most common
alternatives is the use of state machines, where a set of system states are defined and linked
by transitions that are triggered by certain events. In addition, detailed behaviors can be
defined when a component enters, exits, or stays in each state.

2.3. Representation and Calculation of Geometric Deviations

All the components of the process assembly (products, fixtures, tools, etc.) are im-
perfect realities whose geometric elements have deviated from the nominal ones specified
in their designs. The analysis of these geometric deviations is mainly supported by the
study of the interactions between product and resource devices during each single process.
The representation of geometric deviations has been addressed in different specific and
standardized languages (ISO, Ansi, etc.) to represent the maximum allowable deviations,
specified as tolerance zones. Beyond tolerance representation, different mathematical mod-
els have been also proposed to deal with tolerance analysis, such as the Jacobian–Torsor
model [27], the small displacement torsor [28], T-map [29], or matrix transformation [30],
among others summarized in [31].

SysML models have also been used for tolerance representation, although they are
not as widespread. In [32], TTRS concepts are adopted to describe the tolerance specifi-
cations with a SysML model, but it does not include the mathematical constructions to
support a quantitative analysis. To overcome this limitation, [33] presents the SysML for
tolerance analysis (SysML4TA) profile, which defines a DSML to support the TTRS-based
mathematical characterization of geometric surfaces and their intra- and inter-part relation-
ships. The work in question also details the mathematical operations necessary to compute
deviations and verify the specification fulfilment. In [34], this orientation is adopted for
developing a Modelica library for the geometric analysis of mechanical assemblies or parts.
These works also highlight the compatibility of TTRS with geometric dimensioning and
tolerancing (GD&T) standards [35], allowing the specification of parts to be addressed
and unambiguously transferring the dimensioning scheme to a mathematical formulation
suitable for simulation.

This paper adopts the principles and concepts formulated in a SysML4TA profile [33]
to support the geometric modeling of the process assemblies necessary to solve each
single-stage problem (subphase analysis). Additionally, the simulation system must have
sufficient elements to transmit the resulting product geometric data to subsequent stages,
as commented on in Section 3.

3. Proposed SysML4GDPSim Profile

This section presents the SysML4GDPSim profile, first describing the concepts and
relationships considered in the metamodel of the developed language, depicted using
some conceptual diagrams with UML notation. The Section 3.2 introduces some brief notes
on the profile implementation, whose stereotypes are described in detail in Appendix A.
Finally, the Section 3.3 briefly describes the SysML libraries developed to facilitate the
modeling of the simulation systems under study and their transformation to Modelica
executable models.

3.1. Metamodel Description

Assuming many of the concepts and bases discussed in Section 2, this subsection
presents the metamodel description, commenting on the concepts related to the basic
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structure of the simulation system, the representation of the manufacturing system and the
products, and finally, the artifacts modeling for the analysis of geometric quality.

3.1.1. Simulation System Basic Structure

According to the bases commented on in Section 2.2, Figure 1 represents the basic
components of the simulation system (SimulationSystem4MS), which simulates the behavior
of a manufacturing system (MS_sim) in a specific environment (defined by the rest of the
elements of the simulation system). Before the description of the MS_sim, which constitutes
the central component of the simulation system, the different concepts that define the
simulation environment supporting specific functionalities are presented below:

• Configurator identifies the component that groups all the characteristic parameters and
offers them to the other components (MS_sim, InputGenerator, OutputCollector, etc.)
through the reference relationships shown in Figure 1.

• InputGenerator represents components that create the FlowUnits, representing material
supply (inputs for the MS_sim). An InputGenerator is the initial point of the data flow
that represents the logistics flow.

• OutputCollector represents components that destroy FlowUnits; so, the OutputCollector
is a sink or end point of the data flow that represents the materials flow.

• ResultsManager represents components that collect and process the information of
simulation executions to compute the desired performance metrics.
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As represented in Figure 1, a SimulationSystem4MS is composed of at least one MS_sim,
a Configurator, a ResultsManager, and at least one InputGenerator and OutputCollector. More-
over, the SimulationSystem4MS can have an aggregation relationship with the referent
system specification to represent the necessary collaboration between the design and
analysis tasks and facilitate the assurance of consistency between both models.

3.1.2. The Manufacturing System in the Simulation System

As mentioned, the MS_sim identifies the central component of the simulation system
that emulates the behavior of the manufacturing system, transforming the input materials
to obtain the output products with different geometrical properties. As represented in
Figure 2, the MS_sim is a complex transformer resource (TransformResource_sim) because
material units (a) flow through the resource (ProcessingResource_sim specialization) and
(b) are transformed (i.e., there are changes in their physical characteristics).

A manufacturing system (and its simulation system) involves different types of re-
sources; so, the metamodel includes different concepts as represented in Figure 2 and
briefly described below:

• ManufResource_sim (abstract) represents any resource of the simulated manufactur-
ing system, i.e., both processor and control resources, ProcessingResource_sim and
ControlResource_sim, respectively.
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• ProcessingResource_sim is a specialization of the ManufResource_sim to emulate a re-
source through which batches of products flow, executing processes that modify some
properties of the batches (e.g., location, flow times, etc.) or the contained products (e.g.,
its state or its geometric characteristics). A ProcessingResource_sim can be composed of
other ManufResource_sim (i.e., both processing and control resources) and must have
at least two FU_Ports to send and receive FlowUnits.

• TransformResource_sim is a specialization of the ProcessingResource_sim that emulates
a transformer resource that modifies the properties of the FlowUnits; so, incoming
FlowUnit type (input product) is different from the outgoing FlowUnit type (processed
product).

• LogisticResource_sim is a specialization of the ProcessingResource_sim that emulates a
logistical resource, participating in the materials flow without modifying FlowUnit
properties so the type of incoming and outgoing FlowUnits is the same.

• ControlResource_sim is a specialization of the ManufResource_sim that emulates a control
resource. ControlResource_sim does not participate in the logistics flow but exchanges
data to support monitoring and decision making.

• FlowUnit represents a flowing unit, that is, a batch of products. Therefore, it will be
composed of one or more Product_sim, which represents each material or product unit.

• DataPort represents a generic port as an interaction point to exchange data through
connections that specify relationships between components of the simulation system.

• FU_Port is a specialization of the DataPort that supports the transfer of data on the sim-
ulated FlowUnits (product batches), supporting the logistics flow. As represented via a
dependency relationship in Figure 2, this type of port must be typed by a FlowUnit.

• C_Port is a specialization of the DataPort that supports data transfer in the form of
communication between resources to synchronize tasks and behaviors.

• Product_sim represents a simulated product unit characterized by properties that
include the deviations for its key geometric characteristics. As a part of the FlowUnit,
it supports geometric deviation propagation through the simulated manufacturing
stages.
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3.1.3. Behavior Modeling in the Simulation System

In addition to identifying previously commented concepts, it is important to clarify the
modeling of the behavior of some of them (MS_sim, InputGenerator, OutputCollector, etc.).
Although various approaches to modeling discrete behaviors could be valid, with each one
focused on certain aspects (events, activities, processes, etc.), in this proposal, the DEVS
formalism is adopted and described using state machines. According to DEVS formalism,
a behavior can be defined by coupling simpler behaviors; so, the behavior of composite ele-
ments emerges from their behavioral components and their interactions. In this metamodel,
the BehavioralElement_sim concept represents the generalization of any component with
behavior, differentiating between atomic and coupled behavior with the isAtomic Boolean
property (Figure 3). It is established that atomic elements (when atomic = true) must have
an explicitly defined behavior and cannot be composed by parts of BehavioralElement_sim
type (i.e., parts with their own behavior). This atomic behavior must be defined as a
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state machine, represented by STM_MainBehavior. In contrast, composite elements (when
atomic = false) have no explicitly defined behavior, but they must be composed of other
BehavioralElement_sim (atomic or not). Both cases are depicted as composite relationships in
Figure 3, buy they are mutually exclusive.
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3.1.4. The Product in the Simulation System

Another fundamental element in the simulation of PPR systems is the processed
product (Product_sim). As shown in Figure 4, the Product_sim has a reference relationship
with product specification (ProductSpecif_data), which includes at least two descriptions
of its possible transformation states (StateSpecif ) corresponding to the initial and final
product states.
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Moreover, ProductSpecif_data is composed by a native process plan (NativeProcessPlan)
described in an activity diagram. Each NativeProcessPlan is composed of one or more actions
(ManufProcess) that represent manufacturing processes. Atomic ManufProcess (identified
by the Boolean attribute isAtomic) correspond to subphases. To support the resource
assignment, the NativeProcessPlan has ResourceAllocations to define a specific resource for
each atomic ManufProcess, as shown by the dependence relationship.

On the other hand, Product_sim, which represents each product unit, is characterized
with some basic properties, including the identification of the current state (ActiveState),
which points to one of the StateSpecif, as shown by the dependence relationship.

3.1.5. Product–Resource Geometric Interaction in the Simulation System

One of the fundamental aspects addressed in the proposed simulations is the analysis
of the geometric quality of the emulated products, an issue that is based on the geometrical
modeling of products and resources and the physical interactions between them.

On the one hand, the geometric modeling of the products is addressed in Figure 5.
The product specification (ProductSpecif_data) must include at least one ProductArtifact
(specialization of the Artifact concept from SysML4TA) to define the nominal geometries and
tolerances according to the SysML4TA profile constructions. ProductDeviations is defined as
a dataset (vector or matrix) that stores the deviations of each of the key geometric features
identified in the specification of a simulated product unit (Product_sim). ProductDeviations
specializes the DeviationVector, a concept of the SysML4TA profile.
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On the other hand, in a similar way, the geometric modeling of the transformer re-
sources is addressed in Figure 6. A resource specification (ManufResourceSpecif_data) is
composed by at least one ConfiguredMachine. Each ConfiguredMachine, which is a special-
ization of the Artifact concept from SysML4TA, describes the resource configuration for a
subphase, including the geometric specification of the machine, fixtures and/or tools, and
the assembly relationships between them. The particular deviations of each TransformRe-
sourceSim are defined by a ResourceDeviations (specialization of DeviationVector from the
SysML4TA profile).
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As shown in Figure 7, the ProcessAssembly is an artefact owned by an atomic Transform-
Resource_sim which has references to at least one ProductArtifact and a ConfiguredMachine
and includes the assembly relationships between these artifacts. Therefore, the ProcessAs-
sembly involves the mathematical expressions necessary to obtain the quality characteristics
of the resulting product in a single-stage problem. These results obtained in a workstation
are transmitted to subsequent workstations to support the propagation of the in-process
product geometric deviations, influencing other ProcessAssembly definitions until the final
product quality is obtained.
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3.2. SysML4GDPSim Profile

From the described metamodel (i.e., concepts and their relations and restrictions), the
SysML4GDPSim profile has been developed. In order to define the profile, each concept of
the metamodel has been defined as a stereotype, transferring part of the abstract syntax
through extension relationships with UML metaclasses or specializations of the SysML
profile, as shown in Figure 8. The rest of the relationships and semantic considerations
have been included in the profile through the implementation of OCL rules for each
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SysML4GDPSim stereotype. These OCL rules are identified in the description of the
stereotypes included in Appendix A and exemplified in Appendix B.
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It should be noted that in order to structure the content of this profile, two main
packages have been proposed (Figure 8). The simulation system modeling profile package
(SSMPP) includes the most general concepts of the simulation system; so, in future work,
this package and its stereotypes can be used to develop other alternative simulation systems.
The manufacturing system simulation profile package (MSSPP) includes specific stereo-
types for the simulation of manufacturing systems, and in particular, for the analysis of
productivity and geometric quality. As mentioned in the metamodel description and shown
in Figure 8, some stereotypes are imported from the SysML4TA profile, which enables
the nominal geometric specification of artifacts (i.e., product, fixtures, . . .) and assembly
relationships in order to compute the geometric deviations on the process assemblies.

3.3. Developed Libraries

Following the SysML4GDPSim profile definition, some modeling libraries have been
developed to facilitate user modeling tasks. Both the SysML4GDPSim profile edition and
the libraries definition have been carried out in the Papyrus environment, one of the most
widespread free environments for modeling with UML and SysML in academia. Figure 9
shows a screenshot of this modeling environment, showing an error identified in the
defined model. During profile development, some inconsistencies are forcibly introduced
to verify the correct functioning of the OCL rules. In this case, rule “C8” is defined to assure
that a «SimulationSystem4MS» block has a part typed by a «MS_sim» Block. This rule is
violated in the model (i.e., multiplicity must be “1”, and it is defined as “1..*”).
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Additionally, equivalent libraries have been developed using Modelica. These Mod-
elica libraries have the same package structure and elements as the SysML libraries, and,
as explored in [11], they can be obtained via manual or automatic model transformation,
which is beyond the scope of this paper. In this way, when a consistent simulation model is
defined using the SysML libraries, it can be transformed into a Modelica model ready to be
executed in an easy and quick way.

The package structure of these libraries, presented in detail in [11], is shown in
Figure 10. As can be observed, there are three main packages with elements for (a) the
analysis of material flow in multistage manufacturing systems; (b) the mathematical mod-
eling of artifacts passed into TTRS concepts; and (c) the analysis of material flow and the
propagation of geometric deviations in manufacturing systems.
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4. Case Study

This section presents a case study to exemplify the SysML modeling of a simulation
system applying the SysML4GDPSim profile, as well as the description of some results
obtained after its transformation and execution. It has been decided to limit the case
to a 2D analysis of a multistage assembly process using a simple isostatic localization
pattern for each assembly stage. Moreover, the methodology proposed in [11] is applied,
whose procedure encompasses the tasks of modeling the referent system and modeling
the simulation system (including the geometric modeling of artifacts based on TTRS), the
definition of experiments, and their to-be-executed transformation to Modelica.

4.1. Referent System Description

This case is focused on the analysis of the manufacturing of the product depicted
in Figure 11, a frame manufactured from the union of four metal parts. Each part has
one or more holes where the axles of a series of gears are inserted. The manufacturing
system (MyLAS) designed is made of three welding workstations, each one composed of
a welding station and two stores for the incoming parts, as shown in the block definition
diagram (BDD) presented in Figure 12. The resource connections, shown in the internal
block diagram (IBD) of Figure 13, supports a linear flow of the product batches.
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The main goal of the proposed study is the modeling of a simulation system to
analyze its productivity and product quality performance. The native process plan for the
assembly process is represented in Figure 14 by means of an activity diagram where the
three assembling stages and intermediate storage stages are shown, each one assigned to a
specific workstation of the manufacturing system.
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Figure 14. Activity diagram of the generic process plan specification (MyGPP).

In Figure 15, the process assemblies for each process stage are shown. As can be
observed, for each process stage, the incoming parts or subassembly are located on the
fixture using the same isostatic localization pattern: a four-way locator (p1, p3) and a
two-way-locator (p2, p4).
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Figure 15. Process assembly corresponding to each of the stages considered.

4.2. Simulation System Modeling

Figure 16 shows a BDD of the simulation system (MySimulationModel) proposed for
analyzing the performance of the manufacturing system described.

MySimulationModel includes the following: (a) a block to hold the parameter values
(«Configurator»); (b) the input materials generators («InputGenerator»); (c) the simulated
manufacturing system itself («MS_sim»); and (d) the end of the material flow («OutputCol-
lection»). These elements, as well as the connections that support the data flow between
them, are also represented in the IBD depicted in Figure 17.

4.3. Geometric Artifact Modeling in the Simulation System

To support the analysis of geometric deviations in the assembled products, each of
the blocks that emulates an assembly stage has a process assembly model defining the
geometrical representation the artifacts (i.e., fixtures and parts) involved, as well as the
assembly relations between them. This artifact model is defined based on TTRS concepts
using the SysML4TA profile [33]. Figure 18 shows an IBD of ProcessAssembly1, defined
for the first assembly stage where two parts (saA and pB) are positioned on the fixture (f1)
using the pattern previously described, i.e., a four-way location (assembly relationships
c9_a and c9_b) and a two-way location (assembly relations c11_a y c11_b).
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4.4. Experiment Definition and Model Transformation

Once the structural modeling of the simulation system has been completed, and
considering that the atomic behaviors are previously defined in the employed library
elements, it is time to model the experiment to be executed; so, specific values are defined
to each simulation parameter. In SysML, the particular values of the instantiated elements
are defined by means of instance specifications. Figure 19 shows an example of a SysML
block (Data_Tables) instantiation.
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Figure 19. Instance specification for the Data_Tables block.

Finally, the model validation is executed, checking that all the OCL rules defined in
the profile are met (see Figure 9). After that, the validated SysML model is transformed
to Modelica model using model-to-model and model-to-text transformations (MMT and
MTT). MMT is mainly supported by the application of another SysML profile (such as
SysML4Modelica [10]), while automated MTT requires the execution of an algorithm. This
content is out of the scope of this paper and can be consulted in [11]. Figure 20 shows a
screenshot of the resulting textual model in the OpenModelica simulation environment.
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4.5. Experiment Results

In order to exemplify some of the many results offered by the proposed analysis,
Figure 21 shows a comparison of the orientation deviation obtained for the last assembled
part (part_D), calculated with two alternative experiments in which the position of the
fixture locators has been modified. In Case 1, fixture locators are defined in the positions
shown in Figure 15. In Case 2, two-way locators (p2 and p4) are positioned closer to
the four-way locators (p1 and p3), reducing the distance between them. Data shown in
Figure 21 correspond to the orientation deviation in the third assembly station; so, the
deviation has no value until the first finished product is processed. After this point, each
value change corresponds to a different processed product. As expected, the obtained
results show that in Case 1, the deviations of the incoming product parts results in a
greater orientation deviation of the resultant assembly (higher mean value) compared to
Case 2. However, a closer locator position (Case 2) subtly increases the variability (standard
deviation) of this orientation deviation in the simulated products.
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The simulations also provide data related to the productivity of the analyzed system,
such as the throughput, blocked-station times, simulating stops for maintenance or repair of
breakdowns, etc. Furthermore, these results can be crossed with aspects related to quality,
for example, establishing limits on deviations for product acceptance and calculating the
productivity of parts that meet the specifications. Table 1 summarizes some results of the
Case 1 experiment execution with a simulation time of 5000 s (14 h approximately). During
this time, 203 products were finished, which represent a throughput of 14.6 products per
hour. Considering the geometric specifications and the calculated deviations for each
simulated product, only 164 units meet these specifications, obtaining a real throughput of
11.8 products per hour.

Table 1. Main productivity results of the Case 1 experiment execution.

Variable Results

Finished products 203

Throughput (Prod./h) 14.61

Finished products meeting specifications 164

Throughput with products meeting specifications (Prod./h) 11.81

5. Discussion

The research presented in this paper is focused on the multidomain simulation of
multistage manufacturing systems, integrating the analysis of productivity and geometric
quality. These types of analysis have been widely studied separately and are reported in
multiple works. On the one hand, [36] presents the state of the art on the use of simulation
models for manufacturing systems analysis during their design, and especially on process
planning and material flow analysis. On the other hand, [37] is a review of tolerance-related
works, ranging from tolerance specification to their mathematical analysis. Although
paradigms like production quality promote the joint analysis of these aspects, in the revised
literature, few works have proposed a detailed solution adopting this approach.

This orientation has already been explored by our research group in previous works.
In [14], the simulation of the material flow is enriched with geometric data to support
the productivity and geometric quality analysis. These multidomain simulation models
integrate different control logics and/or strategies for a more realistic analysis of the system,
quantifying the quality improvement and the influence of measurement processes and
control decisions on productivity indicators. Specifically, the quality analysis proposed
in [14] adopts of the stream of variation (SoV) technique [38,39], a mathematical model
based on the state space formalism [40], to simulate the propagation of geometric deviations
in multistage systems. However, the adoption of SoV has certain limitations, highlighted
in [11]. To overcome these limitations, the SysML4TA profile proposed in [33], based on
TTRS concepts, is adopted in this paper. The concepts of SysML4TA enable the definition
of geometric artifact models and the mathematical expressions necessary to simulate
geometric deviations without assumptions or simplifications.

Another substantial improvement over [14] is the use of SysML for the definition of a
profile that considers the specific semantics of modeling simulation systems and supports
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consistency checking based on these semantics. Some previous works have addressed
the development of SysML profiles for geometric modeling or tolerance analysis, such
as [41–43]. These DSML are basically a set of concepts (tags), but they do not take advantage
of SysML’s capabilities to formalize the semantics of the proposed concepts.

During the definition of the proposed SysML4GDPSim profile, certain difficulties
or limitations have been detected in SysML, alongside its capabilities with respect to
supporting the modeling of certain aspects of the system. For example, since SysML is
fundamentally a descriptive language, it does not have sufficient elements to address the
modeling of detailed behaviors, usually defined as opaque expressions implemented with
other modeling languages, or even describing the behaviors in a natural language. The
content of these opaque expressions is not based on any metamodel, so they are defined as
annotations that can only be interpreted by users but without the necessary formalism to
be interpreted by computers. At the current stage of this research, user models are created
from library components, assuming that their behavior is well-defined, using opaque
expressions written with other languages (like Modelica). However, other formal ways
of defining detailed behaviors should be explored to support the consistent validation
and subsequent transformation of user models into executable models. Despite these
limitations, the SysML4GDPSim profile has proven to be a valid language for simulation
systems design.

6. Conclusions and Future Work

The developed SysML4GDPSim profile supports the necessary concepts for modeling
simulation systems to analyze manufacturing systems, especially those focused on the
analysis of productivity and geometric quality. The formalization of these specific domain
semantics supports the consistency assurance of models developed to analyze products
and manufacturing systems during their design. Although the current state of the proposal
addresses mainly intra-model consistency, this approach can also be applied to manage
inter-model consistency between simulation models and specification models of the referent
system. During this experience, both SysML and OCL have proven to be valid languages
for creating DSML and supporting domain-specific semantics, implemented through rules
defined in each concept.

The proposed profile has been successfully applied in the development of libraries of
reusable elements, which have been used in the development of a case study, highlighting
the assurance of consistency supported by the proposed profile. Furthermore, since the
proposed profile is a well-defined DSML with its own metamodel, it is possible to establish
relationships with other languages and perform automatic transformations. Although this
issue is out of the scope of this paper, transformation mechanisms presented in referenced
works have been applied during the case study to obtain the executable simulation models.

Based on the presented proposal, some future work lines are proposed to continue this
research line. For example, the behavioral modeling in SysML must be deeply explored,
reaching the formal and detailed level necessary to support the complete definition of
simulation systems and to enable automatic transformation to executable models. More-
over, the proposed DSML can be extended to support alternative analysis, facilitating the
definition of multidomain simulations integrating productivity analysis and other key
aspects of manufacturing systems design. In a similar way, libraries can also be extended to
support the analysis of other PPR systems, including other manufacturing processes (such
as machining) or non-linear systems, in which more complex flows are considered. Finally,
another future work line is the definition of the metamodel concepts with an ontological
language such as ontology web language (OWL). This ontological approach would allow
for consistency validation at both model and instance level (individuals in an ontological
model) and the use of reasoners.
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Appendix A

Table A1. Description of main SSMPP stereotypes.

Estereotype Description

«BehavioralElement_sim»

Abstract stereotype that specializes the «Block» to represent any behavioral part of the
simulation system (or the whole simulation system). A Boolean attribute (isAtomic)
differentiates atomic and composite behavioral elements. Atomic behavioral elements have a
«STM_MainBehavior» behavior (C1) and they cannot own behavioral parts (C2). Composite
behavioral elements cannot have an explicitly defined behavior (C3) but they must own at least
one behavioral part (C4).

«STM_MainBehavior» «ClassifierBehaviorProperty» specialization to represent the behavior of an atomic
«BehavioralElement_sim» Block, defined as a «StateMachine» (C5).

«SimulationSystem4MS»

«Block» representing the whole simulation system. A «SimulationSystem4MS» Block own a
part typed by a «Configurator» block (C6), a part typed by a «ResultsManager» block (C7) a
part typed by a «MS_sim» block (C8), at least one part typed by a «InputGenerator» block (C9),
and at least one part typed by a «OutputCollector» block (C10).

«Configurator» «Block» for data structuration and parameter definition in a simulation system.

«InputGenerator»
«BehavioralElement_sim» specialization to identify a block in which a flow unit starts, generating
the unit flows with a periodicity defined in its behavior. An «InputGenerator» block must own
at least one «FU_Port» port (C11).

«OutputCollector» «BehavioralElement_sim» specialization to identify a block in which a Flow unit finishes. An
«OutputCollector» block must own at least one «FU_Port» port (C12).

«ResultsManager»
«Block» defined to compute the performance measures from simulation data. A
«ResultsManager» block must own at least one «DataPort» port (C13) to receive data from other
simulation system parts.

«DataPort» «Port» defined for the data exchange with other simulation system parts.

«FU_Port» «DataPort» specialization to identify ports exchanging flow units. A «FU_Port» ports must be
typed by a «FlowUnit» block (C14).

«C_Port» «DataPort» specialization to identify ports defined for exchanging data related with the
communication and processes synchronization.

«FlowUnit» «Block» defined to represent a flow unit, representing a product batch. A «FlowUnit» block is
composed by at least one part typed by «Product_sim» Block (C15).
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Table A2. Description of main MSSPP stereotypes.

Stereotype Description

«ManufResource_sim »
Abstract stereotype that specializes the «BehavioralElement_sim» to identify any manufacturing
resource. A block stereotyped by a «ManufResource_sim» specialization must have an
aggregation relationship (reference) with a «ManufResourceSpecif_data» block (C16).

«ManufResourceSpecif_data»

«Block» defined to support specification data about a manufacturing resource type. A boolean
property (isTransformer) identifies the specifications about transformer resources. A
transformer resource specification (isTransformer = True) must have at least one part typed by a
«ConfiguredMachine» block (C17).

«ConfiguredMachine» «Artifact» specialization to define the TTRS_based representation of a specific configuration for
a transformer resource.

«ProcessingResource_sim»
Abstract stereotype that specializes the «ManufResource_sim» to identify a processing resource
definition, that is, a resource through which material units flow. A block stereotyped by a
«ProcessingResource_sim» specialization must have at least two «FU_Port» ports (C18).

«TransformResource_sim»

«ProcessingResource_sim» specialization to represent transformer resources where product
characteristics are modified. A «TransformResource_sim» block must own an
«ActiveConfiguration» property (C19) and at least one part typed by «ResourceDeviations» data
type (C20), and its two «FU_Port» ports must be typed by different blocks (C21).

«MS_sim» «TransformResource_sim» specialization to identify the block that emulates the whole
manufacturing system.

«ActiveConfiguration» «Property» owned by a «TransformResource_sim» block (C22) identifying the current
configuration of a transformer resource.

«ResourceDeviations» «DeviationVector» specialization to define deviation values for the key geometric characteristics
in a resource artefactual representation.

«LogisticResource_sim»
«ProcessingResource_sim» specialization to represent logistic. A «LogisticResource_sim» block
cannot own any party typed by a «TransformResource_sim» block (C23), and its two «FU_Port»
ports must be typed by the same block (C24).

«ControlResource_sim»

«ManufResource_sim» specialization to represent a control resource, that is, a resource that
supports the monitoring, control and decision-making functionality. A «ControlResource_sim»
block cannot have any «FU_Port» port (C25), but it must have at least one «C_Port» or
«DataPort» port (C26).

«Product_sim»
«Block» defined to support data about product units. A «Product_sim» block have an
aggregation relationship (reference) with a «ProductSpecif_data» block (C27) and an
«ActiveState» property (C28).

«ProductDeviations» «DeviationVector» specialization to define deviation values for the key geometric characteristics
in a product artefactual representation.

«ActiveState» «Property» of a «Product_sim» block (C29) used to define the current product state.

«ProductSpecif_data»

«Block» defined to support specification data about a product type considered in the simulation
system. A «ProductSpecif_data» block must include a behavior defined by a
«NativeProcessPlan» activity (C30) and at least two parts typed by different «ProductArtifact»
blocks (C31) to support the artefactual representations of the product at different
manufacturing states.

«ProductArtifact» «Artifact» specialization to define the TTRS_based representation of a specific state for a
product type.

«NativeProcessPlan»

«Activity» defined to stablish the manufacturing stages of a product and the resources where
they are executed. All the activities included in a «NativeProcessPlan» activity must be
stereotyped as «ManufProcess» (C32) and they must be contained in a «ResourceAllocation»
allocate activity partition (C33).

«ManufProcess» «Action» owned by a «NativeProcessPlan» activity (C34) representing a manufacturing stage. A
Boolean attribute (isAtomic) identifies the atomic processes, in this case, the subphases.
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Table A2. Cont.

Stereotype Description

«ResourceAllocation»
Specialization of the «AllocateActivityPartition» to assign particular resources to each
«ManufProcess». It must be defined in a «NativeProcessPlan» Activity (C34). Every contained
action must be stereotyped as «ManufProcess».

«ProcessAssembly»
«Assembly» specialization to define the TTRS_based representation of a process assembly, so a
«ProcessAssembly» block has at least one reference to a «ProductArtifact» block and another
reference to a «ConfiguredMachine» block.

Appendix B

Table A3. OCL expressions corresponding to some described rules.

Rule OCL Expression

C2

if self.isAtomic=true then
self.base_Class.allAttributes()->select(a|a.type.oclIsKindOf(UML::Class)).
type.oclAsType(UML::Class).getAppliedStereotypes().allParents()->select(b|b.name =
‘BehavioralElement_sim’)->isEmpty() endif

C5 self.oclIsKindOf(UML::StateMachine)

C11 self.base_Class.allAttributes()->select(a|a.type.oclIsKindOf(UML::Port)).
getAppliedStereotypes()-> select(b|b.name = ‘FU_Port’).size() = 1
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Abstract: Risk assessment and management during the entire production process of a radiophar-
maceutical are pivotal factors in ensuring drug safety and quality. A methodology of quality risk
assessment has been performed by integrating the advice reported in Eudralex, ICHQ, and ISO 9001,
and its validity has been evaluated by applying it to real data collected in 21 months of activities of
18F-FDG production at Officina Farmaceutica, CNR-Pisa (Italy) to confirm whether the critical aspects
that previously have been identified in the quality risk assessment were effective. The analysis of
the results of the real data matched the hypotheses obtained from the model, and in particular, the
most critical aspects were those related to human resources and staff organization with regard to
management risk. Regarding the production process, the model of operational risk had predicted, as
later confirmed by real data, that the most critical phase could be the synthesis and dispensing of the
radiopharmaceuticals. So, the proposed method could be used by other similar radiopharmaceuti-
cal production sites to identify the critical phases of the production process and to act to improve
performance and prevent failure in the entire cycle of radiopharmaceutical products.

Keywords: quality risk management; 18F-FDG PET production; good manufacturing practice

1. Introduction

Positron Emission Tomography (PET) is a nuclear medicine technique used mostly
for the diagnosis, staging, and follow-up of cancers [1]. 18F-FDG is the most widely
used radiopharmaceutical in PET clinical investigations; it is used in over 95% of the PET
examinations performed [2].

Over the years, alternative radiopharmaceuticals to 18F-FDG have been studied, but
research in this environment is complex due to the high costs for development (from 20
to 60 million dollars in 2013), the long period for development (minimum 7–9 years) [3],
and high risk (one new radiopharmaceutical for clinical use out of ten thousand molecules
tested at the beginning) [4].

18F-FDG will still be the most used radiopharmaceutical in nuclear medicine for years
to come, although there are malignant diseases with poor uptake of F-FDG and other
benign diseases that could cause false positives [5].

The radiopharmaceutical industrial production requires compliance with Good Manu-
facturing Practice (GMP): the guidelines for GMP implementation are enclosed in Volume
4 of the Eudralex “The rules governing medicinal products in the European Union” [6].

The GMP rules should be applied to all phases of a drug’s life cycle, starting from
clinical trials through technology transfer and production until the final product’s retire-
ment [6].

The Eudralex also suggests the use of other guidelines, among which ICHQ 10 guide-
lines (ICHQ:International Conference on Harmonisation of Technical Requirements for
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Registration of Pharmaceuticals for Human Use) were finalized at setup for the pharma-
ceutical quality system (PQS) to be applied throughout the product life cycle.

ICHQ10 guidelines recommend the integration of the GMP regulations with the ISO
9001:2015 quality concepts related to the whole process [7], with the aim of harmonizing
the entire production cycle of the drug.

A key aspect of the PQS is represented by Quality Risk Management (QRM), as
described in another ICHQ guideline (ICHQ 9) [8].

In fact, to date, QRM has assumed a pivotal role in the (radio)pharmaceutical industries
for the assessment, control, and communication of the risks associated with product safety
and quality.

The literature reports several cases of QRM applied to radiopharmaceutical production,
which are mostly applied to segments of the production process but not to the whole
process [9–11] or are intended to prevent injury to the operators or patients [12] but without
quantification of the risk throughout the product life cycle.

The analyzed literature also shows that the integrated application of some quality
standards, such as GMP, ISO 9001, ICHQ, and EFQM (European Foundation for Quality
Management), could contribute to obtaining the quality of a radiopharmaceutical [13]
through quality risk assessment and guaranteeing performance and efficacy in the en-
tire process.

Therefore, the application of different quality standards, such as GMP, ISO 9001, and
ICHQ, guarantees the quality and safety of a radiopharmaceutical [13] and contributes to
optimizing the performance and efficacy of the entire production process.

This paper describes the conceptualization and the setting up of a quality risk assess-
ment methodology to be applied to the production of sterile PET radiopharmaceuticals
under the GMP regulations.

This methodology has been developed in our public research institution, taking into
consideration all phases of the product life cycle, starting from development, passing
through technology transfer, and finally, commercial delivery.

This methodology of quality risk management has been performed by integrating
the recommendations reported in Eudralex, ICHQ, and ISO 9001, and its validity has
been evaluated by applying it to real data collected in 21 months of activities of 18F-
FDG production at Officina Farmaceutica, CNR-Pisa (Italy), to confirm whether the critical
aspects, which have previously been identified in the quality risk assessment, were effective.

2. Materials and Methods

The quality risk assessment has been carried out, highlighting criticalities at both
management and operational levels. The flowchart in Figure 1 shows the rationale applied
to develop the methodology.
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Our institution is authorized to manufacture radiopharmaceuticals for diagnostic use
(2-18F fluoro-2-deoxy-D-glucose and 18F-Fluoromethylcholine) with marketing authoriza-
tion, and it is also authorized to produce fluorinated radiopharmaceuticals intended for
clinical trials.

Synthesis and dispensing of 18F-FDG are carried out in a classified room in accordance
with annex 1 of the EU; the raw materials and the finished product enter and leave the
clean room bypass through ventilated boxes.

Inside the clean room, there are five shielded cells and a Class A class isolator equipped
with a Class B transfer chamber. The shielded cells contain three automatic synthesis
modules. Briefly, the production of 18F-FDG is carried out with the fully automated IBA
Synthera® multipurpose synthesizer, and the radiopharmaceutical is then dispensed into
the single vials through the semi-automatic fractionation system, which is equipped with a
dose calibrator. The product is dispensed in a grade-A environment and filtered through a
0.22-micron Millipore filter. After dispensing, the filter integrity is verified using the Bubble
Point test system. The quality control of the finished product is made in an unclassified
environment equipped with the instrumentation for chemical-physical and microbiological
(content of bacterial endotoxins) tests.

2.1. Organizational and Management Risk Assessment

For the assessment of organizational and management risks, a matrix has been devel-
oped to identify the factors that influence the production of radiopharmaceuticals. These
factors have been identified considering the indications contained in the ISO 9001: 2015
standard, which is considered a golden standard for the management of an organization.
For each requirement of the ISO 9001 standard, we asked ourselves a number of questions,
and based on the answers, we identified the relative risks. The aspects taken into considera-
tion were the context of Organization, Leadership, Planning, Support, Operating Activities,
Performance evaluation, and Improvement.

Table 1 reports management risks individuated based on the ISO 9001:2015 standard.

Table 1. Risks identification of the management process.

Requirement 9001:2015 What Did We Ask Ourselves Main Risks Identified

Context of the Organization

Understand the
organization and

its context

What are the factors of the context that influence
the ability to achieve the expected results?

Risks related to the external context: legal,
technological, competitive,

market, social,
cultural, national, and international.

Risks related to the internal context: values,
organizational capacity, and culture.

Understand the needs
and expectations of

stakeholders

Who are the stakeholders, and what are
their needs?

Risks associated with failing to meet the needs of
patients and the MA holder

Quality management
system and related

processes

Is there a QMS that meets the requirements of
the standard?

Quality management system that is effectively an
aid to the production process

Leadership

Leadership
Does leadership show commitment to quality
improvement by taking responsibility? Have

goals and policies been defined?

Uncommitted leadership poses a great risk for a
manufacturing site like ours, as the business is

frowned upon by the scientific community.

Roles, responsibilities,
and authorities

Has management assigned responsibilities?
Are there personal assignments with duties and

references to the QMS?

Responsibilities must be clearly defined to avoid
gray areas.
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Table 1. Cont.

Requirement 9001:2015 What Did We Ask Ourselves Main Risks Identified

Planning

Actions to address risks
and opportunities

We have determined what the risks and
opportunities are

Have actions been planned to achieve
the objectives?

Without the planning of actions to achieve
the objectives, there is a risk of

uncoordinated actions.

Support

People

Have we determined and made the necessary
people available?

Have we determined the skills needed?
Have we promoted staff awareness of the

objectives to be achieved?

People are the wealth of the organization, and the
risk is high if there are few people who are not

adequately trained and not aware of the role they
play in achieving the objectives.

Infrastructure
Is the infrastructure properly maintained?
Have the critical parts been identified and

periodically checked?

The risk is linked to inefficient infrastructure and
is kept under control through the use of

preventive maintenance and periodic calibration
with primary standards.

Documented
information Do we have procedures and records? The risk is mainly linked to redundant document

systems that generate bureaucracy.

Operating activities (Treated separately with the FMAE method)

Operational planning
and control

We planned, implemented, and monitored
the processes (see FMEA Analysis)

Requirements for
products and services

Have we determined and reviewed the
requirements of the products?

The risk related to requirements not
specifically defined

Design and development
of products and services

During the design and development planning,
have I taken into account all those factors that can

guarantee the success or failure of the project?

The risk in the design phase is that of not properly
evaluating the resources available to complete the

project. Among the factors to be taken into
consideration are

the complexity of the activities and the
available resources

External suppliers
Do the externally supplied processes comply with

the specified requirements?
How do we evaluate external suppliers?

The risk is linked to the possibility of entrusting
parts of the process to unreliable suppliers.

Properties that belong to
customers or external

suppliers

Are we able to look after the property of
customers or external suppliers?

The risk is linked to the possibility that the MA
holder’s information may be lost or disclosed.

Change control

In the event that a change is necessary, can we
demonstrate that we have reviewed and

controlled the process changes do not affect the
quality of the product or process?

The risk is that changes may be made that affect
the quality of the product.

Product release

Are there documents reporting the compliance of
the products with the acceptance criteria?

Are there documents proving traceability to the
person(s) authorized to issue products

and services?

The risk is the uncontrolled release of the product.

Control of
non-compliant outputs

If there are outputs that do not comply with the
requirements, are we able to identify them and

keep them under control to prevent their
inadvertent use or delivery?

The risk is the release of non-compliant products.
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Table 1. Cont.

Requirement 9001:2015 What Did We Ask Ourselves Main Risks Identified

Performance evaluation

Management review

Have we determined what and when needs to be
monitored and measured?

Is the system reviewed to ensure alignment with
strategic guidelines?

The risk is linked to non-adherence to
strategic objectives.

Improvement

Non-compliance and
corrective and

improvement actions

Do I keep track of non-conformances and take
actions to keep them under control and correct

them, or avoid their re-occurrence?

The risk is linked to the fact that I do not solve
the problems.

Each identified risk was analyzed and defined as irrelevant, tolerable, moderate,
effective, or intolerable by examining the impact of the risk on the production process and
the probability of occurrence. Table 2 shows the risk quantification matrix.

Table 2. Matrix for risk quantification, risk index.

Impact/Probability Not Very Likely Likely Very Likely

Low Irrelevant Tolerable Moderate
Medium Tolerable Moderate Effective

High Moderate Effective Intolerable

Based on the obtained score, corrective and preventive actions have been identified to
mitigate the risk. The actions were identified according to the criterion shown in Table 3.

Table 3. Corrective and preventive actions based on risk index.

Risk Type Action Required

Irrelevant No Action required

Tolerable No further control actions are required. If necessary, improvement actions
can be identified.

Moderate Risk mitigation actions are required.

Effective Resources must be assigned in order to reduce the risk.

Intolerable
Activities should not be carried out until the risk is reduced. If it is not
possible to reduce the risk even with the use of adequate resources, the
activities cannot continue.

2.2. Operational Risks

To assess the operational risk, a similar approach has been used, but rather than
ISO9001, the Failure Mode and Effect Analysis (FMEA) methodology was used according
to ICH Q9 because FMEA is able to identify and help us understand the risk sources, their
causes, and their effects on the system by assigning priorities and implementing corrective
actions to address the most serious risks.

At the beginning, the production process was divided into the main activities and
then each identified activity was analyzed for the identification of the risks. Figure 2 shows
the main process subdivided into the principal activities.
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For each step of the process, the most critical operations were identified, and the risks
were quantified by evaluating the severity, detectability, and probability of occurrence
according to the criteria reported in the following tables, attributing 3 points to a severe
risk, 2 points to a medium risk and 1 point to a not-relevant risk (see Tables 4–6).

Table 4. Severity.

Score Severity Product Economic Sustainability Safety

3 Severe

GMP critical deviation High economic damage
(>10 k€)

Serious radiological accident
(contamination beyond permitted

limits or external impact on the
production site);

Product defect with potentially
serious health impact or lethal risk

Severe image loss (public
corrective actions);

Harm to operators (risk of death,
permanent impairment, or long

duration ≥3 months)Loss of the customer

2 Medium

Major GMP deviation Substantial economic damage
(€ 1000–9999);

Modest radiological incident
(contamination within limits,

event contained within the site)

Product defect with potential
protracted harm to the patient’s

health (e.g., risk of hospitalization
or resolvable impairment with

short-term disability

Moderate damage to image
(action limited to individual

customers) Medium-sized injury
(disability/disability ≥7 days but

<3 months)
Process defect with impact on the

pharmaceutical quality of the
finished product

Repetition of a run

1 Not relevant

Minor GMP deviation

Minor economic damage
(<1000 €); higher consumption
of reagents or raw materials in

one run)

Minor radiological accident
(contamination that can be

removed by decontamination or
removal of PPE)

Non-compliance with GMP
without risk to the patient’s health

Deviations and
non-conformities that do not

lead to cost increases

Minor injury manageable with the
help of the ward first aid kit)

Deviations without impact on
product safety No economic damage

NEAR-MISS and deviations or
non-compliance with GMPs that

do not impact the health of
operators and safety in

the workplace.

Table 5. Probability of occurrence.

Score Probability Scale

1
Almost

certainly

General Almost inevitable or inevitable

Systems and technical–instrumental
management aspects Aspects possibility of frequent repetition (once a week)

Batch production Frequency of occurrence: risk event at least once every
10 batches produced
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Table 5. Cont.

Score Probability Scale

2 Possible

General Reducible or deferrable

Systems and technical–instrumental
management aspects Moderate repetition (once a month)

Batch production Frequency of occurrence: the risk event at least once
every 10–30 batches produced

3 Rare

General Almost completely avoidable

Systems and technical–instrumental
management aspects Low repeatability (less than once a month)

Batch production Frequency of occurrence: risk event once over
30 batches produced

Table 6. Detectability.

Score Detectability Scale

3 Hardly
detectable

General Post-facto evidence

Systems and technical–instrumental
management aspects

Possibility of maintenance over time
without identification

Batch production Evidence downstream of use

2 Detectable

General Detection before the end of the expected function

Systems and technical–instrumental
management aspects Detection before the start of a production process

Batch production Detection before use of the product

1 Immediately
detectable

General Certain detections before starting the performance of
the expected function

Systems and technical–instrumental
management aspects Detection even in the absence of a process to start

Batch production Detection during the process

By multiplying the severity of the damage (S) with the probability of occurrence
(O) and the detection index (D), the risk index was obtained according to the formula
RI = SxOxD.

Based on the risk index (RI) calculated, 3 different risk categories are individuated:
Risks with indexes 27, 18, and 12. They are high risk (NOT acceptable) and require

immediate mitigation action.
Risk with index 9 or 6 medium risk: requires corrective actions to be implemented as

soon as possible (days).
Risk with index from 4 to 1: low risk; they may require improvement actions to be

implemented in the medium–long term (annual planning).

3. Results

Tables 7 and 8 show the results of risk assessment defined as the “Risk Index” per-
formed based on theoretical analysis of the entire production cycle divided into manage-
ment (Table 7) and operational process risks (Table 8).
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Table 7. Risk assessment of the management’s risks.

9001:2015
Requirement Key factor Risk Identification Impact Probability Risk Index

Contest

Safety and radiation
protection regulatory

Radiation protection, chemical risk,
load handling High Rare Moderate

Organizational Skills,
culture

Industrial activity carried out in a
public organization High Possible Effective

Leadership

Commitment

Uncommitted leadership represents
a great risk in a production site like
ours as the activity is frowned upon

by scientific community

High Rare Moderate

Policy and Strategy Decisions not based on facts,
uncoordinated decisions Medium Possible Moderate

Objectives definition Failure to achieve objectives Medium Rare Tolerable

Planning Actions to address risks and
opportunities

Failure to achieve objectives,
uncoordinated decisions High Rare Moderate

Support

Human Resources/
Staff Skills

Not enough staff
Not competent staff
Not motivated staff

High Possible Effective

Management of
Infrastructures

Incorrect management of
infrastructures Medium Possible Tolerable

Documented Information Loss of traceability Medium Rare Tolerable

Operational
activities

Planning and development
Bad evaluation of the complexity of

the activities and of the
available resources

High Rare Moderate

Management of suppliers Not compliant supplies Medium Possible Moderate

Performance
evaluation Management review Uncoordinated decision not based

on facts Medium Rare Tolerable

Continuous
improvement

Not-compliance/
corrective and

improvement actions
Not resolution of issues Medium Rare Tolerable

Table 8. Risk assessment of the operational process. The green scale represents the severity of risk.

Failure Mode and Effect Analysis (FMEA)

Main Process Activity Ipoteticals Risks Effects Type of
Damage SxOxD

Production order Preparation of the
production plan (PP)

PP not present
Delayed PP
Wrong PP

Insufficient radioactivity

Customer dissatisfaction,
loss of production Sustainability 2

Batch record BR Preparation Incomplete or wrong
registration forms

Operator error
Loss of traceability Sustainability 1
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Table 8. Cont.

Failure Mode and Effect Analysis (FMEA)

Main Process Activity Ipoteticals Risks Effects Type of
Damage SxOxD

Row material
management

Entry into the
warehouse

Difference between
ordered material and

arrived material

Insufficient material and
loss of production Sustainability 4

Missed or incorrect
registrationincluding

labeling

Loss of traceability
Product
safety

1

Exchange of material,
approval of

non-conforming material
2

Sampling Lack of Retention Sample
Loss of traceability

Product
safety 1

Storage

Expired material
Loss of production

Non-conformities of the
finished product

Product
safety 2

Insufficient inventory Sustainability 2

Incorrect storage
conditions

Product
safety 2

Exit from the
warehouse Exchange of material

Loss of production
Non-compliant

finished product

Product
safety 2

Radionuclide
production

target irradiation

Boot failure
Delayed product shipment

or lack of synthesis
SustainabilityHuman error in

target selection
2

Failed to load the target Delayed product shipment
or lack of synthesis Sustainability 4

Failure irradiation Delayed product shipment
or lack of synthesis Sustainability 4

Delivery of
radionuclides

Failure to transfer Lack of synthesis Sustainability 6

Incomplete transfer
Loss of production,

reduction in the
transferred activity

Sustainability 6

Transfer to the wrong
cell/module

Delayed product shipment
or lack of synthesis Sustainability 2

Product
preparation

Clean room
management

Parameters out of
specification

Production delay or loss
of production Sustainability 1

OOS final product Product
safety 1

Shielded cell
management

Inefficient cell Production delay or loss
of production Sustainability 1

Loss of radioactivity Operator contamination Operator
safety 1

Isolator management Fault DTC-SAS-LAF

Production delay or loss
of production Sustainability 6

OOS final product Product
safety 6

Radiopharmaceutical
synthesis

Synthesis

Pretest times too long Production delay Sustainability 4

Preliminary tests
not passed Loss of production Sustainability 4

Low yield Customer dissatisfaction Sustainability 6

Synthesis failure Loss of production Sustainability 6
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Table 8. Cont.

Failure Mode and Effect Analysis (FMEA)

Main Process Activity Ipoteticals Risks Effects Type of
Damage SxOxD

Dispensing

SAS-LAF material
entrance

Blocking moving parts or
operating software

Production delay or loss
of production Sustainability 1

Sanitization of raw
materials

DTC bacterial
contamination

Product
safety 1

DTC material
entrance

Sanitization of raw
materials

bacterial contamination of
the finished product

Product
safety 1

CRP6 Set-up

Error in assembling the kit Production delay or loss
of production Sustainability 6

CRP6 software
communication problems

Production delay or loss
of production Sustainability 6

Incorrect labeling of the
vial OOS final product Product

safety 6

Vial packaging
Production

delay/customer
dissatisfaction

Sustainability 6

Bulk product
transfer to DTC

Incomplete transfer to
the DTC Customer dissatisfaction Sustainability 6

Failure to transfer to
the DTC Loss of production Sustainability 6

DTC-SASLAF
operation

Delay in dispensing Customer dissatisfaction Sustainability 2

Inability to continue
with dispensing Loss of production Sustainability 4

Loss of the product into
the DTC

Personal and
environmental
contamination

Operator
safety 6

Mixup of the vial and
shielded container

Customer dissatisfaction,
complaint

Product
safety 3

Breakage of the vial in the
delivery output

Personal and
environmental
contamination

Operator
safety 6

Customer dissatisfaction Sustainability 6

Delivery Vial blocked in the
delivery output

Production delay or loss
of production Sustainability 6

Fall of the container

Break of the vial Sustainability 4

Personal and
environmental
contamination

Operator
safety 4

Bubble point test Test failed Loss of production Sustainability 3

CQ

PH measurement

Value out of range
in calibration

Production delay or loss
of production Sustainability 1

Failure of the instrument Production delay Sustainability 1

Value out of range in
sample measurement OOS final product Product

safety 2

Half-life analysis
(dose calibrator)

Device faulty or
not calibrated

Production delay or loss
of production Sustainability 1

Value out of range in
sample measurement OOS final product Product

safety 2
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Table 8. Cont.

Failure Mode and Effect Analysis (FMEA)

Main Process Activity Ipoteticals Risks Effects Type of
Damage SxOxD

CQ

Analysis LAL test

Device faulty or not
calibrated

Production delay or loss
of production Sustainability 1

Value out of range in
sample measurement OOS final product Product

safety 4

GC residual solvent
analysis

Error in the standards
preparation Production delay Sustainability 2

Device faulty or not
calibrated

Production delay or loss
of production Sustainability 1

Value out of range in
sample measurement OOS final product product

safety 4

Chemical and
radiochemical purity

analysis by HPLC

Error in the standards
preparation Production delay Sustainability 4

Device faulty or not
calibrated

Production delay or loss
of production Sustainability 2

Value out of range in
sample measurement OOS final product Product

safety 4

Chemical and
radiochemical

purity: TLC analysis

Error in the standards
preparation Production delay Sustainability 1

Device faulty or not
calibrated

Production delay or loss
of production Sustainability 2

Value out of range in
sample measurement OOS final product Product

safety 2

Radionuclide purity:
gamma spectrometry

analysis

Device faulty or not
calibrated

Production delay or loss
of production Sustainability 4

Value out of range in
sample measurement OOS final product Product

safety 2

Chemical purity:
determination of

kriptofix

Value out of range in
sample measurement OOS final product Product

safety 3

Sterility control

Loss of samples, shipment
not carried out GMP deviation Product

safety 2

Value out of range in
sample measurement GMP deviation Product

safety 3

Gamma
spectrometry

analysis at 72 h

Value out of range in
sample measurement GMP deviation Product

safety 1

Microbiological
control

Value out of range OOS final product Product
safety 2

Device faulty or not
calibrated (oven and SAS) GMP deviation Product

safety 1

Packaging of the
final product

Preparation for
shipment

Suitcases not available Inability to ship Sustainability 8

Shipping documents not
available Shipping delay Sustainability 1

Mixup of the shielded
container and Suitcases Customer dissatisfaction Product

safety 2

Delivery to the
carrier Courier not available Inability to ship Sustainability 2

Batch Release BR verification Human error in data
verification

release of non-compliant
product

Product
safety 3
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The most critical activities (productivity, reliability, non-conformities) were analyzed
as suggested in Chapter 1 of the EUGMP guidelines Volume 4 for a period of 21 months of
activity of the production site after restart.

The results of these analyses are summarized in the following figures.
The first analysis concerns the productivity of the site evaluated through the number

of productions/months. Figure 3 shows that over those 21 months, the productivity went
from 2 productions per month to 27 productions per month.
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Figure 3. Increase in productivity.

Regarding reliability evaluation, the collected data were grouped into 17 slots of
20 productions, and for each slot, the reliability percentage value was calculated using the
following formula: Reliability = scheduled lots/released lots × 100.

The average reliability is 84%, and the trend is positive, as shown in Figure 4.
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Figure 4. Increase in reliability over time (each circle represents the % scheduled lots/released lots).

All non-conformities (n = 143) were recorded in the 21-month period and were ana-
lyzed in accordance with the internal procedures that contemplate a classification related
to the items reported below:

• Production process deviations;
• Quality control deviations;
• Raw material deviations;
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• General site deviations;
• Documentation deviations.

Figure 5 shows how non-conformities are distributed within these five areas.
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To verify if the risk assessment process had correctly identified the most critical
segments of the process, we further subdivided the registered non-conformities along
the entire production process as scheduled in Figure 6 (main steps process), as shown in
Figure 6.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 12 of 15 
 

 
Figure 5. Non-conformities distributed within these 5 areas. 

To verify if the risk assessment process had correctly identified the most critical segments 
of the process, we further subdivided the registered non-conformities along the entire produc-
tion process as scheduled in Figure 6 (main steps process), as shown in Figure 6. 

 
Figure 6. Percentage distribution of registered non-conformities along the entire production process 
steps. 

We have also quantified the impact of the non-conformities on the three types of fail-
ures identified during the risk assessment: product quality, personnel safety, and sustain-
ability. 

DOCUMENTATION 2%

PRODUCTIO
N PROCESS

42%

QUALITY 
CONTROL 

22%

RAW 
MATERIAL 

0%

SITE
34%

Figure 6. Percentage distribution of registered non-conformities along the entire production pro-
cess steps.

148



Appl. Sci. 2024, 14, 1584

We have also quantified the impact of the non-conformities on the three types of
failures identified during the risk assessment: product quality, personnel safety, and
sustainability.

In general, the risk to the quality of the product never occurred because the system
was able to detect potential risks to product quality, including with sterility control. To
guarantee the sterility of the finished product, specific actions are adopted to ensure that
the entire production chain takes place in quality assurance conditions, despite the test
result being available to the patient at least 15 days after the injection.

For the operator risk, the data analysis shows that the most critical process is the
dispensing in 8.6% of non-conformities; radioactive material has leaked out, especially
inside the shielded isolator, due to incorrect assembly of the sterilization filter. This aspect
was carefully monitored, and corrective actions were taken, which led to risk mitigation.
Another risk for operator safety is the breaking of the vial in the delivery channel (1.2%
of non-conformities), but also, in this case, the radioactivity monitoring systems have
effectively detected the contamination, and the automatic locking systems for the opening
of the cells have prevented the contamination of the operator.

As regards the failure to sustainability, the failure to release the lot generally had an
important impact on the site’s sustainability.

Figure 7 shows the main causes of the rejection of a lot of radiopharmaceuticals.
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4. Discussion

In general, the radiopharmaceutical manufacturing process starts with the produc-
tion of the radionuclide and continues with the synthesis of the radiopharmaceutical
according to the formulation described in the Marketing Authorization (MA) dossier or
Pharmacopoeia Monograph [14].

The production of PET radiopharmaceuticals is extremely complex due to a series
of factors [15]: the delivery of the final product that takes place with the sterility control
still in progress; the short half-life of the tracer; the very high number of batches produced
compared to conventional drugs; the activity carried out mainly during the night; and
the handling of radioactive substances. The complexity of this system implies that risk
assessment is even more necessary than in other production systems.

Fortunately, the GMP standard helps us keep the critical aspects of the production
process under control by indicating the tools to be used “to manage” the risk [16,17].

Our GMP experience has allowed us to develop a risk assessment, which is conducted
by separately considering organizational and management risks and operational risks.

This report describes the experience of a public radiopharmaceutical site that has
adopted the GMP standards and which, therefore, produces radiopharmaceuticals follow-
ing the indications of the EU-GMP for industrial production [18]. Since the start of GMP
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radiopharmaceutical production, the site has used an approach founded on risk-based
thinking and followed regulatory updates over the years.

In 2021, the production site radically changed the production process, moving from
production with final sterilization in an autoclave to production using aseptic techniques.
Before starting with the new production process, a risk assessment was carried out, which
identified the most critical segments of the process. Twenty-one months after the restart of
the production, which was intended for distribution on the national territory, the data that
emerged were collected and analyzed to verify if the risk assessment process carried out ex
ante had been able to identify the main risks.

Compared to the initial risk assessment, the evidence collected during these twenty-
one months allows us to state that the method, adopted both for the assessment of man-
agement risks and operational risks, is a suitable tool for identifying the critical phases of
the process.

At the managerial level, the greatest criticality was mainly linked to personnel manage-
ment.

The results of the analysis also show that production is the most critical phase of
the process (asepsis and radioactivity). In particular, the dispensing phase has proven to
be the most critical, implying a delay or even a loss of production along with customer
dissatisfaction. In addition, there are problems during the dispensing phase; as an example,
the breakage of a product vial could result in personal and environmental contamination
and put an operator’s safety in danger (Table 2).

In general, the preventive actions to be undertaken to mitigate the risk can be grouped
into two main types: the continuous training of staff, with attention to motivation and
awareness of the complexity of the system, and the increasingly detailed processes so that
the risks can be reduced as much as possible and, therefore, achieve an overall risk reduction.

In conclusion, having a risk management process in place is critical for GMP produc-
tion facilities, and the identification of risks in the matrix is a useful tool. Our implemented
model has identified and quantified the risks, and, given the overlap between the risks
identified and the analysis of real data, the proposed method could be used by other
similar radiopharmaceutical production sites to identify the critical phases of the produc-
tion process, improve the performance, and prevent damages to the entire cycle of the
radiopharmaceutical product.
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Abstract: In recent years, automated guided vehicles (AGVs) have been widely adopted to automate
material handling procedures in manufacturing shopfloors and distribution centers. AGV scheduling
is the procedure of allocating a transportation task to an AGV, which has large impacts on the
efficiency of an AGV system with multiple AGVs. In order to optimize the operations of multi-AGV
systems, AGV scheduling decisions should be made with consideration of practical issues such as
buffer space limitations and battery charging. However, previous studies have often overlooked those
issues. To fill this gap, this paper proposes a simulation-based multi-AGV scheduling procedure for
practical shopfloors with limited buffer capacity and battery charging. Furthermore, we propose three
kinds of rules: job selection rules, AGV selection rules, and charging station selection rules, for AGV
scheduling in practical shopfloors. The performance of the rules is evaluated through multi-scenario
simulation experiments. The FlexSim software v.2022 is used to develop a simulation model for the
experiments, and the experimental findings indicate that the job selection rules have larger impacts
on the average waiting time than the other kinds of rules.

Keywords: material handling automation; automated guided vehicles (AGVs); AGV scheduling;
simulation; FlexSim software

1. Introduction

Material handling procedures have significant impacts on the cost and delivery of
materials or goods; however, traditional material handling methods that rely on human
labor or manned vehicles have limitations in terms of speed, accuracy, and flexibility.
Thus, automated material handling systems have emerged as an essential tool for op-
timizing production, reducing costs, and ensuring the timely delivery of products. In
particular, an automated guided vehicle (AGV) that transports specific objects within a
workspace is one of the most promising technologies for automation of material handling
procedures [1]. With the recent proliferation of AGVs in the manufacturing and logistics
industries, much attention is paid to the operations management of large AGV systems
with multiple AGVs [2–5].

AGVs are used to transport materials from one place to another within manufacturing
shopfloors and distribution centers, demonstrating a high degree of autonomy and flex-
ibility [6–8]. To operate an AGV system efficiently, AGV scheduling, a decision-making
process that allocates appropriate AGV vehicles and tasks to multiple AGVs, plays an
important role. AGV scheduling, which focuses on efficient utilization of AGVs, involves
several sub-decisions such as job and AGV selection and routing [9–11]. However, given the
complexity of modern manufacturing environments, characterized by complex shopfloor
conditions and diverse operational requirements, establishing an efficient AGV schedule is
not an easy task and requires significant effort [12,13].

This paper proposes a simulation-based approach for establishing an AGV scheduling
policy for practical shopfloors. The AGV scheduling policy in this paper consists of three
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kinds of rules: the job selection rule, the AGV selection rule, and the charging station
selection rule. Conventional AGV scheduling methods prioritize the first two types of
rules; however, it is crucial to acknowledge the significant impact of battery charging on
the efficiency of AGV systems.

Another practical issue considered in this paper is the limited buffer capacity, where
a buffer denotes work-in-process at a specific place. Many manufacturing plants impose
limitations on the buffer capacity and maximum buffer size within their production process
due to congestion control and safety concerns. In such shopfloors, production is halted
when the buffer size reaches the limitation, and it is resumed after the buffer size decreases.
The buffer capacity limitation can also affect the performance of AGV scheduling.

This paper applies the discrete event simulation (DES) technique to multi-AGV
scheduling under limited buffer capacity and battery charging. A simulation model
for shopfloors with a multi-AGV system is developed using the commercial DES soft-
ware, FlexSim. Note that the structure of the simulation model is motivated by the
practical shopfloor of an automotive part manufacturer in Korea. Experimental results
demonstrate that optimal AGV scheduling can be obtained through multi-scenario
simulation experiments.

The remainder of this paper is organized as follows: Section 2 reviews existing studies
addressing the AGV scheduling problem. Section 3 discusses the main issues related to
buffer capacity limitations and battery charging in a practical shopfloor. We also propose
some scheduling rules related to work and AGV selection, as well as charging station
selection. Section 4 presents a simulation model for multi-AGV scheduling in a practical
shopfloor and demonstrates that the optimal AGV scheduling policy can be derived
through multi-scenario experiments. Finally, Section 5 summarizes the conclusions of
this study, presents future research directions, and concludes.

2. Literature Review

Numerous researchers have employed different approaches to address AGV schedul-
ing issues. Typically, AGV scheduling entails determining job selection rules for assigning
specific transport goods to AGVs and AGV selection rules for choosing suitable AGVs from
the available pool. These two key decisions, job selection and AGV selection, are funda-
mental to AGV scheduling and have been the subject of numerous prior studies [14–18].
However, early research in this field mainly focused on small-scale AGV operations in
limited-sized workshops, and practical operational issues such as AGV battery charging
and buffer capacity limitations were not considered.

Meanwhile, in recent years, researchers have dedicated significant attention to the
development of practical AGV scheduling methods applicable in real work environments.
These studies propose scheduling models and optimization algorithms that consider real-
world operational issues such as buffer capacity limitations and AGV battery charging.

In real manufacturing environments, buffer capacity limitations play an important role
in the efficiency and flexibility of the production process. Some physical manufacturing
sites have limited buffer capacity for a variety of reasons, including the need to effectively
manage work-in-process (WIP) and meet short lead times. Therefore, it is important to
consider factors such as buffer capacity limitations in order to establish scheduling suitable
for real environments. There is existing research that addresses the impact of buffer capacity
limitations on job scheduling.

Wang et al. [19] discussed the issue of scheduling jobs for multiple multiload AGVs.
The study considered the transportation time between these AGVs and the processing
time between machines, addressing a situation where there is a limitation on the input
buffer capacity of each machine. In a similar study to the previous work, the literature
by Wang et al. [20] also addressed the multi-load AGV scheduling problem due to limited
buffer capacity. A heuristic algorithm based on simulated annealing was proposed to mini-
mize the maximum completion time and utilize it in a real environment. Naeem et al. [21]
proposed a mathematical model that integrates the scheduling of yard cranes and AGVs at
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a container terminal and solved the scheduling problem by reflecting new constraints in
the model to consider limited buffer capacity and storage allocation of containers.

Meanwhile, studies on the topic of AGV battery charging have also looked into issues
like power management and energy efficiency. Li et al. [22] developed a multi-objective
nonlinear programming model based on a genetic algorithm to minimize the maximum
completion time in a flexible manufacturing cell, considering the battery charging and wait-
ing time of AGVs. Additionally, the influence of various loads on AGV power consumption
was discussed. Yang et al. [23] focused on optimizing AGV scheduling in automated
container terminals (ACTs) and specifically conducted research on scheduling strategies
considering battery replacement and speed control. Additionally, they proposed a mixed
integer programming (MIP) model designed to minimize carbon dioxide emissions and
delays caused by AGV operation and developed a solution based on genetic algorithms.
Sun et al. [24] addressed the AGV scheduling problem considering the battery status of the
AGV to solve the problem of AGV utilization rate and high workload imbalance in ACTs
and proposed a collaborative scheduling model based on simulated annealing (SA) and
genetic algorithm (GA). Singh et al. [25] introduced a mixed integer linear programming
(MILP) model and a heuristic algorithm as a solution to the AGV scheduling problem and
proved that efficient scheduling considering AGV battery constraints is possible through
experiments using data from the actual shopfloor. Meanwhile, Abderrahim et al. [26]
addressed job scheduling considering battery constraints in AGV-based manufacturing op-
erations and showed that productivity and energy consumption in manufacturing facilities
can be optimized through AGV scheduling and battery charging.

The common feature of the above studies is that they focus on improving work
optimization and energy efficiency in manufacturing environments by approaching the
scheduling problem by considering buffer capacity limitations and AGV battery charging.
Each study uses different optimization techniques and models to increase the utilization of
AGVs and proposes effective scheduling solutions considering real-world environmental
constraints, such as limited buffer capacity, battery charging, etc. However, although these
studies present scheduling models applying metaheuristics and mathematical methodolo-
gies, it can be seen that studies using discrete event-based simulations for AGV scheduling
are not clearly addressed. These simulations help model AGV behavior in realistic operating
environments and proactively identify potential problems and optimization opportunities.
Therefore, the scheduling study with discrete event-based simulation of AGVs is an impor-
tant study that can show better performance in the real operational environment. Therefore,
this paper aims to develop a simulation model for a shopfloor with limited buffer capacity
and battery charging and apply it to find the optimal AGV scheduling rules.

3. Multi-AGV Scheduling Rules for Practical Shopfloors
3.1. Practical Manufacturing Shopfloor with Limited Buffer Capacity and Charging Policy

Figure 1 depicts the transportation procedure of AGVs considered in this paper, where
AGVs are used to transport a batch of finished goods from the production line to the
delivery point. The finished goods are produced in the production line and forwarded to
the pickup location. The transportation batches waiting at the pickup location constitute
the output buffer of the production line, and they have to wait at the pickup location until
an AGV comes and picks them up.

Initially, AGVs stay in charging stations, and one of them is requested to perform the
transportation procedure whenever a transportation batch appears at the pickup location.
Then, the AGV visits the pickup location to load the batch to transport, travels to the
drop-off location, and unloads the batch. After the transportation batch is unloaded, we
have to check the start-charge condition, and the AGV returns to a charging station if and
only if this condition is met. Otherwise, the AGV continues to perform the transportation
procedure for the next transportation batches. In this paper, the start-charge condition is
defined by two sub-conditions.
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Sub-condition 1 for start-charge: every pickup location in the entire shopfloor is empty.
Sub-condition 2 for start-charge: the battery level of the AGV is lower than the pre-defined
threshold, Tcharging. The start-charge condition is met if one of those two sub-conditions is
satisfied. Typically, multi-AGV systems contain multiple charging stations. In this paper, a
charging station for an AGV satisfying the start-charge condition is chosen by applying the
charging station selection rules listed in Table 1.

Table 1. Charging station selection rules.

Rule Charging Station to Choose

Dedicated charging station (DCS) Charging station where the AGV stays at time t = 0

Random charging station (RCS) A random empty charging station

Furthest charging station (FCS) The furthest empty charging station

Nearest charging station (NCS) The nearest empty charging station

For the transportation procedure in Figure 1, this paper considers two practical issues:
limited buffer capacity and battery charging. First, limited buffer capacity indicates that the
capacity of the pickup location is limited. Let Li denote the ith production line in a given
shopfloor, W(Li) the number of transportation batches in the pickup location for Li, and
Wmax(Li) the buffer capacity of Li. Li can forward finished goods to the pickup location
only if W(Li) < Wmax(Li). In contrast, the manufacturing process of Li is temporarily
halted when W(Li) = Wmax(Li), and Li can resume its process when W(Li) < Wmax(Li).
This constraint reflects the limited space for storing products or items, and it can help
mitigate the excessive work-in-process (WIP).

Second, battery charging is also an important issue in practical multi-AGV systems,
and the performance of any AGV scheduling approach will be overestimated if battery
charging is ignored. The transportation procedure in Figure 1 contains two conditions
related to battery charging: start-charge and stop-charge. While the former is explained
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above, the latter is used to determine if an AGV at a charging station can receive the
transportation request. In other words, an AGV can start the transportation procedure
for a transportation batch if and only if it satisfies the stop-charge condition, which is
characterized by two sub-conditions as follows:

Sub-condition 1 for stop-charge: there are one or more production lines that have a
non-empty output buffer.

Sub-condition 2 for stop-charge: the battery level of the AGV is higher than the
pre-defined threshold, Tstop−charging, and an AGV at the charging station can start the
transportation procedure if and only if both of the two sub-conditions are satisfied.

3.2. AGV Scheduling Rule

AGV scheduling involves a comprehensive set of decision-making mechanisms that
determine the assignment of jobs to AGVs, the selection of AGVs for specific transport
tasks, and the utilization of charging stations. Figure 2 illustrates the overall procedure of
multi-AGV scheduling in this paper, which utilizes two kinds of decision rules: the job
selection rule and the AGV selection rule. Let jobk denote a transportation job associated
with a single transportation batch to be moved from one of the production lines to an
arbitrary drop-off location. The job selection rules are used to choose one of the existing
transportation jobs, considering factors such as job urgency, priority, pickup location, and
drop-off location. The chosen transportation job is assigned to an AGV chosen by applying
AGV selection rules. In other words, AGV selection rules are used to choose one of the
available AGVs, and factors such as battery level and the current location of AGVs can be
considered in identifying the best AGV for a specific job. Note that an AGV is available for a
new transportation job if and only if it does not satisfy any of the following sub-conditions:
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Sub-condition 1 for an unavailable AGV: The AGV is carrying a previous transporta-
tion batch.

Sub-condition 2 for an unavailable AGV: The AGV is empty, and it is heading to a
charging station since it satisfies the start-charge condition after unloading the previous
transportation batch.

Sub-condition 3 for an unavailable AGV: The AGV is empty and staying at a charging
station; however, it does not satisfy the stop-charge condition yet.

Sometimes, a transportation job must wait for an available AGV when all AGVs
are unavailable, which can cause a long waiting time for the job and poor service in
the multi-AGV system. Thus, job selection and AGV selection rules should be carefully
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designed. Examples of the job selection rules and the AGV selection rules are listed in
Tables 2 and 3, respectively.

Table 2. Job selection rules.

Rule Job to Choose

First in first out (FIFO) A job with the longest waiting time

Longest distance to destination (LDD) A job with the longest distance between pickup location and drop-off location

Shortest distance to destination (SDD) A job with the shortest distance between pickup location and drop-off location

Longest queue in buffer (LQB) A job at pickup location with the highest W(Li)

Shortest queue in buffer (SQB) A job at pickup location with the lowest W(Li)

Random job (RJ) A job randomly chosen from {jobk}

Table 3. AGV selection rules.

Rule AGV to Choose

Longest idle time (LIT) An available AGV with the longest idle time after last transportation

Highest battery level (HBL) An available AGV with the highest battery level

Lowest battery level (LBL) An available AGV with the lowest battery level

Longest distance to pickup location (LDP) An available AGV with the longest distance to pickup location

Shortest distance to pickup location (SDP) An available AGV with the shortest distance to pickup location

Random AGV (RA) An available AGV randomly chosen from
{

AGVj

}

4. Multi-AGV Scheduling Rules
4.1. Simulation Model for a Multi-AGV System

Simulation modeling for a multi-AGV system is a non-trivial task due to the intricate
interactions and dependencies among the entities, including production lines and AGVs.
Moreover, in order to apply domain-specific issues, such as limited buffer capacity and
battery charging, to a simulation model, complex custom logics need to be developed. In
this paper, the simulation model for a multi-AGV system is developed using the FlexSim
software, which provides rich 3D visualization for manufacturing shopfloors, a built-in
library for modeling AGV systems, and a flexible logic builder for developing custom
logics. These advantages of the FlexSim software help to model and simulate multi-AGV
systems in an efficient manner.

Figure 3a depicts a schematic representation of the shopfloor to be modeled, which can
be divided into four zones: production zone, drop-off zone, charging zone 1, and charging
zone 2. This structure for a shopfloor is motivated by an automobile part manufacturer in
South Korea.

The production zone contains 20 production lines, and each production line has its
own pickup point. The transportation batches at pickup points need to be transported
to one of five drop-off points within the drop-off zone by AGVs. We have 10 AGVs and
10 charging stations, and every AGV stays at a charging station at time t = 0. The charging
stations are grouped into two charging zones, charging zone 1 and charging zone 2, where
each charging zone has five charging stations. Note that the path lines are directed, and
this can affect the proximity between a production line and a charging zone. For instance,
an AGV at charging zone 2 can move to L11 more quickly than other AGVs at charging
zone 1. The drop-off zone contains five drop-off points. Moreover, Figure 3b shows the
layout of the simulation model developed using the FlexSim software.

Let Sjob denote the set of transportation jobs to be completed, SAGV the set of available
AGVs, and SCS the set of empty charging stations. During the simulation experiment, new
elements can be added to these sets. For instance, a new transportation job will be added
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to Sjob whenever a production line produces a transportation batch. Sometimes, an existing
element can be deleted from the sets. Assume that a transportation job is assigned to an
AGV. Then, the AGV must be deleted from SAGV .
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This paper proposes a multi-AGV scheduling procedure summarized in Figure 4. The
following three kinds of rules must be determined by the analyzer before the simulation
experiment: the job selection rule rjob, the AGV selection rule rAGV , and the charging
station selection rule rCS. At first, a job is chosen from Sjob by applying rjob. If n(Sjob) = 0,
we have to wait until a new transportation batch is generated. After a job is chosen, an
AGV is chosen from SAGV by applying rAGV . If there is no available AGV, we have to wait
for an available one. Once an AGV is chosen, the chosen job is assigned to the AGV.

When the AGV unloads the associated transportation batch at the drop-off point,
we have to check the start-charge condition before handling the next transportation job.
If the condition is met, a charging station is chosen from SCS by applying rCS, and the
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AGV travels to the chosen station. An AGV staying at a charging station can perform
a transportation task if and only if it satisfies the stop-charge condition. Note that the
performance of the proposed multi-AGV scheduling procedure is affected by the following
three kinds of rules: rjob, rAGV , and rCS.
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In addition, the following model parameters and constraints are applied to the
simulation model:

1. Each production line produces five types of products, and the processing time of each
type can be found in Table 4. Each type accounts for 20% of the entire product.

2. The raw materials arrive at the input buffer of each production line. The capacity of
the input buffer is unlimited, and the inter-arrival times of raw materials are uniformly
distributed between 100 and 200 (s).

3. The finished products are forwarded to the output buffer with limited capacity
Wmax(Li). Li stops operation when W(Li) = Wmax(Li).

4. An AGV can transport only one product at a time. That is, a product is a transportation
batch in the simulation model.

5. The detailed parameters of AGV are as follows:

• Speed on the straight section of a path line: 1.8 m/s;
• Speed on the curved section of a path line: 1.5 m/s;
• Acceleration/deceleration: 1 m/s2;
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• Battery capacity: 100 (Ah);
• Battery C-rate when busy (discharging): 0.25 C;
• Battery C-rate when idle (discharging): 0.005 C;
• Battery C-rate when charging: 0.5 C;
• Pickup and drop-off time: 5 (s);

6. Two or more AGVs cannot occupy a single charging station at a time.
7. Overtaking of the AGV is not allowed.
8. The shopfloor is operating 24 h a day with regular break periods (12:00–13:00,

18:00–19:00). During the break period, the production lines do not operate, but
AGVs can perform transportation tasks if n(Sjob) > 0. Consequently, W(Li)s tends to
be small at the end of a break period.

9. The simulation end time for a single experiment is 604,800 s (7 days).

Table 4. Processing time by item type.

Type Processing Time (s)

1 100

2 120

3 140

4 160

5 180

4.2. Experiment Results

The performance of the proposed multi-AGV scheduling approach is evaluated
through a multi-scenario simulation experiment, as depicted in Figure 5. One simula-
tion scenario is defined by combining a job selection rule, an AGV selection rule, and
a charging station selection rule. Thus, we have 144 scenarios, where 10 replications of
simulation experiments are conducted for each scenario. The performance measure is the
average waiting time (AWT) of transportation batches, and the objective of the experiment
is to find the best scenario that minimizes the AWT.
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Figure 6 presents a boxplot graph, where one boxplot indicates the distribution of
AWTs for a single scenario. The 144 boxplots are divided into 24 groups, where each group
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has six scenarios. Note that the six scenarios in a single group use identical charging station
selection rules and job selection rules, while their AGV selection rules are different from
each other.
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From Figure 6, we can make several observations: First, there are significant variations
in the AWTs of the given scenarios, which means that the scheduling rules for a specific
multi-AGV system in a practical shopfloor must be carefully chosen. For example, the
second-left group containing scenario 7~scenario 12, which uses FCS and LDD, showed the
best performance in terms of the AWT. The average AWT (AAWT) of those six scenarios is
1084.33 (s). In contrast, the worst group is the second-fourth one, which uses FCS and LQB,
and the AAWT of this group is 1353.41 (s).

Second, the variations in the AAWT of the six scenarios in a single group are not large
in that the boxplots for them are at similar heights, as can be seen in Figure 6. Which means
that the six types of AGV selection rules considered in this paper have relatively small
impacts on the AWT.

Third, the charging station selection rule has relatively small impacts on the AWT,
too. In Figure 6, every six consecutive groups use the identical charging selection rule. For
example, the first six groups choose the charging station by using the FCS rule. Every six
consecutive groups shows similar patterns, where the second and fourth groups are the
worst and the best groups, respectively. This means that the AWT is not much affected by
the charging station selection rule.

Fourth, the job selection rule has significant impacts on the AWT. The six scenarios of
a group use identical job selection rules, and Figure 6 shows that the AWT of a group is
highly dependent on the type of job selection rule.

The details of the AAWTs of the entire scenarios are summarized in Appendix A,
where Tables A1–A4 summarizes the performances of the six consecutive groups that use
the identical charging stations rule. Note that the first columns of those tables specify the
type of charging station selection rule with the AAWT of the cluster of six consecutive
groups. Similarly, the second column specifies the type of job selection rule with the AAWT
of the associated group in the cluster. Finally, the type of AGV selection rule and the AAWT
of the associated scenario can be found in the third and fourth columns, respectively.

In order to further investigate the performances of the three kinds of AGV scheduling
rules, the performances of alternatives for a specific kind of AGV scheduling rule are
compared in Figures 7–9. For instance, 24 out of 144 scenarios use the LDD rule for job
selection, and Figure 8 shows that the AAWT of them is 1094.67 (s).
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Figure 7 indicates that the AAWT value varies slightly depending on the type of
charging station selection rules. Among the four alternatives, NCS (AAWT = 1213.55 (s))
and DCS (AAWT = 1217.17 (s)) are the best and worst ones; however, the difference between
their performances was not large, which suggests that the charging station selection rule
has limited impacts on the AWT.

In contrast, the impact of the job selection rule is evident, as shown in Figure 8. For
example, LDD (AAWT = 1094.67 (s)) and SDD (AAWT = 1103.41 (s)) rules produce a low
AWT, indicating their usefulness for reducing the AWT. On the other hand, RJ (AAWT =
1322.74 (s)) and LQB (AAWT = 1347.19 (s)) rules show poor performances. In Figure 9, we
can see that SDP (AAWT = 1213.47 (s)) and LDP (AAWT = 1217.80 (s)) are the best and
worst rules for AGV selection, respectively. However, the deviation in their performances
is not significant.
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Note that the AAWT was minimized under charging station selection rule = FCS, job
selection rule = LDD, and AGV selection rule = SDP, as shown in Table A1. LDD is the best
rule for job selection, as shown in Figure 8. Similarly, Figure 9 shows that SDP is the best
AGV selection rule. On the contrary, FCS is not the best charging station rule, as shown
in Figure 7. This means that AGV scheduling rules must be determined by conducting a
multi-scenario simulation experiment. In other words, a combination of the best rules in
Figures 7–9 does not guarantee optimal AGV scheduling.

5. Conclusions and Further Remarks

In this paper, we propose a simulation-based AGV scheduling approach for multi-AGV
systems within practical shopfloors with limited buffer capacity and battery charging. The
proposed approach considers the following three kinds of scheduling rules: job selection,
AGV selection, and charging station selection rules; the optimal combination of those
rules can be determined through multi-scenario simulation experiments. In this paper, the
scheduling approach was applied to minimize the AWT of the transportation batches. The
experimental results led to several important conclusions.

First, notable variations in the AWT were observed based on the applied scheduling
rule. Experimental results confirmed that applying the optimal rule set improved per-
formance by more than 25% compared to applying the worst rule set. In other words,
this means that in a multi-AGV system environment, scheduling rules must be carefully
selected considering the shopfloor operating situation and requirements.

Second, it is worth noting that the choice of charging station rules and AGV selection
rules had relatively small effects on the AWT compared to the impact of job selection rules.
This is probably because job selection rules have a greater impact on the overall efficiency
of the AGV system, whereas charging station selection rules and AGV selection rules have
a relatively limited impact. This is partly inconsistent with a previous study by Le-Ahn
and van der Meer (2004), which suggests that the SDP rule for AGV selection is quite
helpful in reducing the AWT. Note that only the AGV selection rule was considered in the
paper, while this paper combines three kinds of rules for multi-AGV scheduling. Thus,
the scheduling approach proposed in this paper can make a more flexible decision about
AGV scheduling. On the contrary, the experimental result of this paper is partly consistent
with the previous study in that SDP is the best AGV selection rule, as shown in Figure 9;
however, its impact on the AWT is limited.

Additionally, because the charging station selection rules and AGV selection rules are
mainly related to the battery status of AGVs, their impact on the AWT may be relatively
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small compared to the overall work efficiency of AGVs. On the other hand, job selection
rules determine the job order and priority of AGVs and are therefore directly linked to
the overall work efficiency, which has a greater impact on the AWT. However, this does
not mean that charging station selection rules and AGV selection rules are not important.
These two rules remain important factors related to battery management in AGVs and are
therefore essential to maintaining the efficiency of the overall system. In the context of
energy efficiency or battery-related performance metrics, the criteria for selecting AGVs or
charging stations may have greater significance than the rules governing job selection.

Third, it is important to note that achieving the optimal combination of charging
stations, job selection, and rules for AGV selection does not automatically ensure the most
efficient AGV schedule. The average AWT of the entire scenario was recorded at 1084.33 (s),
with the best outcome observed when the charging station selection rule was set to FCS, the
job selection rule to LDD, and the AGV selection rule to SDP. However, Figures 7–9 indicate
that LDD and SDP are preferable for job selection and AGV selection rules, respectively,
whereas FCS is not the optimal selection. In other words, the combination of rules that
seems optimal under specific conditions may not necessarily generalize well to different
operational scenarios. These implications underscore the importance of an integrated
approach that considers various variables and situations. In conclusion, we believe that
it is desirable to evaluate the performance of AGV scheduling rules through multiple
scenario experiments.

This paper will provide practical insights into AGV scheduling. However, the pro-
posed scheduling approach has some limitations. First, the types of scheduling rules are
limited in this paper. For instance, only four types of charging station rules are used to
define an experiment scenario. More diverse types of job selection, AGV selection, and
charging station selection rules might be useful to optimize the scheduling policy. Second,
the proposed scheduling approach is static in that it does not change the types of scheduling
rules during the operation of the shopfloor. The performance measure might be further
improved if the types of scheduling rules can be changed dynamically.

Third, only one performance measure, the AWT, is considered in this paper, while
various performance measures can be used to evaluate the performance of the AGV system.
For instance, job tardiness, machine utilization, or battery charging-related measures can
be more useful in some shopfloors. Fourth, this paper assumes the number of charging
stations equals the number of AGVs, which might lead to little impact of charging station
selection rules on the performance of the AGV system. The number of charging stations and
their locations are another future research topic related to multi-AGV systems. Therefore,
we plan to study a revised version of the proposed AGV scheduling approach to overcome
the above limitations.
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Appendix A

Table A1. AAWT under charging station selection rule = FCS (Scenario 1 to 36).

Charging Station Selection Rule Job Selection Rule AGV Selection Rule AAWT (s)

FCS
(AAWT = 1215.45)

FIFO
(AAWT = 1281.35)

LIT 1282.26

HBL 1280.98

LBL 1283.28

LDP 1282.85

SDP 1278.29

RA 1280.46

LDD
(AAWT = 1084.33)

LIT 1084.54

HBL 1084.08

LBL 1085.67

LDP 1085.59

SDP 1082.25 **

RA 1083.89

SDD
(AAWT = 1094.14)

LIT 1097.5

HBL 1094.79

LBL 1094.14

LDP 1095.02

SDP 1090.61

RA 1092.78

LQB
(AAWT = 1353.41)

LIT 1354.97

HBL 1352.72

LBL 1353.2

LDP 1354.65

SDP 1351.23

RA 1353.68

SQB
(AAWT = 1155.29)

LIT 1152.7

HBL 1156.4

LBL 1158.9

LDP 1155.03

SDP 1151.67

RA 1157.07

RJ
(AAWT = 1324.19)

LIT 1324.79

HBL 1322.71

LBL 1326.1

LDP 1325.61

SDP 1321.67

RA 1324.27

**: Global optimal AAWT for overall charging station selection rules.
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Table A2. AAWT under charging station selection rule = NCS (Scenario 37 to 72).

Charging Station Selection Rule Job Selection Rule AGV Selection Rule AAWT (s)

NCS
(AAWT = 1213.55)

FIFO
(AAWT = 1276.63)

LIT 1274.83

HBL 1277.45

LBL 1275.66

LDP 1279.02

SDP 1274.36

RA 1278.47

LDD
(AAWT = 1100.77)

LIT 1101.01

HBL 1100.45

LBL 1102.16

LDP 1101.85

SDP 1098.83 *

RA 1100.35

SDD
(AAWT = 1111.02)

LIT 1110.09

HBL 1110.5

LBL 1109.72

LDP 1113.11

SDP 1110.25

RA 1112.42

LQB
(AAWT = 1336.05)

LIT 1335.23

HBL 1339.64

LBL 1334.49

LDP 1337.42

SDP 1333.85

RA 1335.68

SQB
(AAWT = 1141.82)

LIT 1142.25

HBL 1141.83

LBL 1141.41

LDP 1142

SDP 1141.04

RA 1142.39

RJ
(AAWT = 1315.03)

LIT 1315.86

HBL 1316.71

LBL 1312.79

LDP 1317.7

SDP 1312.15

RA 1315

*: Local optimal AAWT for a single charging station selection rule.
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Table A3. AAWT under charging station selection rule = RCS (Scenario 73 to 108).

Charging Station Selection Rule Job Selection Rule AGV Selection Rule AAWT (s)

RCS
(AAWT = 1216.81)

FIFO
(AAWT = 1284.52)

LIT 1285.9

HBL 1281.97

LBL 1284.54

LDP 1291.06

SDP 1280.81

RA 1282.85

LDD
(AAWT = 1095.07)

LIT 1095.14

HBL 1091.98

LBL 1098.28

LDP 1097.06

SDP 1091.88 *

RA 1096.08

SDD
(AAWT = 1102.32)

LIT 1103.01

HBL 1099.95

LBL 1104.61

LDP 1104.61

SDP 1100.54

RA 1101.21

LQB
(AAWT = 1350.57)

LIT 1350.38

HBL 1350.55

LBL 1348.05

LDP 1354.05

SDP 1349.19

RA 1351.21

SQB
(AAWT = 1141.9)

LIT 1138.23

HBL 1142.93

LBL 1144.14

LDP 1143.89

SDP 1140.33

RA 1141.87

RJ
(AAWT = 1326.48)

LIT 1325.91

HBL 1326.82

LBL 1325.59

LDP 1329.13

SDP 1324.97

RA 1326.44

*: Local optimal AAWT for a single charging station selection rule.
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Table A4. AAWT under charging station selection rule = DCS (Scenario 109 to 144).

Charging Station Selection Rule Job Selection Rule AGV Selection Rule AAWT (s)

DCS
(AAWT = 1217.17)

FIFO
(AAWT = 1284.72)

FCFS 1285.22

HBL 1282.27

LBL 1288.19

LDP 1288.44

SDP 1281.38

RA 1282.79

LDD
(AAWT = 1098.51)

FCFS 1097.55

HBL 1096.26 *

LBL 1100.23

LDP 1101.09

SDP 1097.22

RA 1098.69

SDD
(AAWT = 1106.14)

LIT 1105.79

HBL 1104.38

LBL 1108.5

LDP 1107.99

SDP 1103.88

RA 1106.3

LQB
(AAWT = 1348.71)

LIT 1349.45

HRB 1349.37

LRB 1348.22

FPL 1350.18

SPL 1346.47

RAS 1348.56

SQB
(AAWT = 1139.71)

LIT 1140.2

HRB 1139.73

LRB 1139.68

FPL 1141.71

SPL 1136.98

RAS 1139.92

RJ
(AAWT = 1325.27)

LIT 1325.66

HRB 1324.47

LRB 1325.31

FPL 1328.2

SPL 1323.51

RAS 1324.46

*: Local optimal AAWT for a single charging station selection rule.
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Abstract: Soybean seed classification is a relevant and time-consuming process for Brazilian agribusi-
ness cooperatives. This activity can generate queues and waiting times that directly affect logistics
costs. This is the reason why it is so important to properly allocate resources, considering the most
relevant factors that can influence their performance. This paper aims to present an approach to
predicting the average lead time and waiting queue time for the soybean seed classification process,
which supports the decision regarding the number of workers and machines to be deployed in the
process. The originality of the paper relies on the applied approach, which combines discrete event
simulation with machine learning algorithms in a real-world applied case. The approach comprises
three steps: data collection to structure the simulation scenarios; simulation runs to generate arti-
ficial historical data; and machine learning applications to predict lead and queuing times. As a
result, various scenarios using the data generated by machine learning were simulated, making it
possible to choose the one that generated the best trade-off between performance, investments, and
operational costs. The approach can be adapted to support the solution of different logistic-related
decision-making problems that combine human and equipment resources.

Keywords: machine learning; discrete event simulation; agribusiness 4.0

1. Introduction

The fourth industrial revolution, so-called Industry 4.0, has changed several sectors of
the economy. The data generated in every process, which used to be a differentiator, is now
necessary to maintain competitiveness in the market [1]. Besides the industrial scenario,
agribusiness can also take advantage of the new technologies. Genetic engineering of
plants, nanotechnology, biometric sensing, electrical agricultural machinery, computer
vision integrating robotics with artificial intelligence (AI), and blockchain are examples
of emerging technologies that have the potential to address challenges in all field states
of the agricultural chain, pre-field, in-field, and post-field [2]. Agriculture 4.0 is based
on principles such as data-driven decision-making, connectivity of devices, and growth
of productivity, with added goals of adaptation to climate change and reduction of food
waste [3–5]. Digital transformation can help farmers forecast the weather, control plagues,
control temperature, and control moisture as well as uncountable other applications [6,7].

Capacity planning was approached by the examination of capacity investment de-
cisions employing a multiperiod model to study the optimal one-time processing and
storage capacity investment decisions [8] or for lot-sizing and pricing when supply and
price-sensitive demand are uncertain [9]. Moreover, ref. [10] developed a capacity planning
model for transport to estimate the number of locomotives and shifts, the number of bins,
and the delays to harvesting operations resulting from harvesters waiting for bin deliver-
ies. Nevertheless, machine learning algorithms could excel when facing decision-making
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problems based on historical data [11]. According to [12], “machine learning describes the
capacity of systems to learn from problem-specific training data to automate the process of
analytical model building and solve associated tasks”. It can forecast, cluster, and classify
data. Thus, it can generate knowledge that helps decision-makers with problems such
as how many machines to buy, how many employers to hire, or how many products to
manufacture in the next month [13].

Machine learning methods have been successfully applied to solve several prob-
lems in production and logistics, such as forecasting customer demands [14], predicting
energy consumption [15,16], or making travel time predictions [17]. In agribusiness, ma-
chine learning technique applications include crop yield production [18], predicting soil
properties [19], irrigation management [20], weather prediction [21], crop quality [22],
harvesting [23], demand prediction [24], detecting vegetable diseases [25], and determining
crop production [26]. For transportation, machine learning algorithms were applied for the
vehicle routing problem [27–29] and to model the potential distribution of different plant
species [30].

Nevertheless, simulation was applied to agribusiness to understand factors influ-
encing the long-term viability of an intermediated regional food supply network [31]; to
analyze firms’ choices of spatial pricing policy [32]; to explore a hypothesis regarding the
adoption of capabilities for entrepreneurship [33]; to model human behavior in food supply
chains with asymmetric information about food quality and food safety [34]; to understand
how technology, market dynamics, environmental change, and policy intervention affect a
heterogeneous population of farm households and resources [35]; to analyze how adapta-
tion affects the distribution of household food security and poverty under current climate
and price variability [36]; to understand how government payments to enhance public
values in social-ecological systems can contribute to the resilience of the system [37]; to
explore nutrient mitigation potentials of different policy instruments [38]. Additionally,
some studies use simulation to outline different what-if scenarios, e.g., for farmer decision-
making on crop choice, fertilizer, and pesticide usage [39] or to identify global change
impacts on farmland abandonment and test policy and management options [40].

In 2020, Brazil’s agribusiness sector played a significant role, accounting for a substan-
tial 26.7% of the country’s Gross Domestic Product (GDP). Within this sector, the farming
segment alone contributed 7% to the nation’s overall economic output. Notably, soybean
production has taken center stage in the modernization of Brazilian agriculture over recent
decades [41]. Back in 2007, the Brazilian Ministry of Agriculture, Livestock, and Supply
(MAPA) established the standard governing the classification of soybean seeds [42]. This
classification process precision is of the utmost importance, as it serves a dual purpose.
Firstly, it ensures that soybean products maintain the highest quality standards. Secondly, it
plays a crucial role in meeting food safety regulations [43]. These regulations are imperative
for upholding product integrity and safeguarding consumer health. As a result, this task
necessitates a comprehensive and dedicated approach to guarantee the accurate pricing of
the highest-quality soybean seeds.

While a cooperative operates as a non-profit organization, its foremost objective re-
mains the equitable distribution of benefits among its members, thus underscoring the
importance of achieving operational excellence [44]. Agro-industrial cooperatives confront
notable challenges in managing their operations. Firstly, resource constraints often curtail
their capacity to invest in advanced inventory management systems or expand their work-
force, leading to member dissatisfaction stemming from issues like stockouts, overstocking,
and delayed service. These issues directly impact the cooperative’s competitiveness, result-
ing in financial inefficiencies and a diminished ability to attract new members. Secondly,
the unpredictable nature of agribusiness, influenced by factors such as seasonal demand,
climatic variability, or inefficient crop management practices, creates demand spikes that
strain operations, leading to prolonged lead times and customer waiting queues. This, in
turn, curtails the cooperative’s bargaining power. Consequently, it becomes imperative to
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embrace new technologies that streamline manual processes, thus reducing cycle times and
enabling the cooperative to effectively address these challenges.

Despite the wide application opportunities for simulation and machine learning in
agriculture, no papers were found regarding the usage of simulation to generate data
regarding process performance to input a machine learning technique [45]. In addition, no
paper considered using machine learning outputs for investment in process improvement.
The present paper aims to present a novel approach combining computational simulation
and machine learning techniques to enhance decision-making for agribusiness logistics. To
forecast the average lead time and waiting queue time to help decision-makers determine
the best number of workers to be hired and machines to be installed for the soybean seed
classification process. To the best of the authors’ knowledge, this study represents the
first endeavor to employ such an approach for assisting in decision-making. In particular,
the case displays a method to determine the best configuration for the process, i.e., how
many machines to implement and how many workers to hire. The paper is structured
as follows: Section 2 presents the soybean injury classification process and describes the
applied methodology. Section 3 shows the results of the conducted case study. Section 4
concludes the paper.

2. Materials and Methods
2.1. Scenario Description

The soybean seed classification process addressed in this study is based on the real-life
case of a Brazilian agribusiness cooperative located in the state of Paraná. This process is
performed twice: at the arrival and departure of grains.

The current process, to ensure transparency among all stakeholders, including farms
and cooperatives, stores physically classified samples for up to three days before being
discarded. However, there are still weaknesses in the process, such as the manual input of
classification results into the system. This raises concerns among managers, who report
attempted fraud and bribery every year.

As shown in Figure 1, the system comprises the following stages: Trucks arrive with
a soybean grain load and wait in a queue until they are served. Once served, the worker
performs the “Liming” step, during which samples are taken from different parts of the
truck. The samples proceed to the “Quartering” stage, where the sample is homogenized
(i.e., grains collected from different parts of the truck are mixed to form a single sample).
Subsequently, the samples are separated into two parts for two parallel processes: the
first involves the “Impurities Classification”, while the second involves both “Moisture
Measurement” and “Injury Classification”. The “Impurities Classification” stage analyzes
the presence of contaminants in the sample, such as small stones, branches, leaves, and
dust. It is performed using a machine. In the subsequent process, “Moisture Measurement”
assesses the humidity level of the sample, also carried out by a machine. “Injury Classifica-
tion” is the stage where soybean grains are manually inspected by workers to identify the
quantity of damaged grains, rotten grains, and unripe grains. Finally, a report is generated
summarizing all the analyses conducted, and the truck exits the system.

Human vision cannot reliably detect tenuous injuries, and the “Injury Classification”
step necessitates cutting the seed and observing its health, leading to extended processing
times (averaging 10 min) and lengthy truck queue times. Currently, workers perform a
superficial visual analysis, which is highly inefficient and can lead to substantial fines for
misclassification (averaging 3 min). However, on days with a high influx of trucks, the
workers do not perform the “Injury Classification” step, claiming that this activity requires
a significant amount of time, increasing the total lead time, and consequently resulting in
long queues and waiting times.
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Figure 1. The soybean seed classification process.

Thus, the company chose to invest in intelligent methods for carrying out the task. It
was considered to use a machine capable of performing the “Injury Classification” step
efficiently using computer vision, a technique that has been used by researchers in order
to identify varieties or defects in different types of grains such as soybeans [43,46,47],
wheat [48,49], corn [50,51], rice [52], and many others. The machine’s current lead time
proves to be better than the ideal analysis time when performed by a worker, and the
machine supplier anticipates that with new software updates, this lead time will be reduced
to half.

Then, considering the different lead times for the same step, it is necessary to under-
stand how the whole system will be affected when including the machine and changing
parameters. Therefore, an approach combining computational simulation and machine
learning techniques is applied to forecast the average lead time and waiting queue time to
help decision-makers.

2.2. Methodological Procedure

The methodological procedure was split into three steps, as presented in Figure 2.

Figure 2. Methodological process.

The study’s initial phase was conducted through on-site visits to the cooperative,
focusing on data collection, process comprehension, and time measurement through dis-
cussions with employees. Then, historical data was gathered on truck arrivals, waiting
times, and lead times. To mitigate potential biases, special care was given to consulting
with the staff and ensuring cooperative representation. Staff consultations were conducted
separately from data collection to prevent external influences on individual employee
responses. Additionally, data was collected from various sites within the cooperative to
provide a more comprehensive and unbiased assessment of its performance, reducing the
risk of concluding based on a single site’s characteristics.

Following the data collection phase, the study embarked on the development of
multiple scenarios to support the simulation process. Given the innovative nature of
the machine intended for injury classification, the absence of prior research or studies
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elucidating its logistical impact on system performance necessitated the generation of
artificial data through simulation. Within this context, the cooperative outlined three
options for staffing levels and four for potential machine quantities, encompassing 1, 3,
or 5 dedicated workers and 0, 1, 3, or 5 machines available for acquisition. Subsequently,
the central objective revolved around determining the workforce composition (1, 3, or 5
employees to be hired) and machine deployment (0, 1, 3, or 5 machines to be purchased).
This consideration involved exploring various permutations of the number of machines (m)
and workers (w) while ensuring that m ≤ w. In situations where there were more workers
than machines (m < w), it was assumed that workers could simultaneously participate
in the analysis process alongside the machines, eliminating the necessity for idle waiting
periods. Moreover, it was firmly established that each worker could manage a single truck
at a time, with the stipulation that once a worker initiated service for a truck, the process
would proceed without interruption.

In the second step, a computer simulation model was designed to evaluate all the
described scenarios. A Discrete Event Simulation using AnyLogic University v.8.5.2 was
developed. As presented in Figure 3. The truck arrivals were input according to the
historical data since 2017 provided by the cooperative. The simulation can explore different
scenarios mixing real and virtual data, generating useful results for decision-making [53].

Figure 3. Process simulation in AnyLogic.

The simulation inputs are presented in Table 1. “Workers” and “Machines” determine
the quantity w of workers and m machines available for the process. The values for both
can be 1, 3, or 5 available workers/machines for future scenarios (as suggested by the
decision-makers). “Worker Wait” is a Boolean parameter. When m < w, “Worker Wait”
takes “True” if the worker waits for a machine to finish the task to use it or “False” if the
worker executes the task in parallel. “Human Time” and “Machine Time” are the lead
times for a human or a machine, respectively, to execute the task. “Truck Arrivals” are all
the truck arrivals in the system.

Table 1. Simulation inputs for different scenarios.

Parameter Values

Workers [1, 3, 5]
Machines [0, 1, 3, 5]

Worker Wait [False, True]
Human Time [195, 615] (s)
Machine Time [60, 120] (s)
Truck Arrivals All from 2017 until 2022

The case of simulating different scenarios by varying the number of workers without
including the machine was also considered. In this case, 0 machines and 1, 3, or 5 workers
were considered. It is important to note that this scenario does not directly reflect the
real-world situation. In the simulated scenario, it is established that the workers must
perform the classification manually with a lead time of 195 or 615 s, which is not currently
the case in the real world where the “Injury Classification” is not even performed.
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Additionally, all the machines are shared by all workers, as the worker needs to move
between each of the machines or workstations to carry out the activities and complete the
process. Two KPIs were collected: (i) truck queue time and (ii) lead time. The simulation
results for each scenario constituted the database utilized in the subsequent stage, involving
the application of machine learning. Thus, simulation was employed to generate historical
data based on what-if scenarios, producing a robust historical foundation that was used as
labels for the machine learning algorithms.

Finally, in the third step, a machine learning method was applied. This step was
considered to understand how the different scenarios would impact the system in the
following periods. The forecasting step was divided into two components: (1) predicting
truck queue times and (2) estimating lead times. Both processes followed the procedural
steps outlined in Figure 4.

Figure 4. Forecasting process.

Table 2 presents the input variables, including “Workers”, “Machines”, “Worker Wait”,
“Human Time”, and “Machine Time”, which align with the input variables utilized in the
simulation phase. Additionally, we introduce “Day”, “Month”, and “Day of Week” as
time-based parameters linked to truck arrivals dating back to 2017. The incorporation of
these temporal variables allows the model to capture potential seasonal patterns and trends
that have evolved, enhancing its ability to learn and adapt to time-related dynamics. The
Labels are the simulated truck queue time and lead time resulting from the simulation,
considering all scenarios described in Table 1.

Table 2. Machine learning features.

Parameter Values

Workers [1, 3, 5]
Machines [0, 1, 3, 5]

Worker Wait [False, True]
Human Time [195, 615]
Machine Time [60, 120]

Day All from 2017 until 2022
Month All from 2017 until 2022

Day of the Week From Monday

Algorithm 1 presents the pseudocode for the machine learning step. Initially, data scaling
was performed to ensure that features with differing scales or units exerted an equitable
influence during model training. Next, the data was partitioned into training and testing
sets. In the following phase, machine learning models were trained on the training sets and
subsequently tested. The algorithms considered included Linear Regression [54], Random
Forest [55], Gradient Boosting [56], and Decision Tree [30] as they are well applied in the
literature [57,58]. Model selection was based on the root mean squared error (RMSE), a metric
that offers a comprehensive assessment of prediction accuracy, assigning equal importance to
both small and large errors. This attribute makes RMSE sensitive to both overestimation and
underestimation [59]. Finally, the model with the smallest RMSE was chosen for forecasting
future scenarios.
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Algorithm 1. Machine learning pseudocode.

Inputs:
- features←Dataframe
- scenarios←Dataframe (dates just for 4 first months of 2023)
- labels <- “queue_time” (double) or “lead_time” (double)
- training_models <- [“Linear Regression”, “Random Forest”,
“Gradient Boosting”, “Decision Tree”]

Output:
- forecasted_data <- “queue_time” (double) or “lead_time” (double)

# Scale features
scaler <- initialize scaler
scaler(features)
scaler(labels)

# Split into test and training sets
feature_train, feature_test, label_train, label_test <- split(features, labels)

# Train Models
for model in training_models:

train(feature_train,label_train)
test(feature_test_, label_test)
new_rmse <- test_rmse
if new_rmse < old_rmse

best_model <- model
old_rmse <- new_rmse

# Forecast
forecasted_data <- best_model(scenarios)
return forecasted_data

Following model training and selection, the forecasting model was applied to all days
during the first four months of 2023. Subsequently, for queue time, the total waiting time
was aggregated, while for lead time, the average was computed for each month. Finally,
for both targets, the monthly averages were calculated.

3. Results and Discussion

Table 3 presents the results for all the scenarios presented in Table 2. All the times are
in minutes, and the table is sorted by queue time, ascending.

Table 3. Forecasts (time in minutes).

Scenario Workers Machines Worker
Wait

Machine
Time

Worker
Time

Queue
Time

Lead
Time

1 5 5 No 1 3.25 0.62 6.12
2 5 3 No 1 3.25 0.64 6.12
3 5 5 Yes 1 10.25 0.64 6.11
4 5 3 Yes 1 10.25 0.65 6.12
5 5 3 No 1 10.25 0.66 6.11
6 5 3 Yes 1 3.25 0.66 6.12
7 5 5 Yes 1 3.25 0.67 6.10
8 5 5 No 1 10.25 0.67 6.11
9 5 5 Yes 2 3.25 1.27 7.11

10 5 5 No 2 10.25 1.28 7.11
11 5 5 No 2 3.25 1.28 7.13
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Table 3. Cont.

Scenario Workers Machines Worker
Wait

Machine
Time

Worker
Time

Queue
Time

Lead
Time

12 5 3 No 2 3.25 1.30 7.12
13 5 5 Yes 2 10.25 1.31 7.12
14 5 3 Yes 2 3.25 1.31 7.12
15 5 3 Yes 2 10.25 1.33 7.12
16 5 3 No 2 10.25 1.36 7.14
17 5 1 Yes 1 10.25 1.49 6.35
18 5 1 Yes 1 3.25 1.58 6.35
19 5 1 No 1 10.25 1.59 6.32
20 5 1 No 1 3.25 1.60 6.35
21 5 0 - - 3.25 3.20 8.37
22 3 3 No 1 3.25 17.54 6.12
23 3 3 Yes 1 3.25 17.59 6.12
24 3 3 Yes 1 10.25 17.59 6.11
25 3 3 No 1 10.25 17.85 6.11
26 3 1 Yes 1 3.25 25.71 6.25
27 3 1 No 1 3.25 25.78 6.26
28 3 1 Yes 1 10.25 25.90 6.24
29 3 1 No 1 10.25 26.09 6.26
30 3 3 No 2 3.25 54.14 7.12
31 3 3 Yes 2 10.25 55.14 7.13
32 3 3 No 2 10.25 55.39 7.13
33 3 3 Yes 2 3.25 55.47 7.11
34 5 1 Yes 2 10.25 67.81 7.98
35 5 1 No 2 10.25 68.47 7.98
36 5 1 No 2 3.25 68.64 7.96
37 5 1 Yes 2 3.25 68.89 7.95
38 3 1 Yes 2 3.25 87.93 7.43
39 3 1 Yes 2 10.25 88.47 7.43
40 3 1 No 2 10.25 89.30 7.44
41 3 1 No 2 3.25 89.85 7.43
42 3 0 - - 3.25 140.45 8.36
43 5 0 - - 10.25 218.99 15.37
44 3 0 - - 10.25 1255.33 15.37
45 1 1 Yes 1 3.25 9249.24 6.13
46 1 1 No 1 3.25 9250.02 6.12
47 1 1 Yes 1 10.25 9254.78 6.13
48 1 1 No 1 10.25 9262.24 6.12
49 1 1 Yes 2 3.25 17806.45 7.11

The results show that the variation in the lead time is considerably lower compared to
the queuing time. Its values predominantly varied from 6 to 8 min, with a few exceptions
close to 15 min. The queue time, on the other hand, presents a high variation, returning
values lower than 1 min or greater than 270 days.

Table 4 presents the computed statistics for the predicted queue times, including
averages, maximum values, and standard deviations, for each of the scenarios over the
projected period. An observed trend reveals that a reduction in the number of machines and
workers correlates with decreased system responsiveness during historically high-demand
periods. This trend is corroborated by the observed escalation in standard deviation values.
Indeed, as the average queue time increases, both maximum values and deviations follow
suit. These findings underscore the nuanced relationship between resource allocation and
system responsiveness in the context of fluctuating demand scenarios.
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Table 4. Statistics for queue time forecasting (time in minutes).

Scenarios Average Max Standard Deviation

1, 3, 7, 8 0.1 27.0 0.9
2, 4, 5, 6 0.1 27.7 0.9

9, 10, 11, 13 0.4 59.4 3.0
12, 14, 15, 16 0.4 63.1 3.2
17, 18, 19, 20 0.6 101.6 5.0

21 1.6 160.4 9.6
22, 23, 24, 25 4.4 312.3 20.4
26, 27, 28, 29 5.6 356.8 24.1
30, 31, 32, 33 10.5 474.4 36.4
34, 35, 36, 37 13.5 557.4 45.9
38, 39, 40, 41 15.5 574.5 48.5

42 25.7 677.9 68.4
43 37.4 829.1 92.2
44 957.4 7266.5 1918.4

45, 46, 47, 48 2051.3 14307.7 3781.4
49 3428.9 23684.1 6000.7

In contrast, when analyzing the statistics related to lead time in Table 5, a minimal
variation can be observed across all values. However, particular attention is drawn to scenarios
43 and 44. In these scenarios, where classifications are conducted without the aid of machines
and workers are required to manually split grains in half, a significant increase in total
processing time is evident, nearly doubling the results obtained in previous scenarios.

Table 5. Statistics for lead time forecasting (time in minutes).

Scenarios Average Max Standard Deviation

1, 3, 7, 8, 22, 23, 24, 25,
45, 46, 47, 48 6.2 7.0 0.6

2, 4, 5, 6 6.2 8.1 0.6
26, 27, 28, 29 6.4 9.7 0.7
17, 18, 19, 20 6.6 12.4 0.9

9, 10, 11, 13, 30, 31, 33,
34, 49 7.2 8.0 0.6

12, 14, 15, 16 7.2 10.0 0.6
38, 39, 40, 41 7.6 12.7 0.8

21, 42 8.4 9.2 0.7
34, 35, 36, 37 8.9 17.4 2.2

43, 44 15.4 16.2 0.7

Tables 4 and 5 present the results, while Table 6 offers a correlation map between input
variables, averages, maximum values, and standard deviations. Concerning lead time,
there is a direct proportionality with machine processing time, indicated by a factor of 0.82.
Additionally, fewer machines result in longer average and maximum times, highlighting
the significant impact of machine quantity on service speed. Other factors did not yield
significant results.

Regarding queue time, the number of workers has a more substantial impact than
machine quantity. Increasing the number of workers leads to shorter waiting times for
trucks. Surprisingly, both machine and worker processing times have limited impacts
on queue time, contradicting expectations of a more significant influence. These findings
indicate that service capacity is a more critical factor in queue time than the speed at which
services are performed.
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Table 6. Correlation map.

Feature
Lead Time Queue Time

Avg Max Std Avg Max Std Scale
Nº Workers −0.05 0.25 0.29 −0.45 −0.59 −0.56 −1.00

Nº Machines −0.43 −0.54 −0.26 −0.29 −0.35 −0.33 −0.50
Worker Wait −0.24 −0.10 0.04 −0.14 −0.13 −0.14 0.00
Worker Time 0.19 0.12 0.00 0.11 0.09 0.10 0.50

Machine
Time 0.82 0.35 0.28 0.11 0.12 0.10 1.00

Besides the discussion above, a final aspect needs to be explored. The machine
currently has a lead time of 2 min. Nevertheless, according to the supplier, the new version
of the software can carry out the task in half of it (1 min). Then, considering that the workers
are not analyzing in parallel and the possible improvements in the machine, Table 7 shows
the best alternatives for both scenarios.

Table 7. Best alternatives.

Machine Time Workers Machines Avg. Queue Time Avg. Lead Time

2 5 5 1.27 7.11

5 3 1.31 7.12

3 3 55.47 7.11

1 5 3 0.66 6.12

5 5 0.67 6.10

5 1 1.58 6.35

3 3 17.59 6.12

Based on Table 7, the best decision is to use 3 machines, as it requires less investment
and has the same efficiency as 5 machines. Additionally, considering that trucks can wait in
the queue and that the machine can be improved, the best number of workers is 3 as well.
Then, it can be concluded that in the best scenario, when the machine is improved, the best
arrangement is 3 workers to 3 machines. Nevertheless, if the machine is not improved,
then the best arrangement is 5 workers to 3 machines.

4. Conclusions

This paper presented a novel approach combining Discrete Event Simulation and
machine learning to enhance decision-making in logistics. A systematic three-step method-
ology was employed. The initial phase involved conducting on-site visits to the cooperative
to gather relevant data. Subsequently, a simulation model was developed to generate data
encompassing various scenarios. Finally, in the third step, a machine learning approach
was applied to predict both the queue time of trucks and the lead time. This comprehensive
methodology enabled a structured and analytical approach to tackle the problem at hand.
This study aimed to understand the logistical impact of selecting different scenarios to
support decision-makers in determining the best configuration for the process. Therefore,
in the real case of a Brazilian cooperative, the best number of workers to be hired and
machines to be allocated to the Soybean Seeds Classification Process was calculated. The
results confirm the expected strong connection between the queue time and the lead time,
i.e., the higher the lead time, the higher the queue time. In addition, the queue time is
affected mainly by the system capacity (number of workers), while the lead time is affected
by machine capacity.

With the integration of the new machine into the system, the process gains accuracy,
ensuring that the results of “Injury Classification” are truthful, mitigating the possibility
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of fraud and bribery, thereby generating greater reliability for both the company and its
clients. Additionally, with this suggested configuration, the machine’s implementation
should not result in significant queue time, which would render its utilization impractical.
As a result, the process becomes more efficient and effective.

The utilization of machine learning presents significant potential by facilitating decision-
making. This data-driven approach empowers decision-makers to provide informed rec-
ommendations for achieving the optimal configuration of the process, thereby enhancing
efficiency and productivity. Moreover, the combination of discrete event simulation with
machine learning highlights the capacity to leverage diverse techniques in addressing
real-world challenges. For theoretical implications, this is the first article, to the best of the
authors’ knowledge, to employ a combined approach of simulation and machine learning
to generate data that aids decision-making regarding investments in process improvements.

Regarding the contributions inherent in this work, the first relates directly to the
field of agriculture. Against the backdrop of the growing importance of the efficiency of
agricultural systems, a method is proposed that aims to better plan the allocation of critical
resources—in this case, directly in the classification process—that can be used by other
similar operations, considering other types of grains or products, reducing logistical costs,
waiting times, and lead times.

In terms of practical implications, this work has contributed to the capacity planning
process. In the approach proposed in this research, the company’s managers obtained
improved forecast data for future scenarios, supporting better decision-making in line
with the company’s operational objectives. Although the results cannot be generalized
to other companies as this is a specific case, companies can adapt this method to make
accurate decisions based on hypothetical scenarios, benefiting from a simple and low-
cost implementation process. Additionally, the model could encompass more forecasting
models or include different data for training.

As a limitation of this research, the costs of hiring workers and purchasing machinery
were not analyzed. Furthermore, the proposed approach was not compared to traditional
methods such as Little’s law, the funnel model, or factory physics. These, then, are some
recommendations for future directions of this research. Furthermore, the development of
a framework that enhances the applied method to achieve generalization for other cases
is recommended.
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