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Preface to ”Hopf Algebras, Quantum Groups and

Yang-Baxter Equations”

Various aspects of the Yang-Baxter equation, related algebraic structures, and applications are

presented in this volume.

The algebraic approach to bundles in non-commutative geometry and the definition of quantum

real weighted projective spaces are reviewed in ”Bundles over Quantum Real Weighted Projective

Spaces”, by Tomasz Brzeziński and Simon A. Fairfax.

Let NSymm be the Hopf algebra of non-commutative symmetric functions. In ”Hasse-Schmidt

Derivations and the Hopf Algebra of Non-Commutative Symmetric Functions”, by Michiel

Hazewinkel, it is shown that an associative algebra A with a Hasse-Schmidt derivation on it is exactly

the same as an NSymm module algebra.

An application of the program of groupoidification, leading up to a sketch of a categorification

of the Hecke algebroid, is presented in the article ”The Hecke Bicategory” by Alexander E. Hoffnung.

”Gradings, Braidings, Representations, Paraparticles: Some Open Problems”, by Konstantinos

Kanakoglou, is a research proposal on the algebraic structure, the representations, and the possible

applications of paraparticle algebras.

Apoorva Khare, in the article ”The Sum of a Finite Group of Weights of a Hopf Algebra”,

evaluates the sum of a finite group of linear characters of a Hopf algebra, at all grouplike and

skew-primitive elements.

”Valued Graphs and the Representation Theory of Lie Algebras”, by Joel Lemay, deals with

quivers (directed graphs), species (a generalization of quivers), and their representations (which play

a key role in many areas of mathematics including combinatorics, geometry, and algebra).

”Hopf Algebra Symmetries of an Integrable Hamiltonian for Anyonic Pairing”, by Jon Links, is

a mathematical physics paper.

”The Duality between Corings and Ring Extensions”, by Florin F. Nichita and Bartosz Zielinski,

deals with an extension for the duality between corings and ring extensions.

”From Coalgebra to Bialgebra for the Six-Vertex Model: The Star-Triangle Relation as a Necessary

Condition for Commuting Transfer Matrices”, by Jeffrey R. Schmidt, is a mathematical physics paper.

”Frobenius-Schur Indicator for Categories with Duality”, by Kenichi Shimizu, introduces the

Frobenius–Schur indicator for categories with duality.

”Quasitriangular Structure of Myhill–Nerode Bialgebras”, by Robert G. Underwood,

investigates the quasitriangular structure of Myhill-Nerode bialgebras.

I would like to thank the authors who contributed to this volume, in addition to the referees and

the editorial staff of Axioms.

Florin Felix Nichita

Special Issue Editor
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Article

Bundles over Quantum Real Weighted
Projective Spaces

Tomasz Brzeziński * and Simon A. Fairfax

Department of Mathematics, Swansea University, Singleton Park, Swansea SA2 8PP, UK;
E-Mail: 201102@swansea.ac.uk
* E-Mail: T.Brzezinski@swansea.ac.uk; Tel.: +44-1792-295460; Fax: +44-1792-295843.
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Abstract: The algebraic approach to bundles in non-commutative geometry and the Definition of
quantum real weighted projective spaces are reviewed. Principal U(1)-bundles over quantum real
weighted projective spaces are constructed. As the spaces in question fall into two separate classes,
the negative or odd class that generalises quantum real projective planes and the positive or even class
that generalises the quantum disc, so do the constructed principal bundles. In the negative case the
principal bundle is proven to be non-trivial and associated projective modules are described. In the
positive case the principal bundles turn out to be trivial, and so all the associated modules are free. It
is also shown that the circle (co)actions on the quantum Seifert manifold that define quantum real
weighted projective spaces are almost free.

Keywords: quantum real weighted projective space; principal comodule algebra; noncommutative
line bundle

1. Introduction

In an algebraic setup an action of a circle on a quantum space corresponds to a coaction of a
Hopf algebra of Laurent polynomials in one variable on the noncommutative coordinate algebra of
the quantum space. Such a coaction can equivalently be understood as a Z-grading of this coordinate
algebra. A typical Z-grading assigns degree ±1 to every generator of this algebra (different from
the identity). The degree zero part forms a subalgebra which in particular cases corresponds to
quantum complex or real projective spaces (grading of coordinate algebras of quantum spheres [1] or
prolonged quantum spheres [2]). Often this grading is strong, meaning that the product of i, j-graded
parts is equal to the i + j-part of the total algebra. In geometric terms this reflects the freeness of the
circle action.

In two recent papers [3,4] circle actions on three-dimensional (and, briefly, higher dimensional)
quantum spaces were revisited. Rather than assigning a uniform grade to each generator, separate
generators were given degree by pairwise coprime integers. The zero part of such a grading of the
coordinate algebra of the quantum odd-dimensional sphere corresponds to the quantum weighted
projective space, while the zero part of such a grading of the algebra of the prolonged even dimensional
quantum sphere leads to quantum real weighted projective spaces.

In this paper we focus on two classes of algebras O(RP2
q(l; −)) (l a positive integer) and

O(RP2
q(l;+)) (l an odd positive integer) identified in [3] as fixed points of weighted circle actions on

the coordinate algebra O(Σ3
q) of a non-orientable quantum Seifert manifold described in [2]. Our aim

is to construct quantum U(1)-principal bundles over the corresponding quantum spaces RP2
q(l; ±)

and describe associated line bundles. Recently, the importance of such bundles in non-commutative
geometry was once again brought to the fore in [5], where the non-commutative Thom construction

Axioms 2012, 1, 201–225; doi:10.3390/axioms1020201 www.mdpi.com/journal/axioms1
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was outlined. As a further consequence of the principality of U(1)-coactions we also deduce that
RP2

q(l; ±) can be understood as quotients of Σ3
q by almost free S1-actions.

We begin in Section 2 by reviewing elements of algebraic approach to classical and quantum
bundles. We then proceed to describe algebras O(RP2

q(l; ±)) in Section 3. Section 4 contains main
results including construction of principal comodule algebras over O(RP2

q(l; ±)). We observe that
constructions albeit very similar in each case yield significantly different results. The principal
comodule algebra over O(RP2

q(l; −)) is non-trivial while that over O(RP2
q(l;+)) turns out to be

trivial (this means that all associated bundles are trivial, hence we do not mention them in the text).
Whether it is a consequence of our particular construction or there is a deeper (topological or geometric)
obstruction to constructing non-trivial principal circle bundles over RP2

q(l;+) remains an interesting
open question.

Throughout we work with involutive algebras over the field of complex numbers (but the algebraic
results remain true for all fields of characteristic 0). All algebras are associative and have identity, we
use the standard Hopf algebra notation and terminology and we always assume that the antipode of a
Hopf algebra is bijective. All topological spaces are assumed to be Hausdorff.

2. Review of Bundles in Non-Commutative Geometry

The aim of this section is to set out the topological concepts in relation to topological bundles, in
particular principal bundles. The classical connection is made for interpreting topological concepts in
an algebraic setting, providing a manageable methodology for performing calculations. In particular,
the connection between principal bundles in topology and the algebraic Hopf–Galois condition is
described. The reader familiar with classical theory of bundles can proceed directly to Definition 8.

2.1. Topological Aspects of Bundles

As a natural starting point, bundles are defined and topological properties are described.
The principal map is defined and shown that injectivity is equivalent to the freeness condition. The
image of the canonical map is deduced and necessary conditions are imposed to ensure the bijectivity
of this map. The detailed account of the material presented in this section can be found in [6].

Definition 1. A bundle is a triple (E, π, M) where E and M are topological spaces and π : E → M is
a continuous surjective map. Here M is called the base space, E the total space and π the projection of
the bundle.

For each m ∈ M, the fibre over m is the topological space π−1(m), i.e., the points on the total
space which are projected, under π, onto the point m in the base space. A bundle whose fibres are
homeomorphic which satisfies a condition known as local triviality are known as fibre bundles. This is
formally expressed in the next Definition.

Definition 2. A fibre bundle is a triple (E, π, M, F) where (E, π, M) is bundle and F is a topological
space such that π−1(m) are homeomorphic to F for each m ∈ M. Furthermore, π satisfies the local
triviality condition.

The local triviality condition is satisfied if for each x ∈ E, there is an open neighourhood U ⊂ B
such that π−1(U) is homeomorphic to the product space U × F, in such a way that π carries over to
the projection onto the first factor. That is the following diagram commutes:

π−1(U)

π

��

φ �� U × F

p1
��U.

2
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The map p1 is the natural projection U × F → U and φ : π−1(U) → U × F is a homeomorphism.

Example 1. An Example of a fibre bundle which is non-trivial, i.e., not a global product space, is the
Möbius strip. It has a circle that runs lengthwise through the centre of the strip as a base B and a line
segment running vertically for the fibre F. The line segments are in fact copies of the real line, hence
each π−1(m) is homeomorphic to R and the Mobius strip is a fibre bundle.

Let X be a topological space which is compact and satisfies the Hausdorff property and G a
compact topological group. Suppose there is a right action � : X × G → X of G on X and write
x � g = xg.

Definition 3. An action of G on X is said to be free if xg = x for any x ∈ X implies that g = e, the
group identity.

With an eye on algebraic formulation of freeness, the principal map FG : X × G → X × X is defined
as (x, g) �→ (x, xg).

Proposition 1. G acts freely on X if and only if FG is injective.

Proof. “⇐=" Suppose the action is free, hence xg = x implies that g = e. If (x, xg) = (x′, x′g′),
then x = x′ and xg = xg′. Applying the action of g′−1 to both sides of xg = xg′ we get x(gg′−1) = x,
which implies gg′−1 = e by the freeness property, concluding g = g′ and FG is injective as required.

“=⇒" Suppose FG is injective, so FG(x, g) = FG(x′, g′) or (x, xg) = (x′, x′g′) implies x = x′ and
g = g′. Since x = xe from the properties of the action, if x = xg then g = e from the injectivity property.

�

Since G acts on X we can define the quotient space X/G,

Y = X/G := {[x] : x ∈ X}, where [x] = xG = {xg : g ∈ G}

The sets xG are called the orbits of the points x. They are defined as the set of elements in X to which
x can be moved by the action of elements of G. The set of orbits of X under the action of G forms a
partition of X, hence we can define the equivalence relation on X as,

x ∼ y ⇐⇒ ∃g ∈ G such that xg = y

The equivalence relation is the same as saying x and y are in the same orbit, i.e., xG = yG. Given any
quotient space, then there is a canonical surjective map

π : X → Y = X/G, x �→ xG = [x]

which maps elements in X to their orbits. We define the pull-back along this map π to be the set

X ×Y X := {(x, y) ∈ X × X : π(x) = π(y)}

As described above, the image of the principal map FG contains elements of X in the first leg and the
action of g ∈ G on x in the second leg. To put it another way, the image records elements of x ∈ X in
the first leg and all the elements in the same orbit as this x in the second leg. Hence we can identify the
image of the canonical map as the pull back along π, namely X ×Y X. This is formally proved as a part
of the following Proposition.

3
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Proposition 2. G acts freely on X if and only if the map

FG
X : X × G → X ×Y X, (x, g) �→ (x, xg)

is bijective.

Proof. First note that the map FG
X is well-defined since the elements x and xg are in the same orbit

and hence map to the same equivalence class under π. Using Proposition 1 we can deduce that the
injectivity of FG

X is equivalent to the freeness of the action. Hence if we can show that FG
X is surjective

the proof is complete.
Take (x, y) ∈ X ×Y X. This means π(x) = π(y), which implies x and y are in the same equivalence

class, which in turn means they are in the same orbit. We can therefore deduce that y = xg for some
g ∈ G. So, (x, y) = (x, xg) = FG

X (x, g) implying (x, y) ∈ ImFG
X . Hence ImFG

X = X ×Y X completing
the proof. 
�

Definition 4. An action of G on X is said to be principal if the map FG is both injective and continuous
(and such that the inverse image of a compact subset is compact in a case of locally compact spaces).

Since the injectivity and freeness condition are equivalent, we can interpret principal actions
as both free and continuous actions. We can also deduce that these types of actions give rise to
homeomorphisms FG

X from X × G onto the space X ×X/G X. Principal actions lead to the concept of
topological principle bundles.

Definition 5. A principal bundle is a quadruple (X, π, M, G) such that
(a) (X, π, M) is a bundle and G is a topological group acting continuously on X with action

� : X × G → X, x � g = xg;
(b) the action � is principal;
(c) π(x) = π(y) ⇐⇒ ∃g ∈ G such that y = xg;
(d) the induced map X/G → M is a homeomorphism.

The first two properties tell us that principal bundles are bundles admitting a principal action of a
group G on the total space X, i.e., principal bundles correspond to principal actions. By Definition (4),
principal actions occur when the principal map is both injective and continuous, or equivalently,
when the action is free and continuous. The third property ensures that the fibres of the bundle
correspond to the orbits coming from the action and the final property implies that the quotient space
can topologically be viewed as the base space of the bundle.

Example 2. Suppose X is a topological space and G a topological group which acts on X from the
right. The triple (X, π, X/G) where X/G is the orbit space and π the natural projection is a bundle.
A principal action of G on X makes the quadruple (X, π, X/G, G) a principal bundle.

We describe a principal bundle (X, π, Y, G) as a G-principal bundle over (X, π, Y), or X as a
G-principal bundle over Y.

Definition 6. A vector bundle is a bundle (E, π, M) where each fibre π−1(m) is endowed with a vector
space structure such that addition and scalar multiplication are continuous maps.

Any vector bundle can be understood as a bundle associated to a principal bundle in the following
way. Consider a G-principal bundle (X, π, Y, G) and let V be a representation space of G, i.e., a

4
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(topological) vector space with a (continuous) left G-action � : G × V → V, (g, v) �→ g � v. Then G acts
from the right on X × V by

(x, v) � g := (xg, g−1 � v), for all x ∈ X, v ∈ V and g ∈ G

We can define E = (X × V)/G and a surjective (continuous map) πE : E → Y, (x, v) � G �→ π(x) and
thus have a fibre bundle (E, πE, Y, V). In the case where V is a vector space, we assume that G acts
linearly on V.

Definition 7. A section of a bundle (E, πE, Y) is a continuous map s : Y → E such that, for all y ∈ Y,

πE(s(y)) = y

i.e., a section is simply a section of the morphism πE. The set of sections of E is denoted by Γ(E).

Proposition 3. Sections in a fibre bundle (E, πE, Y, V) associated to a principal G-bundle X are in bijective
correspondence with (continuous) maps f : X → V such that

f (xg) = g−1 � f (x)

All such G-equivariant maps are denoted by HomG(X, V).

Proof. Remember that Y = X/G. Given a map f ∈ HomG(X, V), define the section s f : Y → E ,
xG �→ (x, f (x)) � G.

Conversely, given s ∈ Γ(E), define fs : X → V by assigning to x ∈ X a unique v ∈ V such that
s(xG) = (x, v) � G. Note that v is unique, since if (x, w) = (x, v) � g, then xg = x and w = g−1 � v.
Freeness implies that g = e, hence w = v. The map fs has the required equivariance property, since the
element of (X × V)/G corresponding to xg is g−1 � v. 
�
2.2. Non-Commutative Principal and Associated Bundles

To make the transition from algebraic formulation of principal and associated bundles to
non-commutative setup more transparent, we assume that X is a complex affine variety with an
action of an affine algebraic group G and set Y = X/G (all with the usual Euclidean topology).
Let O(X), O(Y) and O(G) be the corresponding coordinate rings. Put A = O(X) and H = O(G) and
note the identification O(G × G) ∼= O(G) ⊗ O(G). Through this identification, O(G × G) is a Hopf
algebra with comultiplication: f �→ (Δ f ), (Δ f )(g, h) = f (gh), counit ε : O(G) → C, ε( f ) = f (e), and
the antipode S : H → H, (S f )(g) = f (g−1).

Using the fact that G acts on X we can construct a right coaction of H on A by �A : A → A ⊗ H,
�A(a)(x, g) = a(xg). This coaction is an algebra map due to the commutativity of the algebras of
functions involved.

We have viewed the spaces of polynomial functions on X and G, next we view the space of
functions on Y, B := O(Y), where Y = X/G. B is a subalgebra of A by

π∗ : B → A, b �→ b ◦ π

where π is the canonical surjection defined above. The map π∗ is injective, since b �= b′ in O(X/G)

means there exists at least one orbit xG = [x] such that b([x]) �= b′([x]), but π(x) = [x], so b(π(x)) �=
b′(π(x)) which implies π∗(b) �= π∗(b′). Therefore, we can identify B with π∗(B). Furthermore,
a ∈ π∗(B) if and only if

a(xg) = a(x)

5
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for all x ∈ X, g ∈ G. This is the same as

�A(a)(x, g) = (a ⊗ 1)(x, g)

for all x ∈ X, g ∈ G, where 1 : G → C is the unit function 1(g) = 1 (the identity element of H).
Thus we can identify B with the coinvariants of the coaction �A:

B = AcoH := {a ∈ A | �A(a) = a ⊗ 1}

Since B is a subalgebra of A, it acts on A via the inclusion map (ab)(x) = a(x)b(π(x)), (ba)(x) =
b(π(x))a(x). We can identify O(X ×Y X) with O(X) ⊗O(Y) O(X) = A ⊗B A by the map

θ(a ⊗B a′)(x, y) = a(x)a′(y), (with π(x) = π(y))

Note that θ is well defined because π(x) = π(y). Proposition 2 immediately yields

Proposition 4. The action of G on X is free if and only if FG∗
X : O(X ×Y X) → O(X × G), f �→ f ◦ FG

X
is bijective.

In view of the Definition of the coaction of H on A, we can identify FG
X

∗ with the canonical map

can : a ⊗B a′ �→ [(x, g) �→ a(x)a′(x.g)] = a�A(a′)

Thus the action of G on X is free if and only if this purely algebraic map is bijective. In the classical
geometry case we take A = O(X), H = O(G) and B = O(X/G), but in general there is no need to
restrict oneself to commutative algebras (of functions on topological spaces). In full generality this
leads to the following Definition.

Definition 8. (Hopf–Galois Extensions) Let H be a Hopf algebra and A a right H-comodule algebra
with coaction �A : A → A ⊗ H. Let B = AcoH := {b ∈ A | �A(b) = b ⊗ 1}, the coinvariant subalgebra
of A. We say that B ⊆ A is a Hopf–Galois extension if the left A-module, right H-comodule map

can : A ⊗B A → A ⊗ H, a ⊗B a′ �→ a�A(a′)

is an isomorphism.

Proposition 4 tells us that when viewing bundles from an algebraic perspective, the freeness
condition is equivalent to the Hopf–Galois extension property. Hence, the Hopf–Galois extension
condition is a necessary condition to ensure a bundle is principal. Not all information about a
topological space is encoded in a coordinate algebra, so to make a fuller reflection of the richness
of the classical notion of a principal bundle we need to require conditions additional to the
Hopf–Galois property.

Definition 9. Let H be a Hopf algebra with bijective antipode and let A be a right H-comodule algebra
with coaction �A : A → A ⊗ H. Let B denote the coinvariant subalgebra of A. We say that A is a
principal H-comodule algebra if:

(a) B ⊆ A is a Hopf–Galois extension;
(b) the multiplication map B ⊗ A → A, b ⊗ a �→ ba, splits as a left B-module and right H-comodule

map (the equivariant projectivity condition).

As indicated already in [7–9], principal comodule algebras should be understood as principal
bundles in noncommutative geometry. In particular, if H is the Hopf algebra associated to a C∗-algebra
of functions on a quantum group [10], then the existence of the Haar measure together with the results

6
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of [8] mean that condition (a) in Definition 9 implies condition (b) (i.e., the freeness of the coaction
implies its principality).

The following characterisation of principal comodule algebras [11,12] gives an effective method
for proving the principality of coaction.

Proposition 5. A right H-comodule algebra A with coaction �A : A → A ⊗ H is principal if and only if it
admits a strong connection form, that is if there exists a map ω : H −→ A ⊗ A, such that

ω(1) = 1 ⊗ 1 (1a)

μ ◦ ω = η ◦ ε (1b)

(ω ⊗ id) ◦ Δ = (id ⊗ �) ◦ ω (1c)

(S ⊗ ω) ◦ Δ = (σ ⊗ id) ◦ (� ⊗ id) ◦ ω (1d)

Here μ : A ⊗ A → A denotes the multiplication map, η : C → A is the unit map, Δ : H → H ⊗ H is
the comultiplication, ε : H → C counit and S : H → H the (bijective) antipode of the Hopf algebra H, and
σ : A ⊗ H → H ⊗ A is the flip.

Proof. If a strong connection form ω exists, then the inverse of the canonical map can (see
Definition 8 ) is the composite

A ⊗ H id⊗ω �� A ⊗ A ⊗ A
μ⊗id �� A ⊗ A �� A ⊗B A

while the splitting of the multiplication map (see Definition 9 (b)) is given by

A
�A

�� A ⊗ H id⊗ω �� A ⊗ A ⊗ A
μ⊗id �� B ⊗ A

Conversely, if B ⊆ A is a principal comodule algebra, then ω is the composite

H
η⊗id �� A ⊗ H can−1

�� A ⊗B A id⊗s �� A ⊗B B ⊗ A
∼= �� A ⊗ A

where s is the left B-linear right H-colinear splitting of the multiplication B ⊗ A → A. 
�

Example 3. Let A be a right H-comodule algebra. The space of C-linear maps Hom(H, A) is an
algebra with the convolution product

f ⊗ g �→ μ ◦ ( f ⊗ g) ◦ Δ

and unit η ◦ ε. A is said to be cleft if there exists a right H-colinear map j : H → A that has an inverse in
the convolution algebra Hom(H, A) and is normalised so that j(1) = 1. Writing j−1 for the convolution
inverse of j, one easily observes that

ω : H → A ⊗ A, h �→ (j−1 ⊗ j)(Δ(h))

is a strong connection form. Hence a cleft comodule algebra is an Example of a principal comodule
algebra. The map j is called a cleaving map or a normalised total integral.

In particular, if j : H → A is an H-colinear algebra map, then it is automatically convolution
invertible (as j−1 = j ◦ S) and normalised. A comodule algebra A admitting such a map is termed a
trivial principal comodule algebra.

7
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Example 4. Let H be a Hopf algebra of the compact quantum group. By the Woronowicz Theorem [10],
H admits an invariant Haar measure, i.e., a linear map Λ : H → C such that, for all h ∈ H,

∑ h(1)Λ(h(2)) = ε(h), Λ(1) = 1

where Δ(h) = ∑ h(1) ⊗ h(2) is the Sweedler notation for the comultiplication. Next, assume that the
lifted canonical map:

can : A ⊗ A → A ⊗ H, a ⊗ a′ �→ a�(a′) (2)

is surjective, and write
� : H → A ⊗ A, �(h) = ∑ �(h)[1] ⊗ �(h)[2]

for the C-linear map such that can(�(h)) = 1 ⊗ h, for all h ∈ H. Then, by the Schneider Theorem [8], A
is a principal H-comodule algebra. Explicitly, a strong connection form is

ω(h) = ∑ Λ
(

h(1)�
(

h(2)
)
[1]

(1)

)
Λ
(
�
(

h(2)
)
[2]

(1)S
(

h(3)
))

�(h(2))
[1]

(0) ⊗ �(h(2))
[2]

(0)

where the coaction is denoted by the Sweedler notation �A(a) = ∑ a(0) ⊗ a(1); see [13].

Having described non-commutative principal bundles, we can look at the associated vector
bundles. First we look at the classical case and try to understand it purely algebraically. Start with a
vector bundle (E, πE, Y, V) associated to a principal G-bundle X. Since V is a vector representation
space of G, also the set HomG(X, V) is a vector space. Consequently Γ(E) is a vector space.
Furthermore, HomG(X, V) is a left module of B = O(Y) with the action (b f )(x) = b(πE(x)) f (x).
To understand better the way in which B-module Γ(E) is associated to the principal comodule algebra
O(X) we recall the notion of the cotensor product.

Definition 10. Given a Hopf algebra H, right H-comodule A with coaction �A and left H-comodule V
with coaction V�, the cotensor product is defined as an equaliser:

A�HV �� A ⊗ V
�A⊗id ��

id⊗V�

�� A ⊗ H ⊗ V

If A is an H-comodule algebra, and B = AcoH , then A�HV is a left B-module with the action
b(a�v) = ba�v. In particular, in the case of a principal G-bundle X over Y = X/G, for any left
O(G)-comodule V the cotensor product O(X)�O(G)V is a left O(Y)-module.

The following Proposition indicates the way in which cotensor products enter description of
associated bundles.

Proposition 6. Assume that the fibre V of a vector bundle (E, πE, Y, V) associated to a principal G-bundle X
is finite dimensional. View V as a left comodule of O(G) with the coaction V� : v �→ ∑ v(−1) ⊗ v(0) (summation
implicit) determined by ∑ v(−1)(g)v(0) = g−1 � v. Then the left O(Y)-module of sections Γ(E) is isomorphic
to the left O(Y)-module O(X)�O(G)V.

Proof. First identify Γ(E) with HomG(X, V). Let {vi ∈ V∗, vi ∈ V} be a (finite) dual basis.
Take f ∈ HomG(X, V), and define θ : HomG(X, V) → O(X)�O(G)V by θ( f ) = ∑i vi ◦ f ⊗ vi.

In the converse direction, define a left O(Y)-module map

θ−1 : O(X)�O(G)V → HomG(X, V), a�v �→ a(−)v

One easily checks that the constructed map are mutual inverses. 
�

8
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Moving away from commutative algebras of functions on topological spaces one uses
Proposition 6 as the motivation for the following Definition.

Definition 11. Let A be a principal H-comodule algebra. Set B = AcoH and let V be a left H-comodule.
The left B-module Γ = A�HV is called a module associated to the principal comodule algebra A.

Γ is a projective left B-module, and if V is a finite dimensional vector space, then Γ is a finitely
generated projective left B-module. In this case it has the meaning of a module of sections over a
non-commutative vector bundle. Furthermore, its class gives an element in the K0-group of B. If A
is a cleft principal comodule algebra, then every associated module is free, since A ∼= B ⊗ H as a left
B-module and right H-comodule, so that

Γ = A�HV ∼= (B ⊗ H)�HV ∼= B ⊗ (H�HV) ∼= B ⊗ V

3. Weighted Circle Actions on Prolonged Spheres.

In this section we recall the Definitions of algebras we study in the sequel.

3.1. Circle Actions and Z-Gradings.

The coordinate algebra of the circle or the group U(1), O(S1) = O(U(1)) can be identified with
the ∗-algebra C[u, u∗] of Laurent polynomials in a unitary variable u (unitary means u−1 = u∗). As a
Hopf ∗-algebra C[u, u∗], is generated by the grouplike element u, i.e.,

Δ(u) = u ⊗ u, ε(u) = 1, S(u) = u∗

and thus it can be understood as the group algebra CZ. As a consequence of this interpretation of
C[u, u∗], an algebra A is a C[u, u∗]-comodule algebra if and only if A is a Z-graded algebra,

A =
⊕
n∈Z

An, An := {a ∈ A | �A(a) = a ⊗ un}, Am An ⊆ Am+n

A0 is the coinvariant subalgebra of A. Since C[u, u∗] is spanned by grouplike elements, any convolution
invertible map j : C[u, u∗] → A must assign a unit (invertible element) of A to un. Furthermore,
colinear maps are simply the Z-degree preserving maps, where deg(u) = 1. Put together, convolution
invertible colinear maps j : C[u, u∗] → A are in one-to-one correspondence with sequences

(an : n ∈ Z, an is a unit in A, deg(an) = n)

3.2. The O(Σ2n+1
q ) and O(RPq(l0, ..., ln)) Coordinate Algebras

Let q be a real number, 0 < q < 1. The coordinate algebra O(S2n
q ) of the even-dimensional

quantum sphere is the unital complex ∗-algebra with generators z0, z1, . . . , zn, subject to the
following relations:

zizj = qzjzi for i < j, ziz∗
j = qz∗

j zi for i �= j (3a)

ziz∗
i = z∗

i zi + (q−2 − 1)
n

∑
m=i+1

zmz∗
m,

n

∑
m=0

zmz∗
m = 1, z∗

n = zn (3b)

O(S2n
q ) is a Z2-graded algebra with deg(zi) = 1 and so is C[u, u∗] (with deg(u) = 1). In other words,

O(S2n
q ) is a right CZ2-comodule algebra and C[u, u∗] is a left CZ2-comodule algebra, hence one can

consider the cotensor product algebra O(Σ2n+1
q ) := O(S2n

q )�CZ2C[u, u∗]. It was shown in [2] that, as
a unital ∗-algebra, O(Σ2n+1

q ) has generators ζ0, ..., ζn and a central unitary ξ which are related in the
following way:

ζiζ j = qζ jζi for i < j, ζiζ
∗
j = qζ∗

j ζi for i �= j (4a)

9
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ζiζ
∗
i = ζ∗

i ζi + (q−2 − 1)
n

∑
m=i+1

ζmζ∗
m,

n

∑
m=0

ζmζ∗
m = 1, ζ∗

n = ζnξ (4b)

For any choice of n + 1 pairwise coprime numbers l0, ..., ln one can define the coaction of the Hopf
algebra O(U(1)) = C[u, u∗] on O(Σ2n+1

q ) as

�l0,...,ln : O(Σ2n+1
q ) → O(Σ2n+1

q ) ⊗ C[u, u∗], ζi �→ ζi ⊗ uli , ξ �→ ξ ⊗ u−2ln (5)

for i = 0, 1, ..., n. This coaction is then extended to the whole of O(Σ2n+1
q ) so that O(Σ2n+1

q ) is a right
C[u, u∗]-comodule algebra.

The algebra of coordinate functions on the quantum real weighted projective space is now defined
as the subalgebra of O(Σ2n+1

q ) containing all coinvariant elements, i.e.,

O(RPq(l0, ..., ln)) = O(Σ2n+1
q )O(U(1)) := {x ∈ O(Σ2n+1

q ) : �l0,...,ln(x) = x ⊗ 1}

3.3. The 2D Quantum Real Projective Space O(RPq(k, l)) ⊂ O(Σ3
q)

In this paper we consider two-dimensional quantum real weighted projective spaces, i.e., the
algebras obtained from the coordinate algebra O(Σ3

q) which is generated by ζ0, ζ1 and central unitary
ξ such that

ζ0ζ1 = qζ1ζ0, ζ0ζ∗
1 = qζ∗

1 ζ0 (6a)

ζ0ζ∗
0 = ζ∗

0 ζ0 + (q−2 − 1)ζ2
1ξ, ζ0ζ∗

0 + ζ2
1ξ = 1, ζ∗

1 = ζ1ξ (6b)

The linear basis of O(Σ3
q) is

{ζr
0ζs

1ξt, ζ∗r
0 ζs

1ξt, | r, s, ∈ N, t ∈ Z} (7)

For a pair k, l of coprime positive integers, the coaction �k,l is given on generators by

ζ0 �→ ζ0 ⊗ uk, ζ1 �→ ζ1 ⊗ ul , ξ �→ ξ ⊗ u−2l (8)

and extended to the whole of O(Σ3
q) so that the coaction is a ∗-algebra map. We denote the comodule

algebra O(Σ3
q) with coaction �k,l by O(Σ3

q(k, l)).
It turns out that the two dimensional quantum real projective spaces split into two cases depending

on not wholly the parameter k but instead whether k is either even or odd, and hence only cases k = 1
and k = 2 need to be considered [3]. We describe these cases presently.

3.3.1. . The Odd or Negative Case

For k = 1, O(RP2
q(l; −)) is a polynomial ∗-algebra generated by a, b, c− which satisfy the relations:

a = a∗, ab = q−2lba, ac− = q−4l c−a, b2 = q3l ac−, bc− = q−2l c−b (9a)

bb∗ = q2l a
l−1

∏
m=0

(1 − q2ma), b∗b = a
l

∏
m=1

(1 − q−2ma) (9b)

b∗c− = q−l
l

∏
m=1

(1 − q−2ma)b, c−b∗ = qlb
l−1

∏
m=0

(1 − q2ma) (9c)

c−c∗
− =

2l−1

∏
m=0

(1 − q2ma), c∗
−c− =

2l

∏
m=1

(1 − q−2ma) (9d)

The embedding of generators of O(RP2
q(l; −)) into O(Σ3

q) or the isomorphism of O(RP2
q(l; −)) with

the coinvariants of O(Σ3
q(1, l)) is provided by

a �→ ζ2
1ξ, b �→ ζ l

0ζ1ξ, c− �→ ζ2l
0 ξ (10)

10
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Up to equivalence O(RP2
q(l; −)) has the following irreducible ∗-representations. There is a family

of one-dimensional representations labelled by θ ∈ [0, 1) and given by

πθ(a) = 0, πθ(b) = 0, πθ(c−) = e2πiθ (11)

All other representations are infinite dimensional, labelled by r = 1, . . . , l, and given by

πr(a)er
n = q2(ln+r)er

n, πr(b)er
n = qln+r

l

∏
m=1

(
1 − q2(ln+r−m)

)1/2
er

n−1, πr(b)er
0 = 0 (12a)

πr(c−)er
n =

2l

∏
m=1

(
1 − q2(ln+r−m)

)1/2
er

n−2, πr(c−)er
0 = πr(c−)er

1 = 0 (12b)

where er
n, n ∈ N, is an orthonormal basis for the representation space Hr ∼= l2(N).

The C∗-algebra of continuous functions on RP2
q(l; −), obtained as the completion of these bounded

representations, can be identified with the pullback of l-copies of the quantum real projective plane
RP2

q introduced in [14].

3.3.2. . The Even or Positive Case

For k = 2 and hence l odd, O(RP2
q(l;+)) is a polynomial ∗-algebra generated by a, c+ which

satisfy the relations:
a∗ = a, ac+ = q−2l c+a (13a)

c+c∗
+ =

l−1

∏
m=0

(1 − q2ma), c∗
+c+ =

l

∏
m=1

(1 − q−2ma) (13b)

The embedding of generators of O(RP2
q(l;+)) into O(Σ3

q) or the isomorphism of O(RP2
q(l;+)) with

the coinvariants of O(Σ3
q(2, l)) is provided by

a �→ ζ2
1ξ, c+ �→ ζ l

0ξ (14)

Similarly to the odd k case, there is a family of one-dimensional representations of O(RP2
q(l;+))

labelled by θ ∈ [0, 1) and given by

πθ(a) = 0, πθ(c+) = e2πiθ (15)

All other representations are infinite dimensional, labelled by r = 1, . . . , l, and given by

πr(a)er
n = q2(ln+r)er

n, πr(c+)er
n =

l

∏
m=1

(
1 − q2(ln+r−m)

)1/2
er

n−1, πr(c+)er
0 = 0 (16)

where er
n, n ∈ N is an orthonormal basis for the representation space Hr ∼= l2(N).

The C∗-algebra C(RP2
q(l;+)) of continuous functions on RP2

q(l;+), obtained as the completion of
these bounded representations, can be identified with the pullback of l-copies of the quantum disk
Dq introduced in [15]. Furthermore, C(RP2

q(l;+)) can also be understood as the quantum double
suspension of l points in the sense of [16, Definition 6.1].

4. Quantum Real Weighted Projective Spaces and Quantum Principal Bundles

The general aim of this paper is to construct quantum principal bundles with base spaces given
by O(RP2

q(l; ±)) and fibre structures given by the circle Hopf algebra O(S1) ∼= C[u, u∗]. The question
arises as to which quantum space (i.e., a C[u, u∗]-comodule algebra with coinvariants isomorphic to

11
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O(RP2
q(l; ±))) we should consider as the total space within this construction. We look first at the

coactions of C[u, u∗] on O(Σ3
q) that define O(RPq(k, l)), i.e., at the comodule algebras O(Σ3

q(k, l)).

4.1. The (Non-)Principality of O(Σ3
q(k, l))

Theorem 1. A = O(Σ3
q(k, l)) is a principal comodule algebra if and only if (k, l) = (1, 1).

Proof. As explained in [2] O(Σ3
q(1, 1)) is a prolongation of the CZ2-comodule algebra O(S2

q).
The latter is a principal comodule algebra (over the quantum real projective plane O(RP2

q) [14]) and
since a prolongation of a principal comodule algebra is a principal comodule algebra [8, Remark 3.11],
the coaction �1,1 is principal as stated.

In the converse direction, we aim to show that the canonical map is not an isomorphism by
showing that the image does not contain 1 ⊗ u, i.e., it cannot be surjective since we know 1 ⊗ u is in the
codomain. We begin by identifying a basis for the algebra O(Σ3

q) ⊗ O(Σ3
q); observing the relations in

Equations (6a) and (6b) it is clear that a basis for O(Σ3
q(k, l)) is given by elements of the form

b1 = b1(p1, p2, p3) = ζ
p1
0 ζ

p2
1 ξ p3 , b2 = b2( p̄1, p̄2, p̄3) = ζ

p̄1
0 ζ

p̄2
1 ξ ¯∗p3

b3 = b3(q1, q2, q3) = ζ
∗q1
0 ζ

q2
1 ξq3 , b4 = b4(q̄1, q̄2, q̄3) = ζ

∗q̄1
0 ζ

q̄2
1 ξ∗q̄3

noting that all powers are non-negative. Hence a basis for O(Σ3
q) ⊗ O(Σ3

q) is given by elements of the
form bi ⊗ bj, where i, j ∈ {1, 2, 3, 4}. Applying the canonial map gives

can(bi ⊗ bj) = bi�(bj) = bibj ⊗ udeg(bj), where i, j ∈ {1, 2, 3, 4} (17)

where � means �k,l for simplicity of notation. The next stage is to construct all possible elements in
O(Σ3

q) ⊗ O(Σ3
q) which map to 1 ⊗ u. To obtain the identity in the first leg we must use one of the

following relations:

ζm
0 ζ∗

0
n =

⎧⎪⎪⎨⎪⎪⎩
∏m−1

p=0 (1 − q2pζ2
1ξ) when m = n

ζm−n
0 ∏n−1

p=0 (1 − q2pζ2
1ξ) when m > n

∏m−1
p=0 (1 − q2pζ2

1ξ)ζ∗
0

n−m when n > m

(18a)

ζ∗
0

nζm
0 =

⎧⎪⎪⎨⎪⎪⎩
∏m

p=1 (1 − q−2pζ2
1ξ) when m = n

ζ∗
0

n−m ∏m
p=1 (1 − q−2pζ2

1ξ) when n > m

∏n
p=1 (1 − q−2pζ2

1ξ)ζm−n when n < m

(18b)

or
ξξ∗ = ξ∗ξ = 1

We see that to obtain identity in the first leg we require the powers of ζ0 and ζ∗
0 to be equal. We now

construct all possible elements of the domain which map to 1 ⊗ u after applying the canonical map.
Case 1: use the first relation to obtain ζm

0 ζ∗m
0 (m > 0); this can be done in fours ways. First, using

b1�(b3), b1�(b4), b2�(b3) and b2�(b4). Now,

b1�(b3) ∼ ζ
p1
0 ζ

∗q1
0 ζ

p2+q2
1 ξ p3+q3 ⊗ u−kq1+lq2−2lq3 =⇒ p1 = q1 = m, p2 = q2 = 0, p3 = q3 = 0

and
−kq1 + lq2 − 2lq3 = 1 =⇒ −mk = 1

hence no possible terms. A similar calculation for the three other cases shows that 1 ⊗ u cannot be
obtained as an element of the image of the canonical map in this case.

12
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Case 2: use the second relation to obtain ζ∗n
0 ζn

0 (n > 0); this can be done in four ways b3�(b1),
b3�(b2), b3�(b2) and b4�(b2). Now,

b3�(b1) ∼ ζ
∗q1
0 ζ

p1
0 ζ

p2+q2
1 ξ p3+q3 ⊗ ukp1+lp2−2lp3 =⇒ p1 = q1 = n, p2 = q2 = 0, p3 = q3 = 0

and
nk = 1 =⇒ n = 1 and k = 1

Note that k = 1 is not a problem provided l is not equal to 1. This is reviewed at the next stage of the
proof. The same conclusion is reached in all four cases.

In all possibilities ζ∗n
0 ζn

0 appears only when n = 1, in which case the relation simplifies to
ζ∗

0 ζ0 = 1 − q−2ζ2
1ξ, so the next stage involves constructing elements in the domain which map to

ζ2
1ξ. There are eight possibilities altogether to be checked: b1�(b1), b1�(b2), b1�(b3), b1�(b4), b3�(b1),

b3�(b2), b3�(b3) and b3�(b4). The first case gives:

b1�(b1) ∼ ζ
2p1
0 ζ

2p2
1 ξ2p3 ⊗ ukp1+lp2−2lp3 =⇒ 2p1 = 0, 2p2 = 2, 2p3 = 1

and
kp1 + lp2 − 2lp3 = 1 =⇒ p1 = 0, p2 = 1, p3 has no possible values and l = 1.

Hence 1 ⊗ u cannot be obtained as an element in the image in this case. Similar calculations for the
remaining possibilities show that either 1 ⊗ u is not in the image of the canonical map, or that if 1 ⊗ u
is in the image then k = l = 1.

Case 3: finally, it seems possible that 1 ⊗ u, using the third relation, could be in the image of the
canonical map. All possible elements in the domain which could potentially map to this element are
constructed and investigated. There are eight possibilities: b1�(b2), b1�(b4), b2�(b1), b2�(b3), b3�(b2),
b3�(b4), b4�(b1) and b4�(b3). The first possibility comes out as

b1�(b2) ∼ ζ
p1+ p̄1
0 ζ

p2+ p̄2
1 ξ p3 ξ∗ p̄3 ⊗ ukp̄1+l p̄2+2l p̄3 =⇒ p1 = p̄1 = 0, p2 = p̄2 = 0, p3 = p̄3 = 1

Also
kp̄1 + l p̄2 + 2l p̄3 = 1 =⇒ 2l = 1

which implies there are no terms. The same conclusion can be reached for the remaining relations.
This concludes that 1 ⊗ u, which is contained in O(Σ3

q) ⊗ ⊗C[u, u∗], is not in the image of the
canonical map, proving that this map is not surjective and ultimately not an isomorphism when k
and l are both not simultaneously equal to 1, completing the proof that O(Σ3

q(k, l)) is not a principal
comodule algebra in this case. 
�

Theorem 1 tells us that if we use O(Σ3
q(k, l)) as our total space, then we are forced to put

(k, l) = (1, 1) to ensure that the required Hopf–Galois condition does not fail. A consequence of
this would be the generators ζ0 and ζ1 would have Z-degree 1. This suggests that the comodule
algebra O(Σ3

q(k, l)) is too restrictive as there is no freedom with the weights k or l, and that we should
in fact consider a subalgebra of O(Σ3

q) which admits a O(S1)-coaction that would offer some choice.
Theorem 1 indicates that the desired subalgebra should have generators with grades 1 to ensure the
Hopf–Galois condition is satisfied. This process is similar to that followed in [4], where the bundles
over the quantum teardrops WPq(1, l) have the total spaces provided by the quantum lens spaces
and structure groups provided by the circle group U(1). We follow a similar approach in the sense
that we view O(Σ3

q(k, l)) as a right H-comodule algebra, where H is the Hopf algebra of a suitable
cyclic group.

13
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4.2. The Negative Case O(RP2
q(l; −))

4.2.1. . The Principal O(U(1))-Comodule Algebra over O(RP2
q(l; −))

Take the group Hopf ∗-algebra H = CZl which is generated by unitary grouplike element w and
satisfies the relation wl = 1. The algebra O(Σ3

q) is a right CZl-comodule ∗-algebra with coaction

O(Σ3
q) → O(Σ3

q) ⊗ CZl , ζ0 �→ ζ0 ⊗ w, ζ1 �→ ζ1 ⊗ 1, ξ �→ ξ ⊗ 1 (19)

Note that the Zl-degree of the generator ξ is determined by the degree of ζ1: the relation ζ∗
1 = ζ1ξ

and that the coaction must be compatible with all relations imply that deg(ζ∗
1) = deg(ζ1) + deg(ξ).

Since ζ1 has degree zero, ξ must also have degree zero.
The next stage of the process is to find the coinvariant elements of O(Σ3

q) given the coaction
defined above.

Proposition 7. The fixed point subalgebra of the above coaction is isomorphic to the algebra O(Σ3
q(l; −)),

generated by x, y and z subject to the following relations

y∗ = yz, xy = qlyx, xx∗ =
l−1

∏
p=0

(1 − q2py2z), x∗x =
l

∏
p=1

(1 − q−2py2z) (20)

and z is central unitary. The embedding of O(Σ3
q(l; −)) into O(Σ3

q) is given by x �→ ζ l
0, y �→ ζ1 and z �→ ξ

Proof. Clearly ζ1, ξ, ζ l
0 and ζ∗l

0 are coinvariant elements of O(Σ3
q). Apply the coaction to the

basis (7) to obtain
ζr

0ζs
1ξt �→ ζr

0ζs
1ξt ⊗ wr, ζ∗r

0 ζs
1ξt �→ ζ∗r

0 ζs
1ξt ⊗ w−r

These elements are coinvariant, provided r = r′l. Hence every coinvariant element is a polynomial in
ζ1, ξ, ζ l

0 and ζ∗l
0 . Equations (20) are now easily derived from Equations (6) and (18). 
�

The algebra O(Σ3
q(l; −)) is a right O(U(1))-comodule coalgebra with coaction defined as

ϕ : O(Σ3
q(l; −)) → O(Σ3

q(l; −)) ⊗ O(U(1)), x �→ x ⊗ u, y �→ y ⊗ u, z �→ z ⊗ u−2 (21)

Note in passing that the second and third relations in Equations (20) tell us that the grade of z must be
double the grade of y∗ since xx∗ and x∗x have degree zero, and so

deg(y2z) = deg(y2) + deg(z) = 2 deg(y) + deg(z) = 0 =⇒ deg(z) = −2 deg(y) = 2 deg(y∗)

Proposition 8. The algebra O(Σ3
q(l; −))coO(U(1)) of invariant elements under the coaction ϕ is isomorphic to

the O((RPq(l; −)).

Proof. We aim to show that the ∗-subalgebra of O(Σ3
q(l; −)) of elements which are invariant

under the coaction is generated by x2z, xyz and y2z. The isomorphism of O(Σ3
q(l; −))coO(U(1))

with O((RPq(l; −)) is then obtained by using the embedding of O(Σ3
q(l; −)) in O(Σ3

q) described
in Proposition 7, i.e., y2z �→ ζ1ξ �→ a, xyz �→ ζ l

0ζ1ξ �→ b and x2z �→ ζ2l
0 ξ �→ c−.

The algebra O(Σ3
q(l; −)) is spanned by elements of the type xryszt, x∗ryszt, where r, s ∈ N and

t ∈ Z. Applying the coaction ϕ to these basis elements gives xryszt �→ xryszt ⊗ ur+s−2t. Hence xryszt

is ϕ-invariant if and only if 2t = r + s. If r is even, then s is even and

xryszt = xrysz(r+s)/2 = (x2z)r/2(y2z)s/2

14
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If r is odd, then so is s and

xryszt = xrysz(r+s)/2 ∼ (x2z)(r−1)/2(y2z)(s−1)/2(xyz)

The case of x∗ryszt is dealt with similarly, thus proving that all coinvariants of ϕ are polynomials in
x2z, xyz, y2z and their ∗-conjugates. 
�

The main result of this section is contained in the following Theorem.

Theorem 2. O(Σ3
q(l; −)) is a non-cleft principal O(U(1))-comodule algebra over O(RPq(l;+)) via the

coaction ϕ.

Proof. To prove that O(Σ3
q(l; −)) is a principal O(U(1))-comodule algebra over O(RPq(l;+))

we employ Proposition 5 and construct a strong connection form as follows.
Define ω : O(U(1)) → O(Σ3

q(l; −)) ⊗ O(Σ3
q(l; −)) recursively as follows.

ω(1) = 1 ⊗ 1 (22a)

ω(un) = x∗ω(un−1)x −
l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

y2m−1zmω(un−1)y (22b)

ω(u−n) = xω(u−n+1)x∗ −
l

∑
m=1

(−1)mqm(m−1)
(

l
m

)
q2

y2m−1zm−1ω(u−n+1)yz (22c)

where n ∈ N and, for all s ∈ R, the deformed or q-binomial coefficients ( l
m)s are defined by the following

polynomial equality in indeterminate t

l

∏
m=1

(1 + sm−1t) =
l

∑
m=0

sm(m−1)/2
(

l
m

)
s
tm (23)

The map ω has been designed such that normalisation property, Equation (1a), is automatically
satisfied. To check Equation (1b) for ω given by Equation (22b) and (22c) takes a bit more work. We
use proof by induction, but first have to derive an identity to assist with the calculation. Set s = q−2,
t = −q−2y∗y in Equation (23) to arrive at

l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

y∗mym =
l

∏
m=1

(1 + q−2(m−1)(−q−2y∗y)) − 1

which, using Equations (20), simplifies to

l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

y2mzm =
l

∏
m=1

(1 − q−2my2z) − 1 = x∗x − 1 (24)

Now to start the induction process we consider the case n = 1. By Equation (24) (μ ◦ ω)(u) = 1
providing the basis. Next, we assume that the relation holds for n = N, that is (μ ◦ ω)(uN) = 1, and
consider the case n = N + 1,

ω(uN+1) = x∗ω(uN)x −
l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

y2m−1zmω(uN)y

applying the multiplication map to both sides and using the induction hypothesis,

(m ◦ ω)(uN+1) = x∗x −
l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

y2mzm = x∗x − (x∗x − 1) = 1

15
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showing Equation (1b) holds for all un ∈ O(U(1)), where n ∈ N. To show this property holds for each
u∗n = u−n we adopt the same strategy; this is omitted from the proof as it does not provide further
insight, instead repetition of similar arguments.

Equation (1c): this is again proven by induction. Applying (id ⊗ ϕ) to ω(u) gives

x∗ ⊗ x ⊗ u −
l

∑
m=1

(−1)mq−m(m−1)
(

l
m

)
q2

y2m−1zm ⊗ y ⊗ u

= (x∗ ⊗ x −
l

∑
m=1

(−1)mq−m(m−1)
(

l
m

)
q2

y2m−1zm ⊗ y) ⊗ u

= ω(u) ⊗ u = (ω ⊗ id) ◦ Δ(u)

This shows that Equation (1c) holds for ω given by Equation (22b) when n = 1. We now assume the
property holds for n = N − 1, hence (id ⊗ ϕ) ◦ w(uN−1) = (ω ⊗ id) ◦ Δ(uN−1) = ω(uN−1) ⊗ uN−1,
and consider the case n = N.

(id ⊗ ϕ)(w(uN)) = (id ⊗ ϕ)(x∗ω(uN−1)x −
l

∑
m=1

(−1)mq−m(m−1)
(

l
m

)
q−2

y2m−1zmω(uN−1)y)

= x∗((id ⊗ ϕ)(ω(uN−1)x))

−
l

∑
m=1

(−1)mq−m(m−1)
(

l
m

)
q−2

y2m−1zm((id ⊗ ϕ)(ω(uN−1)y)

= x∗ω(uN−1)x ⊗ uN −
l

∑
m=1

(−1)mq−m(m−1)
(

l
m

)
q−2

y2m−1zmω(uN−1)y ⊗ uN

= ω(uN) ⊗ uN = (ω ⊗ id) ◦ Δ(uN)

hence Equation (1c) is satisfied for all un ∈ O(U(1)) where n ∈ N. The case for u∗n is proved in a similar
manner, as is Equation (1d). Again, the details are omitted as the process is identical. This completes
the proof that ω is a strong connection form, hence O(Σ3

q(l, −)) is a principal comodule algebra.
Following the discussion of Section 3.1, to determine whether the constructed comodule algebra

is cleft we need to identify invertible elements in O(Σ3
q(l, −)). Since

O(Σ3
q(l, −)) ⊂ O(Σ3

q)
∼= O(S2

q)�CZ2 O(U(1)) ⊂ O(S2
q) ⊗ O(U(1))

and the only invertible elements in the algebraic tensor O(S2
q)⊗ O(U(1)) are scalar multiples of 1 ⊗ un

for n ∈ N, we can conclude that the only invertible elements in O(S2
q)�CZ2 O(U(1)) are the elements

of the form 1 ⊗ un. These elements correspond to the elements ξn in O(Σ3
q), which in turn correspond

to zn in O(Σ3
q(l, −)).

Suppose j : H → A is the cleaving map; to ensure the map is convolution invertible we are forced
to put u �→ zn. Since u has degree 1 in H = O(U(1)) and z has degree −2 in O(Σ3

q(l, −)), the map j
fails to preserve the degrees, hence it is not colinear. Therefore, O(Σ3

q(l, −)) is a non-cleft principal
comodule algebra. 
�

4.2.2. . Almost Freeness of the Coaction �1,l

At the classical limit, q → 1, the algebras O(RPq(l; −)) represent singular manifolds or orbifolds.
It is known that every orbifold can be obtained as a quotient of a manifold by an almost free
action. The latter means that the action has finite (rather than trivial as in the free case) stabiliser
groups. As explained in Section 2, on the algebraic level, freeness is encoded in the bijectivity of the
canonical map can, or, more precisely, in the surjectivity of the lifted canonical map can (Equation (2)).
The surjectivity of can means the triviality of the cokernel of can, thus the size of the cokernel of can can
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be treated as a measure of the size of the stabiliser groups. This leads to the following notion proposed
in [4].

Definition 12. Let H be a Hopf algebra and let A be a right H-comodule algebra with coaction �A : A →
A ⊗ H. We say that the coaction is almost free if the cokernel of the (lifted) canonical map

can : A ⊗ A → A ⊗ H, a ⊗ a′ �→ a�A(a′)

is finitely generated as a left A-module.

Although the coaction ϕ defined in the preceding section is free, at the classical limit q → 1
O(Σ3

q(l, −)) represents a singular manifold or an orbifold. On the other hand, at the same limit, O(Σ3
q)

corresponds to a genuine manifold, one of the Seifert three-dimensional non-orientable manifolds;
see [17]. It is therefore natural to ask, whether the coaction �1,l of O(U(1)) on O(Σ3

q) which has
O(RPq(l; −)) as fixed points is almost free in the sense of Definition 12.

Proposition 9. The coaction �1,l is almost free.

Proof. Denote by ι− : O(Σ3
q(l, −)) ↪→ O(Σ3

q), the ∗-algebra embedding described in Proposition 7.
One easily checks that the following diagram

O(Σ3
q(l, −))

ι− ��

ϕ

��

O(Σ3
q)

�1,l

��
O(Σ3

q(l, −)) ⊗ O(U(1))
ι−⊗(−)l

�� O(Σ3
q) ⊗ O(U(1))

where (−)l : u → ul , is commutative. The principality or freeness of ϕ proven in Theorem 2 implies
that 1 ⊗ uml ∈ Im(can), m ∈ Z, where can is the (lifted) canonical map corresponding to coaction
�1,l . This means that O(Σ3

q) ⊗ C[ul , u−l ] ⊆ Im(can). Therefore, there is a short exact sequence of left
O(Σ3

q)-modules

(O(Σ3
q) ⊗ C[u, u−1])/(O(Σ3

q) ⊗ C[ul , u−l ]) �� coker(can) �� 0

The left O(Σ3
q)-module (O(Σ3

q)) ⊗ C[u, u−1])/(O(Σ3
q) ⊗ C[ul , u−l ]) is finitely generated, hence so is

coker(can). 
�

4.2.3. . Associated Modules or Sections of Line Bundles

One can construct modules associated to the principal comodule algebra O(Σ3
q(l, −)) following

the procedure outlined at the end of Section 2.2; see Definition 11.
Every one-dimensional comodule of O(U(1)) = C[u, u∗] is determined by the grading of a basis

element of C, say 1. More precisely, for any integer n, C is a left O(U(1))-comodule with the coaction

�n : C → C[u, u∗] ⊗ C, 1 �→ un ⊗ 1

Identifying O(Σ3
q(l, −)) ⊗ C with O(Σ3

q(l, −)) we thus obtain, for each coaction �n

Γ[n] := O(Σ3
q(l, −))�O(U(1))C ∼= { f ∈ Σ3

q(l, −) | ϕ( f ) = f ⊗ un} ⊂ O(Σ3
q(l, −))

In other words, Γ[n] consists of all elements of O(Σ3
q(l, −)) of Z-degree n. In particular Γ[0] =

O(RPq(l; −)). Each of the Γ[n] is a finitely generated projective left O(RPq(l; −))-module, i.e., it
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represents the module of sections of the non-commutative line bundle over RPq(l; −). The idempotent
matrix E[n] defining Γ[n] can be computed explicitly from a strong connection form ω (see
Equations (22) in the proof of Theorem 2) following the procedure described in [11]. Write
ω(un) = ∑i ω(un)[1] i ⊗ ω(un)[2] i. Then

E[n]ij = ω(un)[2] iω(un)[1] j ∈ O(RP2
q(l; −)) (25)

For Example, for l = 2 and n = 1, using Equations (22b) and (22a) as well as redistributing numerical
coefficients we obtain

E[1] =

⎛⎜⎝(1 − a)(1 − q2a) q−1
√

1 + q−2 b iq−3ba
q−1

√
1 + q−2 b∗ q−2(1 + q−2) a iq−4

√
1 + q−2 a2

iq−3b∗ iq−4
√

1 + q−2 a −q−6a2

⎞⎟⎠ (26)

Although the matrix E[1] is not hermitian, the left-upper 2 × 2 block is hermitian. On the other hand,
once O(RPq(2; −)) is completed to the C∗-algebra C(RPq(2; −)) of continuous functions on RPq(2; −)

(and then identified with the suitable pullback of two algebras of continuous functions over the
quantum real projective space; see [3]), then a hermitian projector can be produced out of E[1] by using
the Kaplansky formula; see [18, page 88].

The traces of tensor powers of each of the E[n] make up a cycle in the cyclic complex of
O(RPq(l; −)), whose corresponding class in the cyclic homology HC•(O(RPq(l; −))) is known as the
Chern character of Γ[n]. Again, as an illustration of the usage of an explicit form of a strong connection
form, we compute the traces of E[n] for general l.

Lemma 1. The zero-component of the Chern character of Γ[n] is the class of the polynomial cn in generator a of
O(RPq(l; −)), given by the following recursive formula. First, c0(a) = 1, and then, for all positive n,

cn(a) = cn−1

(
q2l a

) l−1

∏
p=0

(
1 − q2pa

)
+ cn−1(a)

(
1 −

l

∏
p=1

(
1 − q−2pa

))
(27a)

c−n(a) = c−n+1

(
q−2l a

) l

∏
p=1

(
1 − q−2pa

)
+ c−n+1(a)

(
1 −

l−1

∏
p=0

(
1 − q2pa

))
(27b)

Proof. We will prove the formula (27a) as (27b) is proven by similar arguments. Recall that
cn = Tr E[n]. By normalisation (22a) of the strong connection ω, obviously c0 = 1. In view of
Equation (22b) we obtain the following recursive formula

cn = xcn−1x∗ −
l

∑
m=1

(−1)mq−m(m+1)
(

l
m

)
q−2

ycn−1y2m−1zm (28)

In principle, cn could be a polynomial in a, b and c−. However, the third of Equations (20) together
with Equation (24) and identification of a as y2z yield

c1 =
l−1

∏
p=0

(
1 − q2pa

)
+

(
1 −

l

∏
p=1

(
1 − q−2pa

))
(29)

that is a polynomial in a only. As commuting x and y through a polynomial in a in Equation (28) will
produce a polynomial in a again, we conclude that each of the cn is a polynomial in a. The second of
Equations (20), the centrality of z and the identification of a as y2z imply that

xcn−1(a) = cn−1(q2l a), ycn−1(a) = cn−1(a)y

18
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and in view of Equations (28) and (29) yield Equation (27a). 
�

4.3. The Positive Case O(RPq(l;+))

4.3.1. . The Principal O(U(1))-Comodule Algebra over O(RP2
q(l;+))

In the same light as the negative case we aim to construct quantum principal bundles with base
spaces O(RPq(l;+)), and proceed by viewing O(Σ3

q) as a right H′-comodule algebra, where H′ is a
Hopf-algebra of a finite cyclic group. The aim is to construct the total space O(Σ3

q(l,+)) of the bundle
over O(RPq(l;+)) as the coinvariant subalgebra of O(Σ3

q). O(Σ3
q(l,+)) must contain generators ζ2

1ξ

and ζ l
0ξ of O(RPq(l;+)). Suppose H′ = CZm and Φ : O(Σ3

q) → O(Σ3
q) ⊗ H′ is a coaction. We require

Φ to be compatible with the algebraic relations and to give zero Zm-degree to ζ2
1ξ and ζ l

0ξ are zero.
These requirements yield

2 deg(ζ1) + deg(ξ) = 0 mod m, l deg(ζ0) + deg(ξ) = 0 mod m

Bearing in mind that l is odd, the simplest solution to these requirements is provided by m = 2l,
deg(ξ) = 0, deg(ζ0) = 2, deg(ζ1) = l. This yields the coaction

Φ : O(Σ3
q) → O(Σ3

q) ⊗ CZ2l ζ0 �→ ζ0 ⊗ v2, ζ1 �→ ζ1 ⊗ vl , ξ �→ ξ ⊗ 1

where v (v2l = 1) is the unitary generator of CZ2l . Φ is extended to the whole of O(Σ3
q) so that Φ is an

algebra map, making O(Σ3
q) a right CZ2l-comodule algebra.

Proposition 10. The fixed point subalgebra of the coaction Φ is isomorphic to the ∗-algebra O(Σ3
q(l,+))

generated by x′, y′ and central unitary z′ subject to the following relations:

x′y′ = q2ly′x′, y′∗ = y′z′2 (30a)

x′x′∗ =
l−1

∏
p=0

(1 − q2py′z′), x′∗x′ =
l

∏
p=1

(1 − q−2py′z′) (30b)

The isomorphism between O(Σ3
q(l,+)) and the coinvariant subalgebra of O(Σ3

q) is given by x′ �→ ζ l
0, y′ �→ ζ2

1
and z′ �→ ξ.

Proof. Clearly ζ2
1, ξ, ζ l

0 and ζ∗l
0 are coinvariant elements of O(Σ3

q). Apply the coaction Φ to the
basis (7) to obtain

ζr
0ζs

1ξt �→ ζr
0ζs

1ξt ⊗ v2r+ls, ζ∗r
0 ζs

1ξt �→ ζ∗r
0 ζs

1ξt ⊗ v−2r+ls

These elements are coinvariant, provided 2r + ls = 2ml in the first case or −2r + ls = 2ml in the second.
Since l is odd, s must be even and then r = r′l, hence the invariant elements must be of the form

(ζ l
0)

r′
(ζ2

1)
s/2ξt, (ζ∗l

0 )r′
(ζ2

1)
s/2ξt

as required. Equations (30) are now easily derived from Equations (6) and (18). 
�
The algebra O(Σ3

q(l,+)) is a right O(U(1))-comodule with coaction defined as,

Ω : O(Σ3
q(l,+)) → O(Σ3

q(l,+)) ⊗ O(U(1)), x′ �→ x′ ⊗ u, y′ �→ y′ ⊗ u, z′ �→ z′ ⊗ u−1 (31)
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The first relation in Equations (30a) bears no information on the possible gradings of the generators of
O(Σ3

q(l,+)), however the second relation in Equations (30a) tells us that the grade of y′∗ must be the
same as that of z′ since,

deg(y′∗) = − deg(y′) = deg(y′) + 2 deg(z′)

hence,
2 deg(y′∗) = 2 deg(z′), or, deg(y′∗) = deg(z′)

This is consistent with Equations (30b) since the left hand sides, x′x′∗ and x′∗x′, have degree zero, as
do the right had sides,

deg(y′z′) = deg(y′) + deg(y′∗) = deg(y′) + (− deg(y′)) = 0

The coaction Ω is defined setting the grades of x′ and y′ as 1, and putting the grade of z′ as −1 to
ensure the coaction is compatible with the relations of the algebra O(Σ3

q(l,+)).

Proposition 11. The right O(U(1))-comodule algebra O(Σ3
q(l,+)) has O(RPq(l;+)) as its subalgebra of

coinvariant elements under the coaction Ω.

Proof. The fixed points of the algebra O(Σ3
q(l,+)) under the coaction Ω are found using the

same method as in the odd k case. A basis for the algebra O(Σ3
q(l,+)) is given by x′ry′sz′t, x′∗ry′sz′t,

where r, s ∈ N and t ∈ Z.
Applying the coaction Ω to the first of these basis elements gives,

x′ry′sz′t �→ x′ry′sz′t ⊗ ur+s−t

Hence the invariance of x′ry′sz′t is equivalent to t = r + s. Simple substitution and re-arranging gives,

x′ry′sz′t = x′ry′sz′r+s = (x′z′)r
(y′z′)s

i.e., x′ry′sz′t is a polynomial in x′z′ and y′z′. Repeating the process for the second type of basis element
gives the ∗-conjugates of x′z′ and y′z′. Using Proposition 10 we can see that a = ζ2

1ξ = y′z′ and
c+ = ζ l

0ξ = x′z′. 
�
In contrast to the odd k case, although O(Σ3

q(l,+)) is a principal comodule algebra it yields trivial
principal bundle over O(RPq(l;+)).

Proposition 12. The right O(U(1))-comodule algebra O(Σ3
q(l,+)) is trivial.

Proof. The cleaving map is given by,

j : O(U(1)) → O(Σ3
q(l,+)), j(u) = z

′∗

which is an algebra map since z
′∗ is central unitary in O(Σ3

q(l,+)), hence must be convolution invertible.
Also, j is a right O(U(1))-comodule map since,

(Ω ◦ j)(u) = Ω(z
′∗) = z

′∗ ⊗ u = j(u) ⊗ u = (j ⊗ id) ◦ Δ(u)

completing the proof. 
�
Since O(Σ3

q(l,+)) is a trivial principal comodule algebra, all associated O(RP2
q(l;+))-modules

are free.
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4.3.2. . Almost Freeness of the Coaction �2,l

As was the case for O(Σ3
q(l, −)), the principality of O(Σ3

q(l,+)) can be used to determine that the
O(U(1))-coaction �2,l on O(Σ3

q) that defines O(RP2
q(l;+)) is almost free.

Proposition 13. The coaction �2,l is almost free.

Proof. Denote by ι+ : O(Σ3
q(l,+)) ↪→ O(Σ3

q), the ∗-algebra embedding described in
Proposition 10. One easily checks that the following diagram

O(Σ3
q(l,+))

ι+ ��

Ω
��

O(Σ3
q)

�2,l

��
O(Σ3

q(l,+)) ⊗ O(U(1))
ι+⊗(−)2l

�� O(Σ3
q) ⊗ O(U(1))

where (−)2l : u → u2l is commutative. By the arguments analogous to those in the proof of
Proposition 9 one concludes that there is a short exact sequence of left O(Σ3

q)-modules

(O(Σ3
q) ⊗ C[u, u−1])/(O(Σ3

q) ⊗ C[u2l , u−2l ]) �� coker(can) �� 0

where can is the lifted canonical map corresponding to coaction �2,l . The left O(Σ3
q)-module (O(Σ3

q) ⊗
C[u, u−1])/(O(Σ3

q) ⊗ C[u2l , u−2l ]) is finitely generated, hence so is coker(can). 
�

5. Conclusions

In this paper we discussed the principality of the O(U(1))-coactions on the coordinate algebra
of the quantum Seifert manifold O(Σ3

q) weighted by coprime integers k and l. We concluded that
the coaction is principal if and only if k = l = 1, which corresponds to the case of a U(1)-bundle
over the quantum real projective plane. In all other cases the coactions are almost free. We identified
subalgebras of O(Σ3

q)) which admit principal O(U(1))-coactions, whose invariants are isomorphic
to coordinate algebras O(RP2

q(l; ±)) of quantum real weighted projective spaces. The structure of
these subalgebras depends on the parity of k. For the odd k case, the constructed principal comodule
algebra O(Σ3

q(l, −)) is non-trivial, while for the even case, the corresponding principal comodule
algebra O(Σ3

q(l,+)) turns out to be trivial. The triviality of O(Σ3
q(l,+)) is a disappointment. Whether

a different nontrivial principal O(U(1))-comodule algebra over O(RP2
q(l;+)) can be constructed or

whether such a possibility is ruled out by deeper geometric, topological or algebraic reasons remains
to be seen.
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6. Baum, P.F.; Hajac, P.M.; Matthes, R.; Szymański, W. Noncommutative geometry approach to principal and

associated bundles. 2007, arXiv:math/0701033. Available online: http://arxiv.org/abs/math/0701033
(accessed on 10 September 2012).

21



Axioms 2012, 1, 201–225
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15. Klimek, S.; Leśniewski, A. A two-parameter quantum deformation of the unit disc. J. Funct. Anal. 1993, 115,

1–23.
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Abstract: Let NSymm be the Hopf algebra of non-commutative symmetric functions (in an infinity
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the primitives (and vice-versa). This leads to formulas for the higher derivations in a Hasse-Schmidt
derivation in terms of ordinary derivations, such as the known formulas of Heerema and Mirzavaziri
(and also formulas for ordinary derivations in terms of the elements of a Hasse-Schmidt derivation).
These formulas are over the rationals; no such formulas are possible over the integers. Many more
formulas are derivable.

Keywords: non-commutative symmetric functions; Hasse-Schmidt derivation; higher derivation;
Heerema formula; iMirzavaziri formula; non-commutative Newton formulas

MSC: 05E05; 16W25

1. Introduction

Let A be an associative algebra (or any other kind of algebra for that matter). A derivation on A is
an endomorphism of the underlying Abelian group of A such that

(ab) a( b) ( a)b a,b A (1.1)

A Hasse-Schmidt derivation is a sequence(d0 = id, d1, d2, ..., dn, ...) of endomorphisms of the
underlying Abelian group such that for all n ≥ 1.

dn(ab) (dia)(dn ib)
i 0

n

(1.2)

Note that d1 is a derivation as defined by Equation 1.1. The individual dn that occurs in a
Hasse-Schmidt derivation is also sometimes called a higher derivation.

A question of some importance is whether Hasse-Schmidt derivations can be written down in
terms of polynomials in ordinary derivations. For instance, in connection with automatic continuity
for Hasse-Schmidt derivations on Banach algebras.

Such formulas have been written down by, for instance, Heerema and Mirzavaziri in [1,2].
They also will be explicitly given below.

It is the purpose of this short note to show that such formulas follow directly from some easy
results about the Hopf algebra NSymm of non-commutative symmetric functions. In fact this Hopf
algebra constitutes a universal example concerning the matter.
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2. Hopf Algebras and Hopf Module Algebras

Everything will take place over a commutative associative unital base ring k; unadorned tensor
products will be tensor products over k. In this note k will be the ring of integers Z, or the field of
rational numbers Q.

Recall that a Hopf algebra over k is a k-module H together with five k-module morphisms

m :H H H , e : k H , :H H H , :H k , :H H , such that
(H,m,e) is an associative k-algebra with unit, (H,μ,ε) is a co-associative co-algebra with co-unit, μ and
ε are algebra morphisms (or, equivalently, that m and e are co-algebra morphisms), and such that ι

satisfies m( id) e , m(id ) e . The antipode ι will play no role in what follows. If there
is no antipode (specified) one speaks of a bi-algebra. For a brief introduction to Hopf algebras (and
co-algebras) with plenty of examples see Chapters 2 and 3 of [3].

Recall also that an element p H is called primitive if (p) p 1 1 p. These form
a sub-k-module of H and form a Lie algebra under the commutator difference product
(p, p ) pp p p . I shall use Prim(H) to denote this k-Lie-algebra.

Given a Hopf algebra over k, a Hopf module algebra is a k-algebra A together with an action of
the underlying algebra of H on (the underlying module of) A such that:

a,b A (h) h(1) h(2)
(h) (2.1)

and where I have used Sweedler-Heynemann notation for the co-product.
Note that this means that the primitive elements of H act as derivations.

3. The Hopf Algebra NSymm of Non-Commutative Symmetric Functions

As an algebra over the integers NSymm is simply the free associative algebra in countably many

(non-commuting) indeterminates, Z . The comultiplication and counit
are given by

(Zn ) Zi Z j
i j n

Z0 1 (1) 1,  (Zn ) 0 n 1
(3.1)

As NSymm is free as an associative algebra, it is no trouble to verify that this defines a bi-algebra.
The seminal paper [4] started the whole business of non-commutative symmetric functions, and is
now a full-fledged research area in its own right.

Now consider an NSymm Hopf module, algebra A. Then, by Equations 2.1 and 3.1 the module
endomorphims defined by the actions of the Zn, n ≥ 1 , dn (a) = Zn a, define a Hasse-Schmidt derivation.
Conversely, if A is a k-algebra together with a Hasse-Schmidt derivation one defines a NSymm Hopf
module algebra structure on A by setting Zn a = dn (a). This works because NSymm is free as an algebra.

Thus an NSymm Hopf module algebra A is precisely the same thing as a k-algebra A together
with a Hasse-Schmidt derivation on it and the matter of writing the elements of the sequence of
morphisms that make up the Hasse-Schmidt derivation in terms of ordinary derivations comes down
to the matter of finding enough primitives of NSymm so that the generators, Zn, can be written as
polynomials in these primitives.

4. The Newton Primitives of NSymm

Define the non-commutative polynomials Pn and Pn by the recursion formulas
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(4.1)

These are non-commutative analogues of the well known Newton formulas for the power sums
in terms of the complete symmetric functions in the usual commutative theory of symmetric functions.
It is not difficult to write down an explicit expression for these polynomials:

(4.2)

Nor is it difficult to write down a formula for the Zn in terms of the P’s or P 's. However, to do
that one definitely needs to use rational numbers and not just integers [5]. For instance

Z2
P1

2 P2
2

The key observation is now:

4.1. Proposition

The elements Pn and Pn are primitive elements of the Hopf algebra NSymm.
The proof is a straightforward uncomplicated induction argument using the recursion Formulas

4.1. See e.g., [3], page 147.

Using the Pn an immediate corollary is the following main theorem from [2].

4.2. Theorem

Let A be an associative algebra over the rational numbers Q and let be a
Hasse-Schmidt derivation on it. Then the δn defined recursively by

(4.5)

are ordinary derivations and

(4.6)

Where

(4.7)

4.3. Comment

Because
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the formulas expressing the Zn in terms of the Pn are unique and so denominators are
really needed.

4.4. Comment and Example

There are many more primitive elements in NSymm than just the Pn and Pn. One could hope
that by using all of them, integral formulas for the Zn in terms of primitives would become possible.
This is not the case. The full Lie algebra of primitives of NSymm was calculated in [6]. It readily

follows from the description there that Z Prim(NSymm) , the sub-algebra of NSymm generated by
all primitive elements is strictly smaller than NSymm. In fact much smaller in a sense that is specified
in locus citandi. Thus the theorem does not hold over the integers.

A concrete example of a Hasse-Schmidt derivation of which the constituting endomorphisms
cannot be written as integral polynomials in derivations can be given in terms of NSymm itself, as
follows: The Hopf algebra NSymm is graded by giving Zn degree n. Note that each graded piece
is a free Z-module of finite rank. Let QSymm, often called the Hopf algebra of quasi-symmetric

functions, be the graded dual Hopf algebra. Then each Zn defines a functional n :QSymm Z .
Now define an endomorphism dn of QSymm as the composed morphism

QSymm QSymm QSymm Z QSymm
id n QSymm

Then the dn form a Hasse-Schmidt derivation of which the components cannot be written as
integer polynomials in ordinary derivations.

5. The Hopf Algebra LieHopf

In [1] a formula for manufacturing Hasse-Schmidt derivations from a collection of ordinary
derivations is shown that is more pleasing—at least to me—than 4.6. This result from locus citandi
can be strengthened to give a theorem similar to Theorem 4.4 but with more symmetric formulae.
This involves another Hopf algebra over the integers which I like to call LieHopf.

As an algebra LieHopf is again the free associative algebra in countably many indeterminates

. However, this time the co-multiplication and co-unit are defined by

(Un ) Un 1 1 Un (Un ) 0
(5.1)

so that all the Un are primitive. Also, in fact the Lie algebra of primitives of this Hopf algebra is
the free Lie algebra on countably many generators.

Over the integers LieHopf and NSymm are very different but over the rationals they become
isomorphic. There are very many isomorphisms. A particularly nice one is given in considering the
power series identity

(5.2)

which gives the following formulae for the U’s in terms of the Z’s and vice versa.
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(5.3)

(5.4)

For two detailed proofs that these formulas do indeed give an isomorphism of Hopf algebras
see [7]; or see Chapter 6 of [3]. In terms of derivations, reasoning as above in Section 4, this gives the
following theorem.

5.1. Theorem

Let A be an algebra over the rationals and let be a Hasse-Schmidt derivation on it.

Then the n defined by

(5.6)

are (ordinary) derivations and

(5.7)

5.2. Comment

Perhaps I should add that for any given collection of ordinary derivations, Formula 5.7 yields a
Hasse-Schmidt derivation. That is the theorem from [1] with which I started this section.

6. Conclusions

Hasse-Schmidt derivations on an associative algebra A are exactly the same as Hopf module
algebra structures on A for the Hopf algebra NSymm. This leads to formulas connecting ordinary
derivations to higher derivations.

It remains to explore this phenomenon for other kinds of algebras.
The dual of NSymm is QSymm, the Hopf algebra of quasi-symmetric functions. It remains to be

clarified what a coalgebra comodule over QSymm means in terms of coderivations. There are also
other (mixed) variants to be further explored.
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Abstract: We present an application of the program of groupoidification leading up to a sketch of
a categorification of the Hecke algebroid—the category of permutation representations of a finite
group. As an immediate consequence, we obtain a categorification of the Hecke algebra. We suggest
an explicit connection to new higher isomorphisms arising from incidence geometries, which are
solutions of the Zamolodchikov tetrahedron equation. This paper is expository in style and is meant
as a companion to Higher Dimensional Algebra VII: Groupoidification and an exploration of structures
arising in the work in progress, Higher Dimensional Algebra VIII: The Hecke Bicategory, which introduces
the Hecke bicategory in detail.
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1. Introduction

Categorification is, in part, the attempt to shed new light on familiar mathematical notions
by replacing a set-theoretic interpretation with a category-theoretic analogue. Loosely speaking,
categorification replaces sets, or more generally n-categories, with categories, or more generally
(n + 1)-categories, and functions with functors. By replacing interesting equations by isomorphisms,
or more generally equivalences, this process often brings to light a new layer of structure previously
hidden from view. While categorification is not a systematic process—in other words, finding this new
layer of structure may require a certain amount of creativity—the reverse process of decategorification
should be a systematic way of recovering the original set-theoretic structure or concept. The key idea is
that considering a process of categorification requires, as a first step, a Definition of the corresponding
decategorification process. We then think of categorification simply as a heuristic tool allowing us to
“undo” the process of decategorification.

In Higher Dimensional Algebra VII: Groupoidification [1], Baez, Walker and the author introduced
a program called groupoidification initiated by Baez, Dolan and Trimble, and aimed at categorifying
various notions from linear algebra, representation theory and mathematical physics. The very simple
idea was that one could replace vector spaces by groupoids, i.e., categories with only isomorphisms,
and replace linear operators by spans of groupoids. In fact, what we really did was define a systematic
process called degroupoidification:

groupoids �→ vector spaces

spans of groupoids �→ matrices

Thus, groupoidification is a form of categorification. We then suggested some applications of
groupoidification to Hall algebras, Hecke algebras, and Feynman diagrams, so that other researchers
could begin to categorify their favorite notions from representation theory.
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In this paper, we give an expository account of a theory of categorified intertwining operators or
categorified Hecke operators for representations of a very basic type: the permutation representations
of a finite group. Following the description of categorification above, this suggests the study of
a 2-dimensional category-theoretic structure and a decategorification functor. We describe this
2-dimensional structure, which we call the Hecke bicategory, in Section 4.1. Pairing the Hecke bicategory
with the degroupoidification functor we are then able to state a categorification theorem as Claim 8.

The statements of the main results are as follows. For each finite group G, there is an equivalence
of categories, or more precisely algebroids, between the category of permutation representations
of G—the Hecke algebroid of Hecke operators—and the degroupoidification of the Hecke bicategory of
categorified Hecke operators, which has G-sets as objects and is enriched over the monoidal bicategory
of spans of groupoids. In other words, the Hecke bicategory categorifies the category of permutation
representations. When G is the simple Lie group over a finite field of q elements attached to a Dynkin
diagram, then one can choose a Borel subgroup B, and construct the G-set X = G/B, known as the flag
complex. The choice of one object X in Hecke(G) yields a groupoid Hecke(G)(X, X) and a span called
composition. The groupoid Hecke(G)(X, X) and accompanying span categorify the usual Hecke algebra for
the chosen Dynkin diagram and prime power q.

The term “Hecke algebra” is seen in several areas of mathematics. The Hecke algebras we consider,
the Iwahori–Hecke algebras, are one-parameter deformations of the group algebras of Coxeter groups.
In the theory of modular forms, or more generally, automorphic representations, Hecke algebras are
commutative algebras of Hecke operators. These operators can be expressed by means of double
cosets in the modular group, or more generally, with respect to certain compact subgroups. Here
we use the term “Hecke operator” to highlight the relationship between the intertwining operators
between permutation representations of a finite group and the Hecke operators acting on the modular
group. We discuss an example of Hecke operators in terms of “flag-flag relations" in the setting of
Coxeter groups in Section 6.2. To describe Hecke algebras, one may use relations between varieties of
the form G/H for various subgroups H, namely the discrete subgroups, or more generally, the compact
subgroups. So, we think of Hecke algebras as algebras of “Hecke operators" in a slightly generalized
sense. We are changing the groups, and making them finite, so that instead of varieties G/H, we have
certain finite sets G/H. Thus we think of a Hecke algebra as the algebra of intertwining operators from
a permutation representation to itself. Generalizing this slightly, we think of intertwining operators
between permutation representations in general as Hecke operators.

We make use of the techniques of groupoidification along with the machinery of enriched
bicategories and some very basic topos theory. Thus, this paper is intended to give an introduction to
some concepts which should play a significant role as the subject of categorified representation theory
continues to develop. Detailed accounts of the necessary structures of higher category categories of
spans are presented in papers by the author [2] and by the author in collaboration with John Baez [3].
We now proceed to give a brief overview and explanation of each section.

We hope that both representation theorists and category theorists might benefit from this
exposition in their continued development of suitable higher categorical frameworks for representation
theory. While significant attention is given to certain fundamental ideas about Hecke algebras, the
reader not well acquainted with these structures should not be hindered greatly as our discussion
stems from widely accessible ideas in incidence geometries. We have attempted to include a fair
sampling of the higher category theory needed in these constructions, so that the exposition would be
largely self-contained for category theorist and representation theorist alike. Of course, the researcher
wishing to pursue these ideas further should consult the references within.

1.1. Matrices and Spans

In Section 2, we give a heuristic discussion of a very simple notion of categorification. In
particular, we recall the basic notions of spans, also known as correspondences, and see that spans
of sets categorify matrices of (extended) natural numbers N ∪ {∞}. Decategorification can be defined using
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just set cardinality with the usual rule of transfinite arithmetic, ∞ + n = ∞, for any n ∈ N, and the
free vector space construction, and this process is indeed functorial, since composition of spans by
pullback corresponds to matrix multiplication.

After discussing the example of linear operators, we pass to the intertwining operators for a finite
group G. Then we need to consider not only spans of sets but spans of G-sets. Since the maps in the
spans are now taken to be G-equivariant, the corresponding matrices should also be G-equivariant.
This prompts us to recall the relationships between G-sets and permutation representations of G.
There is a faithful, essentially surjective functor from the category of G-sets to the category of
permutation representations of G. However, this functor is not full. Spans in a category with pullbacks
naturally form a bicategory. Since G-sets and permutation representations of G are closely related,
except that there are “not enough” maps of G-sets, the bicategory of spans of G-sets is a first clue in
constructing categorified permutation representations. We will return to the role of spans of G-sets in
Sections 2, 5 and 6.

1.2. Groupoidification and Enriched Bicategories

To understand groupoidification, we need to recall the construction and basic properties of the
degroupoidification functor defined in [1]. We discuss this functor and extend it to a functor on the
bicategory of spans of groupoids in Section 3.2. Our intention is to define the Hecke bicategory as an
enriched structure, but the replacement of functors in the monoidal 2-category of groupoids by spans in
the monoidal bicategory of spans of groupoids necessitates a generalization of enriched category theory
to enriched bicategory theory. Definitions of enriched bicategories were developed independently by
the author and earlier in the unpublished Ph.D. thesis of Carmody [4], which is reproduced in part by
Forcey [5]. We present a partial Definition explaining the basic idea in this work and will define the full
structure along with a change of base theorem in future work. However, the reader well-acquainted with
enriched category theory and with some patience may work out the details independently. Change of
base for enriched bicategories is analogous to the theorem for enriched categories, and together with
the degroupoidification functor, allows us to obtain a categorification theorem for Hecke operators.

The degroupoidification functor takes the monoidal bicategory Span(Grpd) of spans of (tame)
groupoids to the monoidal category Vect. The condition that a groupoid be tame ensures that certain
sums converge. This condition is defined in [1], but should not be of much concern to the reader at
present. We briefly recall the degroupoidification functor here. A groupoid is sent to the free vector
space on its set of isomorphism classes of objects. A span of groupoids is sent to a linear operator using
the weak or pseudo pullback of groupoids and the notion of groupoid cardinality [6]. That is, we think of
a span of groupoids as a categorified or groupoid-valued matrix in much the same way as we think of
a span of sets as a set-valued matrix, where set cardinality is replaced by groupoid cardinality.

The notion of enriched bicategories is then used to make the description of our decategorification
processes precise. Given a monoidal bicategory V , a V-enriched bicategory consists of a set of objects,
hom-objects in V , composition morphisms in V , and further structure and axioms, all of which live
in the monoidal bicategory V . The only theorem about enriched bicategories that we will need is a
change of base theorem. In particular, given a functor F : V → V′ and a V-enriched bicategory, then
we obtain a V′-enriched bicategory with hom-objects F (hom(x, y)). If V is a monoidal category, then
a V-enriched bicategory is a V-enriched category in the usual sense [7]. Enriched bicategories and
change of base are discussed in more detail in Section 3.3.

1.3. The Hecke Bicategory

The Hecke bicategory Hecke(G) of a finite group G is a categorification of the permutation
representations of G. This is the main construction of this paper. Section 4.1 gives the basic structure of
this family of enriched bicategories. For each finite group G, Hecke(G) is an enriched bicategory over
the monoidal bicategory of spans of groupoids. The structure of this monoidal bicategory is given
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roughly in Section 3.2. A more complete and general account of monoidal bicategories (and monoidal
tricategories) of spans will be given in [2].

The Hecke bicategory is constructed to study the Hecke operators between permutation
representations X and Y of a finite group G by keeping track of information about the G-orbits
in X × Y as the hom-groupoid (X × Y)//G. This double-slash notation denotes the action groupoid,
which we recall in Definition 3. The composition process between such groupoids is closely related to
the pull-tensor-push construction familiar from geometric representation theory.

Now, applying the change of base theorem of enriched bicategories together with the
degroupoidification functor, we obtain a Vect-enriched category from Hecke(G). The resulting
Vect-enriched category is equivalent to the Vect-enriched category of permutation representations of G.
This is our main theorem and is stated in Claim 8.

1.4. Spans of Groupoids and Cocontinuous Functors

In Section 2.3, the bicategory of spans of G-sets appears in our study of the category of permutation
representations. We view spans of G-sets as categorified G-equivariant matrices, but do not specify a
decategorification process in this setting, although we discuss the importance of set cardinality. This
bicategory of spans Span(GSet) plays two important roles in our attempt to understand categorified
representation theory, which we briefly discuss here.

In Section 6.2, we will explain the categorification of the Hecke algebra associated to the A2

Dynkin diagram as a hom-category in Span(GSet). This makes the categorification explicit in that
we see the Hecke algebra relations holding up to isomorphism with special spans of G-sets acting as
categorified generators. The isomorphisms representing the relations come explicitly from incidence
geometries—in this example, projective plane geometry—associated to the Dynkin diagram.

To facilitate this point of view, we describe a monoidal functor in Section 5.2 that takes a groupoid
to the corresponding presheaf category and linearizes a span of groupoids to a cocontinuous functor
by a pull-tensor-push process familiar from many geometric constructions in representation theory, but
quite generally applicable in the theory of Grothendieck toposes. This is a functor L : Span → Cocont,
where Cocont is the monoidal 2-category of presheaf categories on groupoids, cocontinuous functors,
and natural isomorphisms. By change of base, we obtain a bicategory enriched over certain presheaf
toposes, the objects of which are interpreted as spans of G-sets in Section 5.3.

We denote the functor taking a groupoid to its category of presheaves L suggesting that this
might be interpreted as categorified linearization. In this interpretation one thinks of a groupoid as a
categorified vector space that is equipped with a chosen basis—its set of isomorphism classes of objects
or connected components. From a Grothendieck topos that is equivalent to a category of presheaves
on a groupoid, we can always recover the groupoid. Where a basis can always be recovered up to
isomorphism from a vector space, a groupoid can be recovered up to equivalence from such a presheaf
category. Then we think of such a topos as an abstract categorified vector space.

The relationship between categorified representation theory enriched over monoidal bicategories
of spans of spaces and enrichment over corresponding 2-categories of sheaves on the spaces and
cocontinuous functors between these will be the focus of future work. From our point of view, these
monoidal 2-categories are the basic objects of study in categorified linear algebra, and in this sense,
categorified representation theory is enriched over categorified linear algebra. Part of the motivation for
this line of work is to better understand and unify (co)homology theories which arise in geometric
representation theory.

1.5. The Categorified Hecke Algebra and Zamolodchikov Equation

As already mentioned, Section 6 discusses the main corollary, Claim 16—a categorification of the
Hecke algebra of a Coxeter group—as well as possible future directions in low-dimensional topology
and higher-category theory. In Section 6.1, we recall the notion of Hecke algebras associated to Dynkin
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diagrams and prime powers. We describe how a categorification of the Hecke algebra naturally arises
from the Hecke bicategory.

Finally, in Section 6.2, we describe a concrete example of the categorified Hecke algebra in terms
of spans of G-sets. We describe solutions to the Zamolodchikov tetrahedron equation, which we
hope will lead to constructions of braided monoidal 2-categories as pointed out by Kapranov and
Voevodsky [8], and eventually (higher) tangle invariants [9].

Other approaches to categorified Hecke algebras and their representations have been studied by a
number of authors, building on Kazhdan–Lusztig theory [10]. One key step was Soergel’s introduction
of what are nowadays called Soergel bimodules [11,12]. Also important was Khovanov’s categorification
of the Jones polynomial [13] and work by Bernstein, Frenkel, Khovanov and Stroppel on categorifying
Temperley–Lieb algebras, which are quotients of the type A Hecke algebras [14,15]. A diagrammatic
interpretation of the Soergel bimodule category was developed by Elias and Khovanov [16], and a
geometric approach led Webster and Williamson [17] to deep applications in knot homology theory.
This geometric interpretation can be seen as going beyond the simple form of groupoidification we
consider here, and requires considering groupoids in the category of schemes.

2. Matrices, Spans and G-Sets

2.1. Spans as Matrices

The first tool of representation theory is linear algebra. Vector spaces and linear operators have
nice properties, which allow representation theorists to extract a great deal of information about
algebraic gadgets ranging from finite groups to Lie groups to Lie algebras and their various relatives
and generalizations. We start at the beginning, considering the representation theory of finite groups.
Noting the utility of linear algebra in representation theory, this paper is fundamentally based on the
idea that the heavy dependence of linear algebra on fields, very often the complex numbers, may at
times obscure the combinatorial skeleton of the subject. Then, we hope that by peeling back the soft
tissue of the continuum, we may expose and examine the bones, revealing new truths by working
directly with the underlying combinatorics. In this section, we consider the notion of spans of sets, a
very simple idea, which is at the heart of categorified representation theory.

A span of sets from X to Y is a pair of functions with a common domain like so:

S
p

��

q

��
Y X

We will often denote a span by its apex, when no confusion is likely to arise.
A span of sets can be viewed as a matrix of sets

q p
XY

S
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For each pair (x, y) ∈ X × Y, we have a set Sx,y = p−1(x) ∩ q−1(y). In other words, there is a
“decategorification” process from spans of sets to matrices with values in N ∪ {∞}. If all the sets Sx,y

are finite, we obtain a matrix of natural numbers |Sx,y|—a very familiar object in linear algebra. In this
sense, a span is a “categorification” of a matrix.

In addition to spans giving rise to matrices, composition of spans gives rise to matrix
multiplication. Given a pair of composable spans

T

��

q

��

S
p

�� ��
Z Y X

we define the composite to be the pullback of the pair of functions p : S → Y and q : T → Y, which is
a new span

TS

�� ��
T

��

q

��

S
p

�� ��
Z Y X

where TS is the subset of T × S
{(t, s) ⊆ T × S | p(s) = q(t)}

with the obvious projections to S and T. It is straightforward to check that this process agrees with
matrix multiplication after decategorification.

In the above example, we turn spans of sets into matrices simply by counting the number of
elements in each set Sx,y. Checking that composition of spans and matrix multiplication agree after
taking the cardinality is the main step in showing that our decategorification process—from the
bicategory of spans of sets to the category of linear operators—is functorial.

2.2. Permutation Representations

Again we start with a very simple idea. We want to study the actions of a finite group G on
sets—G-sets. However, in this article we restrict to those G-sets with a finite number of orbits. These
extend to permutation representations of G. We fix the field of complex numbers and consider only
complex vector spaces throughout this paper.

Definition 1. A permutation representation of a finite group G is a finite-dimensional representation of G
together with a chosen basis such that the action of G maps basis vectors to basis vectors.

Definition 2. An intertwining operator f : V → W between permutation representations of a finite group
G is a linear operator from V to W that is G-equivariant, i.e., commutes with the actions of G.

G-sets can be linearized to obtain permutation representations of G. In fact, this describes a
relationship between the objects of the category of G-sets and the objects of the category of permutation
representations of G. Given a finite group G, the category of G-sets has

• G-sets (with finitely many orbits) as objects,
• G-equivariant functions as morphisms,

and the category of permutation representations PermRep(G) has

• permutation representations of G as objects,
• intertwining operators as morphisms.
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One usually wants the morphisms in a category to preserve the structure on the objects. Of course,
an intertwining operator does not necessarily preserve the chosen basis of a permutation representation.
We can reconcile our choice of intertwining operators as morphisms, by noticing that there is a bijection
between objects in PermRep(G) and the category consisting of finite-dimensional representations of G
with the property that there exists a basis preserved by the action of G. Thus, we are justified in working
with this Definition of PermRep(G).

A primary goal of this paper is to categorify the q-deformed versions of the group algebras of
Coxeter groups known as Hecke algebras. Of course, an algebra is a Vect-enriched category with
exactly one object, and the Hecke algebras are isomorphic to certain one-object subcategories of the
Vect-enriched category of permutation representations. Thus, we refer to the category PermRep(G)

as the Hecke algebroid—a many-object generalization of the Hecke algebra. We will construct a
bicategory—or more precisely, an enriched bicategory—called the Hecke bicategory that categorifies
the Hecke algebroid for any finite group G.

There is a functor from G-sets to permutation representations of G. A G-set X is linearized to
a permutation representation X̃, which is the free vector space on X. As stated above, the maps
between G-sets are G-equivariant functions—that is, functions between G-sets X and Y that respect
the actions of G. Such a function f : X → Y gives rise to a G-equivariant linear map (or intertwining
operator) f̃ : X̃ → Ỹ. However, there are many more intertwining operators from X̃ to Ỹ than there are
G-equivariant maps from X to Y. In particular, the former is a complex vector space, while the latter is
often a finite set. For example, an intertwining operator f̃ : X̃ → Ỹ may take a basis vector x ∈ X̃ to
any -linear combination of basis vectors in Ỹ, whereas a map of G-sets does not have the freedom of
scaling or adding basis elements.

So, in the language of category theory the process of linearizing G-sets to obtain permutation
representations is a faithful, essentially surjective functor, which is not at all full.

2.3. Spans of G-Sets

In the previous section, we discussed the relationship between G-sets and permutation
representations. In Section 2.1, we saw the close relationship between spans of sets and matrices
of (extended) natural numbers. There is an analogous relationship between spans of G-sets and
G-equivariant matrices of (extended) natural numbers.

A span of G-sets from a G-set X to a G-set Y is a pair of maps with a common domain

S
p

��

q

��
Y X

where S is a G-set, and p and q are G-equivariant maps with respective codomains X and Y.
Spans of G-sets are natural structures to consider in categorified representation theory because

spans of sets—and, similarly G-sets—naturally form a bicategory.
The development of bicategories by Benabou [18] is an early example of categorification. A (small)

category consists of a set of objects and a set of morphisms. A bicategory is a categorification of this
concept, so there is a new layer of structure [19]. In particular, a (small) bicategory B consists of:

• a set of objects x, y, z . . .,
• for each pair of objects, a set of morphisms,
• for each pair of morphisms, a set of 2-morphisms,

and given any pair of objects x, y, this data forms a hom-category hom(x, y) which has:

• 1-morphisms x → y of B as objects,
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• 2-morphisms:

x y• •		

��

of B as morphisms, and a vertical composition

x y• •		�� 


��

��

of 2-morphisms of B.

Further, the bicategory B consists of:

• for each triple of objects x, y, z, a horizontal composition functor ◦xyz : hom(x, y) × hom(y, z) →
hom(x, z)

x
y

z• • •��




��


�� ��

on 1-morphisms and 2-morphisms,
• for each object x, an identity-assigning functor Ix : 1 → hom(x, x),
• for objects w, x, y, z, an associator natural isomorphism

awxyz : ◦wyz (◦wxy × 1) ⇒ ◦wxz(1 × ◦xyz)

• for pairs of objects x, y, left and right unitor natural isomorphisms

lxy : ◦xxy (Ix × 1) ⇒ 1 and rxy : ◦xyy (1 × Iy) ⇒ 1

all of which is required to satisfy associativity and unit axioms:

(1 ◦ axyz)aw(xy)z(awxy ◦ 1) = awx(yz)a(wx)yz and (1 ◦ ryz)axyz = lxy ◦ 1

See Leinster’s article [19] for a concise working reference on bicategories.
Benabou’s Definition followed from several important examples of bicategories, which he

presented in [18], and which are very familiar in categorified and geometric representation theory.
The first example is the bicategory of spans of sets, which has:

• sets as objects,
• spans of sets as morphisms,
• maps of spans of sets as 2-morphisms.

We defined spans of sets in Section 2.1. A map of spans of sets from a span S to a span S′ is a
function f : S → S′ such that the following diagram commutes:

S
p

��

q

��
f

��

Y X

S′
q′

��

p′

��

For each finite group G, there is a closely related bicategory Span(GSet), which has:

• G-sets as objects,
• spans of G-sets as morphisms,
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• maps of spans of G-sets as 2-morphisms.

The Definitions are the same as in the bicategory of spans of sets, except for the finiteness condition
on orbits and that every arrow should be G-equivariant.

While this bicategory is a good candidate for a categorification of the Hecke algebroid
PermRep(G), the theory of groupoidification allows for a related, but from our point of view,
heuristically nicer categorification. In what follows, we develop the necessary machinery to
present this categorification, the Hecke bicategory Hecke(G), in the context of groupoidification.
In Sections 5 and 6.2, we return to Span(GSet) and in future work we will make precise the
relationship between spans of G-sets and the Hecke bicategory Hecke(G).

3. Groupoidification and Enriched Bicategories

The following sections introduce the necessary machinery to present the Hecke bicategory, a
categorification of the Hecke algebroid. Enriched bicategories are developed for use in Section 4 to
construct the Hecke bicategory and state the main result in Theorem 4.2, and in Section 5 to make a
connection with the bicategory Span(GSet) of Section 2.3.

3.1. Action Groupoids and Groupoid Cardinality

In this section, we draw a connection between G-sets and groupoids via the “action groupoid”
construction. We then introduce groupoid cardinality, which is the first step in describing the
degroupoidification functor in the next section.

For any G-set, there exists a corresponding groupoid, called the action groupoid or weak quotient:

Definition 3. Given a group G and a G-set X, the action groupoid X//G is the category which has:

• elements of X as objects,
• pairs (g, x) ∈ G × X as morphisms (g, x) : x → x′, where g · x = x′.

Composition of morphisms is defined by the product in G.

Of course, associativity follows from associativity in G and the construction defines a groupoid
since any morphism (g, x) : x → x′ has an inverse (g−1, x′) : x′ → x.

So every G-set defines a groupoid, and we will see in Section 4.1 that the weak quotient of G-sets
plays an important role in understanding categorified permutation representations.

Next, we recall the Definition of groupoid cardinality [6]:

Definition 4. Given a (small) groupoid G, its groupoid cardinality is defined as:

|G| = ∑
isomorphism classes of objects [x]

1
|Aut(x)|

If this sum diverges, we say |G| = ∞.

In our examples, in particular, the hom-groupoids of the Hecke bicategory, all groupoids will have
finitely many objects and morphisms, since we consider action groupoids of finite groups acting on
flag complexes in vector spaces over finite fields. In general, we allow groupoids with infinitely many
isomorphism classes of objects, and the cardinality of a groupoid takes values in the non-negative
real numbers in case the sum converges. Generalized cardinalities have been studied by a number of
authors [20–23].
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We can think of groupoid cardinality as a form of categorified division analogous to the quotient
of a G-set by its action of G in the case when this action is free. See the paper of Baez and Dolan [6].
In particular, we have the following equation:

|X//G| = |X|/|G|

whenever G is a finite group acting on a finite set X.
In the next section, we define degroupoidification using the notion of groupoid cardinality.

3.2. Degroupoidification

In this section, we recall some of the main ideas of groupoidification. Of course, in
practice this means we will discuss the corresponding process of decategorification—the
degroupoidification functor.

To define degroupoidification in [1], a functor was constructed from the category of spans of
“tame” groupoids to the category of linear operators between vector spaces. In the present setting, we
will need to extend degroupoidification to a functor between bicategories.

We extend the functor to a bicategory Span(Grpd) which has:

• (tame) groupoids as objects,
• spans of groupoids as 1-morphisms,
• isomorphism classes of maps of spans of groupoids as 2-morphisms.

We will often drop the adjective tame when confusion is not likely to arise.
Given a pair of parallel spans in the 2-category Grpd of groupoids, functors, and natural

isomorphisms:
S

B A

S′

B A

q

��

p

��

q′

��

p′

��

a map of spans is a triple (α, f , β), where f : S → S′ is a functor and α : p ⇒ p′ f and β : q ⇒ q′ f are
natural isomorphisms:

S

B A

S′

q

��

p

��

q′

��

p′

��f

��

β
��

α
��

In general, spans of groupoids form a (monoidal) tricategory, which has not only maps of spans as
2-morphisms, but also maps of maps of spans as 3-morphisms.

Given a parallel pair of maps of spans (α, f , β) and (α′, f ′, β′):
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S

B A

S′

q

��

p

��

q′

��

p′

��f

��

f ′

��

β �� α��

β′

��
α′

��γ
��

a map of maps of spans

γ : (α, f , β) (α′, f ′, β′)��

is a natural isomorphism γ : f ⇒ f ′ satisfying:

(p′ · γ)α = α′ and (q′ · γ)β = β′. (1)

For our purposes we restrict this structure to a bicategory. While there may be more sophisticated
ways of obtaining such a bicategory, we do so by taking isomorphism classes of maps of spans as
2-morphisms [2]. A related span construction is found in [24], where the 2-category of spans
corresponds roughly to the local 2-categories in our tricategory of spans.

With appropriate finiteness conditions imposed, spans of groupoids are categorified matrices of
non-negative rational numbers in the same way that spans of sets are categorified matrices of natural
numbers. A span of groupoids is a pair of functors with common domain, and we can picture one of
these roughly as follows:

q p
GH

S

Whereas one uses set cardinality to realize spans of sets as matrices, we can use groupoid
cardinality to obtain a matrix from a span of groupoids.

We have seen evidence that spans of groupoids categorify matrices, so we will want to
think of a groupoid as a categorified vector space. To make these notions precise, we recall the
degroupoidification functor

D : Span(Grpd) → Vect

Given a groupoid G, we obtain a vector space D(G), called the degroupoidification of G, by
taking the free vector space on the set of isomorphism classes of objects of G.
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We say a groupoid V over a groupoid G

V
p
��

G

is a groupoidified vector. In particular, from the functor p we can produce a vector in D(G) in the
following way.

The full inverse image of an object x in G is the groupoid p−1(x), which has:

• objects v of V , such that p(v) ∼= x, as objects,
• morphisms v → v′ in V as morphisms.

We note that this construction depends only on the isomorphism class of x. Since the set of
isomorphism classes of G determines a basis of the corresponding vector space, the vector determined
by p can be defined as

∑
isomorphism classes of objects [x]

|p−1(x)|[x]

where |p−1(x)| is the groupoid cardinality of p−1(x). We note that a “groupoidified basis” can be
obtained in this way as a set of functors from the terminal groupoid 1 to representative objects of each
isomorphism class of G. A groupoidified basis of G is a set of groupoids V → G over G such that the
corresponding vectors give a basis of the vector space D(G).

Given a span of groupoids
S

q

��

p

��
H G

we want to produce a linear map D(S) : D(G) → D(H). The details are checked in [1]. Here we
show only that given a basis vector of D(G) viewed as a groupoidified basis vector of G, the span S
determines a vector in D(H). To do this, we need the notion of the weak pullback of groupoids—a
categorified version of the pullback of sets.

Given a diagram of groupoids
H

q
��

G

p
��

I
the weak pullback of p : G → I and q : H → I is the diagram

HG

����
H

q
��

G

p
��

I
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where HG is a groupoid whose objects are triples (h, g, α) consisting of an object h ∈ H, an object g ∈ G ,
and an isomorphism α : p(g) → q(h) in I . A morphism in HG from (h, g, α) to (h′, g′, α′) consists of a
morphism f : g → g′ in G and a morphism f ′ : h → h′ in H such that the following square commutes:

p(g)

p( f )
��

α �� q(h)

q( f ′)
��

p(g′)
α′

�� q(h′)

As in the case of the pullback of sets, the maps out of HG are the obvious projections. Further,
this construction satisfies a certain universal property. See [25], for example.

Now, given our span and a chosen groupoidified basis vector:

S

����

1

��
H G

we obtain a groupoid over H by constructing the weak pullback:

S1

����
S

����

1

��
H G

Now, S1 is a groupoid over H, and we can compute the resulting vector. The tameness condition
on groupoids guarantees that the process of passing a groupoidified vector across a span defines a
linear operator [1].

One can check that the process described above defines a linear operator from a span of groupoids,
and, further, that this process is functorial [1]. This is the degroupoidification functor. Since isomorphic
spans are sent to the same linear operator, it is straightforward to extend this to our bicategory of
spans of groupoids by adding identity 2-morphisms to the category of vector spaces and sending all
2-morphisms between spans of groupoids to the corresponding identity 2-morphism.

In the next section, we give the basics of the notion of enriched bicategories. We will see that
constructing an enriched bicategory requires having a monoidal bicategory in hand. The bicategory
Span(Grpd) defined above is, in fact, a monoidal bicategory—that is, Span(Grpd) has a tensor product,
which is a functor

⊗ : Span(Grpd) × Span(Grpd) → Span(Grpd)

along with further structure satisfying some coherence relations. The structure of Span(Grpd), or
more generally, monoidal bicategories of spans in 2-categories, is described in detail in [2].

We describe the main components of the tensor product on Span(Grpd). Given a pair of groupoids
G, H, the tensor product G × H is the product in Grpd. Further, for each pair of pairs of groupoids
(G, H), (I , J ) there is a functor:

⊗ : Span(Grpd)(G, H) × Span(Grpd)(I , J ) → Span(Grpd)(G × I , H × J )
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defined roughly as follows:

S

H G

T

J I

S × T

H × J G × I
,,

,

S

S′

H G

T

T ′

J I

S × T

S′ × T ′

H × J G × I

v
��

u
��

q

��
p

��
q×v

��
p×u

��
� ��

v
��

u
��

q

��
p

��
q×v

��
p×u

��

v′

��

u′

��

q′

��

p′

��

�� �� q′×v′

��

p′×u′

��
� ��

��

ν
��

μ

��
ν′
��

μ′

�� �� ��

In fact, this tensor product will be not just a functor, but a homomorphism of bicategories. This
means that it carries some more structure and satisfies some extra axioms, but we will not give these
details here. See the manuscript of Gordon, Power, and Street [26] for the Definition of monoidal
bicategory and homomorphism between monoidal bicategories.

3.3. Enriched Bicategories

A monoidal structure, such as the tensor product on Span(Grpd) discussed in the previous
section, is the crucial ingredient for defining enriched bicategories. In particular, given a monoidal
bicategory V with the tensor product ⊗, a V-enriched bicategory has, for each pair of objects x, y, an
object hom(x, y) of V . Composition involves the tensor product in V

◦ : hom(x, y) ⊗ hom(y, z) → hom(x, z)

While writing the final draft of this article, we realized that our Definition of enriched bicategory
is almost identical to one previously given by Carmody [4] and recalled in part by Forcey [5].

After giving the basic structure of enriched bicategories, we state a change of base theorem, which
says which sort of map f : V → V′ lets us turn a V-enriched bicategory into a V′-enriched bicategory.

Recall that, for each finite group G, we have defined a category of permutation representations
PermRep(G). Further, the theory of enriched bicategories allows us to define the Span(Grpd)-enriched
bicategory Hecke(G), which we call the Hecke bicategory. In an ordinary bicategory, the composition
operation is given by a functor. So while composition in Span(Grpd) is defined as a functor, in
the Hecke bicategory, composition is given not by a functor, but rather a general morphism in the
enriching bicategory Span(Grpd). Thus, the composition operation in Hecke(G) is given by a span
of groupoids. This more general notion of composition forces us to work in the setting of enriched
bicategories. An advantage to working in the setting of enriched bicategories is the existence of a
change of base theorem, which we will employ as the main tool in proving our categorification theorem
via degroupoidification.

Before giving the Definition of an enriched bicategory, we recall the Definition of an enriched
category—that is, a category enriched over a monoidal category V [7]. An enriched category (or
V-category) consists of:

• a set of objects x, y, z . . .,
• for each pair of objects x, y, an object hom(x, y) ∈ V ,
• composition and identity-assigning maps that are morphisms in V .

For example, PermRep(G) is a category enriched over the monoidal category of vector spaces.
We now define enriched bicategories:

Definition 5. Let V be a monoidal bicategory. An enriched bicategory (or V-bicategory) B consists of the
following data subject to the following axioms:

42



Axioms 2012, 1, 291–323

• a collection of objects x, y, z, . . .,
• for every pair of objects x, y, a hom-object hom(x, y) ∈ V , which we will often denote (x, y),
• a morphism called composition

◦ : hom(x, y) ⊗ hom(y, z) → hom(x, z)

for each triple of objects x, y, z ∈ B,
• an identity-assigning morphism

ix : I → hom(x, x)

for each object x ∈ B,
• an invertible 2-morphism called the associator

(w,x)⊗((x,y)⊗(y,z))((w,x)⊗(x,y))⊗(y,z)

(w,y)⊗(y,z) (w,x)⊗(x,z)

(w,z)

a
��

1⊗c

��

c⊗1

��

c

��

c

��

αwxyz

��

for each quadruple of objects w, x, y, z ∈ B;
• and invertible 2-morphisms called the right unitor and left unitor

(x,x)⊗(x,y)

(x,y) I⊗(x,y)

(x,y)⊗(y,y)

(x,y)(x,y)⊗I

cxxy

��

rxy
� 

ix⊗1

�!

cxyy

��

lxy

��

1⊗iy

�!

ρxy

 "

λxy

!#

for every pair of objects x, y ∈ B;
• and axioms given by closed surface diagrams, the more interesting of the two being the

permutahedron [4].

Given a monoidal bicategory V , which has only identity 2-morphisms, every V-bicategory is
a V-category in the obvious way, and every V-enriched category can be trivially extended to a
V-bicategory. This flexibility will allow us to think of PermRep(G) as either a Vect-enriched category
or as a Vect-enriched bicategory.

Now we state a change of base construction which allows us to change a V-enriched bicategory to a
V′-enriched bicategory.

Claim 6: Given a lax-monoidal homomorphism of monoidal bicategories f : V → V′ and a V-bicategory BV ,
then there is a V′-bicategory

f̄ (BV )

43



Axioms 2012, 1, 291–323

A monoidal homomorphism is a map between bicategories preserving the monoidal structure up
to isomorphism [26,27]. A lax-monoidal homomorphism f is a bit more general: it need not preserve
the tensor product up to isomorphism. Instead, it preserves the tensor product only up to a morphism:

f (x) ⊗′ f (y) → f (x ⊗ y)

where the symbol ⊗′ is the monoidal product in V′.
The data of the enriched bicategory f̄ (BV ) is straightforward to write down and the proof of the

Claim is an equally straightforward, yet tedious surface diagram chase. Here we just point out the
most important idea. The new enriched bicategory f̄ (BV ) has the same objects as BV , and for each
pair of objects x, y, the hom-category of f̄ (BV ) is

hom f̄ (BV )(x, y) := f (homBV (x, y))

This theorem will allow us to compare the Hecke bicategory, which we define in the next section,
to bicategory of spans of finite G-sets Span(GSet).

4. A Categorification Theorem

The following sections are devoted to categorifying the Hecke algebroid. We will show how to
obtain the category of permutation representations using the process of degroupoidification.

4.1. The Hecke Bicategory

We are now in a position to present the spans of groupoids enriched bicategory Hecke(G)—the
Hecke bicategory.

Claim 7: Given a finite group G, there is a Span(Grpd)-enriched bicategory Hecke(G) which has:

• G-sets X, Y, Z . . . as objects,
• for each pair of G-sets X, Y, an object of Span(Grpd), the action groupoid:

hom(X, Y) = (X × Y)//G

• composition
◦ : (X × Y)//G × (Y × Z)//G → (X × Z)//G

is the span of groupoids,

(X × Y × Z)//G
π12×π23

�$

π13

��
(X × Z)//G (X × Y)//G × (Y × Z)//G

• for each G-set X, an identity assigning span from the terminal groupoid 1 to (X × X)//G,
• invertible 2-morphisms in Span(Grpd) assuming the role of the associator and left and right unitors.

Given this structure one needs to check that the axioms of an enriched bicategory are satisfied;
however, we will not prove this here. Combining the degroupoidification functor of Section 3.2, the
change of base theorem of Section 3.3, and the enriched bicategory Hecke(G) described above, we can
now state the main theorem. This is the content of the next section.

4.2. A Categorification of the Hecke Algebroid

In this section, we describe the relationship between the Hecke algebroid PermRep(G) of
permutation representations of a finite group G and the Hecke bicategory Hecke(G). The idea is
that for each finite group G, the Hecke bicategory Hecke(G) categorifies PermRep(G).
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We recall the functor degroupoidification:

D : Span(Grpd) → Vect

which replaces groupoids with vector spaces and spans of groupoids with linear operators. With this
functor in hand, we can apply the change of base theorem to the Span(Grpd)-enriched bicategory
Hecke(G). In other words, for each finite group G there is a Vect-enriched bicategory:

D̄ (Hecke(G))

which has

• permutation representations X, Y, Z, . . . of G as objects,
• for each pair of permutation representations X, Y, the vector space

hom(X, Y) = D ((X × Y)//G)

with G-orbits of X × Y as basis. Of course, a Vect-enriched bicategory is also a Vect-enriched category.
The following is the statement of the main theorem, an equivalence of Vect-enriched categories.

Claim 8: Given a finite group G,
D̄ (Hecke(G)) � PermRep(G)

as Vect-enriched categories.

More explicitly, this says that given two permutation representations X̃ and Ỹ, the vector space of
intertwining operators between them can be constructed as the degroupoidification of the groupoid
(X × Y)//G.

An important corollary of Claim 8 is that for certain G-sets—the flag varieties X associated to
Dynkin diagrams—the hom-groupoid Hecke(G)(X, X) categorifies the associated Hecke algebra. We
will describe these Hecke algebras in Section 6.1 and make the relationship to the Hecke bicategory
and some of its applications explicit in Section 6.2.

5. Spans of Groupoids and Cocontinuous Functors

In the following sections, we sketch the beginning of the project of understanding the relationship
between the Hecke bicategory and Span(GSet). For this we will need to introduce the monoidal
2-category Cocont of presheaf categories on groupoids and cocontinuous functors.

5.1. The Monoidal 2-Category Cocont

In Section 3.2, we considered groupoids as categorified vector spaces. In particular, the
isomorphism classes of objects assumed the role of a basis of the corresponding free vector space.
A slightly different point of view, which was discussed at length in [1], assigns to a groupoid the vector
space of functions on the set of isomorphism classes of that groupoid. Thus, promoting functions to
functors, we can think of a categorified vector space as the presheaf category on a groupoid. Given a
groupoid G, its category of presheaves Ĝ has:

• presheaves on G as objects,
• natural transformations as morphisms.

Recall that a (Set-valued) presheaf on a category C is a contravariant functor Cop → Set.
The objects of the monoidal bicategory described in this section are categories equivalent to categories
of presheaves. We now define such a category, which we call a nice topos.

Definition 6. A nice topos is a category equivalent to the category of presheaves on a (tame) groupoid.
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By the above Definition, there is a nice topos Ĝ of presheaves corresponding to any groupoid G.
However, mapping groupoids to these special presheaf categories suggests that nice toposes should
have an intrinsic characterization. To give such a characterization of these toposes we should look
to the generalization to toposes in Grothendieck’s Galois theory of schemes. The interested reader
is pointed to the survey article [28] and references therein, although the present paper may be read
independently of this survey. Giving this intrinsic characterization liberates the nice topos from its
dependence on a particular groupoid. In particular, this supports the point of view that nice toposes
are the objects of a basis independent theory of categorified vector spaces.

Following this line of reasoning, the maps between nice toposes are thought of as categorified
linear operators. Thus, they should preserve sums, or more accurately, they should preserve a
categorified and generalized notion of “sums”—colimits.

Definition 7. A functor is said to be cocontinuous if it preserves all (small) colimits.

This suggests that cocontinuous functors might play the role of categorified linear operators. Indeed,
we take such an approach.

In the next section, we will see further support for the analogy: nice topos is to groupoid as abstract
vector space is to vector space with chosen basis and cocontinuous functor is to span of groupoids as linear
operator is to matrix.

The monoidal bicategory Cocont consists of:

• nice toposes D, E , F , . . . as objects,
• cocontinuous functors as 1-morphisms,
• natural transformations as 2-morphisms.

Objects of Cocont are categories and the morphisms between them are functors. Thus, there is a
faithful functor from Cocont to Cat. It follows from the Definition that the product of tame groupoids
is again tame [1]. Then the product of a pair of nice toposes is again a nice topos inducing a monoidal
structure on Cocont. In particular, the tensor product of nice toposes E and F is the Cartesian product
E × F . Further, the Cartesian product is a cocontinuous functor in each variable and thus the product
of cocontinuous functors is again cocontinuous.

In the next section, we will describe the relationship between spans of groupoids and cocontinuous
functors between nice toposes. We use some basic notions of topos theory.

5.2. From Spans of Groupoids to Cocontinuous Functors

The change of base construction for enriched bicategories offers a new interpretation of the
Hecke bicategory. We have described two closely related monoidal bicategories. The relationship
between groupoids and nice toposes is made manifest as a functor between monoidal bicategories.
Understanding this functor will be the focus of this section.

It is clear from the Definition that we can obtain a nice topos by assigning a groupoid G to its
corresponding presheaf category Ĝ. Continuing our analogy with abstract vector spaces and vector
spaces with a chosen basis, we will explain how a span of groupoids gives a cocontinuous functor
between the corresponding presheaf categories. In fact, a groupoid can be recovered up to equivalence
from its presheaf category, just as a basis can be recovered up to isomorphism from its vector space,
but in each case the equivalence or isomorphism is non-canonical.

First, we review some basic ideas from topos theory. A topos is a category which resembles
the category of sets. Categories of presheaves are examples of Grothendieck toposes. In general, a
Grothendieck topos is a category of sheaves on a site. A site is just a category with a notion of a
covering of objects called a Grothendieck topology [29,30]. A familiar example with a particularly simple
Grothendieck topology is the category of presheaves on a topological space.

So if a topos is just a special type of category, then how does topos theory differ from category
theory? One answer is that while the morphisms between categories are functors, the morphisms
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between toposes must satisfy extra properties. Such a morphism is called a geometric morphism [30].
We define the morphisms between nice toposes, although the Definition is exactly the same in the
more general setting of Grothendieck toposes.

Definition 8. A geometric morphism e : E → F between nice toposes is a pair of functors e∗ : F → E
and e∗ : E → F such that e∗ is left adjoint to e∗ and e∗ is left exact, i.e., preserves finite limits. A geometric
morphism e : E → F is said to be essential if there exists a functor e! : E → F which is left adjoint to e∗.

We note a relationship to functors between groupoids, which allows us to define cocontinuous
functors from spans. Any functor f : G → H defines a geometric morphism between the corresponding
presheaf categories:

f̂ : Ĝ → Ĥ

which consists of the functor:
f ∗ : Ĥ → Ĝ

which pulls presheaves back from H to G, together with the right adjoint of f ∗

f∗ : Ĝ → Ĥ

which pushes presheaves forward from G to H. The particularly important fact is that a geometric
morphism induced by a functor between groupoids will always be essential—that is, there exists a left
adjoint to f ∗:

f! : Ĝ → Ĥ

Definition 9. A map of geometric morphisms α : e ⇒ f is a natural transformation:

α : e∗ ⇒ f ∗

Using the fact that a functor between groupoids induces an essential geometric morphism, we see
that from a span of groupoids:

S
q

��

p

��
H G

we can define a functor:
q! p∗ : Ĝ → Ĥ

which is a composite of left adjoint functors, and thus, cocontinuous. Although we do not go into
detail at present, using this construction on spans it is not difficult to define a natural transformation
between cocontinuous functors from a map of spans. After checking details, the following Claim
becomes evident.

Claim 13: There is a homomorphism of monoidal bicategories

L : Span(Grpd) → Cocont

which assigns to each groupoid G its category of presheaves Ĝ and to each span

S
q

��

p

��
H G
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the cocontinuous functor q! p∗ : Ĝ → Ĥ.

In the setting of spans of sets, the homomorphism L would be analogous to the functor taking a
set X to the free vector space with basis X, and a span

S
q

��

p

��
Y X

to a linear operator between the corresponding vector spaces.
Using the map L, we can apply change of base to the Hecke bicategory to obtain a Cocont-enriched

bicategory. We will discuss the details and benefits of this new structure in the next section.

5.3. Spans of G-Sets as Nice toposes

In this section we take a closer look at the structure of the Cocont-enriched bicategory
L̄(Hecke(G)). Our goal is to rephrase the construction as a cocompletion of the bicategory Span(GSet)
of spans of G-sets.

Claim 14: Given a finite group G, there is a Cocont-enriched bicategory L̄(Hecke(G)) which has:

• G-sets X, Y, Z . . . as objects,
• for each pair of G-sets X, Y, an object of Cocont:

hom(X, Y) = ̂(X × Y)//G

• composition
◦ : ̂(X × Y)//G × ̂(Y × Z)//G → ̂(X × Z)//G

is the cocontinuous functor (π13)!(π12 × π23)
∗,

• for each G-set X, an identity assigning cocontinuous functor from the topos 1̂ � Set to ̂(X × X)//G,
• invertible 2-morphisms in Cocont assuming the role of the associator and left and right unitors.

The proof of this Claim is immediate from the proofs of Claim 6 and Claim 7.
It turns out that the hom-categories of the Cocont-enriched bicategory L̄(Hecke(G)) have a very

simple description as spans of G-sets and maps of spans. Given G-sets X and Y, the product X × Y is
again a G-set in an obvious way, so we can construct the action groupoid (X × Y)//G. The category of
presheaves on this groupoid will be a nice topos.

Lemma 1. Given a pair of G-sets X, Y, the category whose objects are spans of G-sets from X to Y and whose
morphisms are maps of these spans of G-sets is equivalent to the nice topos ̂(X × Y)//G.

The construction which proves this lemma is sometimes called the Grothendieck construction.
The construction says that given a pair of G-sets X and Y, presheaves on (X × Y)//G are spans from
X to Y and natural transformations are maps of spans. We sketch the proof of this lemma now.

Proof. (Sketch) Given a span of G-sets:

S
q

��

p

��
Y X

there is a presheaf on (X × Y)//G, which we can think of approximately as a categorified matrix
of natural numbers, i.e., a matrix of sets. Each object (x, y) determines an entry in the matrix,
and the entries are the sets Sx,y = p−1(x) ∩ q−1(y) defined in Section 2.1. For each morphism
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(g, (x, y)) : (x, y) → (x′, y′), we define a function from Sx′ ,y′ to Sx,y by the action of g−1 on the G-set
Sx′ ,y′ . Thus, we obtain a presheaf from the span S.

Now from a map of spans of G-sets:

S
p

��

q

��
f

��

Y X

S′
q′

��

p′

��

we construct a natural transformation between the presheaves corresponding to S and S′. For each
object (x, y) of (X × Y)//G, the component of the natural transformation takes an element s ∈ Sx,y to
f (s) ∈ S′

x,y. Since f is G-equivariant, the naturality squares commute.
It is not difficult to check that this process defines an equivalence of categories. We only need to

build a functor in the other direction such that the respective composites are naturally isomorphic to
the identity. We construct such a functor here.

Consider a presheaf P on the groupoid (X × Y)//G. We construct a span with apex the disjoint
union of the sets P(x, y). Given a morphism (g, (x, y)) : (x, y) → (g · x, g · y) ∈ (X × Y)//G, there is
an induced action on the set P(x, y) coming from P(g, (x, y)) : P(x, y) → P(g · x, g · y). The projections
onto X and Y are G-equivariant maps yielding the span

�(x,y)∈X×Y P(x, y)

"% #&X Y

Next, consider a natural transformation from a presheaf P to a presheaf Q. We define a map
between the corresponding spans denoted by their apex sets SP and SQ. Each element p ∈ SP is
assigned a pair (x, y) by the projections, and to this pair, the natural transformation assigns a function
f : P(x, y) → Q(x, y). Since p ∈ P(x, y) ⊆ SP and f (p) ∈ Q(x, y) ⊆ SQ, we have defined a map of
spans.

We have seen that the hom-categories of the Cocont-enriched bicategory L̄(Hecke(G)) are actually
categories whose objects are spans of G-sets and whose morphisms are maps between such spans. In
particular, this bicategory is the local cocompletion of Span(GSet). In describing categorified Hecke
algebras we will present a groupoid and a span of groupoids. It will be useful when we consider
a specific example to consider the presheaf category in place of the groupoid and to think of each
presheaf as a span of G-sets.

6. The Categorified Hecke Algebra and Zamolodchikov Equation

The main Claim of this paper is the existence of a categorification of the Hecke algebroid by
the Hecke bicategory Hecke(G). This is, in fact, a statement about categorified Hecke algebras. In
attempting to make connections between the categorified Hecke algebra and knot theory, the bicategory
Span(GSet) allows a hands-on approach to the categorified generators and the isomorphisms of spans
arising from the defining equations of the Hecke algebra. We show that in certain cases these are
Yang–Baxter operators that satisfy the Zamolodchikov tetrahedron equation. The hope is that these
Yang–Baxter equations will lead to interesting braided monoidal 2-categories [8].
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6.1. The Hecke Algebra

There are several well-known equivalent descriptions of the Hecke algebra H(Γ, q) obtained from
a Dynkin diagram Γ and a prime power q. One description of the Hecke algebra is as a q-deformation
of the group algebra of the Coxeter group of Γ. A standard example of a Coxeter group associated to a
Dynkin diagram is the symmetric group on n letters Sn, which is the Coxeter group of the An−1 Dynkin
diagram. We will return to this Definition in Section 6.2 and see that it lends itself to combinatorial
applications of the Hecke algebra. This combinatorial aspect comes from the close link between the
Coxeter group and its associated Coxeter complex, a finite simplicial complex that plays an essential
role in the theory of buildings [31].

Hecke algebras have an alternative Definition as algebras of intertwining operators between
certain coinduced representations [32]. Given a Dynkin diagram Γ and prime power q, there is an
associated simple algebraic group G = G(Γ, q). Choosing a Borel subgroup B ⊂ G, i.e., a maximal
solvable subgroup, we can construct the corresponding flag complex X = G/B, a transitive G-set.

Now, for a finite group G and a representation V of a subgroup H ⊂ G, the induced representation
of G from H is defined as the V-valued functions on G, which commute with the action of H:

IndG
H(V) = { f : G → V | h · f (x) = f (hx), for h ∈ H}

The action of g ∈ G is defined on a function f : G → V as (g · f )(x) = f (xg). A standard fact
about finite groups says that the representation induced from the trivial representation of any subgroup
is isomorphic to the permutation representation on the cosets of that subgroup. Thus, from the trivial
representation of a Borel subgroup B, we obtain the permutation representation X̃ on the cosets of B,
i.e., the flag complex X. Then the Hecke algebra is defined as the algebra of intertwining operators
from X̃ to itself:

H(Γ, q) := PermRep(G)(X̃, X̃)

where G = G(Γ, q).
Given this Definition of the Hecke algebra, we have an immediate corollary to Claim 8:

Claim 16: Given a Dynkin diagram Γ and prime power q, denote G = G(Γ, q). Then the hom-category
Hecke(G)(X, X) of the Hecke bicategory categorifies the Hecke algebra H(Γ, q).

6.2. Categorified Generators and the Zamolodchikov Equation

Now that we have seen a categorification of Hecke algebras abstractly as a corollary, we look at a
concrete example. The categorified Hecke algebra is particularly easy to understand as living inside
the bicategory Span(GSet). While we found it useful earlier to view Hecke algebras as algebras of
intertwining operators, viewing the Hecke algebra by its presentation as a q-deformation of a Coxeter
group [33] is helpful in examples.

Any Dynkin diagram gives rise to a simple Lie group, and the Weyl group of this simple Lie
group is a Coxeter group. Let Γ be a Dynkin diagram. We write d ∈ Γ to mean that d is a dot in this
diagram. Associated to each unordered pair of dots d, d′ ∈ Γ is a number mdd′ ∈ {2, 3, 4, 6}. In the
usual Dynkin diagram conventions:

• mdd′ = 2 is drawn as no edge at all,
• mdd′ = 3 is drawn as a single edge,
• mdd′ = 4 is drawn as a double edge,
• mdd′ = 6 is drawn as a triple edge.

For any prime power q, our Dynkin diagram Γ yields a Hecke algebra. The Hecke algebra H(Γ, q)
corresponding to this data is the associative algebra with one generator σd for each d ∈ Γ, and relations:

σ2
d = (q − 1)σd + q
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for all d ∈ Γ, and
σdσd′ σd · · · = σd′ σdσd′ · · ·

for all d, d′ ∈ Γ, where each side has mdd′ factors.
When q = 1, this Hecke algebra is simply the group algebra of the Coxeter group associated to

Γ—that is, the group with one generator sd for each dot d ∈ Γ, and relations

s2
d = 1, (sdsd′)mdd′ = 1

So, the Hecke algebra can be thought of as a q-deformation of this Coxeter group.
We recall the flag complex X = G/B from Section 6.1 is a finite set equipped with a transitive

action of the finite group G. Starting from just this G-set X, we can see an explicit picture of the
categorified Hecke algebra of spans of G-sets from X to X.

The key is that for each dot d ∈ Γ there is a special span of G-sets that corresponds to the generator
σd ∈ H(Γ, q). To illustrate these ideas, let us consider the simplest nontrivial example, the Dynkin
diagram A2:

• •

The Hecke algebra associated to A2 has two generators, which we call P and L, for reasons soon
to be revealed:

P = σ1, L = σ2

To make the connection to the description of the Hecke algebra as an algebra of intertwining
operators explicit, we can choose a basis of X̃ corresponding to the elements of the Coxeter group S3

and write these generators as the following matrices, or intertwining operators.

P =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 q 0 0 0 0
1 q − 1 0 0 0 0
0 0 0 q 0 0
0 0 1 q − 1 0 0
0 0 0 0 q − 1 1
0 0 0 0 q 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠

L =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 q
0 0 q 0 0 0
0 1 q − 1 0 0 0
0 0 0 q − 1 1 0
0 0 0 q 0 0
1 0 0 0 0 q − 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
The relations are

P2 = (q − 1)P + q, L2 = (q − 1)L + q, PLP = LPL

It follows that this Hecke algebra is a quotient of the group algebra of the 3-strand braid group,
which has two generators P and L, which we can draw as braids in 3-dimensional space:

P = L =

• • • • • •

• • • • • •
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and one relation PLP = LPL:

=

• • • • • •

• • • • • •

• • • • • •

• • • • • •

called the Yang–Baxter equation or third Reidemeister move. This is why Jones could use traces on the An

Hecke algebras to construct invariants of knots [34]. In light of the success of Khovanov homology—a
categorification of the Jones polynomial—this connection to knot theory makes it especially interesting
to categorify Hecke algebras.

So, let us see what the categorified Hecke algebra looks like, and where the Yang–Baxter equation
comes from. The algebraic group corresponding to the A2 Dynkin diagram and the prime power q
is G = SL(3,Fq), and we can choose the Borel subgroup B to consist of upper triangular matrices in
SL(3,Fq). Recall that a complete flag in the vector space F3

q is a pair of subspaces

0 ⊂ V1 ⊂ V2 ⊂ F3
q

The subspace V1 must have dimension one, while V2 must have dimension two. Since G acts
transitively on the set of complete flags and B is the subgroup stabilizing a chosen flag, the flag variety
X = G/B in this example is just the set of complete flags in F3

q—hence its name.
We can think of V1 ⊂ F3

q as a point in the projective plane FqP2, and V2 ⊂ F3
q as a line in this

projective plane. From this viewpoint, a complete flag is a chosen point lying on a chosen line in FqP2.
This viewpoint is natural in the theory of “buildings”, where each Dynkin diagram corresponds to a
type of geometry [31]. Each dot in the Dynkin diagram then stands for a “type of geometric figure”,
while each edge stands for an “incidence relation”. The A2 Dynkin diagram corresponds to projective
plane geometry. The dots in this diagram stand for the figures “point” and “line”:

point • • line

The edge in this diagram stands for the incidence relation “the point p lies on the line �”.
We can think of P and L as special elements of the A2 Hecke algebra, as already described. But

when we categorify the Hecke algebra, P and L correspond to irreducible spans of G-sets—that is,
spans that are not coproducts of two non-trivial spans of G-sets. Let us describe these spans and
explain how the Hecke algebra relations arise in this categorified setting.

The objects P and L can be defined by giving irreducible spans of G-sets:

P

�� ��

L

�� ��
X X X X
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In general, any span of G-sets
S

q

��

p

��
X X

such that q × p : S → X × X is injective can be thought of as G-invariant binary relation between
elements of X. Irreducible G-invariant spans are always injective in this sense. So, such spans can also
be thought of as G-invariant relations between flags. In these terms, we define P to be the relation that
says two flags have the same line, but different points:

P = {((p, �), (p′, �)) ∈ X × X | p �= p′}

Similarly, we think of L as a relation saying two flags have different lines, but the same point:

L = {((p, �), (p, �′)) ∈ X × X | � �= �′}

Given this, we will check:

P2 ∼= (q − 1) × P + q × 1, L2 ∼= (q − 1) × L + q × 1, PLP ∼= LPL

Here both sides refer to spans of G-sets. Addition of spans is defined using the coproduct and 1
denotes the identity span from X to X. We use “q” to stand for a fixed q-element set, and similarly for
“q − 1”. We compose spans of G-sets using the ordinary pullback.

To check the existence of the first two isomorphisms above, we just need to count. In FqP2, there
are q + 1 points on any line. So, given a flag we can change the point in q different ways. To change it
again, we have a choice: we can either send it back to the original point, or change it to one of the q − 1
other points. So, P2 ∼= (q − 1) × P + q × 1. Since there are also q + 1 lines through any point, similar
reasoning shows that L2 ∼= (q − 1) × L + q × 1.

The Yang–Baxter isomorphism
PLP ∼= LPL

is more interesting. We construct it as follows. First consider the left-hand side, PLP. Start with a
complete flag (p1, �1):

p1
�1

Then, change the point to obtain a flag (p2, �1). Next, change the line to obtain a flag (p2, �2).
Finally, change the point once more, which gives us the flag (p3, �2):

p1

�1

p1

�1

p2

p1

�1

p2

�2

p1

�1

p2

�2
p3

The figure on the far right is a typical element of PLP:

((p1, �1), (p2, �1), (p2, �2), (p3, �2)) such that p1 �= p2, p2 �= p3, �1 �= �2

On the other hand, consider LPL. Start with the same flag as before, but now change the line,
obtaining (p1, �′

2). Next change the point, obtaining the flag (p′
2, �′

2). Finally, change the line once more,
obtaining the flag (p′

2, �′
3):
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p1
�1

p1
�1

�′
2

p1
�1

�′
2

p′
2

p1

�1

�′
2

p′
2

�′
3

The figure on the far right is a typical element of LPL.
Now, the axioms of projective plane geometry say that any two distinct points lie on a unique

line, and any two distinct lines intersect in a unique point. So, any figure of the sort shown on the left
below determines a unique figure of the sort shown on the right, and vice versa:

Comparing this with the pictures above, we see this bijection induces an isomorphism of spans
PLP ∼= LPL. So, we have derived the Yang–Baxter isomorphism from the axioms of projective
plane geometry!

The above discussion helps illuminate the occurrence of the Yang–Baxter equation in the generators
and relations description of the Hecke algebra. We have seen that the categorified setting allows us to
view these equations as isomorphisms of spans of G-sets. As such, these Yang–Baxter operators satisfy
an equation of their own—the Zamolodchikov tetrahedron equation [8]. However, this equation appears
in the categorified An Hecke algebra, only for n ≥ 3. We can assign braids on four strands to the
generators of the A3 Hecke algebra:

P = L = S =

• • • • • • • • •• • •

• • • • • • • • •• • •

where composition of spans, or multiplication in the Hecke algebra, corresponds to stacking of braid
diagrams. Then we can express the Zamolodchikov equation—as an equation in the categorified Hecke
algebra—in the form of a commutative diagram of braids [35,36]:

�� ��

$'%(

$' %(

�� ��

This is just the beginning of a wonderful story involving Dynkin diagrams of more general
types, incidence geometries, logic, braided monoidal 2-categories [37,38], knot invariants, topological
quantum field theories, geometric representation theory, and more!
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Abstract: A research proposal on the algebraic structure, the representations and the possible
applications of paraparticle algebras is structured in three modules: The first part stems from an
attempt to classify the inequivalent gradings and braided group structures present in the various
parastatistical algebraic models. The second part of the proposal aims at refining and utilizing a
previously published methodology for the study of the Fock-like representations of the parabosonic
algebra, in such a way that it can also be directly applied to the other parastatistics algebras. Finally,
in the third part, a couple of Hamiltonians is proposed, suitable for modeling the radiation matter
interaction via a parastatistical algebraic model.
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1. Introduction

The “free” Paraparticle algebras were introduced in the 1950s by Green [1] and Volkov [2,3] as an
alternative—to the Canonical Commutation Relations (CCR) and the Canonical Anti-commutation
Relations (CAR)—starting point for the free field quantization, but it was soon realized that these
algebras also constitute a possible answer to the “Wigner Quantization scheme” [4]. In the decades
that followed, numerous papers have appeared dealing with various aspects of their mathematical
and physical implications. Nevertheless, few of them could be characterized as genuine advances:

The first important result for these algebras was the classification of their Fock-like representations:
In [5] Greenberg and Messiah determined conditions which uniquely specify a class of representations
of the “free” parabosonic PB and the “free” parafermionic PF algebras. We are going to call these
representations Fock-like due to the fact that they are constructed as generalizations of the usual
symmetric Fock spaces of the Canonical Commutation relations (CCR) and the antisymmetric Fock
spaces of the Canonical Anticommutation Relations (CAR), leading to generalized versions of the
Bose-Einstein and the Fermi-Dirac statistics. In [5] it is shown that the parafermionic Fock-like spaces
lead us to a direct generalization of the Pauli exclusion principle. The authors further prove that these
representations are parametrized by a positive integer p or, equivalently, that they are classified by the
positive integers. However they did not construct analytical expressions for the action of the generators
on the specified spaces, due to the intractable computational difficulties inserted by the complexity of
the (trilinear) relations satisfied by the generators of the algebra. Apart from some special cases (i.e.,
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single degree of freedom algebras or order of the representations p = 1) the problem of constructing
explicitly the determined representations remained unsolved for more than 50 years. In the same
paper [5], the authors introduced a couple of interacting paraparticle algebras mixing parabosonic and
parafermionic degrees of freedom: the Relative Parabose Set PBF, the Relative Parafermi Set PFB and
the straight Commutation and Anticommutation relations, abbreviated SCR and SAR respectively.

The problems of the explicit construction of the Fock-like representations of the above algebras, in
the general case of the infinite degrees of freedom, remained unsolved until recently, due mainly to the
serious computational difficulties introduced by the number and the nature of the trilinear relations
between the generators of these algebras. The solution to these problems was finally given in a series of
papers [6–8]: The authors proceeded—utilizing a series of techniques—to the explicit construction, for
an arbitrary value of the positive integer p of the above mentioned Fock-like representations for the PB

anf the PF algebras. Employing techniques of induced representations, combined with the well known
Lie super-algebraic structure of PB [9] and Lie algebraic structure of PF [10,11], together with elements
from the representation theory of the (complex) Lie superalgebra osp(1/2n) and the (complex) Lie
algebra so(2n + 1), they proceed to construct Gelfand-Zetlin bases and calculate the corresponding
matrix elements. However, the general cases of PBF, PFB, SBF and SFB algebras remain still open (even
in the case of the finite degrees of freedom).

Other interesting and important advances in the study of the algebraic properties of the various
Paraparticle algebras have been the studies of the various (G, ϑ)-Lie structures present: The Lie
algebraic structure of the Parafermionic algebra PF had already been known since the time of [10,11].
In the 1980s, the pioneering works of Palev [9] established Lie superalgebraic structures for the
Parabosonic algebra PB and the Relative Parafermi Set PFB algebra [12,13] as well. The picture expands
even more with recent results on the (Z2 × Z2)-graded ϑ-colored Lie structure of the Relative Parabose
Set PBF algebra [14,15].

1.1. Structure of the Paper

The aim of the present paper is to introduce a research proposal, revolving around the above
mentioned topics, trying to describe and extend already open problems, generalize previously obtained
results and develop new methodological approaches where this might appear feasible. The project
is structured in three modules corresponding to: (a) the study and, if possible, the classification of
the graded and braided algebraic structures present in the algebras of parastatistics; (b) the study
and the attempt to establish explicit construction of representations for these algebras; and finally (c)
a proposal for a Hamiltonian written in terms of paraparticle algebra generators, and targeting the
description of the radiation–matter interaction.

In Section 2, we start the elucidation by introducing the paraparticle algebras (and their notation),
which are going to constitute the central object of study, in terms of generators and relations: The “free”
Parabosonic algebra PB, the “free” Parafermionic algebra PF, the Relative Parabose Set algebra PBF

and the Relative Parafermi Set algebra PFB, the straight Commutation Relations SCR and the straight
anticommutation relations SAR. For the sake of completeness, we also review some more or less well
known particle algebras of mathematical physics which are directly related to the proposed methods:
the Canonical Commutation Relations (CCR), the Canonical Anticommutation Relations (CAR), the
symmetric Clifford-Weyl algebra Ws, and the antisymmetric Clifford-Weyl algebra Was.

In Section 3, previously obtained results on the ϑ-color, G-graded Lie algebraic structures of
various paraparticle algebras are reviewed and an attempt is made to generalize or extend these results.
After a conceptual introduction to the modern algebraic treatment of the notions of grading, and
color functions, we focus the discussion on the classification of the actions of group algebras on the
paraparticle algebras and the classification of the non-trivial quasitriangular structures of these group
algebras rather than on the Lie structures of the paraparticle algebras themselves.

In Section 4, a connection is made with previous results by the author, and a “braided”
methodology is outlined for the study and the construction of the representations of the paraparticle

58



Axioms 2012, 1, 74–98

algebras. The novel thing in the present approach is the exploitation of the gradings and the braidings
of the various particle (CCR and CAR) and paraparticle algebras and their interplay, rather than the
use of Lie algebraic techniques followed by other authors [6–8]. We also focus on the description of
unsolved mathematical problems, whose solution is a necessary step in order for the method to be
finalized in a form applicable to all the paraparticle algebras discussed.

In Section 5, a couple of Hamiltonians is proposed and their suitability for the description of
the interaction between a monochromatic parabosonic field and a multiple energy-level system is
discussed. Mixed Paraparticle algebras are used as spectrum generating algebras and the idea is based
on recent results obtained by the author and other authors, relative to the construction of a class of
irreducible representations for a mixed paraparticle algebra combining a single parabosonic and a
single parafermionic degree of freedom. The reader with the necessary background in physics literature
related to the description of the radiation-matter interaction, will easily recognize that we are actually
discussing an attempt to develop a paraparticle multiple-level generalization of the Jaynes-Cummings
model [16], which has been a celebrated model of Quantum Optics.

In what follows, all vector spaces, algebras and tensor products will be considered over the
field of complex numbers C, the prefix “super” will amount to Z2-graded, G will always stand for a
finite, Abelian group, unless stated otherwise, and finally, following traditional conventions of physics
literature [x , y] = xy − yx will stand for the commutator and {x , y} = xy + yx for the anticommutator.
Moreover, the term module will be used as identical to representation and whenever formulas from
physics enter the text, we use the traditional convention � = m = ω = 1.

2. The Algebras, in Terms of Generators and Relations

In the following table, the various particle and paraparticle algebras used and studied in this
paper are presented in generators and relations. In what follows: i, j, k, l, m = 1, 2, . . . and ξ, η, ε = ±.

The CCR algebra consists of the familiar Canonical Commutation Relations of elementary
Quantum mechanics and is widely known under the names of boson algebra or Weyl algebra.
Similarly, CAR stands for the Canonical Anticommutation Relations or fermion algebra. The study
of the properties and the representations of these algebras constitute some of the oldest problems of
Mathematical Physics and their origins are dated since the early days of Quantum theory.

59



Axioms 2012, 1, 74–98

The algebra Ws corresponds to a “symmetric” or commuting mixture of bosonic and fermionic
degrees of freedom. It has been used in [17] for the description of a supersymmetric chain of
uncoupled oscillators and it corresponds to the most common choice for combining bosonic and
fermionic degrees of freedom. One can find a host of applications, in either problems of physics
or mathematics. For instance: in [18–20] we have constructions of coherent states in models
described by this algebra; in [16,21] it is applied in the Jaynes-Cummings model; and in [22] in a
variant of this model. In [23–30] this algebra is used for studying problems of the representation
theory of Lie algebras, Lie superalgebras and their deformations. Some authors [23,31] use the
terminology symmetric Clifford-Weyl algebra or Weyl superalgebra. The algebra Was corresponds
to an “antisymmetric” or anticommuting mixture of bosons and fermions. Applications—mainly in
mathematical problems—can be found in [28,31,32]. Some authors [23,31] refer to this algebra as the
antisymmetric Clifford-Weyl algebra.

The Relative Parabose Set PBF, the Relative Parafermi Set PFB, the Straight Commutation relations
SBF and the Straight Anticommutation relations SFB have all been introduced in [5] and constitute
different choices of mixing algebraically interacting parabosonic and parafermionic degrees of freedom.
Mathematical properties of some of these algebras such as their G-graded, ϑ-colored Lie structures and,
more generally, their braided group structures have been studied in [12,13] for PFB and in [14,15,33–35]
for PBF. However, the representation theory of these mixed paraparticle algebras remains an almost
unexplored subject. To the best of the author’s knowledge, the only works in the bibliography dealing
with explicit construction of representations for such algebras has to do with the representations
of PBF

(1,1) i.e., of the Relative Parabose Set algebra combining a single parabosonic and a single
parafermionic degree of freedom [36–38].

Finally, before closing this paragraph and for the sake of completeness, we feel it is worth
citing various works appearing in the literature and dealing with algebras which mix particle and
paraparticle degrees of freedom (i.e., mixing commutation–anticommutation relations from the above
table): One can see for example [39–44] where mainly supersymmetric properties and coherent states
are studied for such algebras.

3. Braided Group, Ordinary Hopf and (G, ϑ)-Lie Structures for the Mixed Paraparticle Algebras:
An Attempt at Classification

3.1. Historical and Conceptual Introduction—Literature Review

The notion of G-graded Hopf algebra, is not new, either in physics or in mathematics. The idea
already appears in some of the early works on Hopf algebras, such as for example in the work of
Milnor and Moore [45] where we actually have Z-graded Hopf algebras (see also [46]). It is noteworthy,
that such examples initially misled mathematicians to the incorporation of the notion of grading in
the definition of the Hopf algebra itself, until about the mid 1960s when P. Cartier and J. Dieudonné
removed such restrictions and stated the definition of Hopf algebra in almost its present day form.

Before continuing, we feel it is worth quoting the following proposition which summarizes
different conceptual understandings of the notion of the grading of a (complex) algebra A by a finite,
Abelian group G (for more details on the following proposition and on the terminology and the notions
used in the rest of this section, the interested reader may look at [47–53] and also at Sections 3.3, 3.4, 4.2
of [54]).

Proposition 3.1: The following statements are equivalent to each other:

1. A is a G-graded algebra (the term superalgebra appears often in physics literature when G = Z2)
in the sense that A = ⊕g∈G Ag and Ag Ah ⊆ Agh for any g, h ∈ G.

2. A is a (left) CG-module algebra.
3. A is a (right) CG-comodule algebra.
4. A is an algebra in the Category CGM of representations (modules) of the group Hopf algebra CG.
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5. A is an algebra in the Category MCG of corepresentations (comodules) of the group Hopf
algebra CG.

We recall here that A being a CG-module algebra is equivalent to saying that A apart from being
an algebra is also a CG-module while the structure maps of the algebra (i.e., the multiplication and
the unity map which embeds the field into the center of the algebra) are CG-module morphisms
(or equivalently homogeneous linear maps whose degree is the neutral element of the group G).
In the general case of an arbitrary group G the comodule picture would describe the situation more
conveniently, however in the above we explicitly use the Hopf algebra isomorphism CG ∼=(CG)*

between CG and its dual Hopf algebra (CG)* (where (CG)*= Hom (CG, C) ∼= Map(G,C) = CG as
complex vector spaces and with CG we denote the complex vector space of the set-theoretic maps from
the finite abelian group G to C). The essence of the description provided by Proposition 3.1 is that the
G-grading on the algebra A can be equivalently described as a specific (co)action of the group G (and
thus of the group Hopf algebra CG) on A i.e., a (co)action which “preserves” the algebra structure of
A. Such ideas, which provide an equivalent description of the grading of an algebra A by a group G as
a suitable (co)action of the group Hopf algebra CG on A, are actually not new and already appear in
works such as [55,56].

What is actually new in the sense that it has been developed since the 1990s and thereafter, is on
the one hand the “dualization” of Proposition 3.1 which provides us with the definition of the notion
of a “graded coalgebra” and, on the other hand, the role of the notion of the quasitriangularity of the
group Hopf algebra CG, in constructing “graded” generalizations of the notion of Hopf algebra itself.

We first collect in the following proposition various alternative readings of the notion of a
graded coalgebra:

Proposition 3.2: The following statements are equivalent to each other:

1. C is a G-graded coalgebra (the term supercoalgebra seems also appropriate when G = Z2) in
the sense that Δ(Cκ) ⊆ ⊕g∈GCg ⊗ Cg−1κ ≡ ⊕gh=κCg ⊗ Ch for any g, h, κ ∈ G and ε(Cκ) = {0} for
all κ �= 1 ∈ G. ( Δ : C → C ⊗ C and ε : C → C are assumed to be the comultiplication and the
counity respectively).

2. C is a (left) CG-module coalgebra.
3. C is a (right) CG-comodule coalgebra.
4. C is a coalgebra in the Category CGM of representations (modules) of the group Hopf algebra

CG.
5. C is a coalgebra in the Category MCG of corepresentations (comodules) of the group Hopf algebra

CG.

Notice that, in the above proposition, G is considered to be finite and abelian. (See also the
proof of the above proposition in the Appendix A, for some clarifying comments on the role of these
restrictions).

For bibliographic reasons, we should mention at this point, that the notion of a graded coalgebra
first appears in the literature in the articles [45,46] and the books [52,53]. However, these references
consider the special case for which the grading group is G = Z and the components of negative degree
are zero. To the best of the author’s knowledge, the introduction of the notion of graded coalgebra in
its full generality, i.e., for an arbitrary grading group G, first appears in [57] (where strongly graded
coalgebras are also introduced) and is consequently studied in [58–60].

Let us now proceed in briefly describing the way in which the notion of quasitriangularity,
its connection with previously known ideas from group theory (e.g., the notion of bicharacter), from
Category theory (i.e., the notion of braiding) and its role in the formation of representations and
tensor products of graded objects, leads us to direct generalizations of the notion of Hopf algebras
and to a novel understanding of the notion of graded Hopf algebras. For what follows, the interested
reader on the terminology and the notions of bicharacters, color functions, commutation factors should
consult [47,48] and [61–67].
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The Universal Enveloping algebras (UEA) of Lie superalgebras (LS) are widely used in physics
and they are examples of Z2-graded Hopf algebras or super-Hopf algebras. These structures strongly
resemble Hopf algebras but they are not Hopf algebras themselves, at least not in the ordinary
sense. The picture expands even more, if we consider further generalizations of Lie algebras: these
are the ϑ-colored G-graded Lie algebras or (G, ϑ)-Lie algebras, whose UEAs are G-graded Hopf
algebras or to be more rigorous (G, ϑ)-Hopf algebras or G-graded, ϑ-braided Hopf algebras (see
the relative discussion in [35,47]). In this last case, ϑ : G × G → C∗ stands for a skew-symmetric
bicharacter [47] on G (or: commutation factor [61–63] or color function [65,66]), which has been
shown [47,64] to be equivalent to a triangular universal R -matrix on the group Hopf algebra CG.
This finally entails [47–49,64] a symmetric braiding in the Monoidal Category CGM of the modules
over the group Hopf algebra CG.

In fact, in [47,64] a simple bijection is described, from the set of bicharacters of a finite abelian
group G onto the set of Universal R-matrices of the group Hopf algebra CG [64] and from there onto
the set of the braidings of the monoidal Category of representations CGM ([47], Theorem 10.4.2) In
other words Bicharacters

MM

The correspondence is such that given a bicharacter ϑ : G × G → C∗ , the corresponding R-matrix
is given by [64]

R = ∑ R(1) ⊗ R(2) =
1
n2 ∑

g, h ∈ G
g′, h′ ∈ G′

ϑ(g, h)〈g′, g〉〈h′, h〉g′ ⊗ h′

and the corresponding braiding of the monoidal Category of representations CGM, by the family of
isomorphisms ψV,W : V ⊗ W → W ⊗ V given by ψV,W(x ⊗ y) = ∑ R(2) · y ⊗ R(1) · x =ϑ(g, h)y ⊗ x for
any x ∈ Vg, y ∈ Wh; g, h ∈ G. In the above, we have denoted by c the complex conjugate of any complex
number c, by C∗ the multiplicative group of non-zero complex numbers, by G′ the character group
of G and by <,>: G′ × G → C∗ the canonical pairing < g′, g >= g′(g) ∈ C∗ for all g′ ∈ G′, g ∈ G.
The vector spaces V, W are any two CG-modules i.e. any two G-graded vector spaces and by ” · ”
we denote the action of the group elements on the elements of the corresponding vector space. The
above described bijection is such that [64] the skew-symmetric bicharacters (i.e., the color functions
or commutation factors) are mapped onto triangular universal R -matrices and thus onto symmetric
braidings of CGM (see also Sections 3.5.3 and 4.2 of [54] for detailed calculations for the simplest
example of CZ2). Also, recall that a character χ of G is a homomorphism χ : G → C∗ of G to the
multiplicative group of non-zero complex numbers C∗ = (C\{0}, ×), i.e., χ(gh) = χ(g)χ(h), ∀g, h ∈ G
and that the characters form a (multiplicative) group G′, which in the finite, abelian case is isomorphic
to G i.e., G ∼= G′ as abelian groups and thus C(G′) ∼= CG ∼= (CG)∗ as Hopf algebras.

According to the modern terminology [47–49,64] developed in the 1990s and originating from the
Quantum Groups theory, (G, ϑ)-Hopf algebras belong to the—conceptually wider—class of Braided
Groups (in the sense of the braiding described above). Here we use the term “braided group” loosely,
in the sense of [48,49]. It is also customary to speak of such structures as Hopf algebras in the
braided Monoidal Categories CGM of representations of CG. The following proposition (see [47–49])
summarizes various different conceptual understandings of the term G-graded, ϑ-braided Hopf
algebra (see also the corresponding definitions of [47–49,68]).

Proposition 3.2: The following statements are equivalent to each other:

1. H is a G-graded, ϑ-braided Hopf algebra or a (G, ϑ)-Hopf algebra.
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2. H is a Hopf algebra in the braided Monoidal Category CGM of representations of CG.
3. H is a braided group for which the braiding is given by the function ϑ : G × G → C∗ .
4. H is simultaneously an algebra, a coalgebra and a CG-module, all its structure functions

(multiplication, comultiplication, unity, counity and antipode) are CG-module morphisms.
The comultiplication Δ : H → H⊗H and the counity ε : H → C are algebra morphisms in the
braided monoidal Category CGM. (H⊗H stands for the braided tensor product algebra). At the
same time, the antipode S : H → H is a “twisted” or “braided” anti-homomorphism in the sense
that S(xy) = ϑ(deg(x), deg(y))S(y)S(x)for any homogeneous x, y ∈ H.

5. The CG-module H is an algebra in CGM (equiv.: a CG-module algebra) and a coalgebra in CGM

(equiv.: a CG-module coalgebra), the comultiplication Δ : H → H⊗H and the counity ε : H → C
are algebra morphisms in the braided monoidal Category CGM and at the same time, the antipode
S : H → H is an algebra anti-homomorphism in the braided monoidal Category CGM.

The investigation of such structures for the case of the paraparticle algebras has been an old issue:
The “free” Parafermionic PF and parabosonic PB algebras have been shown to be (see the discussion in
the introduction, in Section 2 and also [69,70] for a review) isomorphic to the Universal Enveloping
Algebra (UEA) of a Lie algebra and a Lie superalgebra (or: Z2-graded Lie algebra) respectively,
while the Relative Parabose set algebra PBF has been shown [14,15] to be isomorphic to the UEA of
a (Z2 × Z2)-graded Lie algebra. At the same time the Relative Parafermi set algebra PFB has been
shown [12,13] to be isomorphic to the UEA of a Lie superalgebra. In [69,71] we have studied the case
of PB, and we establish its braided group structure (here: Z2-graded Hopf structure) independently of
its Z2-graded Lie structure.

3.2. Description of the Problem–Research Objectives

At this point, we feel it will be quite useful to try to shed some light on the following subtle points,
which lie at the heart of our proposed investigation:

On the one hand, speaking about a single G-graded algebra A, there may—in principle—exist
more than a single braided group structure that can be attached to it. In other words, given a specific
G-grading, the (corresponding) braiding is not necessarily unique. This can be seen in some simple
examples, maybe even for some cases of UEAs of ϑ-colored G-graded Lie algebras: since the symmetric
braidings are in a bijective correspondence [47,64] with the skew-symmetric bicharacters (on the
finite abelian group G) or with the triangular universal R-matrices (of the corresponding group
Hopf algebra CG), we can easily see that even for the case of a single (Z2 × Z2)-graded associative
algebra, there may—in principle—exist different (Z2 × Z2)-graded Hopf algebras (i.e., braided groups)
corresponding to it. The difference stems from the possibility to pick different braidings (i.e., different
colors or different commutation factors) for the finite, abelian Z2 ×Z2 group (see also [67] for examples
on the available possibilities of such choices) and reflects on the differentiation in the definitions of
the comultiplication Δ : A → A⊗A and the antipode S : A → Agr.op (Agr.op is the graded-opposite
algebra). Conceptually (in the language of Category Theory), we may equivalently say that, the
difference stems from the possibility to pick different (non-trivial) R-matrices for the C(Z2 ×Z2) group
Hopf algebra and reflects on different families of permuting isomorphisms (braidings) between the
tensor product representations of the (Z2 × Z2)-graded A-modules and between the tensor powers of
A itself.

On the other hand, the picture may become even more complicated by the fact that the
G-grading for A, is not uniquely assigned itself: In other words, for a single algebra A, there may
exist group-gradings by different groups and even if we consider a single group G, it may assign
non-equivalent gradings to the same algebra A. In order to elucidate this last point we recall here,
that it has been shown [56] that a concrete G-grading on the �-algebra A, is equivalent to a concrete
�G-(co)action on A. Consequently, the problem of classifying all the possible gradings induced by
G on A is equivalent to classifying all the (non-isomorphic) �G-(co)module algebras which are all
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the (non-isomorphic) �G-(co)modules with carrier space A, whose (co)action preserves the algebra
structure of A (in the sense of Proposition 3.1).

In [34,35,37,38] we have already started a preliminary investigation of some of the above points,
for the case of the Relative Parabose Set algebra PBF: In [34,35] we review PBF as the UEA of a
(Z2 × Z2)-graded, ϑ-colored Lie algebra (for a specific choice of the commutation factor ϑ proposed
in [14,15]). However, in [37,38] we adopt a different point of view, in which we consider PBF as a
(Z2 × Z2)-graded associative algebra, with a different (inequivalent) form of the grading i.e., with a
different C(Z2 ×Z2)-action. In this last case, the (Z2 ×Z2)-grading is not necessarily associated to some
particular color-graded Lie structure. We intend to rigorously investigate further, the following points:

• Given the (Z2 ×Z2)-grading described in [14,15,34,35] we intend to check whether it is compatible
with other commutation factors ϑ (i.e.,: other braidings for the C(Z2×Z2)

M Category of modules)
than the one presented in these works. In other words, we are going to determine possible
alternative braided group structures, corresponding to the single (Z2 × Z2)-graded structure
for PBF described in the above works. It will also be interesting to examine, which of these
alternatives—if any—are directly associated to some particular color-graded Lie structure (directly
in the sense that they may stem from the UEA).

• We are going to determine possible alternative G-gradings for the PBF, PFB (co)algebras where
the group G may either be Z2 × Z2 itself (with some grading inequivalent to the previous, in the
sense formerly described) or some other suitable group, for ex. Z2 or Z4. In each case, we will
further investigate the possible braidings (in the sense analyzed in the former paragraph).

• We are going to collect the results of the previous two steps and develop Theorems and
Propositions which establish the possible braided group structures of PBF and PFB independently
of the possible color-graded Lie structures. For each of the above cases, we intend to explicitly
compute: (a) The group action (i.e., the grading); (b) The braiding (i.e., the family of isomorphisms),
the commutation factor (i.e., the bicharacter or equiv: the color function), (c) The (quasi)triangular
structure (i.e., the R-matrix) of the corresponding group Hopf algebra.

• Finally, in each of the above cases we intend to apply bosonization [48,72] or bosonization-like
techniques (in the sense we have done so in [69–71]) to obtain ordinary Hopf structures (with no
grading and with trivial braiding) with equivalent representation theories.

We can finally summarize the above discussion in three research objectives:
1st Research Objective: The first problem we intend to investigate is the classification of the

gradings induced on the paraparticle (co)algebras (especially on PBF and PFB algebras) by small order
finite Abelian Groups such as Z2, Z3, Z4, Z2 × Z2 etc. In other words, we intend to classify those group
(co)actions which preserve the corresponding (co)algebra structures, turning thus the (co)algebras in
CG-(co)module (co)algebras.

Let us also mention at this point, that similar problems of investigating and classifying the
gradings induced on various different algebras by a group G, have received much attention during
the last decade. Far from trying to present an exhaustive bibliography at this point we feel it is worth
mentioning some references indicating the breadth of the associated problems: In [73–76] gradings
on various matrix algebras are investigated, in [77–95] we have results on studies, properties and
classifications for gradings on different kinds of Lie algebras and in [96–99] gradings on various
different associative and non-associative algebras are examined.

2nd Research Objective: Further, for each of the above gradings we intend to classify the
corresponding braided group structures. In other words, we will write down the possible bicharacters
of the above groups or equivalently the possible R-matrices of the corresponding group Hopf algebras
or equivalently the braidings of the corresponding Category CGM (or MCG) of modules (or comodules).
For each one of these braidings, we aim to examine whether or not there are available compatible
graded algebraic and coalgebraic structures suitable for producing a braided group.
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Studies dealing with classifications of R-matrices and braidings and which seem to be related to
the proposed idea can be found in [100,101] (see also [102]).

3rd Research Objective: Apply or develop suitable bosonization or bosonization-like techniques
to obtain ordinary Hopf structures, with no grading and with trivial braiding, possessing equivalent
representation theories.

4. An Attempt to Approach the Fock-like Representations for the PB, PF, PBF, PFB Algebras
Utilizing Their Braided Group Structures

4.1. Conceptual Introduction–Methodological Review

In [103], we take advantage of the super-Hopf structure of PB which has been extensively studied
in [69–71], and based on it, we develop a “braided interpretation” of the Green ansatz for parabosons.
We further develop a method, for employing this braided interpretation in order to construct analytic
expressions for the matrix elements of the Fock-like representations of PB. Concisely, the method
consists of the following steps:

regarding CAR (the usual Weyl algebra or: boson algebra) as a superalgebra with odd generators,
and proving that it is isomorphic (as an assoc. superalgebra) to a quotient superalgebra of PB,
constructing the graded tensor product representations, of (graded) tensor powers of the form
CAR ⊗ CAR ⊗ ... ⊗ CAR (p-copies),
pulling back the module structure to a representation of PB through suitable (homogeneous)
homomorphisms of the form PB → CAR ⊗ CAR ⊗ ... ⊗ CAR , which are constructed via the
braided comultiplication Δ : PB → PB⊗PB of PB (see [103]),
prove that the PB-modules thus obtained, are isomorphic (as PB-modules) to Z2-graded tensor
product modules, between p-copies, of the first (p = 1) Fock-like representation of PB,
prove that the parabosonic p-Fock-like module, corresponding to arbitrary value of the positive
integer p, is contained as an irreducible direct summand of the above constructed Z2-graded
tensor product representation,
compute explicitly the action of the PB generators and the corresponding matrix elements, on the
above mentioned p-Fock-like modules and finally,
decompose the obtained Z2-graded tensor product representations into irreducible components
and investigate whether more irreducible summands arise, non-isomorphic to the
p-Fock-like submodule.

4.2. Description of the Problem–Research Objectives

The—possible—advantage of the formerly described method, is that it may permit us to explicitly
construct unitary, irreducible representations (unirreps) with general lowest weight vectors of the form
(p1, p2, ...). However, we must mention at this point that the application of the above method in [103]
has not been finalized due to computational difficulties encountered and which will be described in
the sequel. Consequently, the research objectives of this part of the project consist of refining, applying
and generalizing the above method:

• We first intend to proceed to the explicit construction of the Fock-like representations in the
case of the (inf. deg. of freedom) parabosonic PB and parafermionic PF algebra following the
methodology developed in [103] and outlined above. Starting from the parabosonic algebra, this
involves computations of expressions of the following form
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where: b(k)+ir = I ⊗ I ⊗ ... ⊗ b+ir ⊗ I ⊗ ... ⊗ I, � denotes the action, |0〉 ≡ |0〉 ⊗ |0〉 ⊗ ... ⊗ |0〉 the
p-fold tensor product of the bosonic ground state, the CCR generator b+ir lies in the k-th entry of the
tensor product and there are a finite only number of non-zero exponents nr,ir in the above product.
The mathematical problem here, which is necessary to be solved in order to explicitly perform
the computation is the development of a suitable multinomial theorem in the anticommuting
variables b(k)+ir . The corresponding problem appears to be easier for the case of PF, since the

corresponding variables f (k)+ir = I ⊗ I ⊗ ... ⊗ f+ir ⊗ I ⊗ ... ⊗ I ( f+ir is the CAR generator) appear
to be commuting (the exact choice of the braiding and the grading depends of course on the
results of the previous part of the project). What we are actually describing here, are the steps
for the explicit calculation of the action of the generators on the tensor product representations
of—suitably—graded versions of CCR and CAR and the subsequent decomposition of these
representations in irreducible components. In [103] we have proved that the p-Fock-like modules
are contained as irreducible factors of such graded, tensor product representations. However, it
remains to see whether such decompositions can produce as direct summands or more generally
as submodules other non-equivalent representations as well.

Before proceeding with the discussion, we summarize in the following table the present state of
knowledge about the parabosonic Fock-like representations, including the previous discussion (In the
following table b+i and B+

j denote the CCR and the PB generators respectively and m denotes the
number of the generators i.e. the possible values of i and j):
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• Next, we intend to compare our obtained (according to the above described method) results with
those obtained in [6–8] (where a totally different approach, based on induced representations
and chains of inclusions of Lie superalgebras contained as subalgebras, has been adopted). It is
expected that the identification of the representations may lead us to valuable insight, relative to
the interrelations between the various, diversified analytical tools used.

• The next step will consist of generalizing the above calculations for the case of the mixed
paraparticle algebras PBF and PFB. The philosophy of the method is based on the same idea:
The Fock-like representations of PBF and PFB will be extracted as irreducible submodules arising
in the decomposition of the graded tensor product representations of Ws and Was. In this case,
Ws is a mixture of commuting (symmetric mixture) bosons and fermions and Was a mixture of
anticommuting (antisymmetric mixture) of bosonic and fermionic generators (see also [54] § 6.2
pp. 199–207, [31] for more details on the structure of these algebras). Just as the CCR may be
considered a graded quotient algebra of PB (see [103]) , and the CAR a graded quotient algebra of
PF, in the same spirit we will consider Ws as a suitable graded quotient of PBF and Was as a graded
quotient of PFB. These are exactly the algebras we intend to employ, in order to generalize the
formerly described method for the case of the mixed paraparticle algebras PBF (Relative Parabose
Set algebra) and PFB (Relative Parafermi Set algebra). The results of the previous part of the project
(i.e., Section 3.) are expected to lead us in suitable choices for the grading and the braiding of Ws

and Was (in the same manner that the results of [69–71] led us to the use of odd-bosons in [103]).
Finally it is worth mentioning, that the computational problem we expect to reveal here is the
development of a suitable multinomial theorem mixing commuting and anticommuting variables.

5. A Proposal for the Development of an Algebraic Model for the Description of the Interaction
between Monochromatic Radiation and a Multiple Level System

5.1. Review of Recent Work

In [34,35] (see also [107]) we have studied algebraic properties of the Relative Parabose algebra
PBF and the Relative Parafermi algebra PFB such as their gradings, braided group structures, θ-colored
Lie structures, their subalgebras, etc. These algebras, constitute paraparticle systems defined in terms
of parabosonic and parafermionic generators (or: interacting parabosonic and parafermionic degrees
of freedom, in a language more suitable for physicists) and trilinear relations. We have then proceeded
in building realizations of an arbitrary Lie superalgebra L = L0 ⊕ L1 (of either fin or infin dimension)
in terms of these mixed paraparticle algebras. Utilizing a given Z2-graded, finite dimensional, matrix

representation of L, we have actually constructed maps of the form J : L → gl(m/n) ⊂ PBF
PFB

from

the LS L onto a copy of the general linear superalgebra gl(m/n) isomorphically embedded into
either PBF or into PFB. These maps have been shown to be graded Hopf algebra homomorphisms or
more generally braided group isomorphisms and constitute generalizations and extensions of older
results [107]. From the viewpoint of mathematical physics, these maps generalize—in various aspects
(see the discussion in [35])—the standard bosonic-fermionic Jordan-Scwinger [108,109] realizations
of Quantum mechanics. In [37,38] we have further proceeded in building and studying a class of
irreducible representations for the simplest case of the PBF

(1,1) algebra in a single parabosonic and
a single parafermionic degree of freedom (a 4-generator algebra). We have used the terminology
“Fock-like representations” because these representations apparently generalize the well known
boson-fermion Fock spaces of Quantum Field theory.

The carrier spaces of the Fock-like representations of PBF
(1,1) constitute a family parameterized by

the values of a positive integer p. They have the general form ⊕p
n=0 ⊕∞

m=0 Vm,n where p is an arbitrary
(but fixed) positive integer. The subspaces Vm,n are 2-dim except for the cases m = 0, n = 0, p, i.e.,
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except the subspaces V0,n, Vm,0, Vm,p which are 1-dim for all values of m and n. These subspaces can
be visualized as follows:

Notice that in the above figure, the subspaces of the first and the p-th column as well as the
subspaces of the first row correspond to 1d subspaces while the “inner” subspaces (which are bold in
the figure) correspond to 2d subspaces. The generators b+, b−, f+, f − of PBF

(1,1) are acting (see [37]
for details) as creation-annihilation operators on the above “two”-dimensional ladder of subspaces:
The action of the b+(b−) operators produces upward (downward) vertical shifts, changing thus the
value of the line, while the action of the f+( f −) operators produces right (left) shifts, changing thus
the value of the columns. Finally, note that the action of the f+ operator, on the above described vector
space, is a nilpotent one satisfying ( f+)p+1

= 0 (for the corresponding representation characterized by
this specific value of p).

5.2. Description of the Problem–Research Objectives

Our research objective has to do with a potential physical application of the of the paraparticle
and LS Fock-like representations discussed above, in the extension of the study of a well-known
model of quantum optics: The Jaynes-Cummings model [16] is a fully quantized—and yet analytically
solvable—model describing (in its initial form) the interaction of a monochromatic electromagnetic
field with a two-level atom. Using the Fock-like modules described above, we will attempt to proceed
in a generalization of the above model in the study of the interaction of a monochromatic parabosonic
field with a (p + 1)-level system. The Hamiltonian for such a system might be of the form

Hdyn = Hb + Hf + Hinteract =
ωb
2
{

b+, b−}+
ω f

2
[

f+, f −]+ (ω f − ωb)p
2

+
λ

2
({

b−, f+
}
+
{

b+, f −})
Or more generally:

Hdyn
∗ = Hb + Hf + H∗

interact =
ωb
2 {b+, b−} +

ω f
2 [ f+, f −] +

(ω f −ωb)p
2 + λ1b− f+ + λ2 f+b− + λ∗

2b+ f − + λ∗
1 f −b+

where ωb stands for the energy of any paraboson field quanta (this generalizes the photon, represented
by the Weyl algebra part of the usual JC-model), ωf for the energy gap between the subspaces Vm,n

and Vm,n+1 (this generalizes the two-level atom, represented by the su(2) generators of the usual
JC-model) and λ or λi (i = 1,2) suitably chosen coupling constants. Notice that ωb and ωf might be
some functions of m or n or both. The Hb + Hf part of the above Hamiltonians represents the “field”
and the “atom” respectively, while the Hinteract = λ

2 ({b−, f+} + {b+, f −}), H∗
interact = λ1b− f+ +

λ2 f+b− + λ∗
2b+ f − + λ∗

1 f −b+ operators “simulate” the “field-atom” interactions causing transitions
from any Vm,n subspace to the subspace Vm–1,n+1⊕Vm+1,n–1 (absorptions and emissions of radiation).
The Fock-like representations, the formulas for the action of the generators and the corresponding
carrier spaces, will provide a full arsenal for performing actual computations in the above conjectured
Hamiltonian and for deriving expected and mean values for desired physical quantities. A preliminary
version of these ideas, for the simplest case of PBF

(1,1) has already appeared (see the discussion at
Section 5 of [37]). The spectrum generating algebra of H may be considered to be either PBF

(1,1) or
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PFB
(1,1) or more generally any other mixed paraparticle algebra whose representations can be directly

deduced from those of PBF
(1,1) or PFB

(1,1): Such algebras may be the “straight” Paraparticle algebras
SCR(1,1) ∼= PB

(1) ⊗Gr PF
(1) or SAR(1,1) ∼= PB

(1) ⊗gr PF
(1) where ⊗Gr and ⊗gr stand for braided tensor

products for suitable choices of the grading group G and the braiding function θ. More details on the
choices of the grading groups and the braiding functions and on the above mentioned isomorphisms
will be given in the forthcoming work [110].

In this way, we will actually construct a family of exactly solvable, quantum mechanical models,
whose properties will be studied quantitatively (computation of energy levels, eigenfunctions, rates of
transitions between states, etc.) and directly compared with theoretical and experimental results.

Last, but not least, it is expected that the study of such models will provide us with deep
insight into the process of Quantization itself: We will be able to proceed in direct comparison
between mainstream quantization methods of Quantum Mechanics where the operators representing
the interaction, i.e., the dynamics of the system, are explicitly contained as summands of the form
Hinteract = λ

2 ({b−, f+} + {b+, f −}), or H∗
interact = λ1b− f+ + λ2 f+b− + λ∗

2b+ f − + λ∗
1 f −b+ of the

Hamiltonian, and the idea of Algebraic (or Statistical) Quantization as this is outlined in works such
as [111]: In this case, the idea is to exploit “free” Hamiltonians of the form

Hf ree = Hb + Hf =
ωb
2
{

b+, b−}+
ω f

2
[

f+, f −]+ (ω f − ωb)p
2

which contain no explicit dynamical interaction terms but include the interaction implicitly into the
relations of the spectrum generating algebra itself. Since the spectrum generating algebra can be
chosen among PBF

(1,1), PFB
(1,1), SCR(1,1), SAR(1,1), and its corresponding representation by fixing a

concrete value for the positive integer p, we can have a multitude of models of this form which deserve
to be further investigated. It is “natural” to start by studying more conventional Hamiltonians of
the form Hdyn, Hdyn

∗ using as spectrum generating algebras either SCR(1,1) or SAR(1,1) or to use the
“free” Hamiltonian Hf ree in combination with a spectrum generating algebra such as PBF

(1,1) or PFB
(1,1),

without of course excluding all the other possibilities as well (using for examplePBF
(1,1) in conjunction

with either Hdyn or Hdyn
∗). The reason for this preference can be well understood if one takes a look at

the description of these algebras given in the table of Section 2 in terms of generators and relations: the
multitude of the algebraic relations of the “relative” set algebras PBF or PFB in contrast to the SCR and
SAR algebras where only commutation (anticommutation) relations are involved between generators
of different “species” indicate that we may expect a more promising simulation of the dynamics by the
PBF or PFB algebras in conjunction with the “free” Hamiltonian Hf ree.

We intend to come back shortly with more details and the first results of the above ideas.

6. Conclusions

We have reviewed certain aspects of the mathematical theory of the various paraparticle algebras
in an attempt to outline three distinct branches of a long-term project aimed at: (a) the study of
structural properties such as the classification of the various gradings and braided group structures of
these algebras; (b) the explicit construction of classes of representations, utilizing different gradings
and braided group structures; and (c) the investigation of the usefulness of these algebras in modeling
the interaction of a monochromatic field with a multiple level system.

After the introduction in Section 1, where a brief historical review is made of the most important
developments in the mathematical study of these algebras, we proceed in Section 2 to the introduction
of the family of algebras we are going to discuss, in terms of generators and relations.

In Section 3, after a conceptual introduction to the modern algebraic treatment of notions
such as grading, brainding, bicharacters, color functions, commutation factors and the role of the
quasitriangular group Hopf algebras in building this understanding, the investigation is focused on the
classification of the various possible actions of low-order abelian groups on the paraparticle algebras
and the classification of the various R-matrices for these groups.

69



Axioms 2012, 1, 74–98

In Section 4, a method is proposed, based on the use of braided tensor products of representations
of CCR, CAR, Ws and Was for the explicit construction of families of Fock-like representations of the
paraparticle algebras. Special attention is paid in the description of unsolved mathematical problems
related to the method and dealing with the development of multinomial expansions mixing commuting
and anticommuting variables.

Finally, in Section 5, we propose a family of Hamiltonians built on paraparticle degrees of freedom
together with families of corresponding Fock-like representations, and discuss their suitability in
the description of the radiation–matter interaction via paraparticle generalizations of the celebrated
Jaynes-Cummings model of Quantum Optics.
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Appendix A. Appendix: Sketch of the Proof of Proposition 3.2

We will not provide here a full proof of Proposition 3.2, as this (together with a detailed description
of the terminology involved) would require quite a lot of space and would go outside the scope of this
paper. We will however give a detailed proof of the implication: 3. ⇒ 1. in order to provide a taste of
“what’s really going on”. The interested reader can surf through the references provided in § 3 of the
main body of the article.

Proof of the implication 3. ⇒ 1. of Proposition 3.2:
Let us first begin with some preliminary facts: If H is a Hopf algebra and B, C are two (right)

H-comodules through ρB : B → B ⊗ H written explicitly: ρB(b) = ∑ b0 ⊗ b1 and ρC : C → C ⊗ H
written explicitly: ρB(c) = ∑ c0 ⊗ c1 respectively, then their tensor product vector space B ⊗ C becomes
a (right) H-comodule through the linear map ρB⊗C : B ⊗ C → B ⊗ C ⊗ H given by ρB⊗C = (idB ⊗
idC ⊗ mH) ◦ (id ⊗ τ ⊗ id) ◦ (ρB ⊗ ρC). We can straightforwardly check that ρB⊗C can be written
explicitly: ρB⊗C(b ⊗ c) = ∑ b0 ⊗ c0 ⊗ b1c1 establishing thus a (right) H-comodule structure for the
tensor product of two (right) H-comodules.

In the above (and in what follows) we employ the Sweedler’s notation for the comodules,
according to which bi, ci ∈ H for any i �= 0. We will also use the Sweedler’s notation for the
comultiplication, according to which ΔC : C → C ⊗ C will be written ΔC(c) = ∑ c(1) ⊗ c(2). Finally,
we have denoted with τ : H ⊗ C → C ⊗ H the transposition map τ(h ⊗ c) = c ⊗ h (which is obviously
a v.s. isomorphism). b, c, h are any elements of B, C, H respectively and with mH we have denoted the
multiplication of the Hopf algebra H itself.

Let us now proceed to the main body of the proof:
Definition A.1: First of all C being a (right) H-comodule coalgebra means that:

a. C is a right H-comodule (with the coaction denoted by ρC).
b. Its structure maps i.e., the comultiplication ΔC : C → C ⊗ C and the counity εC : C → C , are

H-comodule morphisms.

The second statement of the above definition is equivalent (by definition) to the commutativity of
the following diagrams

(A.1)
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In the above we have made use of the trivial right comodule structure of the field of complex
numbers given by ρC : C → C ⊗ H and explicitly ρC(1) = 1 ⊗ 1H . The commutativity of the above
diagrams is equivalent to the following relations

(A.2)

(A.3)

Now, if we specialize to the case in which H = CG i.e., the Hopf algebra itself is the group Hopf
algebra then

ρB⊗C(b ⊗ c) = ∑
g,h∈G

bg ⊗ ch ⊗ gh = ∑
g,k∈G

bg ⊗ cg−1k ⊗ k = ∑
k∈G

( ∑
g∈G

bg ⊗ cg−1k) ⊗ k (A.4)

But at the same time, we have (by definition)

ρB⊗C (b ⊗ c) = ∑
k∈G

(b ⊗ c)k ⊗ k (A.5)

Equating the coefficients of the rhs of relations (A.4) and (A.5) we get:

(b ⊗ c)g = ∑
h∈G

bh ⊗ ch−1g (A.6)

In the above—and for the sake of clarity—we have slightly digressed from the Sweedler’s notation
of the coactions, by using the—more explicit—summation notation ρB(b) = ∑

g∈G
bg ⊗ g for the coaction

ρB : B → B⊗ CG and ρC(c) = ∑ ch ⊗ h for the coaction ρC : C → C⊗CG.
Using relation (A.6) in order to re-express the commutativity of the diagrams (A.1) (which is

equivalent to the relations (A.2) and (A.3)) we get from (A.2)

Equating the coefficients of the last relation, with respect to k ∈ G, we finally get

∑ ( ∑
g∈G

c(1)g
⊗ c(2)g−1k

) = ∑ ck(1) ⊗ ck(2) = ΔC(ck) ⇔ ΔC(ck) = ∑ ( ∑
g∈G

c(1)g
⊗ c(2)g−1k

) (A.7)

Recalling now that since H = CG, the first statement of Definition A.1 is equivalent to the fact
that C = ⊕g∈GCg i.e., C is a G-graded vector space, (A.7) implies that

Δ(Ck) ⊆ ⊕g∈GCg ∈ Cg−1k ≡∈gh=k Cg ∈ Ch (A.8)

Similarly, working out (A.3) produces that

(ρC ◦ εC)(c) = ((εC ⊗ idH) ◦ ρC)(c) ⇔ ρC(εC(c)) = (εC ⊗ idH)( ∑
g∈G

cg ⊗ g) ⇔

⇔ εC(c) ⊗ 1G = ∑
g∈G

εC(cg) ⊗ g ⇔ εC(c)1G = ∑
g∈G

εC(cg)g ⇔
{

εC(cg) = 0, ∀g �= 1G
εC(c1G ) = εC(c), ∀c ∈ C

(A.9)
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In the last implication, in order to equate the coefficients with respect to g ∈ G, we have used the
fact that the elements of the group G are linearly independent (constituting a basis) inside the group
algebra C.

Finally, (A.8) and (A.9) conclude the proof.
Let us also note that the above proved implication (and its converse which can be relatively easily

filled in) does not depend on G being neither finite nor abelian. In fact the “comodule view”, of the
grading of a coalgebra C by a group G as being equivalent to a “suitable” coaction (suitable in the
sense that the structure maps of the coalgebra ΔC, εC become CG-comodule morphisms) of the group
Hopf algebra CG on C, i.e., the equivalence 1. ⇔ 3. of Proposition 3.2 is valid for the general case of
an arbitrary group. It is the equivalence 2. ⇔ 3. of the statements of Proposition 3.2 which is based
on G being finite and abelian. For the proof of the later we have to recall that the action of a finite
dimensional Hopf algebra on an algebraic structure is equivalent to the coaction of the dual Hopf
algebra on the same algebraic structure (and conversely, see [54]) and then to apply the Hopf algebra
isomorphism CG ∼= (CG)∗ between CG and its dual Hopf algebra (CG)∗ which is valid for finite,
abelian groups. (We have denoted (CG)∗ = Hom(CG,C) ∼= Map(G,C) = CG as complex vector
spaces and with CG we denote the complex vector space of the set-theoretic maps from the finite
abelian group G to C).

© 2012 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

1.1. Motivation

Suppose G is a finite group, with irreducible characters Ĝ = {χ : CG → C}, over C.
As is well known, they satisfy the orthogonality relations. Here is a consequence: if one defines
θχ := 1

|G| ∑g∈G χ(g−1)g ∈ H = CG, then ν(θχ) = 0 for χ �= ν ∈ Ĝ. Similarly, the other orthogonality
relation (for columns) implies that ∑χ∈Ĝ(dim ρχ)χ(g) is either zero or a factor of |G|, depending on
whether or not g = 1. (Here, ρχ is the irreducible representation with character χ.)

In what follows, we work over a commutative integral domain R. Note that there is an analogue
of the first orthogonality relation for any R-algebra H that is a free R-module. Namely, given a linear
character (i.e., algebra map or weight) λ : H → R, define a left λ-integral of H to be any (nonzero)
Λλ

L ∈ H so that hΛλ
L = λ(h)Λλ

L for all h ∈ H. One can similarly define right and two-sided λ-integrals
in H. (For instance, the θχ’s above are two-sided χ-integrals for any weight χ.) Then the following
result holds in any algebra:

Lemma 1.1. If λ �= ν are weights of H with corresponding nonzero left integrals Λλ
L, Λν

L respectively, then
ν(Λλ

L) = 0 = Λλ
LΛν

L.

Proof. Choose h so that λ(h) �= ν(h). Then

ν(h)ν(Λλ
L)Λ

ν
L = ν(h)Λλ

LΛν
L = hΛλ

LΛν
L = (hΛλ

L)Λ
ν
L = λ(h)Λλ

LΛν
L = λ(h)ν(Λλ

L)Λ
ν
L

so ν(Λλ
L)(λ(h) − ν(h))Λν

L = 0. Since we are working over an integral domain and within a free
module, this implies that ν(Λλ

L) = 0. Moreover, Λλ
LΛν

L = ν(Λλ
L)Λ

ν
L = 0.

It is now natural to seek a “Hopf-theoretic" analogue for the second orthogonality relation (which
might involve only weights, and not all irreducible characters). Note that in general, a Hopf algebra
might not have a nontrivial (sub)group of linear characters that is finite: for instance, U(g) for a
complex Lie algebra g. However, if such subgroups do exist, then we attempt to evaluate the sum of
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all weights in the subgroup (i.e., the coefficient of each weight is dim ρ = 1), at various elements of H.
For example, one may ask: does this sum always vanish at a nontrivial grouplike g ∈ H?

This problem is also interesting from another perspective. Given a Hopf algebra H, it is interesting
to seek connections between the representations of H and those of H∗ (or, the comodules over H∗

and over H respectively). A famous example where both of these come into play is the well-known
formula due to Radford [1] concerning the antipode. The setting of this paper is another such case:
note that the weights of H are precisely the one-dimensional representations of H∗ (or the group-like
elements of H∗), while grouplike and skew-primitive elements in a Hopf algebra H correspond to the
1-dimensional and non-semisimple 2-dimensional H-comodules (or H∗-modules) respectively. The
present paper explores the interplay between these objects.

1.2. One of the Setups, and Some References

Instead of attempting a summary of the results, which are several and computational, we make
some remarks. Given an R-algebra A, let ΓA denote the set of weights of A. (If H is a Hopf algebra, then
ΓH is a group.) Let Π ⊂ ΓH be a finite group of weights of a Hopf algebra H over a commutative unital
integral domain R. One has the notion of grouplike elements (i.e., Δ(g) = g ⊗ g) and skew-primitive
elements in H.

The first step is to compute ΣΠ at all grouplike and skew-primitive elements in H,
where ΣΠ := ∑γ∈Π γ : H → R. In a wide variety of examples—including finite-dimensional pointed
Hopf algebras [2]—the computations reduce to grouplike elements. In other words, there are several
families of algebras, where knowing ΣΠ at grouplike elements effectively tells us ΣΠ at all elements.

The next objective is to evaluate ΣΠ at products of skew-primitive elements. Once again, in the
spirit of the previous paragraph, there are numerous examples of Hopf algebras generated by grouplike
and skew-primitive elements in the literature. The first two examples below are from folklore, and
references can be found in [3].

1. By the Cartier–Kostant–Milnor–Moore Theorem (e.g., see [3, Theorem 5.6.5]), every
cocommutative connected Hopf algebra H over a field of characteristic zero, is of the form
U(g), where g is the set of primitive elements in H. Similarly, every complex cocommutative
Hopf algebra is generated by primitive and grouplike elements.

2. If the Hopf algebra is pointed (and over a field), then by the Taft–Wilson Theorem [3, Theorem
5.4.1.1], our results can evaluate ΣΠ on any element of C1, the first term in the coradical filtration
(which is spanned by grouplike and skew-primitive elements).

3. The final example is from a recent paper [2]. The Classification Theorem 0.1 says, in particular,
that if H is a finite-dimensional pointed Hopf algebra over an algebraically closed field of
characteristic zero, and the grouplike elements form an Abelian group of order coprime to 210,
then H is generated by grouplike and skew-primitive elements, and is a variation of a small
quantum group of Lusztig.

We conclude this section with one of our results. Say that an element h ∈ H is pseudo-primitive
with respect to Π if Δ(h) = g ⊗ h + h ⊗ g′ for grouplike g, g′ satisfying γ(g) = γ(g′) for all γ ∈ Π.

Theorem 1.2. Fix n ∈ N, as well as the R-Hopf algebra H and a finite subgroup of weights Π of H. Suppose
h1, . . . , hn ∈ H are pseudo-primitive with respect to Π, and Δ(hi) = gi ⊗ hi + hi ⊗ g′

i for all i. Define
h = ∏i hi, and similarly, g, g′.

1. If char(R) = 0 or char(R) � |Π|, then ΣΠ(h) = 0.
2. Suppose 0 < p = char(R) divides |Π|, and Πp is any p-Sylow subgroup. If Πp � (Z/pZ)m for any

m > 0, then ΣΠ(h) = 0.
3. (p as above.) Define Φ := Π/[Π, Π], and by above, suppose Φp ∼= (Z/pZ)k is a p-Sylow subgroup of

Φ. Let Φ′ be any Hall complement(ary subgroup); thus |Φ′| = |Φ|/|Φp|. Then

ΣΠ(h) = |[Π, Π]| · ΣΦ′(g) · ΣΦp(h)
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4. If ΣΦp(h) is nonzero, then (p − 1)|n, and 0 ≤ k ≤ n/(p − 1). (Moreover, examples exist wherein
ΣΦp(h) can take any value r ∈ R.)

These results occur below as Proposition 5.5, and Theorems 7.8, 7.5, and 7.10 respectively.

1.3. Organization

We quickly explain the organization of this paper. In Section 2, we compute ΣΠ at all grouplike
elements in a Hopf algebra. This turns out to be extremely useful in computing ΣΠ in a large class
of examples. More precisely, many algebras A that are well-studied in the literature contain a Hopf
(sub)algebra H and whose sets of weights are subsets of ΓH and kill a large subspace of A. These
examples include quantum groups, the quantum Virasoro algebra, and finite-dimensional pointed
Hopf algebras.

In Section 3, we evaluate ΣΠ at all skew-primitive elements of H. This is followed by a brief
remark concerning the “degenerate" example of quiver (co)algebras.

Computing ΣΠ at all products of skew-primitive elements is a difficult problem. We show in the
next Section 4 that on occasion, it can be reduced to computing ΣΓH/[ΓH ,ΓH ]. In Section 6, we are able to
obtain results when ΓH itself is Abelian. These computations are useful in working with products of
special kinds of skew-primitive elements in other sections.

In the rest of the paper, we work with “pseudo-primitive elements" hi in order to obtain more
detailed results. In Section 5, we show that ΣΠ(h1 . . . hn) = 0 whenever char(R) � |Π|. In Section 7,
we study the case when char(R) = p divides |Π|. In this case, there are severe restrictions on the
p-Sylow subgroup of Π, in order for ΣΠ(h) to be nonzero; moreover, we write down a result that helps
compute ΣΠ(h).

We conclude with a detailed study of further examples—Lie algebras, degenerate affine Hecke
algebras of reductive type, and then a Hopf algebra generated by grouplike and skew-primitive
elements, where ΣΠ(h) can take on all values.

2. Grouplike Elements and Quantum Groups

2.1. Preliminaries

We first set some notation, and make some definitions.

Definition 2.1. Suppose R is a commutative unital integral domain.

1. Integers in R are the image of the group homomorphism Z → R, sending 1 �→ 1.
2. A weight of an R-algebra H is an R-algebra map : H → R. Denote the set of weights by ΓH .

Occasionally we will also use Γ = ΓH . Given ν ∈ ΓH , the ν-weight space of an H-module V is
Vν := {v ∈ V : h · v = ν(h)v ∀h ∈ H}.

3. Given a left R-module H, define H∗ := HomR−mod(H, R).
4. An R-Hopf algebra H is an R-algebra (H, μ = ·, η) (where μ, η are coalgebra maps) that is also

an R-coalgebra (H, Δ, ε) (where Δ, ε are algebra maps), further equipped with an antipode S
(which is an R-(co)algebra anti-homomorphism).

5. In a Hopf algebra (or a bialgebra), an element h is grouplike if Δ(h) = h ⊗ h, and primitive if
Δ(h) = 1 ⊗ h + h ⊗ 1. Define G(H) (respectively Hprim) to be the set of grouplike (respectively
primitive) elements in a Hopf algebra H.

There are several standard texts on Hopf algebras; for instance, see [3–6]. In particular, since H
is a coalgebra, H∗ is also an R-algebra under convolution Δ∗: given λ, ν ∈ H∗ and h ∈ H, one defines
〈λ ∗ ν, h〉 := 〈λ ⊗ ν, Δ(h)〉. By [4, Theorem 2.1.5] (also see [6, Lemma 4.0.3]), the set ΓH of weights is
now a group under ∗, with inverse given by 〈λ−1, h〉 := 〈λ, S(h)〉.

Note that for an algebra H over a field k, the dual space H∗ is not a coalgebra in general. However,
define H◦ to be the set of linear functionals f : H → k whose kernel contains an ideal of finite
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k-codimension. Then by [5, Proposition 1.5.3 and Remark 1.5.9], H◦ is a coalgebra whose set of
grouplike elements is precisely ΓH .

Standing Assumption 2.2. For this article, H is any Hopf algebra over a commutative unital integral
domain R. Fix a finite subgroup of weights Π ⊂ Γ = ΓH .

In general, given a finite subgroup Π ⊂ ΓH for any Hopf algebra H, the element ΣΠ := ∑γ∈Π γ is
a functional in H∗, and if R (i.e., its quotient field) has characteristic zero, then ΣΠ does not kill the
scalars η(R). What, then, is its kernel? How about if Π is cyclic, or all of ΓH (this, only if H is R-free,
and finite-dimensional over the quotient field of R)?

Lemma 2.3. Suppose H is a Hopf algebra, and Π ⊂ ΓH is a finite subgroup of weights.

1. ΣΠ(1) = 0 if and only if char(R) divides |Π|.
2. [H, H] ⊂ ker ΣΠ.
3. ΣΠ(ad h(h′)) = ε(h)ΣΠ(h′) for all h, h′ ∈ H. In particular, if h ∈ ker ε, then im(ad h) ⊂ ker ΣΠ.

Here, ad stands for the usual adjoint action of H. In other words, ad h(h′) := ∑ h(1)h′S(h(2)), where we
use Sweedler notation: Δ(h) = ∑ h(1) ⊗ h(2).

Proof. The first part is easy, and the other two follow because the statements hold if ΣΠ is replaced by
any (algebra map) γ ∈ ΓH .

The goal of this section and the next is to evaluate ΣΠ at all grouplike and skew-primitive
elements in H. For these computations, a key fact to note is that for all λ ∈ Π, the following holds in
the R-algebra H∗:

λ ∗ ΣΠ = ∑
ν∈Π

λ ∗ ν = ΣΠ = · · · = ΣΠ ∗ λ (2.4)

Remark 2.5. We occasionally compute ΣΠ with H an R-algebra (that is not a Hopf algebra), where
Π ⊂ ΓH has a group structure on it. As seen in Proposition 2.13 below, there is an underlying Hopf
algebra in some cases.

Definition 2.6. Suppose we have a subset Θ ⊂ Γ = ΓH , and λ ∈ Π.

1. For g ∈ G(H), set Γg := {γ ∈ Γ : γ(g) = 1}, and Θg := Γg ∩ Θ.
2. GΘ(H) is the set (actually, normal subgroup) of grouplike elements g ∈ G(H) so that γ(g) = 1

for all γ ∈ Θ.
3. For finite Θ, the functional ΣΘ ∈ H∗ is given by ΣΘ := ∑γ∈Θ γ. Also set Σ∅ := 0.
4. nλ := oΠ(λ) = |〈λ〉| is the order of λ in Π.

Remark 2.7.

1. For instance, G{ε}(H) = G(H), and G(H) ∩ [1 + im(id −S2)] ⊂ GΓ(H) because every γ ∈ Γ =

ΓH equals (γ−1)−1. This follows since from earlier in this section, ΓH is a group with unit ε and
inverse given by γ �→ γ ◦ S.

2. For any g ∈ G(H) and Θ ⊂ ΓH , Θg = Θ if and only if g ∈ GΘ(H).
3. Θg is a subgroup if Θ is.

2.2. Grouplike Elements

We first determine how ΣΠ acts on grouplike elements, and answer the motivating question
above of finding a Hopf-theoretic analogue of the second orthogonality relations for group characters.

Proposition 2.8 (“Orthogonality" at grouplike elements). If g ∈ G(H) \ GΠ(H), then ΣΠ(g) = 0. If
g ∈ GΠ(H), then ΣΠ(g) = |Π|.

Proof. To show the first part, apply Equation (2.4) to g, with λ /∈ Γg. The second part is obvious.

We now introduce some notation, which is used in discussing several examples.
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Definition 2.9. Let R be a commutative unital integral domain, and l be a nonnegative integer.

1.
√

1 (respectively l
√

1) is the set of (lth) roots of unity in R. (Thus, 0
√

1 = R×, 1
√

1 = {1}, and√
1 = ∪l>0

l
√

1.)
2. Given q ∈ R×, char(q) is the smallest positive integer m so that qm = 1, and zero if no such

m exists.
3. The group Gn,l is the Abelian group generated by {Ki : 1 ≤ i ≤ n}, with relations

KiKj = KjKi, Kl
i = 1.

4. The group G∗
n,l is defined to be (

√
1 ∩ l

√
1)n.

Thus, Gn,l is free if and only if l = 0, G∗
n,l = ( l

√
1)n ∀l > 0, and G∗

n,0 = (
√

1)n.

In light of the motivation, the first example where we apply the above result is:

Example 2.10 (Group rings). The above result computes ΣΠ on all of H, if H is a group ring. We present
a specific example: G = Gn,l (defined above), for (a fixed) n ∈ N and l ≥ 0. Then Γ = ( l

√
1)n, and any

finite order element γ ∈ Γ maps each Ki to a root of unity in R. Thus, Π ⊂ (
√

1)n ∩ Γ = G∗
n,l .

We now compute ΣΠ(g) for some g = ∏n
i=1 Kni

i , where ni ∈ Z ∀i. Note that the set {γ(Ki) :
1 ≤ i ≤ n, γ ∈ Π} is a finite set of roots of unity; hence the subgroup of

√
1 ⊂ R× that it generates is

cyclic, say 〈ζ〉. Thus, γ(Ki) = ζ li(γ) for some li : Π → Z.
The above result now says that ΣΠ(g) = 0 if there exists γ ∈ Π so that |〈ζ〉| does not divide

∑n
i=1 nili(γ), and |Π| otherwise. (Of course, one can also apply the above result directly to g = ∏i Kni

i .)

Remark 2.11. From the above proposition, finding out if g ∈ GΠ(H) is an important step. However,
since β(g) = 1 ∀β ∈ [Π, Π], it suffices to compute if λ(g) = 1, where the λ’s are the lifts of a set of
generators of the (finite) Abelian group Π/[Π, Π]. We see more on this in Section 4 below.

2.3. Application to Quantum Groups and Related Examples

We now mention some more examples where the above result applies: Hopf algebras that quantize
semisimple Lie algebras, their Borel subalgebras, and polynomial algebras (i.e., coordinate rings of
affine spaces/Abelian Lie algebras). There are yet other algebras mentioned below, which are not Hopf
algebras but can be treated similarly.

To discuss these examples, some more basic results are needed; here is the setup for them. Suppose
an R-algebra A contains a Hopf subalgebra H, so that A is an ad H-module (with possible weight
spaces Aν). Then one has the following result:

Lemma 2.12. Suppose μ ∈ ΓA (i.e., μ : A → R is an R-algebra map). If ν ∈ ΓH and ν �= ε, then μ ≡ 0
on Aν.

Proof. Given ν �= ε, choose h ∈ H such that ν(h) �= ε(h). Now given aν ∈ Aν, apply μ to the equation:
ad h(aν) = ν(h)aν. Simplifying this yields: ε(h)μ(aν) = ν(h)μ(aν), and since R is an integral domain,
μ(aν) = 0.

Applying this easily yields the following result.

Proposition 2.13. (A, H as above.) Suppose an R-algebra A contains H and a vector subspace V, that is of the
form V = ⊕ν �=εVν (for the ad H-action).

1. Every μ ∈ ΓA kills AVA.
2. If A = H + AVA, then ΓA ⊂ ΓH.
3. Say A = H + AVA, and Π ⊂ ΓA is a finite subgroup of weights of A (from above). If a ∈ A satisfies

a − ∑g∈G(H) agg ∈ AVA (where ag ∈ R ∀g), then ΣΠ(a) = |Π| ∑g∈GΠ(H) ag.

Remark 2.14. Thus, if Π ⊂ ΓA is a group (i.e., a subset with a group structure on it), then
ΣΠ(AVA) = 0. Hence, computing ΣΠ at any a ∈ A essentially reduces to the case of the Hopf
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subalgebra H. When H is a group algebra, Proposition 2.8 above tells us the answer in this
case-assuming that the group operation in Π agrees with the one in ΓH .

Moreover, even though A is not a Hopf algebra here, note that the computations come from Hopf
algebra calculations (for H).

Proof. The first part follows from Lemma 2.12, the third part now follows from Proposition 2.8 and
Lemma 2.12, and the second part follows by observing that μ : H → R is an algebra map only if
μ|G ∈ ΓG and μ|V ≡ 0. (Additional relations in H may prevent every μ ∈ ΓH from being a weight
in ΓA.)

It is now possible to apply the above theory to some examples; note that they are not always Hopf
algebras. In each case, G is of the form Gn,l for some n, l. Also choose a special element q ∈ R× in each
case; then char(q)|l.
Example 2.15 (“Restricted" quantum groups of semisimple Lie algebras). For this example, R = k is a
field with char k �= 2, with a special element q �= 0, ±1. Suppose g is a semisimple Lie algebra over k,
together with a fixed Cartan subalgebra and root space decomposition (e.g., using a Chevalley basis, as
in [7, Chapter 7]).

One then defines the (Hopf) algebra Uq(g) as in [8, §4.2,4.3]. In particular, note that it is generated
by {K±1

j , ej, f j : 1 ≤ j ≤ n} (here, n is the rank of g, and the αi are simple roots), modulo the relations:

KiejK−1
i = q(αi ,αj)ej, Ki fjK−1

i = q−(αi ,αj) f j, ei fj − f jei = δij
Ki − K−1

i

qi − q−1
i

where qi = q(αi ,αi)/2 for some bilinear form (·, ·) on h∗. (We may also need that q4 or q6 is not 1, and
possibly also that char k �= 3.) The other relations are that KiKj = KjKi, K±1

i K∓1
i = 1, and the (two)

quantum Serre relations. Define V := ⊕n
j=1(kej ⊕ k fj).

Now define the “restricted" quantum group as in [9, Chapter 6]. More precisely, given some
fixed l ≥ 0 so that ql = 1 (whence char(q)|l), define the associative (not necessarily Hopf) algebra
uq,l(g) to be the quotient of Uq(g) by the relations (for all j) Kl

j = 1, and el
j = f l

j = 0 if l > 0. Note that
uq,l(g) = Uq(g) if l = 0, and uq,l(g) is a Hopf algebra if l = 0 or char(q). Moreover, Proposition 2.13
allows us to compute ΣΠ for all l.

For each j, note that ej, f j are weight vectors (with respect to the adjoint action of the Abelian
group G := Gn,l generated by all K±1

i ) with weights q±αj �= ε = q0. Hence Lemma 2.12 implies
that μ(ej) = μ( f j) = 0 ∀j, μ. Moreover, given the PBW property for A = Uq(g), we know that
A = kGn,l

⊕
(V− A + AV+), where V+, V− are the spans of the ej’s and f j’s respectively. Hence

μ ∈ ΓA ⊂ ΓG by the result above.
Every μ ∈ ΓG is compatible with the commuting of the Ki’s, the quantum Serre relations (since

μ|V ≡ 0), and the “lth power relations". The only restriction is the last one left, namely: 0 = μ([ei, fi]),
which gives us that μ(Ki) = μ(K−1

i ) for all i, μ. Hence μ(Ki) = ±1, so that ΓA ∼= (Z/2Z)n ∩ ( l
√

1)n,
which is of size 2n or 1, depending on whether l is even or odd. We now compute ΣΠ(a) using the
second part of Proposition 2.13, for any a ∈ A.

Example 2.16 (Restricted quantum groups of Borel subalgebras). We consider the subalgebra
A′ = uq,l(b) of A = uq,l(g), which is generated by {K±1

i , ei : 1 ≤ i ≤ n}; once again, this algebra
quantizes the Borel subalgebra b of g if l = 0 (and is a Hopf algebra if l = 0 or char(q)). Moreover,
every μ ∈ ΓA′ kills each ei (where we use V+ for V), and we have ΓA′ ⊂ ΓG, by Proposition 2.13 above.
Moreover, all such maps μ ∈ ΓG are admissible (i.e., extend to all of A′), so ΓA′ = ΓG ∼= ( l

√
1)n.

Now if Π ⊂ ΓA′ is a finite subgroup, then as above, Π ⊂ G∗
n,l (note that R = k here), and

furthermore, evaluation of ΣΠ once again reduces to the grouplike case.

Example 2.17 (Taft algebras). Given a primitive nth root q of unity, the nth Taft algebra is

Tn := R〈x, g〉/(gx − qxg, gn − 1, xn)
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Once again, every weight must kill x and sends g to some power of q. Hence the set ΓTn of weights is
cyclic, whence so is Π. It is now easy to show:

Lemma 2.18. Every weight kills x, and ΣΠ(gk) = |Π| if |Π| divides k, or 0 otherwise.

Example 2.19 (Quantization of affine space). We refer to [10]; once again, R is a unital commutative
integral domain. The quantum affine space over R (with a fixed element q ∈ R×) is the quadratic
algebra TR(V)/(xjxi − qxixj, i < j), where V := ⊕iRxi. This does not have a Hopf algebra structure;
however, Hu presents a quantization of R[x] := SymR(V) in [10, §5]-that is, the quantum group
associated to a “finite-dimensional" Abelian Lie algebra. Now consider a more general associative (not
necessarily Hopf) R-algebra A = Aq,l(n) generated by {K±1

i , xi : 1 ≤ i ≤ n}, with the relations:

KiKj = KjKi, Kl
i = 1, K±1

i K∓1
i = 1

KixjK−1
i = θijq

δij xj, xixj = θijxjxi

where char(q)|l, and θij equals q (respectively 1, q−1) if i > j (respectively i = j, i < j). Note that
Aq,char(q)(n) = Aq(n), the Hopf algebra introduced and studied by Hu, and Aq,l(n) becomes the Hopf
algebra R[x] if q = l = 1.

We consider the “nontrivial" case q �= 1 (the q = 1 case is discussed later). Once again, each xj is a
weight vector with respect to the (free Abelian) group G = Gn,l , and no xj is in the ε-weight space, so
every μ ∈ ΓA kills xj for all j. As in the previous example, ΓA ∼= ( l

√
1)n, and any finite subgroup Π

must be contained in G∗
n,l .

Moreover, evaluation of ΣΠ once again reduces to the grouplike case.

Example 2.20 (Quantization of the Virasoro algebra). For this example, assume that R is a field, and
q ∈ R× is not a root of unity. Now refer to [11, Page 100] for the definitions; the Hopf algebra in
question is the R-algebra Uq generated by T , T −1, c, em(m ∈ Z) with relations:

T T −1 = T −1T = 1

q2mT mc = cT m

T men = q−2(n+1)menT m

q2memc = cem

qm−nemen − qn−menem = [m − n]em+n + δm+n,0
[m − 1][m][m + 1]

[2][3]〈m〉 c

where [m] :=
qm − q−m

q − q−1 and 〈m〉 := qm + q−m for all m ∈ Z.

One can now compute the group of weights, as well as ΣΠ(h) for any monomial word h in the
above alphabet. The following is proved using the defining relations above.

Proposition 2.21. Setup as above.

1. The group of weights is ΓUq = (R×, ·) (so every finite subgroup Π is cyclic). A weight r ∈ R× kills c
and all en, and sends T to r.

2. ΣΠ(h) = 0 if the monomial word h contains c or any en. Moreover, ΣΠ(T m) = 0 unless |Π| divides m,
in which case ΣΠ(T m) = |Π|.

Example 2.22 (Quantum linear groups). For the definitions, we refer to [12, §2]. The quantum general
(respectively special) linear group GLq(n) = Rq[GLn] (respectively SLq(n) = Rq[SLn]) is the localization
of the algebra B (defined presently) at the central quantum determinant

det q := ∑
π∈Sn

(−q)l(π)
n

∏
i=1

ui,π(i)
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(respectively the quotient of B by the relation detq = 1). Here, the algebra B = Rq[gl(n)] is generated
by {uij : 1 ≤ i, j ≤ n}, with relations

uikuil = quiluik, uikujk = qujkuik

uilujk = ujkuil , uikujl − ujluik = (q − q−1)uilujk

where q ∈ R×, and i < j, k < l.
As above, it is possible to compute the group of weights Γ for both families of algebras, in the

“nontrivial" case q �= ±1. In either case, note that detq �= 0. Given any permutation π ∈ Sn, suppose
there exist i < j such that π(i) > π(j). Then

(q − q−1)μ(ui,π(i)uj,π(j)) = μ([ui,π(j), uj,π(i)]) = 0

whence μ(ui,π(i)uj,π(j)) = 0 for all μ ∈ Γ.
The only permutations for which this does not happen is {π ∈ Sn : i < j ⇒ π(i) < π(j)} = {id}.

Hence μ(detq) = ∏i μ(uii) �= 0, whence no uii is killed by any μ. But now for i < l,

μ(uiiuil) = qμ(uiluii), μ(uiiuli) = qμ(uliuii)

whence μ(uij) = 0 for all i �= j, μ ∈ Γ. In particular, since Δ(uij) = ∑n
k=1 uik ⊗ ukj for (all i, j and)

both GLq(n) and SLq(n), hence ΓGL ∼= (R×)n, and ΓSL ∼= (R×)n−1 (both under coordinate-wise
multiplication), since μ(unn) = ∏n−1

i=1 μ(uii)
−1 in the latter case.

Finally, computing ΣΠ now reduces to the above results and the first example (of the free group
G = Gn,0). This is because any h ∈ GLq(n) or SLq(n) can be reduced to a sum of monomial words,
and such a word is not killed by any μ if and only if there is no contribution from any uil , i �= l.

Example 2.23 (Hopf regular triangular algebras). These were defined in [13] (in the special case Γ = 1).

Definition 2.24. An associative k-algebra A (over a ground field k) is a Hopf RTA (or HRTA), if:

1. The multiplication map B− ⊗k H ⊗k B+ → A is an isomorphism, for some (fixed) associative
unital k-subalgebras H, B± of A, and H is, in addition, a commutative Hopf algebra.

2. The set G := Homk−alg(H, k) contains a free Abelian group with finite basis Δ, so that
B± =

⊕
λ∈±Z�0Δ(B±)λ. Each summand here is a finite-dimensional weight space for the

(usual) adjoint action of H, and (B±)0 = k.
3. There exists an anti-involution i of A, so that i|H = id |H .

This is a large family of algebras that are widely studied in representation theory. Examples
(when char(k) = 0) are U(g) for g a semisimple, symmetrizable Kac–Moody, centerless Virasoro,
or (centerless) extended Heisenberg Lie algebra. Other examples include quantum groups Uq(g) or
(quantized) infinitesimal Hecke algebras over sl2.

In all these examples, the computations reduce to H:

Lemma 2.25. ΓA ⊂ ΓH.

The same happens if one works with skew group rings over A, for example, wreath products
Sn  A := A⊗n � Sn; in this case H is replaced in the above lemma, by the Hopf subalgebra H⊗n � Sn

of Sn  A.

Proof. Use Proposition 2.13, with V = N− + N+, where N± are the augmentation ideals in B±. Hence
ΓA ⊂ ΓH (note that each weight must also kill [A, A] ∩ H).

Example 2.26 (Finite-dimensional pointed Hopf algebras). Assume that:

1. R = k(R) is an algebraically closed field of characteristic zero.

84



Axioms 2012, 1, 259–290

2. H is a finite-dimensional pointed Hopf algebra over R.
3. G(H) is a (finite) Abelian group of order coprime to 210.

Then by the Classification Theorem 0.1 of [2], H is generated by G(H) and some skew-primitive
(defined in the next section) generators {xi} that satisfy gxig−1 = χi(g)xi for all i and all g ∈ G(H).
Since χi �= ε ∀i by [2, Equation (0.1)], hence Proposition 2.13 again reduces the computations here, to
the grouplike case: ΓH ⊂ ΓG(H).

3. Skew-Primitive Elements

As the previous example 2.26 suggests, large families of Hopf algebras that are the subject of
much study in the literature are generated by grouplike and “skew-primitive" elements. Hence in the
rest of this paper, we address the question of computing ΣΠ at (monomial words in) such elements.

Definition 3.1. An element h ∈ H is skew-primitive if Δ(h) = g ⊗ h + h ⊗ g′ for grouplike g, g′ ∈ G(H).
Denote the set of such elements by Hg,g′ . Then g − g′ ∈ Hg,g′ ∩ Hg′ ,g, and H1,1 = Hprim (recall
Definition 2.1).

An element h is pseudo-primitive (respectively almost primitive) with respect to Π if, moreover,
g−1g′ ∈ GΠ(H) (respectively g, g′ ∈ GΠ(H)). In future, we may not specify the finite subgroup Π of
ΓH , because it is part of the given data.

Thus, {skew-primitive} ⊃ {pseudo-primitive} ⊃ {almost primitive} ⊃ {primitive}.

Remark 3.2. Note that grouplike and skew-primitive elements in H correspond to 1-dimensional and
non-semisimple 2-dimensional H-comodules, respectively. To see this, suppose V0 = Rv0 and g ∈ H.
Define ρ(v0) := v0 ⊗ g. Then ρ induces an H-comodule structure on V0 if and only if g is grouplike.
Similarly, given V1 = Rv0 ⊕ Rv1 and g, g′, h ∈ H, define:

ρ(v0) := v0 ⊗ g, ρ(v1) = v0 ⊗ h + v1 ⊗ g′

Then ρ induces an H-comodule structure on V0 if and only if g, g′ are grouplike and h ∈ Hg,g′ is
(g, g′)-skew-primitive.

Lemma 3.3. Suppose Π ⊂ ΓH is a finite subgroup of weights, and h ∈ Hg,g′ is as above.

1. The set {γ ∈ ΓH : γ(h) = 0} is a subgroup of ΓH.
2. ε(h) = 0 and S(h) = −g−1h(g′)−1 ∈ H(g′)−1,g−1 .

3. If g0 is any grouplike element, then g0h and hg0 are also skew-primitive. Moreover, g0 − g−1
0 ∈

Hg0,g−1
0

∩ Hg−1
0 ,g0

.

4. For all n ≥ 0, one also has:

Δ(n)(h) =
n

∑
i=0

g⊗i ⊗ h ⊗ (g′)⊗(n−i) (3.4)

5. For any γ ∈ Π, either γ(g) �= γ(g′), or γ(h) = 0, or char(R)|nγ.
6. h is pseudo-primitive if and only if g−1h, hg−1, (g′)−1h, h(g′)−1 are almost primitive. If g0 ∈ G(H)

and h is pseudo-primitive, then so are g0h and hg0.

Proof. The first part is an easy verification. The second part follows from the statements

(id ∗ε)(h) := μ(id ⊗ε)Δ(h) = h, (id ∗S)(h) := μ(id ⊗S)Δ(h) = ε(h)

The third, fourth and last parts are now easy to verify. For the fifth part, suppose γ(g) = γ(g′) and γ

has order nγ ≥ 1 in Π. Then compute using Equation (3.4) above:

0 = ε(h) = γ∗nγ(h) = nγγ(h)γ(g)nγ−1

The result follows, since γ(g) is a unit and R is an integral domain.
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Our main result here is to compute ΣΠ(g1hg2) for any g1, g2 ∈ G(H), or equivalently by the lemma
above, ΣΠ(h) for all skew-primitive h. Equation (3.4) implies that if γ ∈ ΓH , and γ(g) �= γ(g′), then

γn(h) = γ⊗n(Δ(n−1)(h)) = γ(h) · γ(g)n − γ(g′)n

γ(g) − γ(g′)
(3.5)

3.1. The Main Result

In all that follows below, assume that h is skew-primitive, with Δ(h) = g ⊗ h + h ⊗ g′.

Theorem 3.6. A skew primitive h ∈ Hg,g′ satisfies at least one of the following three conditions:

1. If there is λ ∈ Π so that λ(g), λ(g′) �= 1, then ΣΠ(h) = 0. If no such λ exists, then one of g, g′ is in
GΠ(H).

2. Suppose only one of g, g′ is in GΠ(H), so that there exists λ ∈ Π with exactly one of λ(g), λ(g′) equal

to 1. Then ΣΠ(h) =
|Π|λ(h)

1 − λ(gg′)
.

3. If λ(gg′) = 1 for all λ ∈ Π, then ΣΠ(h) = ∑γ �=ε=γ2 γ(h), and 2ΣΠ(h) = 0.

Remark 3.7.

1. Thus, the expression λ(h)/(1 − λ(gg′)) = ΣΠ(h) ∈ k(R) is independent of λ (as long as
λ(gg′) �= 1), for such h. As the proof indicates, 1 − λ(gg′) should really be thought of as
1 − λ(g) or 1 − λ(g′) (depending on which of g′ and g is in GΠ(H)).
Moreover, Equation (3.5) implies, whenever γn(g) �= γn(g′), that

γn(h)
γn(g) − γn(g′)

=
γ(h)

γ(g) − γ(g′)

It is not hard to show that both of these are manifestations of the following easy fact:

Lemma 3.8. Given h ∈ Hg,g′ , define Nh := {γ ∈ H∗ : γ(g) �= γ(g′)}. Suppose μ, λ ∈ Nh. Then
(μ ∗ λ)(h) = (λ ∗ μ)(h) if and only if fh(μ) = fh(λ), where fh : Nh → k(R) is given by

fh(γ) :=
γ(h)

γ(g) − γ(g′)

(In other words, weights commute at h precisely when they lie on the same “level surface"
for fh.)

2. Also note that if the first two parts fail to hold, then both g, g′ ∈ GΠ(H), and the final part
holds. Thus, the above theorem computes ΣΠ(h) for all skew-primitive h, if char(R) �= 2 or not
both of g, g′ are in GΠ(H). We address the case when char(R) = 2 and g, g′ ∈ GΠ(H), in the
next subsection.

Proof of Theorem 3.6.

1. Apply Equation (2.4) to h, to get ΣΠ(h) = λ(g)ΣΠ(h) + λ(h)ΣΠ(g′). Since g′ /∈ GΠ(H), hence
the second term vanishes, and we are left with (1 − λ(g))ΣΠ(h) = 0. But λ(g) �= 1.
Next, if no such λ ∈ Π exists, then Π = Πg ∪ Πg′ , where Πg, Πg′ were defined before
Proposition 2.8. We claim that one of the two sets is contained in the other whence one of g, g′ is
in GΠ(H), because, if not, then one can choose γ, γ′ ∈ Π so that neither γ(g) nor γ′(g′) equals 1
(whence γ(g′) = 1 = γ′(g)). Then one verifies that γγ′ /∈ Πg ∪ Πg′ , which is a contradiction. Thus
one of Πg \ Πg′ , Πg′ \ Πg is empty.

2. Suppose g′ ∈ GΠ(H), λ(g) �= 1 for some λ (the other case is similar). Now apply Equation (2.4)
and Proposition 2.8, and compute:

ΣΠ(h) = λ(h)
ΣΠ(g) − ΣΠ(g′)

λ(g) − λ(g′)
= λ(h)

0 − |Π|
λ(g) · 1 − 1

=
λ(h)|Π|

1 − λ(g)λ(g′)
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3. If λ(gg′) = 1 for any λ ∈ Π, then: λ−1(h) = −λ(h). Thus λ + λ−1 kills h, and the first equation

now follows because ε(h) = 0. The second is also easy: 2ΣΠ(h) = ∑γ∈Π(γ(h) + γ−1(h)) = 0.

3.2. The Characteristic 2 Case

The only case that Theorem 3.6 does not address is when char(R) = 2 and g, g′ ∈ GΠ(H). We
now address this case.

Proposition 3.9. Suppose Π is as above, char(R) = 2, and h ∈ Hg,g′ is almost primitive with respect to Π.

1. If Π has odd order, then ΣΠ(h) = 0.
2. If 4 divides |Π|, then ΣΠ(h) = 0.
3. If Π has even order but 4 � |Π|, then ΣΠ(h) = γ(h) for any γ ∈ Π of order exactly 2. This may assume

any nonzero value in R.

We omit the proof, since this result is a special case of more general results in general (positive)
characteristic, which we state and prove later. See Theorems 7.8 and 7.10, as well as Remark 7.11.

3.3. A Degenerate Example: Quiver (Co)algebras

We conclude this section with an example that is not a Hopf algebra, but an algebra with coproduct,
and is generated by grouplike and skew-primitive elements. (Thus, Π is no longer necessarily a group
of weights, but a semigroup.)

Consider a quiver Q = (Q0, Q1), which is a directed graph with vertex set Q0 and edges Q1.
Thus, there exist source and target maps s, t : Q1 → Q0 such that every edge e ∈ Q1 starts at s(e) and
ends at t(e). A path in Q is a finite sequence of edges a1 · · · an such that t(ai) = s(ai+1). We also write
s(p) := s(a1) and t(p) := t(an), and the length of the path is said to be n. Vertices v ∈ Q0 are paths of
length zero, and one writes s(v) = t(v) := v.

There are two structures on the free R-module RQ with basis consisting of all paths in Q. The path
algebra is defined by setting the product of two paths a1 · · · an and b1 · · · bm to be their concatenation
a1 · · · anb1 · · · bm if t(an) = s(bm); otherwise the product is zero. Then RQ is an associative R-algebra
that contains enough idempotents {v : v ∈ Q0}. However, RQ contains a unit if and only if Q0 is finite,
in which case the unit is ∑v∈Q0

v.
Another structure on RQ is given by defining Δ : RQ → RQ ⊗ RQ via: Δ(p) := ∑(q,r):qr=p q ⊗ r.

Also define ε : RQ → R via: ε(v) := 1 for all v ∈ Q0 and ε(p) := 0 for all paths p of positive length.
This structure makes RQ into the path coalgebra.

The path (co)algebra has been the subject of much study in the literature, and it is natural to ask
for which quivers Q are these two structures on RQ compatible. It is not hard to show that the answer
is: very few.

Lemma 3.10. The coproduct Δ is multiplicative if and only if there are no paths of length ≥ 2.

Thus, the quiver bialgebra is a “degenerate" example. Now suppose Q has no paths of length ≥ 2 (and
hence, no self-loops). Then Δ is indeed multiplicative. Nevertheless, if 1 < |Q0| < ∞, then the unit in
RQ is not grouplike. It is now possible to show the following.

Proposition 3.11. There exists a bijection from Q0 �{0} to the semigroup ΓRQ, sending v to λv that sends v
to 1 and all other paths to 0.

Proof. Given v �= v′ ∈ Q0 and λ ∈ ΓRQ,

λ(v) = λ(v2) = λ(v)2, λ(v)λ(v′) = λ(vv′) = 0
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Since R is a unital integral domain, this implies that at most one λ(v) is nonzero—and then it equals 1.
Moreover, if p is any path of length 1 in Q1, then at least one of its vertices is killed by λ, whence so is
p. This supplies the desired bijection. In particular, ΓRQ ∼= Q0 �{0} as semigroups, with composition
given by:

λv ∗ λv′ = δv,v′ λv, λv ∗ 0 = 0 ∗ λv′ = 0, ∀v, v′ ∈ Q0

In fact, the path algebra and path coalgebra are dual to one another, morally speaking. More
precisely, each of them can be “recovered" inside the dual space of the other; see [14] for more details.

4. Subgroups and Subquotients of Groups of Weights

4.1. Subgroups Associated to Arbitrary Elements

Recall that the goal of this article is to compute ΣΠ at any element h in a Hopf algebra H. We start
this section with the following constructions.

Definition 4.1. Suppose R is a commutative unital integral domain.

1. Suppose H is an R-algebra, such that Γ = ΓH has a group structure ∗ on it. Define Γh ⊂ Γ to be
the subgroup of Γ that “stabilizes" h. In other words,

Γh := {γ ∈ Γ : (β ∗ γ ∗ δ)(h) = (β ∗ δ)(h) ∀β, δ ∈ Γ}

2. Given a coalgebra H, and h ∈ H, define Ch to be the R-subcoalgebra generated by h in H.
3. Given a Hopf algebra H, define Γ′

h to be the fixed weight monoid of h, given by Γ′
h := {γ ∈ Γ :

γ|Ch = ε|Ch }.

In particular, γ(h) = ε(h) if γ ∈ Γh.
A later subsection will discuss how this allows us to consider subquotients of Γ; but first, here are

some observations involving these subgroups.

Proposition 4.2. Suppose H is a Hopf algebra, and h ∈ H.

1. For all h, Γh is a normal subgroup of Γ, and Γ′
h ⊂ Γh is a monoid closed under Γ-conjugation.

2. Given {hi : i ∈ I} ⊂ H, and h ∈ 〈hi〉 (i.e., in the subalgebra generated by the hi’s), Γh ⊃ ⋂
i∈I Γhi

, and
similarly for the Γ′s.

3. Given any hi ∈ H (finitely many), suppose Π = ×iΠi, with Πi ⊂ Γ′
hj

whenever i �= j. Then

ΣΠ(h) = ∏
i

ΣΠi (hi).

Proof. The first and third parts are straightforward computations. For the second part, for all β,
δ ∈ Γ, γ ∈ ⋂

i Γhi
, and polynomials p in the hi’s,

(β ∗ γ ∗ δ)(p(hi)) = p((β ∗ γ ∗ δ)(hi)) = p((β ∗ δ)(hi)) = (β ∗ δ)(p(hi))

The outer equalities hold because weights are algebra maps.
The proof for the Γ′s is as follows: if h = p(hi) as above, then since Δ is multiplicative, hence any

h′ ∈ Ch is expressible as a polynomial in elements h′
j ∈ ∪iChi

- say h′ = q(h′
j). In particular, if γ ∈ Γ′

hi
for all i, then

γ(q(h′
j)) = q(γ(h′

j)) = q(ε(h′
j)) = ε(q(h′

j))

where once again, the outer equalities hold because weights are algebra maps. In other words,
γ(h′) = ε(h′).
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We also mention two examples; the proofs are straightforward.

Lemma 4.3. If g ∈ G(H), then this definition of Γg coincides with the previous one: Γg = Γ′
g = {γ ∈ Γ :

γ(g) = 1}. If h ∈ Hg,g′ , then Γh ⊂ Γg ∩ Γg′ , or Γh = Γ. In both cases, Γ′
h = Γh ∩ Γg ∩ Γg′ .

4.2. Subquotients

We now compute ΣΠ(h) for more general Π. The following result is used later.

Lemma 4.4. Fix h ∈ H, and choose any subgroup Γ′ of Γh that is normal in Γ. Also fix a finite subgroup Π of
Γ/Γ′. Now fix any lift Π̃ of Π to Γ, and define

ΣΠ(h) := ∑
γ′′∈Π̃

γ′′(h), Π◦ := {γ ∈ Γ : (γ + Γ′) ∈ Π ⊂ Γ/Γ′}

1. ΣΠ(h) is well-defined.
2. If a subgroup Γ′′ ⊂ Γh is normal in Π◦ (e.g., Γ′′ = Γ′, Γh ∩ Π◦), then

ΣΠ◦(h) = |Γ′′|ΣΠ◦/Γ′′(h)

Proof. For the first part, choose any other lift Π′ of Π. If γ′ ∈ Π′, γ′′ ∈ Π̃ are lifts of γ ∈ Π, then
(γ′)−1 ∗ γ′′ ∈ Γh, so

∑
γ′′∈Π̃

γ′′(h) = ∑
γ′∈Π′

(γ′ ∗ ((γ′)−1 ∗ γ′′))(h) = ∑
γ′∈Π′

γ′(h)

by definition of Γh. The other part is also easy, since by the first part, ΣΠ∗(h) is also well-defined, where
the finite group is Π∗ := Π◦/Γ′′. If Π∗∗ is any lift to Π◦ of Π∗, then

ΣΠ◦(h) = ∑
γ′∈Π∗∗ , β∈Γ′′

(γ′ ∗ β)(h) = ∑
γ′∈Π∗∗ , β∈Γ′′

γ′(h) = |Γ′′| ∑
γ′∈Π∗∗

γ′(h)

and this equals the desired amount.

While a special case of the second part is that ΣΠ◦(h) = |Γ′|ΣΠ(h), we really use the result when
Γ′ is itself finite, and we replace Π◦ by Π. The equation is then used to compute ΣΠ(h).

4.3. Pseudo-Primitive Elements

For the rest of this paper, H is an R-Hopf algebra, unless stated otherwise. If h is grouplike or
(pseudo-)primitive, then it is easy to see that ΣΠ(h) = |[Π, Π]|ΣΠab(h), where Πab := Π/[Π, Π] (we
show the pseudo-primitive case presently). Thus, in the grouplike case, the question of whether or not
h ∈ GΠ(H) reduces to evaluating (any lift of a set of) generators of the finite Abelian group Πab, at h.

Proposition 4.5. Suppose h ∈ Hg,g′ is pseudo-primitive with respect to Π.

1. Then (γ ∗ ν)(h) = (ν ∗ γ)(h) = ν(g)γ(h) + γ(g)ν(h) for all γ, ν ∈ Π.
2. Γ′

h ⊃ [Π, Π].
3. For any m ≥ 0, γ∗m(h) = mγ(g)m−1γ(h) if γ ∈ Π. In particular, if char(R) = p is prime, then

γ∗p(h) = 0 ∀γ ∈ Π.

Proof. The first and last parts are by definition and induction respectively. As for the second part, one
shows the following computation for any skew-primitive h ∈ Hg,g′ , and β, β′ ∈ ΓH :

(β ∗ β′ ∗ β−1 ∗ (β′)−1)(h) = β(h(g′)−1)(1 − β′(g(g′)−1))

+β′(h(g′)−1)(β(g(g′)−1) − 1)
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using Lemma 3.3. Since h is pseudo-primitive with respect to Π, this shows that every generator (and
hence element) λ of [Π, Π] satisfies: λ(g) = λ(g′) = 1 and λ(h) = 0. Since Ch = Rh + Rg + Rg′, these
imply that λ ∈ Γ′

h.

An easy consequence of Propositions 4.2 and 4.5 is

Corollary 4.6. If h ∈ H is (in the subalgebra) generated by grouplike and pseudo-primitive elements (with
respect to Π), then Γ′

h ⊃ [Π, Π].

Also note that given some h ∈ H, one can compute ΣΠ(h) for more general Π, and hence the
results in this paper can be generalized; however, we stay with the original setup when Π ⊂ Γ (i.e.,
Γ′ = {ε}). This (general) case is noteworthy, however, because it is used below.

We conclude by specifying more precisely what is meant by ΣΠ(h1 . . . hn) for “pseudo-primitive"
hi’s, when Π is a subquotient of Γ as above. In this case, start with some skew-primitive hi’s, then
let Π be a finite subgroup of Γ/Γ′, for some subgroup Γ′ ⊂ ∩iΓhi

that is normal in Γ. Moreover, if
Δ(hi) = gi ⊗ hi + hi ⊗ g′

i , then assume further that γ(gi) = γ(g′
i), for all elements γ of the subgroup

Π◦ (defined above).
This is what is meant in the case of general Π, when we say that gi, g′

i ∈ GΠ(H)-i.e., that the
hi’s are pseudo-primitive (with respect to Π). Similarly, to say that the hi’s are almost primitive with
respect to Π means that γ(gi) = γ(g′

i) = 1 ∀γ ∈ Π◦.

5. Products of Skew-Primitive Elements

We now mention some results on (finite) products of skew-primitive elements and grouplike
elements. From now on, Π denotes a finite subgroup of Γ = ΓH and not a general subquotient;
however, in the next section, we need to use a subquotient Φ of this Π.

Since the set of skew-primitive elements is closed under multiplication by grouplike elements,
any “monomial" in them can be expressed in the form h = ∏i hi. The related “grouplike" elements
that would figure in the computations are g = ∏i gi and g′ = ∏i g′

i .

Standing Assumption 5.1. For this section and the next two, assume that hi ∈ Hgi ,g′
i

for all
(finitely many) i.

First, here are some results that hold in general.

Proposition 5.2. If λ(hi) = 0 ∀i for some λ ∈ Π, and (at least) one of λ(g), λ(g′) is not 1, then ΣΠ(h) = 0.

Proof. If λ(hi) = 0 then λm(hi) = 0 for all i, m. Now choose a set B of coset representatives for 〈λ〉 in
Π, and assume that λ(g′) �= 1 (the other case is similar). Then compute:

ΣΠ(h) = ∑
β∈B, γ∈〈λ〉

∏
i

(
β(gi)γ(hi) + β(hi)γ(g′

i)
)

Since γ(hi) = 0 for all γ ∈ 〈λ〉 and all i, hence the entire product in the summand collapses, to give
∑β∈B β(h) · Σ〈λ〉(g

′). But now the second factor vanishes by our assumption (and Proposition 2.8).

Next, if ΣΠ(∏n
i=1 hi) is known for all skew-primitive hi’s, then one can evaluate the product of

(n + 1) such h’s in some cases. The following result relates ΣΠ-values of strings to the ΣΠ-values of
proper substrings (with skew-primitive “letters"), which are “corrected" by grouplike elements. The
proof is that both equations below follow by evaluating Equation (2.4) at h.

Proposition 5.3. Suppose one of g, g′ is not in GΠ(H). Thus, if λ(g) �= 1 (or respectively λ(g′) �= 1) for
some λ ∈ Π, then

ΣΠ(h) =
∑ν∈Π ∏i(λ(gi)ν(hi) + λ(hi)ν(g′

i)) − λ(g)ΣΠ(h)

1 − λ(g)
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or respectively,

ΣΠ(h) =
∑ν∈Π ∏i(ν(gi)λ(hi) + ν(hi)λ(g′

i)) − ΣΠ(h)λ(g′)
1 − λ(g′)

Note here that both numerators on the right side have an ΣΠ(h) in them, which cancels the only
such term present in the summations. Thus, what one is left with in either case are linear combinations
of ΣΠ-values of “corrected" proper substrings, with coefficients of the form λ(∏ gjhk).

Also note that if the ΣΠ-values of all “corrected" proper substrings are known, and char(R) �= 2,
then the two propositions, one above and one below, can be used, for instance, to compute ΣΠ at all
monomials of odd length (in skew-primitive elements).

The statement and proof of the following result are essentially the same as those of the last part of
Theorem 3.6 above.

Proposition 5.4. Suppose gg′ ∈ GΠ(H), and char(R) = 2 if the number of hi’s is even. Then
ΣΠ(h) = ∑γ �=ε=γ2 γ(h), and 2ΣΠ(h) = 0.

This is because once again, one shows that λ−1(h) = −λ(h) ∀λ.
The next result in this subsection is true for almost all values of char R. The proof is immediate

from the penultimate part of Lemma 3.3 above.

Proposition 5.5. If char(R) � |Π| and g−1
i g′

i ∈ GΠ(H) (i.e., hi is pseudo-primitive) for some i, then
γ(hi) = 0 ∀γ ∈ Π. In particular, ΣΠ(h) = 0.

We conclude this section with one last result—in characteristic p.

Theorem 5.6. Suppose char(R) = p > 0, and hi ∈ Hgi ,g′
i

for all i. Choose and fix a p-Sylow subgroup Πp

of Π.

1. Then each hi is almost primitive with respect to Πp.
2. If Πp contains an element of order p2, then ΣΠ(h) = ΣΠp(h) = 0.

It is also shown later that ΣΠp(h) = 0 whenever Πp � (Z/pZ)k for any k > 0.

Proof.

1. If zp = 1 in R, then (1 − z)p = 1 − zp mod p = 0 in R. Since R is an integral domain, z = 1.
Now assume that |Πp| = p f . Then γ∗p f

= ε for each γ ∈ Πp, whence γ(gi)
p f

= γ(g′
i)

p f
= 1

for all i. Successively set z = γ(gi)
pt

, for t = f − 1, f − 2, . . . , 1, 0. Hence γ(gi) = 1 for all i; the
other case is the same.

2. Next, if λ has order p2, then choose a set B of coset representatives for 〈λ〉 in Π, and compute
using Proposition 4.5 above (since all hi’s are pseudo/almost primitive with respect to Πp, hence
for 〈λ〉):

ΣΠ(h) = ∑
β∈B

p2−1

∑
j=0

n

∏
i=1

(β ∗ λ∗j)(hi) = ∑
β∈B

p2−1

∑
j=0

n

∏
i=1

(
β(hi)λ

j(gi) + jβ(gi)λ(gi)
j−1λ(hi)

)
Call the factor in the product ai,j (it really is aβ,i,j). Now observe that ai,p+j = λp(gi)ai,j for all

i, j, whence ai,kp+j = λkp(gi)ai,j. Therefore for any β ∈ B, one can take ∑
p−1
k=0 λ(g)kp out of the

summand. But λ(g)p = 1, so every β-summand vanishes.

6. Special Case: Abelian Group of Weights

In this section, the focus is on evaluating ΣΠ(h) in the special case where the group Π of weights
is Abelian.
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Definition 6.1.

1. For all n ∈ N, define [n] := {1, 2, . . . , n}.
2. Given I ⊂ [n], define gI := ∏i∈I gi, and similarly define g′

I , hI .
3. Define Πp to be any fixed p-Sylow subgroup of Π if char(R) = p > 0, and {ε} otherwise. Also

choose and fix a “complementary" subgroup Π′ to Πp in Π (if Π is Abelian), i.e., |Πp| · |Π′| = |Π|.
(And if char(R) = 0, set Π′ := Π.)

We now present two results. The first is (nontrivial only) when char(R) divides the order of Π,
and the second (which really is the main result) is when it does not.

Theorem 6.2. Suppose Π is Abelian; let Πp, Π′ be as above. Let J ⊂ [n] be the set of i’s such that hi is
pseudo-primitive with respect to Π. Then

ΣΠ(h) = ΣΠ′(gJh[n]\J) · ΣΠp(hJ)

In particular, if char(R) = 0, or 0 < char(R) � |Π|, then ΣΠp(hJ) = ε(hJ) = 0, whence ΣΠ(h) = 0 too.

Proof. First note that λ(gi) = λ(g′
i) = 1 for all λ ∈ Πp and all i, by Theorem 5.6 above. Since Π is

Abelian, every γ ∈ Π is uniquely expressible as γ = β ∗ λ with β ∈ Π′, λ ∈ Πp. We now compute
γ(hi) in both cases: i ∈ J and i /∈ J.

First consider the case when i ∈ J. Then β(hi) = 0 for all β ∈ Π′, by Proposition 5.5. Thus,
γ(hi) = β(gi)λ(hi) + β(hi)λ(gi) = β(gi)λ(hi).

Now suppose i /∈ J. Choose γ ∈ Π so that γ(gi) �= γ(g′
i). Then (γ ∗ λ)(hi) = (λ ∗ γ)(hi), which

leads (upon simplifying) to

λ(hi)(γ(gi) − γ(g′
i)) = γ(hi)(λ(gi) − λ(g′

i))

But λ(gi) = λ(g′
i), and γ(gi) �= γ(g′

i), so λ(hi) = 0 for all λ ∈ Πp. Hence:

γ(hi) = (β ∗ λ)(hi) = β(gi)λ(hi) + β(hi)λ(gi) = β(hi)

The proof can now be completed:

ΣΠ(h) = ∑
β∈Π′ , λ∈Πp

∏
i∈J

β(gi)λ(hi) · ∏
i/∈J

β(hi)

= ∑
β∈Π′ , λ∈Πp

β(gJh[n]\J)λ(hJ) = ΣΠ′(gJh[n]\J) · ΣΠp(hJ)

as claimed.

We compute ΣΠp(h) in a later section. For now, we mention how to compute the other factor.

Theorem 6.3. Suppose char(R) � |Π|, and no hi is pseudo-primitive with respect to (the Abelian group of
weights) Π. For each i, let fi ∈ k(R) denote β(hi)/(β(gi) − β(g′

i)) for some β ∈ Nhi
∩ Π. Also define

S = {I ⊂ [n] : gI g′
[n]\I ∈ GΠ(H)}. Then ΣΠ(h) = (−1)n|Π|

n

∏
i=1

fi · ∑
I∈S

(−1)|I|.

Note that if n = 1, this is a special case of the first two parts of Theorem 3.6 above. Moreover, if some
hi is pseudo-primitive with respect to Π, then ΣΠ(h) = 0 from Proposition 5.5 above.

Proof. Let us fix some generators β1, . . . , βk of Π (by the structure theory of finite Abelian groups), so
that Π =

⊕k
j=1 Zβ j. Then (by assumption), for each i there is at least one j so that β j(gi) �= β j(gi)

−1.
Now fix i, and compute β(hi) for arbitrary β ∈ Π. Suppose N′

i indexes the set of β j’s that are in
Nhi

; then write β = β′ + ∑j∈N′
i

rjβ j for some rj ≥ 0 and β′ ∈ ⊕
j/∈N′

i
Zβ j.
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Note by Proposition 5.5 for Π ↔ ⊕
j/∈N′

i
Zβ j that β′(hi) = 0. So if β′′ = (β′)−1β ∈ Π, then

β(hi) = β′(gi)β′′(hi) + β′(hi)β′′(gi) = β′(gi)β′′(hi)

It remains to compute the last factor above. This is done using the following claim.
Claim. Say β′′ = ∑j∈N′

i
rjβ j. Then β′′(hi) = (β′′(gi) − β′′(g′

i)) fi, where fi is defined in the statement
of the theorem.
Proof of the theorem, modulo the claim. By the claim,

β(hi) = β′(gi)(β′′(gi) − β′′(g′
i)) fi = (β(gi) − β(g′

i)) fi

(for all i) since β′(gi) = β′(g′
i) by pseudo-primitivity. Using the notation that βr = ∑k

j=1 rjβ j ∈ Π, one
can compute ΣΠ(h) to be

= ∑
r

n

∏
i=1

(βr(gi) − βr(g′
i)) fi =

n

∏
i=1

fi · ∑
r

∑
I⊂[n]

(−1)n−|I|βr

(
∏
i∈I

gi ∏
j/∈I

g′
j

)

= (−1)n
n

∏
i=1

fi · ∑
I⊂[n]

(−1)|I|ΣΠ(gI g′
[n]\I) = (−1)n

n

∏
i=1

fi · ∑
I⊂[n]

(−1)|I|δI∈S|Π|

by Proposition 2.8, where the last δ is 1 if I ∈ S, and 0 otherwise.

The proof is completed by showing the claim.

Proof of the claim. By Equation (3.5), and Lemma 3.8,

β
∗rj
j (hi) = (β j(gi)

rj − β j(g′
i)

rj) fi, ∀j ∈ N′
i

Suppose without loss of generality that we relabel the set {β j : j ∈ N′
i } as {β1, . . . , βm} (i.e., relabel

the generators β j of Π so that these are before the others). Now compute the expression using the
above equation:

β′′(hi) =

(
m

∑
j=1

rjβ j

)
(hi) =

m

∑
j=1

∏
l<j

βl(gi)
rl · (β j(gi)

rj − β j(g′
i)

rj) fi · ∏
l>j

βl(g′
i)

rl

and this telescopes to fi · ∏j β j(gi)
rj − fi · ∏j β j(g′

i)
rj = (β′′(gi) − β′′(g′

i)) fi, as claimed.

7. Products of Pseudo-Primitive Elements: Positive Characteristic

We now mention results for pseudo-primitive elements hi (and not necessarily Abelian Π) in
prime characteristic; note that for almost all characteristics (including zero), Proposition 5.5 above says
that ΣΠ(h) = 0. Before considering the positive case, we need a small result.

Lemma 7.1. Given f ∈ N and a prime p > 0, define ϕp( f ) = ϕp( f ) := ∑
p−1
i=0 i f . If f > 0, then ϕ( f ) �≡ 0

mod p if and only if (p − 1)| f , and in this case, ϕ(p − 1) = p − 1 ≡ −1 mod p.

Proof. Let g be any cyclic generator of (the finite cyclic group) (Z/pZ)×. Then ∑
p−1
i=1 i f ≡ ∑

p−1
j=1 gj f

mod p. Now if (p − 1)| f , then each summand is 1, which yields p − 1 mod p. Otherwise, g f is not 1,
and its powers add up to 0 (by the geometric series formula).

7.1. Preliminaries

Recall that a pseudo-primitive element is any h ∈ Hg,g′ so that g−1g′ ∈ GΠ(H). Some terminology
is now needed. Note by Hall’s theorems that a finite group Φ is solvable if and only if it contains Hall
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subgroups of all possible orders (e.g., see [15, §11]). So if |Φ| = pk · m with p � m, let Φm be any Hall
subgroup of order m.

Definition 7.2. (p > 0 a fixed prime.) Given a finite solvable group Φ, denote by Φp, Φ′ respectively,
any p-Sylow subgroup and any Hall subgroup of order |Φ|/|Φp|. (From above, we mean Φ′ = Φm.)

For the rest of this section, char(R) = p > 0; also fix n, the number of hi’s. (Recall Assumption 5.1.)

Proposition 7.3. Suppose, given skew-primitive hi ∈ Hgi ,g′
i

for 1 ≤ i ≤ n, that Φ ⊂ Γ/Γ′ is a finite
solvable subquotient of Γ (as in a previous section) with respect to which every hi is pseudo-primitive. Then
ΣΦ(h) = ΣΦ′(g) · ΣΦp(h).

Proof. The first claim is that the “set-product" Φ′Φp := {β ∗ λ : β ∈ Φ′, λ ∈ Φp} equals the entire
group Φ. Next, if β ∈ Φ′, then β(h) = 0 for any pseudo-primitive h ∈ Hg,g′ , because if |Φ′| = m �≡ 0
mod p, then β∗m = ε ∈ Γ′ ⊂ Γh, whence 0 = ε(h) = β∗m(h) = mβ(g)m−1β(h). Therefore,

ΣΦ(h) = ∑
β∈Φ′ , λ∈Φp

n

∏
i=1

(β ∗ λ)(hi) = ∑
β∈Φ′ , λ∈Φp

n

∏
i=1

β(gi)λ(hi)

= ∑
β∈Φ′

n

∏
i=1

β(gi) · ∑
λ∈Φp

n

∏
i=1

λ(hi) = ΣΦ′(g)ΣΦp(h)

as claimed.

Remark 7.4. The above proposition thus holds for any group Φ, such that some p-Sylow subgroup
Φp has a complete set of coset representatives, none of whom has order divisible by p. Obvious
examples are Abelian groups or groups of order paqb for primes p �= q (but these are solvable by
Burnside’s Theorem).

Also note that the above sum is independent of the choices of Φp, Φ′.

The next result is crucial in computing ΣΠ(h), and uses subquotients of Π.

Theorem 7.5. Given a finite subgroup of weights Π ⊂ Γ = ΓH, suppose hi ∈ Hgi ,g′
i

is pseudo-primitive with
respect to Π for all 1 ≤ i ≤ n. Define Φ = Πab := Π/[Π, Π]. Then,

ΣΠ(h) = |[Π, Π]| · ΣΦ′(g) · ΣΦp(h) (7.6)

For instance, if every hi was almost primitive, then ΣΦ′(g) = [Φ : Φp].

Proof. At the outset, note that ΣΦ′(g) and ΣΦp(h) make sense because of Corollary 4.6 and
Proposition 4.2 above. Now, the proof is in two steps; each step uses a previously unused result above.
Step 1. We claim that ΣΠ(h) = |[Π, Π]|ΣΦ(h). This follows immediately from Lemma 4.4, where
h, Γ′′, Π◦ are replaced by h, [Π, Π], Π respectively.

The only thing to check is that the above replacements are indeed valid. Since [Π, Π] is normal in
Π, it suffices to check that [Π, Π] ⊂ Γh. But this follows from Corollary 4.6 and Proposition 4.2 above.
Step 2. The proof is now complete by invoking Proposition 7.3 above.

We conclude the preliminaries with one last result—for skew-primitive elements in general.

Proposition 7.7. If Πp � (Z/pZ)k for any k > 0, then ΣΠp(h) = 0.

Proof. By Theorem 5.6, the hi’s are almost primitive with respect to Πp. Now invoke Equation (7.6)
above, replacing Π by Πp. Now, if Πp is not Abelian, then |[Πp, Πp]| > 1, hence is a power of p,
whence the right-hand side vanishes. Next, if Πp is Abelian, but contains an element of order p2, then
ΣΠp(h) = 0 by Theorem 5.6 again. Therefore Πp ∼= (Z/pZ)k for some k. If k = 0, then Πp = {ε}, and
ε(h) = 0.
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7.2. The Main Results-Pseudo-Primitive Elements

The following result now computes ΣΠ(h) (for pseudo-primitive hi’s) in most cases in prime
characteristic that are “non-Abelian". For the “Abelian" case, we appeal to Theorem 7.10 below and
mention at the outset that it is only for almost primitive (and not merely pseudo-primitive) elements,
that we obtain a much clearer picture—as its last part shows.

Theorem 7.8. Suppose char(R) = p ∈ N, Πp is any (fixed) p-Sylow subgroup of Π, and every hi is
pseudo-primitive (with respect to Π).

1. ΣΠ(h) = 0 if Πp

(a) is trivial,
(b) contains an element of order p2, or
(c) intersects [Π, Π] nontrivially.

This last part includes the cases when Πp
(d) is not Abelian,
(e) does not map isomorphically onto (some) Φp, via (the restriction of) the quotient map π : Π �

Φ = Π/[Π, Π], or
(f) has size strictly greater than Φp.

2. Otherwise Πp ∼= Φp ∼= (Z/pZ)k for some k > 0, and then ΣΠ(h) = |[Π, Π]| · ΣΦ′(g) · ΣΠp(h).

Remark 7.9. Any finite Abelian group of exponent p is of the form (Z/pZ)k, hence one part of
the second statement is clear. Moreover, every subquotient of such a group is of the same form.
Finally (especially when all of the hi’s are almost primitive with respect to Π), the cases that remain
reduce to computing ΣΠp(h), and when Πp ∼= (Z/pZ)k; this is addressed below.

Proof. The second part follows from the first part, the remarks above, and Equation (7.6). We now
show the first part.

(a) If Πp is trivial, then p � |Π|, and we are done by Proposition 5.5.
(b) This has been done in Theorem 5.6 above.
(c) Now suppose that [Π, Π] ∩ Πp �= ∅. Then [Π, Π] contains an element of order p, whence p

divides |[Π, Π]|. Now use Equation (7.6).

It remains to show how this last includes the remaining cases.
(d) First, if Πp is non-Abelian, then [Πp, Πp] is a nontrivial subgroup of the p-group Πp.

In particular, Πp intersects [Π, Π].
(e) Next, note that π(Πp) is a p-group in Φ, and |Πp| ≥ |Φp| (since |Φ| divides |Π|). Hence Πp

does not map isomorphically onto (some) Φp if and only if π is not one-to-one on Πp. But then
[Π, Π] intersects Πp.

(f) Finally, if |Πp| > |Φp|, then Πp cannot map isomorphically onto Φp, so we are done by the
preceding paragraph.

We conclude by analyzing ΣΠp(h). Note that the results below that pertain only to ΣΠp(h) are
applicable in general to all skew-primitive hi’s, by Theorem 5.6 above.

Theorem 7.10. Suppose char(R) = p ∈ N, Πp is any (fixed) p-Sylow subgroup of Π, and every hi ∈ Hgi ,g′
i

is pseudo-primitive (with respect to Π) for all 1 ≤ i ≤ n. Suppose moreover that Πp ∼= (Z/pZ)k.

1. γ(gi) = 1 for all i and γ ∈ Πp. In particular, gi, g ∈ GΠp(H).
2. If k > n, then ΣΠ(h) = ΣΠp(h) = 0.
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3. If k = n, then ΣΠp(h) =

(
p
2

)k
· perm(A), where A is the matrix given by aij = γj(hi), the γj’s form

a Z/pZ-basis of Πp, and perm is the matrix permanent:

perm(An×n) = ∑
σ∈Sn

n

∏
i=1

ai,σ(i)

In particular, ΣΠp(h) = 0 unless p = 2, in which case ΣΠ(h) = ΣΠp(h) = det A.
4. If ΣΠp(h) �= 0, then (p − 1)|n and 0 < k ≤ n/(p − 1), and then ΣΠp(h) can take any value r ∈ R.

(If k = n and p = 2, then r �= 0.)

Remark 7.11. This result is independent of the chosen p-Sylow subgroup Πp, as well as the choices of
generators γj. It generalizes Proposition 3.9 above, in the special case p = 2.

The rest of this section is devoted to proving the above result. First, suppose there exists a subgroup
Π′

p
∼= (Z/pZ)k of Π (so Π′

p ⊂ Πp in general). Choose a set of coset representatives B for Π′
p in Π,

and write

ΣΠ(h) = ∑
β∈B, γ∈Π′

p

(γ ∗ β)(h) = ∑
β∈B, γ∈Π′

p

n

∏
i=1

(γ ∗ β)(hi)

Recall that every element of Π′
p is γa,I := ∑j∈I ajγj (with γi as above), for some subset I of

[k] := {1, 2, . . . , k}, and some |I|-tuple a = (aj)j∈I of elements of (Z/pZ)×. Recall, moreover, that we
had previously defined gI , g′

I , hI for I ⊂ [n].
We also need the following lemma that is proved by computations using Proposition 4.5.

Lemma 7.12. If h ∈ Hg,g′ is pseudo-primitive with respect to Π, and given β ∈ B, γa,I ∈ Πp as above, one has

(β ∗ γa,I)(h) =
k

∏
j=1

γj(g)aj ·
[

β(h) + β(g)
k

∑
j=1

ajγj(g−1h)

]

The key observation now is that the only “monomials" that occur in the product ∏n
i=1(β ∗ γa,I)(hi)

are of the form β(gg−1
I0

hI0) · ∏j∈I γj(hIj), where �j Ij � I0 = [n], and Ij ⊂ I for all j. The coefficient of

such a monomial in this particular summand is ∏j∈I a
|Ij |
j γj(g)

aj by the lemma above. Moreover, every
such monomial occurs at most once inside each (β ∗ γa,I)(h).
The crucial fact that proves Theorem 7.10 above is the following
Key claim. The coefficient of β(gg−1

I0
hI0)∏j∈I γj(hIj) in ∑γ∈Π′

p
(β ∗ γ)(h) equals pk−|I| ∏j∈I ϕ(|Ij|)

(where ϕ(0) := 0).

Proof of the key claim. (Note that ϕ( f ) was defined in Lemma 7.1.) A monomial of the desired form
occurs in precisely those (a′, I′)-summands, so that I′ ⊃ I. Moreover, all such summands can be split
up into a disjoint union over all a ∈ ((Z/pZ)×)|I|, with each disjoint piece containing all (a′, I′) so that
I′ ⊃ I and the I-component of a′ is a.

Such a piece contains exactly pk−|I| elements (and hence exactly that number of copies of the
monomial with this selfsame coefficient). Each of these “extra" [k] \ I factors contributes a β(hi), which
gives β(hI0).

Moreover, there is one contribution for each a ∈ ((Z/pZ)×)|I|, and it is ∏j∈I a
|Ij |
j γj(g)

aj ·
β(gg−1

I0
), since the argument for the β-factor here is precisely ∏k

j=1 gIj . Moreover, γj(g) = 1 by
Theorem 5.6 above.

Summing over all possible tuples a ∈ ((Z/pZ)×)|I|, the coefficient (apart from the β-part) is

pk−|I| ∑
a

∏
j∈I

a
|Ij |
j = pk−|I| ∏

j∈I

p−1

∑
aj=1

a
|Ij |
j
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and this equals pk−|I| ∏j∈I ϕ(|Ij|) as desired, because the only problem may occur when some |Ij| = 0.
But then |I| < k, so

pk−|I|
p−1

∑
aj=1

a0
j = 0

p−1

∑
aj=1

a0
j = 0

p

∑
aj=1

a0
j = pk−|I| ϕ(0)

Proof of Theorem 7.10.

1. This is from Theorem 5.6 above.

Now set Πp = Π′
p. We first note from the key claim that if I0 is nonempty, or any Ij is empty, then the

coefficient of that particular monomial vanishes— because char(R) = p and ϕ(0) = 0.

2. Suppose k > n. Then at least one Ij must be empty in every monomial above, by the Pigeonhole
Principle, and we are done.

3. If k = n, then the only monomials that have a nonzero contribution to the sum ΣΠ′
p
(h) must

correspond to empty I0 and singleton Ij’s (since �k
j=1 Ij = [n] = [k]). In other words, σ ∈ Sn :

j �→ ij ∀j. Moreover, the coefficient of such a monomial is p0 ∏n
j=1 ϕ(1), and these monomials all

add up to give the matrix permanent, as claimed. The rest of the statements are now easy to see.
4. In this part, we are only concerned with ΣΠp(h), so that β does not contribute here either (so

I0 = ∅ and [n] = �j∈I Ij).
From the key claim and Lemma 7.1 above, observe that if some monomial has a nonzero
contribution, then (p − 1) divides |Ij| for all j, and I = [k]. In particular, (p − 1) divides
∑j∈I |Ij| = n, and

n = ∑
j∈I

|Ij| =
k

∑
j=1

|Ij| ≥
k

∑
j=1

(p − 1) = k(p − 1)

whence k ≤ n/(p − 1). Moreover, ΣΠp(h) = ε(h) = 0 if k = 0.
It remains to present, for each 0 < k ≤ n/(p − 1) and (nonzero) r ∈ R, an example of
(H, Π = Πp), so that ΣΠ(h) = ΣΠp(h) = r. This example is analyzed in the next section.

8. Example: Lie Algebras

Suppose H = U(g) for some Lie algebra g (say over C). Then any weight μ ∈ ΓH kills [g, g], hence
belongs to (g/[g, g])∗. Let us denote gab := g/[g, g]. Conversely, any element of the set above, is a
weight of H, using multiplicativity and evaluating it at the projection down to the quotient gab. Thus,
ΓH is the dual space (under addition) of the abelianization gab of g. Hence we now examine what
happens in the case of an (R-free) Abelian Lie algebra h.

In this case, we have the free R-module h = ⊕iRhi with the trivial Lie bracket, and
H = U(h) = Sym(h). Thus, H inherits the usual Hopf algebra structure now (i.e., Δ(hi) = 1 ⊗ hi +

hi ⊗ 1, S(hi) = −hi, ε(hi) = 0 ∀i).
First, (ΓH , ∗) = (h∗,+). By Proposition 5.5, if char(R) � |Π|, then ΣΠ(h) = 0 for all products h of

primitive elements in H (and hence for all h in the augmentation ideal hU(h) of H). Thus, the only
case left to consider is when char(R) = p > 0. But then (h∗,+) is a Z/pZ-vector space, so every finite
subgroup Π is of the form Π = Πp ∼= (Z/pZ)k for some k. Moreover, Theorem 3.6 and (the last part
of) Theorem 7.10 provide more results in this case.

We therefore conclude the example (and the proof of the theorem above) by analyzing the
computation of ΣΠ(h) for h = h1 . . . hn. For any (nonzero) r ∈ R, we produce such a finite subgroup
Π = Πp ∼= (Z/pZ)k, so that 0 < k ≤ n/(p − 1) and ΣΠ(h) = r.
Construction: Given k, partition [n] into k disjoint nonempty subsets [n] = �k

j=1 Ij, reordered so that
I1 = {1, . . . , n − (k − 1)(p − 1)}, and so that |Ij| = p − 1 for all j > 1. For each 1 ≤ j ≤ n, define
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γj ∈ h∗ = ΓH as follows: γ1(h1) = r, γj(hi) = 1 if i �= 1 ∈ Ij, and γj(hi) = 0 otherwise. (One verifies
that the γi’s thus defined are indeed linearly independent over k(R), hence over Z/pZ as well, but for
this, one needs that r �= 0 if n = k, p = 2.) Thus for any K ⊂ [k], γK(hi) := ∑j∈K γj(hi) vanishes unless
i ∈ ∪j∈K Ij.

Now evaluate ΣΠ(h) = ∑K⊂[k],a ∏n
i=1 γa,K(hi), where Π := ∑n

i=1 Zγi =
⊕n

i=1(Z/pZ)γi. By the
key claim in the previous section, the only monomials ∏j∈I γj(hI′

j
) that do not vanish are for |I| = k,

and with (p − 1) divides |I′
j | for all j. Moreover, γj(hi) is zero except when i ∈ Ij, so there is only

one type of monomial remaining: ∏j∈I γj(hIj). (Note that this satisfies the earlier condition: (p − 1)
divides |Ij| for all j.)

Moreover, by the key claim in the preceding section, the coefficient of this monomial, which
itself equals r · ∏n

i=2 1 = r, is ∏k
j=1 ϕ(|Ij|), and by Fermat’s Little Theorem, ϕ(|Ij|) = p − 1 = −1 ∀j

(in characteristic p). We conclude that ΣΠ(h) = ΣΠp(h) = (−1)kr, whence we are done (start with
r′ = (−1)kr to get r).

9. Example: Degenerate Affine Hecke Algebras of Reductive Type with Trivial Parameter

In this section, we apply the general theory above, to a special case, wherein a finite group acts on
a vector space (or free R-module in our case), with the group and the module corresponding to the
Weyl group and the Cartan subalgebra (actually, its dual space) respectively, of a reductive Lie algebra.
We use the Z-basis of simple roots (and any Z-basis for the center), to try and compute the value of
ΣΠ(h).

9.1. Hopf Algebras Acting on Vector Spaces

We will consider special cases of the following class of Hopf algebras. Suppose that a
cocommutative R-Hopf algebra H acts on a free R-module V; denote the action by h · v for h ∈ H, v ∈ V.
Then H also acts on V∗ by: 〈h · λ, v〉 := 〈λ, S(h) · v〉.

Now consider the R-algebra A generated by the sets H and V, with obvious relations in H, and
the extra relations vv′ = v′v, ∑ h(1)vS(h(2)) =: ad h(v) = h · v for all h ∈ H and v, v′ ∈ V. Note that
the relation ad h(v) = h · v can be rephrased, as the following lemma shows.

Lemma 9.1. Suppose some R-Hopf algebra H acts on a free R-module V, and an R-algebra B contains H, V.
Then the following relations are equivalent (in B) for all v ∈ V:

1. ∑ h(1)vS(h(2)) = h · v for all h ∈ H.
2. hv = ∑(h(1) · v)h(2) for all h ∈ H.

If H is cocommutative, then both of these are also equivalent to:

3. vh = ∑ h(1)(S(h(2)) · v) for all h ∈ H.

Moreover, if this holds, then any unital subalgebra M of B that is also an H-submodule (via ad) is an
H-(Hopf-)module algebra under the action

h · m := ad h(m) = ∑ h(1)mS(h(2)) ∀h ∈ H, m ∈ M

(The proof is straightforward.) For instance, one can take M = B or H—or in the above example of A,
consider M = SymR V.

It is straightforward (but perhaps tedious) to check that A is a Hopf algebra with the usual
operations: on H, they restrict to the Hopf algebra structure of H, and V consists of primitive elements.

By the above lemma, if H is R-free, then the ring A is an R-free R-Hopf algebra, with R-basis
given by {h · m}, where h ∈ H and m run respectively over some R-basis of H, and all (monomial)
words (including the empty word) with alphabet given by an R-basis of V. It has the subalgebras H
and SymR(V), and is called the smash product H � SymR V of H and SymR V.
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We now determine the weights of A. Denote by ΓH the group of weights of H (under convolution).
One can now use Proposition 2.13 to prove:

Proposition 9.2. The weights ΓA of A form a group, which is the Cartesian product ΓH × V∗
ε , with convolution

given by
(ν1, λ1) ∗ (ν2, λ2) = (ν1ν2, λ1 + λ2) = (ν1 ∗H ν2, λ1 ∗V λ2)

for νi ∈ ΓH , λi ∈ V∗
ε . (Here, V∗

ε is the ε-weight space of the H-module V∗.)

9.2. Degenerate Affine Hecke Algebras

Since we work over any commutative unital integral domain R, we can generate examples over
all R if there exists a lattice in V that is fixed by H, and one considers its R-span. Now specialize
to the case when H = RW is the group ring of a Weyl group acting on a Cartan subalgebra of the
corresponding semisimple Lie algebra. Then one uses the root lattice Q inside V = h∗.

We work in slightly greater generality. Given a finite-dimensional reductive complex Lie algebra
g, let W be its Weyl group and h a fixed chosen Cartan subalgebra. Thus h = ⊕i≥0hi, where for i > 0, hi
corresponds to a simple component (ideal) of g, with corresponding base of simple roots Δi and Weyl
group Wi, say; and h0 is the central ideal in g.

Define Qi = ⊕α∈ΔiZα, the root lattice inside h∗
i , and choose and fix some Z-lattice Q0 inside h∗

0.
Now replace h∗

i by Vi = h∗
i := R ⊗Z Qi, and hi by the R-dual of h∗

i , for all i ≥ 0. Thus, for the entire Lie
algebra, Δ = �i>0 Δi and W = ×i>0Wi.

Now define V = ⊕i≥0Vi, whence the previous subsection applies and one can form the algebra
A = RW � SymR V. This is the degenerate affine Hecke algebra with trivial parameter (the parameter is
trivial since wv − w(v)w is always zero), of reductive type. This is a special case of [16, Definition 1.1],
where one sets η = 0.

Before we address the general case, note that there are two types of hi’s in here: ones corresponding
to simple Lie algebras, which we address first, and the “central part", which is fixed by W (hence so
is h∗

0).

9.3. The Simple Case

The first case to consider is: V = h∗ = R ⊗Z Q, for a simple Lie algebra. Thus Δ is irreducible, and
given A = RW � SymR(h

∗), ΓA = ΓW × hW (because the condition in Proposition 9.2 above translates
to: w(γ) = ε(w)γ = γ for all w ∈ W, γ ∈ ΓA). Here, ΓW = ΓRW .

We now state our main result, using the convention that all roots in the simply laced cases (types
A, D, E) are short. The result helps compute ΣΠ at any element of the R-basis {g · m} mentioned in an
earlier subsection.

Theorem 9.3. Suppose g is a complex simple Lie algebra with simple roots Δ, Weyl group W,
V = h∗ = R ⊗Z ZΔ, and A = RW � SymR(h

∗). As above, let Π ⊂ ΓA be a finite subgroup of weights. Let
h1, . . . , hn ∈ h∗.

1. If char(R) �= 2, or W is of type G2, or W has more than one short simple root, then every weight acts as
ε = 0 on h∗. In particular, ΣΠ = 0 on SymR(h

∗).
2. If char(R) = 2, then every weight acts as ε on W. Now suppose also that W is not of type G2, and has

only one short simple root αs, say.

If Π has an element of order 4, or hi has no “αs-contribution" (i.e., hi ∈ ⊕αs �=α∈ΔR · α) for some i, then
ΣΠ(h) = 0.

3. If this does not happen, i.e., Π = (Z/2Z)k for some k, and the hypotheses of the previous part hold, then

ΣΠ(αn
s ) = ∑

li>0 ∀i
l1+···+lk=n

(
n

l1, . . . , lk

) k

∏
i=1

γi(αs)
li
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where the γi’s are any set of generators for Π. In particular, this vanishes if k > r, where ∑r
j=1 2sj is the

binary expansion of n.

Remark 9.4.

1. Warning. One should not confuse the hi’s here with elements of h; indeed, hi ∈ A, so they really
are in h∗.

2. The coefficient above is just the multinomial coefficient n!/(∏i li!), which we also denote by
( n

l1,...,lk−1
), just as ( n

k,n−k) = (n
k). The last line in the theorem follows because this coefficient is odd

if and only if (r, sj as above) we can partition {2sj : j} into k nonempty subsets, and the li’s are
precisely the sums of the elements in the subsets. (This fails, for instance, if some two li’s are
equal, or k > r.) In turn, this fact follows (inductively) from the following easy-to-prove

Lemma 9.5. Suppose p > 0 is prime, ps ≤ n < ps+1 for some s ≥ 0, and lk ≥ li ∀i. If lk < ps then p
divides ( n

l1,...,lk−1
). Otherwise p divides neither or both of ( n

l1,...,lk−1
) and ( n−ps

l1,...,lk−1
).

The rest of the subsection is devoted to the proof of the theorem. We once again mention a result
crucial to the proof, then use it to prove the theorem, and conclude by proving the key claim.
Key claim. (char(R) arbitrary.) If W contains a Dynkin subgraph Ω of type A2 or G2, then both the
simple roots in Ω are killed by all λ ∈ hW . If Ω is of type B2, then the long root in Ω is killed by all λ.

Proof modulo the key claim. We now show the theorem.

1. First suppose that char(R) �= 2. If λ ∈ hW , then λ(α) = λ(sα(α)) = −λ(α), whence λ(α) = 0
for all α ∈ Δ, and hW = 0.

For the other claims, use the classification of simple Lie algebras in terms of Dynkin diagrams,
as mentioned in [7, Chapter 3]. To show that a weight λ kills all of h∗, it suffices to show that
λ(α) = 0 ∀α ∈ Δ, i.e., that it kills each simple root or node of the corresponding Dynkin diagram.

If the Dynkin diagram of a Lie algebra has (a sub-diagram of) type A2 or G2, then both
nodes of that diagram (or both αi’s) are killed by all weights λ ∈ Γ, by the key claim above.
This automatically eliminates all diagrams of type An for n > 1, as well as all D, E, F, G-type
diagrams, leaving only type A1 among these.

Moreover, for types B, C, at most one simple root (the “last" one) is not killed by all λ’s. If this
root is long, then it is also killed by the key claim above (as a part of a B2), and we are done.

2. First, λ(s2
α) = λ(sα)2 = 1, whence λ(sα) = ±1 = 1 ∀α ∈ Δ, if char(R) = 2. This implies that

λ(w) = 1 = ε(w) for all w ∈ W, λ ∈ Γ. Next, Theorem 7.8 above tells us that if Π has an element
of order 4, then ΣΠ(h) = 0. Finally, if some hi has no “αs-contribution", then it is killed by all λ,
by the previous part, so λ(h) = 0 ∀λ ∈ Γ.

3. As we remarked after Theorem 7.10, Π = (Z/2Z)k in characteristic 2, if Π does not have an
element of order 4. (Reason: Γ = {ε} × hW ∼= (hW ,+) is a free R-module by the previous part,
and 2Γ = 0.)

We now perform the computation. For this, suppose that hi − ciαs is in the R-span of
{α ∈ Δ : α �= αs} (note that in the case of A1, the condition hi ∈ R · αs is automatic). Then
ΣΠ(h) = (∏i ci) · ΣΠ(αn

s ), so it suffices to compute ΣΠ(αn
s ).

If {γi} is any set of generators (or Z/2Z-basis) for Π, then the desired equation actually holds if
we sum over all nonnegative tuples li that add up to k. Thus, the proof is similar to that of the key

claim used to prove Theorem 7.10 above; simply note that if I 	 [k], then every ∏j∈I γj(α
|Ij |
s )

occurs with an even coefficient.

Finally, we prove the key claim.
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Proof of the key claim. It helps to look at the pictures of these rank 2 root systems (drawn in [7,
Chapter 3]). We use the W-invariance of λ|V ∀λ ∈ Γ.

Consider the system A2, with simple roots α, β. Given λ ∈ Γ, λ(α) = λ(β) = λ(α + β), whence
λ(α) = λ(β) = 0.

The root system G2 has two subsystems of type A2, whence each λ must kill both subsystems.
Now consider B2, with long root α and short root β. Clearly, β + α is another short root, whence

λ(β + α) = λ(β), and we are done.

9.4. The Reductive Case

We conclude by mentioning what happens in the reductive case. This uses the results proved
in the simple case above. Recall also that the notation for this situation was set when we defined
degenerate affine Hecke algebras with trivial parameter earlier. This notation will be used freely here,
without recalling it from above.

Let V′ be the direct sum of V0 and the R-span of all the unique short simple roots αi, short inside
any of the simple components Vi = h∗

i of the “correct" type (not G2). Let the other simple roots in Δ
span the R-submodule V′′. Then V = V′ ⊕ V′′, and each λ ∈ Γ kills V′′. There now are two cases.
Case 1. char(R) �= 2. Then λ in fact kills all α ∈ Δ, because λ(α) = λ(sα(α)) = −λ(α). This means
that we are left with V0, i.e., if for all i, hi − v0,i ∈ ⊕j>0Vj for some v0,i ∈ V0, then ΣΠ(h) = ΣΠ(∏i v0,i).

Next, recall that ΣΠ = ΓW × (V∗)W , so we are reduced to the case of every λ being represented
(on V0) by some element of V∗

0 = (V∗
0 )

W . We conclude this case by noting that some (partial) results
on how to compute this were included in the previous section.
Case 2. char(R) = 2. Then λ(w) = 1 for all w, λ, as seen above. Moreover, we are left only to consider
the case of all hi ∈ V′. Now, Γ = εW × (V′)∗, whence any finite subgroup Π = (Z/2Z)k for some k
(since it too is a Z/2Z-vector space). In this situation, Theorems 7.8 and 7.10 (and 9.3 as well) give us
some information on how to compute ΣΠ(h).

10. An Example that Attains Any Value

We conclude with examples where ΣΠ(h) can take any value in R, if the hi’s are merely
skew-primitive.
Example 12 (A skew-primitively generated algebra). By Proposition 5.5 above, if all hi’s are
pseudo-primitive, then ΣΠ(h) = 0 if char(R) � |Π|—whereas if char(R) divides |Π|, then this case
was analyzed in Section 7 above.

One can ask if such results hold in general, i.e., for products of skew-primitive elements. (Note by
Theorem 5.6 that we need char(R) � |Π|.)

For the example that we now mention (for groups Π of even order), one needs to assume

the following:

1. char(R) > 2n and exp(Π), or char(R) = 0 and R ⊃ Q; and
2. If d = exp(Π) is the exponent, then d is even, and there exists a primitive dth root of unity in R,

say z.

Beyond this, given n, Π (of even order), and r ∈ R, we will produce the desired Hopf algebra H , a
group of weights Π ⊂ ΓH , and skew-primitive h1, . . . , hn ∈ H, such that ΣΠ(h) = r ∈ R.

Given Π, use the Structure Theorem for finite Abelian groups to write Π =
⊕k

i=1(Z/diZ),
with d1|d2| . . . |dk = exp(Π). Then dk is even, since Π has even order. Now define H to be the
commutative R-algebra freely generated as: H = R[Rn] ⊗ R[Zk]. In other words, R is generated by
h1, . . . , hn, g±1

1 , . . . , g±1
k , with the relation that they all commute (and that the gi’s are invertible).

Now define the gi’s to be grouplike and Δ(hj) = gk ⊗ hj + hj ⊗ 1. Also define (for all i, j):

ε(gi) = 1, S(gi) = g−1
i , ε(hj) = 0, S(hj) = −g−1

k hj
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Since H is freely generated, the set of weights of H is Rn × (R×)k. Since (it can be checked that) H is
also a Hopf algebra, the group operation is:

(a1, . . . , an, z1, . . . , zk) ∗ (a′
1, . . . , a′

n, z′
1, . . . , z′

k)

= (a1 + zka′
1, a2 + zka′

2, . . . , an + zka′
n, z1z′

1, . . . , zn, z′
n)

We now produce the desired example. Define γj ∈ ΓH on generators by: γj(gi) = zδijdk/dj , and
γj(hi) = 0 unless j = k. Moreover, γk(hi) = 1 for i < k, and γk(hk) = (1 − z)n|Π|−1r′ for some r′ ∈ R
(which we define later, and which depends on n).

It is now easy to check that each γj is of order dj, and the γj’s generate a subgroup of ΓH

isomorphic to Π. Moreover, γ1, . . . , γk−1 all kill h1, h2, . . . , hn. Adopting the notation of Proposition 4.2,
γj ∈ Γhi

for j < k and all i. Since Γhi
is a subgroup of ΓH , hence Π1 := 〈γ1, . . . , γk−1〉 ⊂ Γhi

for all i; by
Proposition 4.2, Π1 ⊂ Γh.

Now use Lemma 4.4 (noting that Π1 is normal in the Abelian group Π); then ΣΠ(h) =

|Π/Π1|ΣΠ1(h). Use Theorem 6.3: fi =
γk(hi)

γk(gk)−1 , so

(−1)n ∏
i

fi = (−1)n (1 − z)n|Π|−1r′

∏n
i=1(z − 1)

=
r′

|Π|

Moreover, S = {I ⊂ {1, 2, . . . , n} : g|I|
k is fixed by Π1}, i.e., all subsets I such that dk||I|. Since dk is

even, this means that (−1)|I| = 1 ∀I ∈ S, whence

ΣΠ(h) = |Π/Π1|ΣΠ1(h) =
|Π|
|Π1| · |Π1| · r′

|Π| · ∑
m≥0

(
n

mdk

)
= r′ ∑

m≥0

(
n

mdk

)

By assumption (on R), the summation is a unit in R, so choosing r′ suitably, one obtains any r ∈ R as
our answer.

Also note (e.g., by [17, Exercise 38, §1.2.6]), that the summation equals 1
dk

∑dk−1
l=0 (1 + zl)n.
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Abstract: Quivers (directed graphs), species (a generalization of quivers) and their representations
play a key role in many areas of mathematics including combinatorics, geometry, and algebra. Their
importance is especially apparent in their applications to the representation theory of associative
algebras, Lie algebras, and quantum groups. In this paper, we discuss the most important results in
the representation theory of species, such as Dlab and Ringel’s extension of Gabriel’s theorem, which
classifies all species of finite and tame representation type. We also explain the link between species
and K-species (where K is a field). Namely, we show that the category of K-species can be viewed as
a subcategory of the category of species. Furthermore, we prove two results about the structure of
the tensor ring of a species containing no oriented cycles. Specifically, we prove that two such species
have isomorphic tensor rings if and only if they are isomorphic as “crushed” species, and we show
that if K is a perfect field, then the tensor algebra of a K-species tensored with the algebraic closure of
K is isomorphic to, or Morita equivalent to, the path algebra of a quiver.

Keywords: quiver; species; lie algebra; representation theory; root system; valued graph; modulated
quiver; tensor algebra; path algebra; Ringel–Hall algebra

1. Introduction

I would like to thank Alistair Savage for introducing me to this topic and for his invaluable
guidance and encouragement. Furthermore, I would like to thank Erhard Neher and Vlastimil Dlab
for their helpful comments and advice.

Species and their representations were first introduced in 1973 by Gabriel in [1]. Let K be a field.
Let A be a finite-dimensional, associative, unital, basic K-algebra and let rad A denote its Jacobson
radical. Then A/ rad A ∼= Πi∈I Ki, where I is a finite set and Ki is a finite-dimensional K-division
algebra for each i ∈ I . Moreover, rad A/(rad A)2 ∼= ⊕

i,j∈I j Mi, where j Mi is a finite-dimensional
(Kj, Ki)-bimodule for each i, j ∈ I . We then associate to A a valued graph ΔA with vertex set I and

valued arrows i
(dij ,dji)−−−−→ j for each j Mi �= 0, where dij = dimKj(j Mi). The valued graph ΔA, the

division algebras Ki (i ∈ I) and the bimodules j Mi (i, j ∈ I) constitute a species and contain a great
deal of information about the representation theory of A (in some cases, all the information). When
working over an algebraically closed field, a species is simply a quiver (directed graph) in the sense
that all Ki

∼= K and all j Mi
∼= Kn so only ΔA is significant. In this case, Gabriel was able to classify

all quivers of finite representation type (that is, quivers with only finitely many non-isomorphic
indecomposable representations); they are precisely those whose underlying graph is a (disjoint union
of) Dynkin diagram(s) of type A, D or E. Moreover, he discovered that the isomorphism classes
of indecomposable representations of these quivers are in bijection with the positive roots of the
Kac–Moody Lie algebra associated to the corresponding diagram. Gabriel’s theorem is the starting
point of a series of remarkable results such as the construction of Kac–Moody Lie algebras and quantum
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groups via Ringel–Hall algebras, the geometry of quiver varieties, and Lusztig’s categorification of
quantum groups via perverse sheaves. Lusztig, for example, was able to give a geometric interpretation
of the positive part of quantized enveloping algebras using quiver varieties (see [2]).

While quivers are useful tools in representation theory, they have their limitations. In particular,
their application to the representation theory of associative unital algebras, in general, only holds
when working over an algebraically closed field. Moreover, the Lie theory that is studied by quiver
theoretic methods is naturally that of symmetric Kac–Moody Lie algebras. However, many of the
fundamental examples of Lie algebras of interest to mathematicians and physicists are symmetrizable
Kac–Moody Lie algebras which are not symmetric. Species allow us to relax these limitations.

In his paper [1], Gabriel outlined how one could classify all species of finite representation type
over non-algebraically closed fields. However, it was Dlab and Ringel in 1976 (see [3]) who were
ultimately able to generalize Gabriel’s theorem and show that a species is of finite representation
type if and only if its underlying valued graph is a Dynkin diagram of finite type. They also showed
that, just as for quivers, there is a bijection between the isomorphism classes of the indecomposable
representations and the positive roots of the corresponding Kac–Moody Lie algebra.

Species and quivers also lead naturally to the construction of the Ringel–Hall algebra. One can
show that Ringel–Hall algebras are self-dual Hopf algebras (see, for example, [4,5]). Hopf algebras
provide solutions to the Yang–Baxter equation (see [6]), which has a number of applications in statistical
mechanics, differential equations, knot theory, and other disciplines. Moreover, the generic composition
algebra of a Ringel–Hall algebra is isomorphic to the positive part of the quantized enveloping algebra
of the corresponding Kac–Moody Lie algebra. Thus, species and quivers provide constructions of
important examples of quantum groups.

Despite having been introduced at the same time, the representation theory of quivers is much
more well-known and well-developed than that of species. In fact, the very definition of species varies
from text to text; some use the more “general” definition of a species (e.g., [3]) while others use the
alternate definition of a K-species (e.g., [7]). Yet the relationship between these two definitions is
rarely discussed. Moreover, while there are many well-known results in the representation theory of
quivers, such as Gabriel’s theorem or Kac’s theorem, it is rarely mentioned whether or not these results
generalize for species. Indeed, there does not appear to be any single comprehensive reference for
species in the literature. The main goal of this paper is to compare the current literature and collect all
the major, often hard to find, results in the representation theory of species into one text.

This paper is divided into seven sections. In the first, we give all the preliminary material on
quivers and valued quivers that will be needed for the subsequent sections. In particular, we address
the fact that two definitions of valued quivers exist in the literature.

In Section 2, we define both species and K-species and discuss how the definitions are related.
Namely, we define the categories of species and K-species and show that the category of K-species
can be thought of as a subcategory of the category of species. That is, via an appropriate functor, all
K-species are species. There are, however, species that are not K-species for any field K.

The third section deals with the tensor ring (resp. algebra) T(Q) associated to a species
(resp. K-species) Q. This is a generalization of the path algebra of a quiver. If K is a perfect field, then
for any finite-dimensional associative unital K-algebra A, the category of A-modules is equivalent
to the category of T(Q)/I-modules for some K-species Q and some ideal I. Also, it will be shown
in Section 6 that the category of representations of Q is equivalent to the category of T(Q)-modules.
These results show why species are such important tools in representation theory; modulo an ideal,
they allow us to understand the representation theory of finite-dimensional associative unital algebras.

In Section 4, we follow the work of [7] to show that, when working over a finite field, one can
simply deal with quivers (with automorphism) rather than species. That is, we show that if Q is an
Fq-species, then the tensor algebra of Q is isomorphic to the fixed point algebra of the path algebra of
a quiver under the Frobenius morphism.
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In the fifth section, we further discuss the link between a species and its tensor ring. In particular,
we prove two results that do not seem to appear in the literature.

Theorem 4 Let Q and Q′ be two species with no oriented cycles. Then T(Q) ∼= T(Q′) if and only if QC ∼= Q′C

(where QC and Q′C denote the crushed species of Q and Q′).

Theorem 5 and Corollary 2 Let K be a perfect field and Q a K-species containing no oriented cycles. Then
K ⊗K T(Q) is isomorphic to, or Morita equivalent to, the path algebra of a quiver (where K denotes the algebraic
closure of K).

Section 6 deals with representations of species. We discuss many of the most important results in
the representation theory of quivers, such as the theorems of Gabriel and Kac, and their generalizations
for species.

The seventh and final section deals with the Ringel–Hall algebra of a species. It is well-known
that the generic composition algebra of a quiver is isomorphic to the positive part of the quantized
enveloping algebra of the associated Kac–Moody Lie algebra. Also, Sevenhant and Van Den Bergh
have shown that the Ringel–Hall algebra itself is isomorphic to the positive part of the quantized
enveloping algebra of a generalized Kac–Moody Lie algebra (see [8]). We show that these results
hold for species as well. While this is not a new result, it does not appear to be explained in detail in
the literature.

We assume throughout that all algebras (other than Lie algebras) are associative and unital.

2. Valued Quivers

In this section, we present the preliminary material on quivers and valued quivers that will be
used throughout this paper. In particular, we begin with the definition of a quiver and then discuss
valued quivers. There are two definitions of valued quivers that can be found in the literature; we
present both and give a precise relationship between the two in terms of a functor between categories
(see Lemma 1). We also discuss the idea of “folding”, which allows one to obtain a valued quiver from
a quiver with automorphism.

Definition 1 (Quiver). A quiver Q is a directed graph. That is, Q = (Q0, Q1, t, h), where Q0 and Q1 are
sets and t and h are set maps Q1 → Q0. The elements of Q0 are called vertices and the elements of Q1 are
called arrows. For every ρ ∈ Q1, we call t(ρ) the tail of ρ and h(ρ) the head of ρ. By an abuse of notation, we
often simply write Q = (Q0, Q1) leaving the maps t and h implied. The sets Q0 and Q1 may well be infinite;
however we will deal exclusively with quivers having only finitely many vertices and arrows. We will also
restrict ourselves to quivers whose underlying undirected graphs are connected.

A quiver morphism ϕ : Q → Q′ consists of two set maps, ϕ0 : Q0 → Q′
0 and ϕ1 : Q1 → Q′

1, such that
ϕ0(t(ρ)) = t(ϕ1(ρ)) and ϕ0(h(ρ)) = h(ϕ1(ρ)) for each ρ ∈ Q1.

For ρ ∈ Q1, we will often use the notation ρ : i → j to mean t(ρ) = i and h(ρ) = j.

Definition 2 (Absolute valued quiver). An absolute valued quiver is a quiver Γ = (Γ0, Γ1) along with a
positive integer di for each i ∈ Γ0 and a positive integer mρ for each ρ ∈ Γ1 such that mρ is a common multiple
of dt(ρ) and dh(ρ) for each ρ ∈ Γ1. We call (di, mρ)i∈Γ0,ρ∈Γ1 an (absolute) valuation of Γ. By a slight abuse of
notation, we often refer to Γ as an absolute valued quiver, leaving the valuation implied.

An absolute valued quiver morphism is a quiver morphism ϕ : Γ → Γ′ respecting the valuations.
That is, d′

ϕ0(i)
= di for each i ∈ Γ0 and m′

ϕ1(ρ)
= mρ for each ρ ∈ Γ1.

Let Qabs denote the category of absolute valued quivers.

A (non-valued) quiver can be viewed as an absolute valued quiver with trivial values (i.e., all
di = mρ = 1). Thus, valued quivers are a generalization of quivers.
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Given a quiver Q and an automorphism σ of Q, we can construct an absolute valued quiver Γ
with valuation (di, mρ)i∈Γ0,ρ∈Γ1 by “folding” Q as follows:

• Γ0 = {vertex orbits of σ},
• Γ1 = {arrow orbits of σ},
• for each i ∈ Γ0, di is the number of vertices in the orbit i,
• for each ρ ∈ Γ1, mρ is the number of arrows in the orbit ρ.

Given ρ ∈ Γ1, let m = mρ and d = dt(ρ). The orbit ρ consists of m arrows in Q0, say
{ρi = σi−1(ρ1)}m

i=1. Because σ is a quiver morphism, we have that each t(ρi) = t(σi−1(ρ1)) is in
the orbit t(ρ) and that t(ρi) = t(σi−1(ρ1)) = σi−1(t(ρ1)). The value d is the least positive integer such
that σd(t(ρ1)) = t(ρ1) and since σm(t(ρ1)) = t(ρ1) (because σm(ρ1) = ρ1), then d | m. By the same
argument, dh(ρ) | m. Thus, this construction does in fact yield an absolute valued quiver.

Conversely, given an absolute valued quiver Γ with valuation (di, mρ)i∈Γ0,ρ∈Γ1 , it is possible to
construct a quiver with automorphism (Q, σ) that folds into Γ in the following way. Let xy be the
unique representative of (x mod y) in the set {1, 2, . . . , y} for x, y positive integers. Then define:

• Q0 = {vi(j) | i ∈ Γ0, 1 ≤ j ≤ di},
• Q1 = {aρ(k) | ρ ∈ Γ1, 1 ≤ k ≤ mρ},

• t
(
aρ(k)

)
= vt(ρ)

(
kdt(ρ)

)
and h

(
aρ(k)

)
= vh(ρ)

(
kdh(ρ)

)
,

• σ (vi(j)) = vi

(
(j + 1)di

)
,

• σ
(
aρ(k)

)
= aρ

(
(k + 1)mρ

)
.

It is clear that Q is a quiver. It is easily verified that σ is indeed an automorphism of Q.
Given the construction, we see that (Q, σ) folds into Γ. However, we do not have a one-to-one
correspondence between absolute valued quivers and quivers with automorphism since, in general,
several non-isomorphic quivers with automorphism can fold into the same absolute valued quiver, as
the following example demonstrates.

Example 1. ([7, Example 3.4]) Consider the following two quivers.

Q : Q′ :1

2 3

4 5

a

b c

d e

α1

α2

α3

α4

α5

α6

β1

β2

β3

β4

β5

β6

Define σ ∈ Aut(Q) and σ′ ∈ Aut(Q′) by

σ :

(
1 2 3 4 5
1 4 5 2 3

)
,

(
α1 α2 α3 α4 α5 α6

α2 α1 α5 α6 α3 α4

)

σ′ :

(
a b c d e
a d e b c

)
,

(
β1 β2 β3 β4 β5 β6

β2 β1 β6 β5 β4 β3

)
.

Then, both (Q, σ) and (Q′, σ′) fold into

(1) (2) (2)

(2) (2)

(2)

yet Q and Q′ are not isomorphic as quivers.
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Definition 3 (Relative valued quiver). A relative valued quiver is a quiver Δ = (Δ0, Δ1) along
with positive integers dρ

ij, dρ
ji for each arrow ρ : i → j in Δ1 such that there exist positive integers fi,

i ∈ Δ0, satisfying
dρ

ij f j = dρ
ji fi

for all arrows ρ : i → j in Δ1. We call (dρ
ij, dρ

ji)(ρ:i→j)∈Δ1
a (relative) valuation of Δ. By a slight abuse of

notation, we often refer to Δ as a relative valued quiver, leaving the valuation implied. We will use the notation:

i jρ

(dρ
ij, dρ

ji)

In the case that (dρ
ij, dρ

ji) = (1, 1), we simply omit it.
A relative valued quiver morphism is a quiver morphism ϕ : Δ → Δ′ satisfying:

(d′)ϕ1(ρ)
ϕ0(i)ϕ0(j) = dρ

ij and (d′)ϕ1(ρ)
ϕ0(j)ϕ0(i)

= dρ
ji

for all arrows ρ : i → j in Δ1.
Let Qrel denote the category of relative valued quivers.

Note that the definition of a relative valued quiver closely resembles the definition of a
symmetrizable Cartan matrix. We will explore the link between the two in Section 6, which deals with
representations.

As with absolute valued quivers, one can view (non-valued) quivers as relative valued quivers
with trivial values (i.e., all (dρ

ij, dρ
ji) = (1, 1)). Thus, relative valued quivers are also a generalization

of quivers.
It is natural to ask, then, how the two categories Qabs and Qrel are related. Given Γ ∈ Qabs with

valuation (di, mρ)i∈Γ0,ρ∈Γ1 , define F(Γ) ∈ Qrel with valuation (dρ
ij, dρ

ji)(ρ:i→j)∈F(Γ)1
as follows:

• the underlying quiver of F(Γ) is equal to that of Γ,
• the values (dρ

ij, dρ
ji) are given by:

dρ
ij =

mρ

dj
and dρ

ji =
mρ

di

for all arrows ρ : i → j in F(Γ)1.

It is clear that F(Γ) satisfies the definition of a relative valued quiver (simply set all the fi = di).
Given a morphism ϕ : Γ → Γ′ in Qabs, one can simply define F(ϕ) : F(Γ) → F(Γ′) to be the morphism
given by ϕ, since Γ and Γ′ have the same underlying quivers as F(Γ) and F(Γ′), respectively. By
construction of F(Γ) and F(Γ′), it is clear then that F(ϕ) is a morphism in Qrel. Thus, F is a functor
from Qabs to Qrel.

Lemma 1. The functor F : Qabs → Qrel is faithful and surjective.

Proof. Suppose F(ϕ) = F(ψ) for two morphisms ϕ, ψ : Γ → Γ′ in Qabs. By definition, F(ϕ) = ϕ on the
underlying quivers of Γ and Γ′. Likewise for F(ψ) and ψ. Thus, ϕ = ψ and F is faithful.

Suppose Δ is a relative valued quiver. By definition, there exist positive integers fi, i ∈ Δ0, such
that dρ

ij f j = dρ
ji fi for each arrow ρ : i → j in Δ1. Fix a particular choice of these fi. Define Γ ∈ Qabs

as follows:

• the underlying quiver of Γ is the same as that of Δ,
• set di = fi for each i ∈ Γ0 = Δ0,
• set mρ = dρ

ij f j = dρ
ji fi for each arrow ρ : i → j in Γ1 = Δ1.
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Then, Γ is an absolute valued quiver and F(Γ) = Δ. Thus, F is surjective.

Note that F is not full, and thus not an equivalence of categories, as the following
example illustrates.

Example 2. Consider the following two non-isomorphic absolute valued quivers.

Γ: Γ′:
(2)

(2)

(1) (4)

(4)

(2)

Both Γ and Γ′ are mapped to:

F(Γ) = F(Γ′):
(2,1)

One sees that HomQabs(Γ, Γ′) is empty whereas HomQrel(F(Γ), F(Γ′)) is not (it contains the identity). Thus,

F : HomQabs(Γ, Γ′) → HomQrel(F(Γ), F(Γ′))

is not surjective, and hence F is not full.

It is tempting to think that one could remedy this by restricting F to the full subcategory of Qabs
consisting of objects Γ with valuations (di, mρ)i∈Γ0,ρ∈Γ1 such that the greatest common divisor of all di
is 1. While one can show that F restricted to this subcategory is injective on objects, it would still not
be full, as the next example illustrates.

Example 3. Consider the following two absolute valued quivers.

Γ: Γ′:
(2)

(2)

(1)ρ (4)

(4)

(2)

(2)

(1)α β

The values of the vertices of Γ have greatest common divisor 1. The same is true of Γ′. By applying F we get:

F(Γ): F(Γ′):
(2,1)

ρ

(2,1) (2,1)
α β

One sees that HomQabs(Γ, Γ′) contains only one morphism (induced by ρ �→ β), while on the other hand
HomQrel(F(Γ), F(Γ′)) contains two morphisms (induced by ρ �→ α and ρ �→ β). Thus,

F : HomQabs(Γ, Γ′) → HomQrel(F(Γ), F(Γ′))

is not surjective, and hence F is not full, even when restricted to the subcategory of objects with vertex values
having greatest common divisor 1.

Note that there is no similar functor Qrel → Qabs. Following the proof of Lemma 1, one sees that
finding a preimage under F of a relative valued quiver Δ is equivalent to making a choice of fi (from
Definition 3). One can show that there is a unique such choice satisfying gcd( fi)i∈Δ0 = 1 (so long as
Δ is connected). Thus, there is a natural and well-defined way to map objects of Qrel to objects of
Qabs by mapping a relative valued quiver Δ to the unique absolute valued quiver Γ with valuation
(di, mρ)i∈Γ0,ρ∈Γ1 satisfying F(Γ) = Δ and gcd(di)i∈Γ0 = 1. However, there is no such natural mapping
on the morphisms of Qrel. For instance, under this natural mapping on objects, in Example 3, the
relative valued quivers F(Γ) and F(Γ′) are mapped to Γ and Γ′, respectively. However, there is no
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natural way to map the morphism F(Γ) → F(Γ′) induced by ρ �→ α to a morphism Γ → Γ′ since there
is no morphism Γ → Γ′ such that ρ �→ α. Thus, there does not appear to be a functor similar to F from
Qrel to Qabs.

3. Species and K-Species

The reason for introducing two different definitions of valued quivers in the previous section is
that there are two different definitions of species in the literature: one for each of the two versions
of valued quivers. In this section, we introduce both definitions of species and discuss how they are
related (see Proposition 1 as well as Examples 5, 6 and 7).

First, we begin with the more general definition of species (see for example [1,3]). Recall that if R
and S are rings and M is an (R, S)-bimodule, then HomR(M, R) is an (S, R)-bimodule via
(s · ϕ · r)(m) = ϕ(m · s)r and HomS(M, S) is an (S, R)-bimodule via (s · ψ · r)(m) = sψ(r · m) for
all r ∈ R, s ∈ S, m ∈ M, ϕ ∈ HomR(M, R) and ψ ∈ HomS(M, S).

Definition 4 (Species). Let Δ be a relative valued quiver with valuation (dρ
ij, dρ

ji)(ρ:i→j)∈Δ1
. A modulation

M of Δ consists of a division ring Ki for each i ∈ Δ0, and a (Kh(ρ), Kt(ρ))-bimodule Mρ for each ρ ∈ Δ1 such
that the following two conditions hold:

a. HomKt(ρ)
(Mρ, Kt(ρ))

∼= HomKh(ρ)
(Mρ, Kh(ρ)) as (Kt(ρ), Kh(ρ))-bimodules, and

b. dimKt(ρ)
(Mρ) = dρ

h(ρ)t(ρ) and dimKh(ρ)
(Mρ) = dρ

t(ρ)h(ρ).

A species (also called a modulated quiver) Q is a pair (Δ,M), where Δ is a relative valued quiver and
M is a modulation of Δ.

A species morphism Q → Q′ consists of a relative valued quiver morphism ϕ : Δ → Δ′, a division
ring morphism ψi : Ki → K′

ϕ0(i)
for each i ∈ Δ0, and a compatible Abelian group homomorphism ψρ :

Mρ → M′
ϕ1(ρ)

for each ρ ∈ Δ1. That is, for every ρ ∈ Δ1 we have ψρ(a · m) = ψh(ρ)(a) · ψρ(m) and
ψρ(m · b) = ψρ(m) · ψt(ρ)(b) for all a ∈ Kh(ρ), b ∈ Kt(ρ) and m ∈ Mρ.

Let M denote the category of species.

Remark 1. Notice that we allow parallel arrows in our definition of valued quivers and thus in our definition of
species. However, many texts only allow for single arrows in their definition of species. We will see in Sections 5
and 6 that we can always assume, without loss of generality, that we have no parallel arrows. Thus our definition
of species is consistent with the other definitions in the literature.

Another definition of species also appears in the literature (see for example [7]). This definition
depends on a central field K, and so to distinguish between the two definitions, we will call these
objects K-species.

Definition 5 (K-species). Let Γ be an absolute valued quiver with valuation (di, mρ)i∈Γ0,ρ∈Γ1 .
A K-modulation M of Γ consists of a K-division algebra Ki for each i ∈ Γ0, and a (Kh(ρ), Kt(ρ))-bimodule Mρ

for each ρ ∈ Γ1, such that the following two conditions hold:

a. K acts centrally on Mρ (i.e., k · m = m · k ∀ k ∈ K, m ∈ Mρ), and
b. dimK(Ki) = di and dimK(Mρ) = mρ.

A K-species (also called a K-modulated quiver) Q is a pair (Γ,M), where Γ is an absolute valued quiver
and M is a K-modulation of Γ.

A K-species morphism Q → Q′ consists of an absolute valued quiver morphism ϕ : Γ → Γ′, a K-division
algebra morphism ψi : Ki → K′

ϕ0(i)
for each i ∈ Γ0, and a compatible K-linear map ψρ : Mρ → M′

ϕ1(ρ)
for each

ρ ∈ Γ1. That is, for every ρ ∈ Γ1 we have ψρ(a · m) = ψh(ρ)(a) · ψρ(m) and ψρ(m · b) = ψρ(m) · ψt(ρ)(b) for
all a ∈ Kh(ρ), b ∈ Kt(ρ) and m ∈ Mρ.

Let MK denote the category of K-species.
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Note that, given a base field K, not every absolute valued quiver has a K-modulation. For example,
it is well-known that the only division algebras over R are R, C and H, which have dimension 1, 2 and
4, respectively. Thus, any absolute valued quiver containing a vertex with value 3 (or any value not
equal to 1, 2 or 4) has no R-modulation. However, given an absolute valued quiver, we can always
find a base field K for which there exists a K-modulation. For example, Q admits field extensions (thus
division algebras) of arbitrary dimension, thus Q-modulations always exist.

It is also worth noting that given a valued quiver, relative or absolute, there may exist several
non-isomorphic species or K-species (depending on the field K).

Example 4. Consider the following absolute valued quiver Γ and its image under F.

Γ: F(Γ):
(2) (1)

(2) (2,1)

One can construct the following two Q-species of Γ.

Q: Q′:
Q(

√
2)

Q(
√

2)

Q Q(
√

3)

Q(
√

3)

Q

Then Q � Q′ as Q-species, since Q(
√

2) � Q(
√

3) as algebras. Also, one can show that Q and Q′ are species
of F(Γ) (indeed, this will follow from Proposition 1). But again, Q � Q′ as species since Q(

√
2) � Q(

√
3)

as rings.

It is natural to ask how species and K-species are related, i.e., how the categories M and MK are
related. To answer this question, we first need the following lemma.

Lemma 2. Let F and G be finite-dimensional (nonzero) division algebras over a field K and let M be a
finite-dimensional (F, G)-bimodule on which K acts centrally. Then HomF(M, F) ∼= HomG(M, G) as
(G, F)-bimodules.

Proof. A proof can be found in [9, Lemma 3.7], albeit using slightly different terminology.
For convenience, we present a brief sketch of the proof.

Let τ : F → K be a nonzero K-linear map such that τ(ab) = τ(ba) for all a, b ∈ F. Such a map
is known to exist; one can take the reduced trace map F → Z(F), where Z(F) is the centre of F
(see [10, Chapter IX, Section 2, Proposition 6]) and compose it with any nonzero map Z(F) → K. Then
T : HomF(M, F) → HomK(M, K) defined by ϕ �→ τ ◦ ϕ is a (G, F)-bimodule isomorphism. By an
analogous argument, HomG(M, G) ∼= HomK(M, K) completing the proof.

Given Lemma 2, we see that if Q is a K-species with absolute valued quiver Γ, then Q is a
species with underlying relative valued quiver F(Γ). Also, a K-species morphism Q → Q′ is a species
morphism when viewing Q and Q′ as species (because an algebra morphism is a ring morphism and
a linear map is a group homomorphism). Thus, we may define a forgetful functor UK : MK → M,
which forgets the underlying field K and views absolute valued quivers as relative valued quivers via
the functor F. This yields the following result.

Proposition 1. The functor UK : MK → M is faithful and injective on objects. Hence, we may view MK as a
subcategory of M.

Proof. Faithfulness is clear, since F is faithful and UK then simply forgets the underlying field K.
To see that UK is injective on objects, suppose Q and Q′ are K-species with modulations

(Ki, Mρ)i∈Γ0,ρ∈Γ1 and (K′
i , M′

ρ)i∈Γ′
0,ρ∈Γ′

1
, respectively, such that UK(Q) = UK(Q′). Then, the underlying
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(non-valued) quivers of Q and Q′ are equal. Moreover, Ki = K′
i for all i ∈ Γ0 = Γ′

1 and Mρ = M′
ρ for

all ρ ∈ Γ1 = Γ′
1. So, Q = Q′ and thus UK is injective.

Note that UK is not full (and hence we cannot view MK as a full subcategory of M) nor is it
essentially surjective. In fact, there are objects in M which are not of the form UK(Q) for Q ∈ MK for
any field K. The following examples illustrate these points.

Example 5. Consider C as a C-species, that is C is a C-modulation of the trivially valued quiver consisting of
one vertex and no arrows. Then, the only morphism in HomC(C,C) is the identity, since any such morphism
must send 1 to 1 and be C-linear. However, HomUC(C)(UC(C), UC(C)) contains more than just the identity.
Indeed, let ϕ : C → C given by z �→ z. Then, ϕ is a ring morphism and thus defines a species morphism. Hence,

UC : HomC(C,C) → HomUC(C)(UC(C), UC(C))

is not surjective and so UC is not full.

Example 6. There exist division rings which are not finite-dimensional over their centres; such division rings
are called centrally infinite. Hilbert was the first to construct such a ring (see for example [11, Proposition
14.2]). Suppose R is a centrally infinite ring. Then, for any field K contained in R such that R is a K-algebra,
K ⊆ Z(R) and so R is not finite-dimensional K-algebra. Thus, any species containing R as part of its modulation
is not isomorphic to any object in the image of UK for any field K.

One might think that we could eliminate this problem by restricting ourselves to modulations
containing only centrally finite rings. In other words, one might believe that if Q is a species whose
modulation contains only centrally finite rings, then we can find a field K and a K-species Q′ such that
Q ∼= UK(Q′). However, this is not the case as we see in the following example.

Example 7. Let p be a prime. Consider:

Q:
G F

M

where F = G = Fp (F and G are then centrally finite since they are fields) and M = Fp is an
(F, G)-bimodule with actions:

f · m · g = f mgp

for all f ∈ F, g ∈ G and m ∈ M. We claim that Q is a species. The dimension criterion is clear, as
dimF M = dimG M = 1. Thus, it remains to show that

HomF(M, F) ∼= HomG(M, G)

as (G, F)-bimodules. Recall that in Fp, p-th roots exist and are unique. Indeed, for any a ∈ Fp, the p-th roots of
a are the roots of the polynomial xp − a. Because Fp is algebraically closed, this polynomial has a root, say α.
Because charFp = p we have

(x − α)p = xp − αp = xp − a.

Hence, α is the unique p-th root of a. Therefore, we have a well-defined map:

Φ : HomF(M, F) → HomG(M, G)

ϕ �→ ρ ◦ ϕ

where ρ is the p-th root map. It is straightforward to show that Φ is a (G, F)-bimodule isomorphism.
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Therefore, Q is a species. Yet the field Fp does not act centrally on M. Indeed, take an element a /∈ Fp, then

a · 1 = a �= ap = 1 · a

In fact, the only subfield that does act centrally on M is Fp since ap = a if and only if a ∈ Fp. But, F and G
are infinite-dimensional over Fp. Thus, there is no field K for which Q is isomorphic to an object of the form
UK(Q′) with Q′ ∈ MK.

4. The Path and Tensor Algebras

In this section we will define the path and tensor algebras associated to quivers and species,
respectively. These algebras play an important role in the representation theory of finite-dimensional
algebras (see Theorems 1 and 2, and Corollary 1). In subsequent sections, we will give a more in-depth
study of these algebras (Sections 4 and 5) and we will show that modules of path and tensor algebras
are equivalent to representations of quivers and species, respectively (Section 6).

Recall that a path of length n in a quiver Q is a sequence of n arrows in Q1, ρnρn−1 · · · ρ1, such
that h(ρi) = t(ρi+1) for all i = 1, 2, . . . , n − 1. For every vertex, we have a trivial path of length 0
(beginning and ending at that vertex).

Definition 6 (Path algebra). The path algebra, KQ, of a quiver Q is the K-algebra with basis the set of all the
paths in Q and multiplication given by:

(βnβn−1 · · · β1)(αmαm−1 · · · α1) =

{
βnβn−1 · · · β1αmαm−1 · · · α1, if t(β1) = h(αm),

0, otherwise.

Remark 2. According to the convention used, a path i1
ρ1−→ i2

ρ2−→ · · · ρn−1−−→ in
ρn−→ in+1 is written from “right

to left” ρnρn−1 · · · ρ1. However, some texts write paths from “left to right” ρ1ρ2 · · · ρn. Using the “left to right”
convention yields a path algebra that is opposite to the one defined here.

Note that KQ is associative and unital (its identity is ∑i∈Q0
εi, where εi is the path of length zero

at i). Also, KQ is finite-dimensional precisely when Q contains no oriented cycles.

Definition 7 (Admissible ideal). Let Q be a quiver and let Pn(Q) = spanK{all paths in Q of length ≥ n}.
An admissible ideal I of the path algebra KQ is a two-sided ideal of KQ satisfying

Pn(Q) ⊆ I ⊆ P2(Q), for some positive integer n.

If Q has no oriented cycles, then any ideal I ⊆ P2(Q) of KQ is an admissible ideal, since Pn(Q) = 0
for sufficiently large n.

There is a strong relationship between path algebras and finite-dimensional algebras, touched
upon by Brauer [12], Jans [13] and Yoshii [14], but fully explored by Gabriel [1]. Let A be a
finite-dimensional K-algebra. We recall a few definitions. An element ε ∈ A is called an idempotent if
ε2 = ε. Two idempotents ε1 and ε2 are called orthogonal if ε1ε2 = ε2ε1 = 0. An idempotent ε is called
primitive if it cannot be written as a sum ε = ε1 + ε2, where ε1 and ε2 are orthogonal idempotents.
A set of idempotents {ε1, . . . , εn} is called complete if ∑n

i=1 εi = 1. If {ε1, . . . , εn} is a complete set of
primitive (pairwise) orthogonal idempotents of A, then A = Aε1 ⊕ · · · ⊕ Aεn is a decomposition of A
(as a left A-module) into indecomposable modules; this decomposition is unique up to isomorphism
and permutation of the terms. We say that A is basic if Aεi � Aε j as (left) A-modules for all i �= j
(or, alternatively, the decomposition of A into indecomposable modules admits no repeated factors).
Finally, A is called hereditary if every A-submodule of a projective A-module is again projective.

Theorem 1. Let K be an algebraically closed field and let A be a finite-dimensional K-algebra.
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a. If A is basic and hereditary, then A ∼= KQ (as K-algebras) for some quiver Q.
b. If A is basic, then A ∼= KQ/I (as K-algebras) for some quiver Q and some admissible ideal I of KQ.

For a proof of Theorem 1 see [15, Sections II and VII] or [16, Propositions 4.1.7 and 4.2.4] (though
it also follows from [17, Proposition 10.2]. The above result is powerful, but it does not necessarily hold
over fields which are not algebraically closed. If we want to work with algebras over non-algebraically
closed fields, we need to generalize the notion of a path algebra. We look, then, at the analogue of the
path algebra for a K-species.

Let Q be a species of a relative valued quiver Δ with modulation (Ki, Mρ)i∈Δ0,ρ∈Δ1 .
Let D = Πi∈Δ0 Ki and let M =

⊕
ρ∈Δ1

Mρ. Then D is a ring and M naturally becomes a
(D, D)-bimodule. If Q is a K-species, then D is a K-algebra.

Definition 8 (Tensor ring/algebra). The tensor ring, T(Q), of a species Q is defined by

T(Q) =
∞⊕

n=0
Tn(M)

where
T0(M) = D and Tn(M) = Tn−1(M) ⊗D M for n ≥ 1

Multiplication is determined by the composition

Tm(M) × Tn(M) � Tm(M) ⊗D Tn(M)
∼=−→ Tm+n(M)

If Q is a K-species, then T(Q) is a K-algebra. In this case we call T(Q) the tensor algebra of Q.

Admissible ideals for tensor rings/algebras are defined in the same way as admissible ideals for
path algebras by setting Pn(Q) =

⊕∞
m=n Tm(M).

Suppose that Γ is an absolute valued quiver with trivial valuation (all di and mρ are equal to
1) and Q is a K-species of Γ. Then, for each i ∈ Γ0, dimK Ki = 1, which implies that Ki

∼= K (as
K-algebras). Likewise, dimK Mρ = 1 implies that Mρ

∼= K (as (K, K)-bimodules). Therefore, it follows
that T(Q) ∼= KQ where Q = (Γ0, Γ1). Thus, when viewing non-valued quivers as absolute valued
quivers with trivial valuation, the tensor algebra of the K-species becomes simply the path algebra
(over K) of the quiver. Therefore, the tensor algebra is indeed a generalization of the path algebra.
Additionally, the tensor algebra allows us to generalize Theorem 1.

Recall that a field K is called perfect if either char(K) = 0 or, if char(K) = p > 0, then
Kp = {ap | a ∈ K} = K.

Theorem 2. Let K be a perfect field and let A be a finite-dimensional K-algebra.

a. If A is basic and hereditary, then A ∼= T(Q) (as K-algebras) for some K-species Q.
b. If A is basic, then A ∼= T(Q)/I (as K-algebras) for some K-species Q and some admissible ideal I of

T(Q).

For a proof of Theorem 2, see [17, Proposition 10.2] or [16, Corollary 4.1.11 and Proposition 4.2.5]
or [18, Section 8.5]. Note that Theorem 2 does not necessarily hold over non-perfect fields. To see why,
we first introduce a useful tool in the study of path and tensor algebras.

Definition 9 (Jacobson radical). The Jacobson radical of a ring R is the intersection of all maximal left ideals
of R. We denote the Jacobson radical of R by rad R .
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Remark 3. The intersection of all maximal left ideals coincides with the intersection of all maximal right ideals
(see, for example, [11, Corollary 4.5]), so the Jacobson radical could alternatively be defined in terms of right
ideals.

Lemma 3. Let Q be a species.

a. If Q contains no oriented cycles, then rad T(Q) =
⊕∞

n=1 Tn(M).
b. Let I be an admissible ideal of T(Q). Then, rad (T(Q)/I) = (

⊕∞
n=1 Tn(M)) /I.

Proof. It is well known that if R is a ring and J is a two-sided nilpotent ideal of R such that R/J
is semisimple, then rad R = J (see for example [11, Lemma 4.11 and Proposition 4.6] together with
the fact that the radical of a semisimple ring is 0). Let J =

⊕∞
n=1 Tn(M). If Q contains no oriented

cycles, then Tn(M) = 0 for some positive integer n. Thus, Jn = 0 and J is then nilpotent. Then
T(Q)/J ∼= T0(M) = D, which is semisimple. Therefore, rad T(Q) = J, proving Part 1.

If I is an admissible ideal of T(Q), let J = (
⊕∞

n=1 Tn(M)/I). By definition, Pn(Q) ⊆ I for some n
and so Jn = 0. Thus, Part 2 follows by a similar argument.

Remark 4. Part 1 of Lemma 3 is false if Q contains oriented cycles. One does not need to look beyond quivers
to see why. For example, following [15, Section II, Chapter 1], we can consider the path algebra of the Jordan
quiver over an infinite field K. That is, we consider KQ, where:

Q:

Then it is clear that KQ ∼= K[t], the polynomial ring in one variable. For each α ∈ K, let Iα be the ideal
generated by t + α. Each Iα is a maximal ideal and

⋂
α∈K Iα = 0 since K is infinite. Thus rad KQ = 0 whereas⊕∞

n=1 Tn(Q) ∼= (t) (the ideal generated by the lone arrow of Q).

With the concept of the Jacobson radical and Lemma 3, we are ready to see why Theorem 2 fails
over non-perfect fields. Recall that a K-algebra epimorphism ϕ : A � B is said to split if there exists
a K-algebra morphism μ : B → A such that ϕ ◦ μ = idB. We see that if A = T(Q)/I for a K-species
Q and admissible ideal I, then the canonical projection A � A/ rad A splits (since A ∼= D ⊕ rad A).
Thus, to construct an example where Theorem 2 fails, it suffices to find an algebra where this canonical
projection does not split. This is possible over a non-perfect field.

Example 8. [16, Remark (ii) following Corollary 4.1.11] Let K0 be a field of characteristic p �= 0 and let
K = K0(t), which is not a perfect field. Let A = K[x, y]/(xp, yp − x − t). A quick calculation shows that
rad A = (x) and thus A/ rad A ∼= K[y]/(yp − t). One can easily verify that the projection A � A/ rad A
does not split. Hence, A is not isomorphic to the quotient of the tensor algebra of a species by some admissible ideal.

Theorems 1 and 2 require our algebras to be basic. There is a slightly weaker property that holds
in the case of non-basic algebras, that of Morita equivalence.

Definition 10 (Morita equivalence). Two rings R and S are said to be Morita equivalent if their categories
of (left) modules, R-Mod and S-Mod, are equivalent.

Corollary 1. Let K be a field and let A be a finite-dimensional K-algebra.

a. If K is algebraically closed and A is hereditary, then A is Morita equivalent to KQ for some quiver Q.
b. If K is algebraically closed, then A is Morita equivalent to KQ/I for some quiver Q and some admissible

ideal I of KQ.
c. If K is perfect and A is hereditary, then A is Morita equivalent to T(Q) for some K-species Q.
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d. If K is perfect, then A is Morita equivalent to T(Q)/I for some K-species Q and some admissible ideal I
of T(Q).

Proof. Every algebra is Morita equivalent to a basic algebra (see [16, Section 2.2]) and Morita
equivalence preserves the property of being hereditary (indeed, an equivalence of categories preserves
projective modules). Thus, the result follows as a consequence of Theorems 1 and 2.

5. The Frobenius Morphism

When working over the finite field of q elements, Fq, it is possible to avoid dealing with species
altogether and deal only with quivers with automorphism. This is achieved by using the Frobenius
morphism (described below).

Definition 11 (Frobenius morphism). Let K = Fq (the algebraic closure of Fq). Given a quiver with
automorphism (Q, σ), the Frobenius morphism F = FQ,σ,q is defined as

F : KQ → KQ

∑
i

λi pi �→ ∑
i

λ
q
i σ(pi)

for all λi ∈ K and paths pi in Q. The F-fixed point algebra is

(KQ)F = {x ∈ KQ | F(x) = x}

Note that while KQ is an algebra over K, the fixed point algebra (KQ)F is an algebra over Fq.
Indeed, suppose 0 �= x ∈ (KQ)F, then F(λx) = λqF(x) = λqx. Thus, λx ∈ (KQ)F if and only if λq = λ,
which occurs if and only if λ ∈ Fq.

Suppose Γ is the absolute valued quiver obtained by folding (Q, σ). For each i ∈ Γ0 and each
ρ ∈ Γ1 define

Ai =
⊕
a∈i

Kεa and Aρ =
⊕
τ∈ρ

Kτ

where εa is the trivial path at vertex a. Then as an Fq-algebra, AF
i

∼= Fqdi . Indeed, fix some a ∈ i, then,

AF
i =

{
x =

di−1

∑
j=0

λjεσj(a)

∣∣∣∣∣ λj ∈ K and F(x) = x

}

Applying F to an arbitrary x = ∑di−1
j=0 λjεσj(a) ∈ AF

i , we obtain:

F(x) =
di−1

∑
j=0

λ
q
j σ(εσj(a)) =

di−1

∑
j=0

λ
q
j εσj+1(a)

The equality F(x) = x yields λ
q
j = λj+1 for j = 0, 1, . . . , di − 2 and λ

q
di−1 = λ0. By successive

substitution, we get λ
qdi

0 = λ0, which occurs if and only if λ0 ∈ Fqdi , and λj = λ
qj

0 . Thus, AF
i can be

rewritten as:

AF
i =

{
di−1

∑
j=0

λ
qj

0 εσj(a)

∣∣∣∣∣ λ0 ∈ Fqdi

}
∼= Fqdi (as fields)
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It is easy to see that Aρ is an (Ah(ρ), At(ρ))-bimodule via multiplication, thus AF
ρ is an

(AF
h(ρ), AF

t(ρ))-bimodule (on which Fq acts centrally). Since AF
i

∼= Fqdi for each i ∈ Γ0, AF
ρ is then

an (F
q

dh(ρ) ,F
q

dt(ρ) )-bimodule. Over fields, we make no distinction between left and right modules

because of commutativity. Thus, AF
ρ is an F

q
dh(ρ) -module and an F

q
dt(ρ) -module, and hence AF

ρ is a

module of the composite field of F
q

dh(ρ) and F
q

dt(ρ) , which in this case is simply the bigger of the two

fields (recall that the composite of two fields is the smallest field containing both fields). Over fields,
all modules are free and thus AF

ρ is a free module of the composite field (this fact will be useful later
on). Also, dimFq AF

i = di and dimFq AF
ρ = mρ (the dimensions are the number of vertices/arrows in

the corresponding orbits). Therefore, M = (AF
i , AF

ρ )i∈Γ0,ρ∈Γ1 defines an Fq-modulation of Γ. We will
denote the Fq-species (Γ,M) by QQ,σ,q. This leads to the following result.

Theorem 3. [7, Theorem 3.25] Let (Q, σ) be a quiver with automorphism. Then (KQ)F ∼= T(QQ,σ,q) as
Fq-algebras.

In light of Theorem 3, the natural question to ask is: given an arbitrary Fq-species, is its tensor
algebra isomorphic to the fixed point algebra of a quiver with automorphism? And if so, to which one?

Suppose Q is an Fq-species with underlying absolute valued quiver Γ and Fq-modulation
(Ki, Mρ)i∈Γ0,ρ∈Γ1 . Each Ki is, by definition, a division algebra containing qdi elements. According to the
well-known Wedderburn’s little theorem, all finite division algebras are fields. Thus, Ki

∼= Fqdi . Similar
to the above discussion, Mρ is then a free module of the composite field of F

q
dh(ρ) and F

q
dt(ρ) . Therefore,

by unfolding Γ (as in Section 1, say) to a quiver with automorphism (Q, σ), we get Q ∼= QQ,σ,q as
Fq-species. This leads to the following result.

Proposition 2. [7, Proposition 3.37] For any Fq-species Q, there exists a quiver with automorphism (Q, σ)

such that T(Q) ∼= (KQ)F as Fq-algebras.

Note that, given an Fq-species Q = (Γ,M) and a quiver with automorphism (Q, σ) such that
T(Q) ∼= (KQ)F, we cannot conclude that (Q, σ) folds into Γ as the following example illustrates.

Example 9. Consider the following quiver.

Q:

There are two possible automorphisms of Q: σ = idQ and σ′, the automorphism defined by interchanging
the two arrows of Q. By folding Q with respect to σ and σ′, we obtain the following two absolute valued quivers.

Γ: Γ′:(1)
(1)

(1)
(1) (1)

(2)
(1)

It is clear that Γ and Γ′ are not isomorphic. Now, construct Fq-species of Γ and Γ′ with the following
Fq-modulations.

Q: Q′:Fq
Fq

Fq
Fq Fq

F2
q

Fq

Then we have that T(Q) ∼= T(Q′). Thus, (KQ)FQ,σ,q ∼= T(Q′), yet (Q, σ) does not fold into Γ′.

The above example raises an interesting question. Notice that the two Fq-species Q and Q′ are
not isomorphic, but their tensor algebras T(Q) and T(Q′) are isomorphic. This phenomenon is not
restricted to finite fields either; if we replaced Fq with some arbitrary field K, we still get Q � Q′ as
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K-species, but T(Q) ∼= T(Q′) as K-algebras. So we may ask: under what conditions are the tensor
algebras (or rings) of two K-species (or species) isomorphic? We answer this question in the following
section.

It is worth noting that over infinite fields, there are no (known) methods to extend the results of
this section. It is tempting to think that, given an infinite field K and a quiver with automorphism
(Q, σ) that folds into an absolute valued quiver Γ, Theorem 3 might be extended by saying that the
fixed point algebra (KQ)σ (σ extends to an automorphism of KQ) is isomorphic to the tensor algebra
of a K-species of Γ. This is, however, not the case as the following example illustrates.

Example 10. Take K = R to be our (infinite) base field. Consider the following quiver.

Q :
ε1 ε2 ε3

α β

Let σ be the automorphism of Q given by:

σ :

(
ε1 ε2 ε3 α β

ε3 ε2 ε1 β α

)

Then (Q, σ) folds into the following absolute valued quiver.

Γ :
(2)

(2)

(1)

So, we would like for (KQ)σ to be isomorphic to the tensor algebra of a K-species of Γ. However, this does not
happen.

An element x = a1ε1 + a2ε2 + a3ε3 + a4α + a5β ∈ KQ is fixed by σ if and only if σ(x) = x, that is, if
and only if

a3ε1 + a2ε2 + a1ε1 + a5α + a4β = a1ε1 + a2ε2 + a3ε3 + a4α + a5β

which occurs if and only if a1 = a3 and a4 = a5. Hence, (KQ)σ has basis {ε1 + ε3, ε2, α + β} and we see that
it is isomorphic to the path algebra (over K) of the following quiver.

Q′ :
ε1 + ε3

α + β

ε2

The algebra KQ′ is certainly not isomorphic to the tensor algebra of any K-species of Γ. Indeed, over K, KQ′ has
dimension 3 whereas the tensor algebra of any K-species of Γ has dimension 5.

6. A Closer Look at Tensor Rings

In this section, we find necessary and sufficient conditions for two tensor rings/algebras to be
isomorphic. We show that the isomorphism of tensor rings/algebras corresponds to an equivalence on
the level of species (see Theorem 4). Furthermore, we show that if Q is a K-species, where K is a perfect
field, then K ⊗K T(Q) is either isomorphic to, or Morita equivalent to, the path algebra of a quiver (see
Theorem 5 and Corollary 2). This serves as a partial generalization to [19, Lemma 21] in which Hubery
proved a similar result when K is a finite field. We begin by introducing the notion of “crushing”.

Definition 12 (Crushed absolute valued quiver). Let Γ be an absolute valued quiver. Define a new absolute
valued quiver, which we will denote ΓC, as follows:

• ΓC
0 = Γ0,
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• # arrows i → j =

{
1, if ∃ ρ : i → j ∈ Γ1,

0, otherwise,

• dC
i = di for all i ∈ ΓC

0 = Γ0,
• mC

ρ = ∑(α:t(ρ)→h(ρ)) ∈ Γ1
mα for all ρ ∈ ΓC

1 .

Intuitively, one “crushes” all parallel arrows of Γ into a single arrow and sums up the values.

(di) (dj)

(mρ1 )

(mρ2 )

(mρr )

... (di) (dj)
(mρ1 + mρ2 + · · · + mρr )

The absolute valued quiver ΓC will be called the crushed (absolute valued) quiver of Γ.

Note that ΓC does indeed satisfy the definition of an absolute valued quiver. Take any ρ : i → j ∈
ΓC

1 . Then dC
i = di | mα for all α : i → j in Γ1. Thus, dC

i |
(

∑(α:i→j) ∈ Γ1
mα

)
= mC

ρ . The same is true for

dC
j . Therefore, ΓC is an absolute valued quiver.

The notion of crushing can be extended to relative valued quivers via the functor F. Recall that if
Γ is an absolute valued quiver with valuation (di, mρ)i∈Γ0,ρ∈Γ1 , then F(Γ) is a relative valued quiver
with valuation (dρ

ij, dρ
ji)(ρ:i→j)∈F(Γ)1

given by dρ
ij = mρ/dj and dρ

ji = mρ/di. So, the valuation of F(ΓC) is
given by

(dC)
ρ
ij =

⎛⎝ ∑
(α:i→j) ∈ Γ1

mα

⎞⎠ /dj = ∑
(α:i→j) ∈ Γ1

dα
ij

and likewise

(dC)
ρ
ji =

⎛⎝ ∑
(α:i→j) ∈ Γ1

mα

⎞⎠ /di = ∑
(α:i→j) ∈ Γ1

dα
ji

for each ρ : i → j in F(ΓC)1. We take this to be the definition of the crushed (relative valued) quiver of
a relative valued quiver.

Definition 13 (Crushed relative valued quiver). Let Δ be a relative valued quiver. Define a new relative
valued quiver, which we will denote ΔC, as follows:

• ΔC
0 = Δ0,

• # arrows i → j =

{
1, if ∃ ρ : i → j ∈ Δ1,

0, otherwise,

• (dC)
ρ
ij = ∑(α:i→j) ∈ Δ1

dα
ij and (dC)

ρ
ji = ∑(α:i→j) ∈ Δ1

dα
ji for all ρ : i → j in ΔC

1 .

Again, the intuition is to “crush” all parallel arrows in Δ into a single arrow and sum the values.

i j

(dρ1
ij , dρ1

ji )

(dρ2
ij , dρ2

ji )

(dρr
ij , dρr

ji )

... i j
(dρ1

ij + · · · + dρr
ij , dρ1

ji + · · · + dρr
ji )

The relative valued quiver ΔC will be called the crushed (relative valued) quiver of Δ.

Definition 14 (Crushed species). Let Q be a species with underlying relative valued quiver Δ. Define a new
species, which we will denote QC, as follows:
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• the underlying valued quiver of QC is ΔC,
• KC

i = Ki for all i ∈ ΔC
0 = Δ0,

• MC
ρ =

⊕
(α:i→j) ∈ Δ1

Mα for all ρ : i → j in ΔC
1 .

The intuition here is similar to that of the previous definitions; one “crushes” all bimodules along parallel
arrows into a single bimodule by taking their direct sum. The species QC will be called the crushed species
of Q.

Remark 5. A crushed K-species is defined in exactly the same way, only using the crushed quiver of an
absolute valued quiver instead of a relative valued quiver.

Note that in the above definition QC is indeed a species of ΔC. Clearly, MC
ρ is a (KC

j , KC
i )-bimodule

for all ρ : i → j in ΔC
1 . Moreover,

HomKC
j
(MC

ρ , KC
j ) = HomKj

⎛⎝ ⊕
(α:i→j)∈Δ1

Mα, Kj

⎞⎠ ∼=
⊕

(α:i→j)∈Δ1

HomKj(Mα, Kj)

∼=
⊕

(α:i→j)∈Δ1

HomKi (Mα, Ki) ∼= HomKi

⎛⎝ ⊕
(α:i→j)∈Δ1

Mα, Ki

⎞⎠
= HomKi (MC

ρ , KC
i ),

where all isomorphisms are (KC
j , KC

i )-bimodule isomorphisms (in the second isomorphism we use the
fact that Q is a species). Thus the duality condition for species holds. As for the dimension condition:

dimKC
j
(MC

ρ ) = dimKj

⎛⎝ ⊕
(α:i→j)∈Δ1

Mα

⎞⎠ = ∑
(α:i→j)∈Δ1

dimKj(Mα) = ∑
(α:i→j)∈Δ1

dα
ij = (dC)

ρ
ij

where in the third equality we use the fact that Q is a species. Likewise, dimKC
i
(MC

ρ ) = (dC)
ρ
ji. Thus,

QC is a species of ΔC.
Note also that if Q is a K-species of an absolute valued quiver Γ, then QC is a K-species of ΓC.

Indeed, it is clear that MC
ρ is a (KC

j , KC
i )-bimodule on which K acts centrally for all ρ : i → j in ΓC

1 (since

each summand satisfies this condition). Moreover, dimK(KC
i ) = dimK(Ki) = di = dC

i for all i ∈ ΓC
0 ,

thus the dimension criterion for the vertices is satisfied. Also, dimK(MC
ρ ) = mC

ρ by a computation
similar to the above.

With the concept of crushed species/quivers, we obtain the following result, which gives a
necessary and sufficient condition for two tensor rings/algebras to be isomorphic.

Theorem 4. Let Q and Q′ be two species containing no oriented cycles. Then T(Q) ∼= T(Q′) as rings if and
only if QC ∼= Q′C as species. Moreover, if Q and Q′ are K-species, then T(Q) ∼= T(Q) as K-algebras if and
only if QC ∼= Q′C as K-species.

Proof. Suppose Q and Q′ are species with underlying relative valued quivers Δ and Δ′, respectively.
Throughout the proof we will use the familiar notation D := Πi∈Δ0 Ki and M :=

⊕
ρ∈Δ1

Mρ (add
primes for Q′).

The proof of the reverse implication is straightforward and so we leave the details to the reader.
For the forward implication, assume T(Q) ∼= T(Q′). Let A = T(Q) and B = T(Q′) and let

ϕ : A → B be a ring isomorphism. Then, there exists an induced ring isomorphism ϕ : A/ rad A →
B/ rad B. By Lemma 3, A/ rad A ∼= D and B/ rad B ∼= D′. Thus, we have an isomorphism ϕ̃D : D →
D′. It is not difficult to show that {1Ki }i∈Δ0 is the only complete set of primitive orthogonal idempotents
in D and that, likewise, {1K′

i
}i∈Δ′

0
is the only complete set of primitive orthogonal idempotents of D′.

120



Axioms 2012, 1, 111–148

Since any isomorphism must bijectively map a complete set of primitive orthogonal idempotents to a
complete set of primitive orthogonal idempotents, we may identify Δ0 and Δ′

0 and assume, without
loss of generality, that ϕ̃D(1Ki ) = 1K′

i
for each i ∈ Δ0 = Δ′

0. Since 1Ki · D = Ki and 1K′
i
· D′ = K′

i , we
have that ϕ̃D|Ki is a ring isomorphism Ki → K′

i for each i ∈ Δ0 = Δ′
0.

Now, ϕ|rad A is a ring isomorphism from rad A to rad B. Thus, as before, we have an induced ring
isomorphism (and hence an Abelian group isomorphism) ϕ|rad A : rad A/(rad A)2 → rad B/(rad B)2.
Since rad A/(rad A)2 ∼= M and rad B/(rad B)2 ∼= M′, we have an isomorphism ϕ̃M : M → M′.
For any i, j ∈ Δ0, 1Kj · M · 1Ki =

⊕
(ρ:i→j)∈Δ0

Mρ =: j Mi and 1K′
j
· M′ · 1K′

i
=

⊕
(ρ:i→j)∈Δ′

0
M′

ρ =: j M′
i .

Therefore, ϕ̃M|j Mi is an Abelian group isomorphism j Mi → j M′
i .

Hence, {ϕ̃D|Ki , ϕ̃M|j Mi }i∈ΔC
0 =Δ0,(i→j)∈ΔC

1
defines an isomorphism of species from QC to Q′C.

In the case of K-species, one simply has to replace the terms “ring” with “K-algebra”, “ring
morphism” with “K-algebra morphism” and “Abelian group homomorphism” with “K-linear map”
and the proof is the same.

If Q (and Q′) contain oriented cycles, the arguments in the proof of Theorem 4 fail since, in
general, it is not true that rad T(Q) =

⊕∞
n=1 Tn(M). However, it seems likely that one could modify

the proof to avoid using the radical. Hence, we offer the following conjecture.

Conjecture 6.6. Theorem 4 holds even if Q and Q′ contain oriented cycles.

Remark 6. Theorem 4 serves as a first step in justifying Remark 1 (i.e., that we can always assume, without
loss of generality, that we have no parallel arrows in our valued quivers) since a species with parallel arrows can
always be crushed to one with only single arrows and its tensor algebra remains the same.

Theorem 4 shows that there does not exist an equivalence on the level of valued quivers (relative
or absolute) such that

T(Q) ∼= T(Q′) ⇐⇒ Δ is equivalent to Δ′

since there are species (respectively K-species), with identical underlying valued quivers, that are not
isomorphic as crushed species (respectively K-species) and hence have non-isomorphic tensor rings
(respectively algebras) (see Example 4).

In the case of K-species, one may wonder what happens when we tensor T(Q) with the algebraic
closure of K. Indeed, maybe we can find an equivalence on the level of absolute valued quivers
such that

K ⊗K T(Q) ∼= K ⊗K T(Q′) ⇐⇒ Γ is equivalent to Γ′.

The answer, unfortunately, is no. However, this idea does yield an interesting result. In [19], Hubery
showed that if K is a finite field, then there is a field extension F/K such that F ⊗K T(Q) is isomorphic
to the path algebra of a quiver. Our strategy of tensoring with the algebraic closure allows us to
generalize this result for an arbitrary perfect field.

Theorem 5. Let K be a perfect field and Q be a K-species with underlying absolute valued quiver Γ containing
no oriented cycles such that Ki is a field for each i ∈ Γ0. Then K ⊗K T(Q) is isomorphic to the path algebra of
a quiver.

Proof. Let A = K ⊗K T(Q). Take any i ∈ Γ0. It is a well-known fact that K ⊗K Ki = Kdi (see for
example [20, Chapter V, Section 6, Proposition 2] or the proof of [21, Theorem 8.46]).

Let I = K ⊗ (∑∞
n=1 Tn(M)). It is clear that I is a two-sided ideal of A. Moreover, since Γ has no

cycles, I is also nilpotent. Considering A/I, we see that

A/I ∼= K ⊗K
(
Πi∈Γ0 Ki

) ∼= K × · · · × K︸ ︷︷ ︸
∑i∈Γ0

di times

.
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So, as in Lemma 3, rad A = I and by [15, Section I, Proposition 6.2], A is a basic finite-dimensional
K-algebra.

We claim that A is also hereditary. It is well-known that a ring is hereditary if and only if it is of
global dimension at most 1. According to [22, Theorem 16], if Λ1 and Λ2 are K-algebras such that Λ1

and Λ2 are semiprimary (recall that a K-algebra Λ is semiprimary if there is a two-sided nilpotent ideal I
such that Λ/I is semisimple) and (Λ1/ rad Λ1) ⊗K (Λ2/ rad Λ2) is semisimple, then gl. dim(Λ1 ⊗K
Λ2) = gl. dim Λ1 + gl. dim Λ2. The K-algebras K and T(Q) satisfy these conditions. Indeed, K is
simple and thus semiprimary. We know also that T(Q)/ rad T(Q) is semisimple and rad T(Q) is
nilpotent since Γ has no oriented cycles; thus T(Q) is semiprimary. Moreover,

(K/ rad K) ⊗K (T(Q)/ rad T(Q)) ∼= K ⊗K
(
Πi∈Γ0 Ki

)
∼= K × · · · × K︸ ︷︷ ︸

∑i∈Γ0
di times

,

which is semisimple.
Therefore we have that:

gl. dim A = gl. dim(K ⊗K T(Q)) = gl. dim K + gl. dim T(Q).

However, gl. dim K = 0 (since all K-modules are free) and gl. dim T(Q) ≤ 1 (since T(Q) is hereditary).
Hence, gl. dim A ≤ 1 and so A is hereditary. By Theorem 1, A is isomorphic to the path algebra of a
quiver.

Remark 7. Hubery goes further in [19], constructing an automorphism σ of the quiver Q whose path algebra is
isomorphic to K ⊗K T(Q) such that (Q, σ) folds into Γ. It seems likely that this is possible here as well.

Conjecture 6.8. Let K be a perfect field, let Q be a K-species with underlying absolute valued quiver Γ containing
no oriented cycles such that Ki is a field for each i ∈ Γ0 and let Q be a quiver such that K ⊗K T(Q) ∼= KQ (as in
Theorem 5). Then there exists an automorphism σ of Q such that (Q, σ) folds into Γ.

With Theorem 5, we are able to use the methods of [15, Chapter II, Section 3] to construct the
quiver, Q, whose path algebra is isomorphic to A = K ⊗K T(Q). That is, the vertices of Q are in
one-to-one correspondence with {ε1, . . . , εn}, a complete set of primitive orthogonal idempotents of
A, and the number of arrows from the vertex corresponding to εi to the vertex corresponding to ε j is
given by dimK(ε j · (rad A/ rad A2) · εi). We illustrate this in the next example.

Example 11. Let Γ be the following absolute valued quiver.

Γ:
(2) (2)

(4)

We can construct two Q-species of Γ:

Q: Q′:
Q(

√
2)

Q(
√

2)2

Q(
√

2) Q(
√

2)

Q(
√

2,
√

3)

Q(
√

3)

where Q(
√

2)2 = Q(
√

2) ⊕ Q(
√

2). Let F = Q, A = F ⊗Q T(Q) and B = F ⊗Q T(Q′). We would like to
find quivers Q and Q′ with A ∼= FQ and B ∼= FQ′.
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By direct computation, we see that ε1 = 1
2 ((1 ⊗ 1) + ( 1√

2
⊗

√
2)) and ε2 = 1

2 ((1 ⊗ 1) − ( 1√
2

⊗
√

2))

form a complete set of primitive orthogonal idempotents of F ⊗Q Q(
√

2). Thus, Q must have 4 vertices. To find
the arrows, note that

ε j · (rad A/ rad A2) · εi = ε j · (F ⊗Q Q(
√

2)2) · εi

∼= ε j · (F ⊗Q Q(
√

2))2 · εi

= F(δijεi, 0) ⊕ F(0, δijεi)

which has dimension 2 if i = j and 0 otherwise. Hence, A is isomorphic to the path algebra (over F) of

Q :

For Q′, again {ε1, ε2} is a complete set of primitive orthogonal idempotents of F ⊗Q Q(
√

2). Likewise,
ζ1 = 1

2 ((1 ⊗ 1) + ( 1√
3

⊗
√

3)) and ζ2 = 1
2 ((1 ⊗ 1)− ( 1√

3
⊗

√
3)) form a complete set of primitive orthogonal

idempotents of F ⊗Q Q(
√

3). So Q′ has 4 vertices. To find the arrows, note that

ζ j · (rad B/ rad B2) · εi = ζ j · (F ⊗Q Q(
√

2,
√

3)) · εi

and, since ζ j · εi �= 0 (as elements in F ⊗Q Q(
√

2,
√

3)), this has dimension 1 for all i, j ∈ {1, 2}. Hence, B is
isomorphic to the path algebra (over F) of

Q′ :

Notice that in Example 11, FQ and FQ′ are not isomorphic; this illustrates our earlier point;
namely that there is no equivalence on the level of absolute valued quivers such that

K ⊗K T(Q) ∼= K ⊗K T(Q′) ⇐⇒ Γ is equivalent to Γ′

Therefore, it seems likely that Theorem 5 is the best that we can hope to achieve.
Note, however, that Theorem 5 fails if all the division rings in our K-modulation are not fields.

Consider the following simple example.

Example 12. View H, the quaternions, as an R-species (that is, H is an R-modulation of the absolute valued
quiver with one vertex of value 4 and no arrows). Consider the C-algebra C ⊗R H. It is easy to see that
C ⊗R H ∼= M2(C), the algebra of 2 by 2 matrices with entries in C. This algebra is not basic. Indeed, one can
check (by direct computation) that {

ε1 =

(
1 0
0 0

)
, ε2 =

(
0 0
0 1

)}

is a complete set of primitive orthogonal idempotents and that M2(C)ε1
∼= M2(C)ε2 ∼= C2 as

M2(C)-modules. Thus, C ⊗R H is not isomorphic to the path algebra of a quiver (since all path algebras
are basic).

While we cannot use Theorem 5 for arbitrary K-species, we do have the following.

Corollary 2. Let K be a perfect field and Q be a K-species with underlying absolute valued quiver Γ containing
no oriented cycles. Then K ⊗K T(Q) is Morita equivalent to the path algebra of a quiver.

Proof. It suffices to show that K ⊗K T(Q) is hereditary (and then invoke Part 1 of Corollary 1).
In the proof of Theorem 5, all the arguments proving that K ⊗K T(Q) is hereditary go through as
before, save for the proof that (K/ rad K) ⊗K (T(Q)/ rad T(Q)) ∼= K ⊗K (Πi∈Γ0 Ki) is semisimple.
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To show this in the case that the Ki are not necessarily all fields, pick some i ∈ Γ0 and let Z be the
centre of Ki. Then

K ⊗K Ki
∼= K ⊗K Z ⊗Z Ki

The field Z is a field extension of K and so we may use the same arguments as in the proof of Theorem 5
to show K ⊗K Z ∼= K × · · · × K. So

K ⊗K Ki
∼= (K × · · · × K) ⊗Z Ki
∼= (K ⊗Z Ki) × · · · × (K ⊗Z Ki)

One can show that K ⊗Z Ki
∼= Mn(K) for some n, which is a simple ring. Thus, K ⊗K Ki is semisimple,

meaning that K ⊗K (Πi∈Γ0 Ki) is semisimple, completing the proof.

7. Representations

In this section, we begin by defining representations of quivers and species. We will then
see (Proposition 3) that representations of species (resp. quivers) are equivalent to modules of the
corresponding tensor ring (resp. path algebra). This fact together with Section 3 (specifically Theorems 1
and 2, and Corollary 1) shows why representations of quivers/species are worth studying; they allow
us to understand the representations of any finite-dimensional algebra over a perfect field. We then
discuss the root system associated to a valued quiver, which encodes a surprisingly large amount of
information about the representation theory of species (see Theorems 6 and 7, and Proposition 4). From
Section 1, we know that every valued quiver can be obtained by folding a quiver with automorphism.
Thus, we end the section with a discussion on how much of the data of the representation theory of a
species is contained in a corresponding quiver with automorphism.

Throughout this section, we make the assumption (unless otherwise specified) that all
quivers/species are connected and contain no oriented cycles. Also, whenever there is no need
to distinguish between relative or absolute valued quivers, we will simply use the term “valued quiver”
and denote it by Ω. We let {ei}i∈Ω0 be the standard basis of ZΩ0 for a valued quiver Ω.

Definition 15 (Representation of a quiver). A representation V = (Vi, fρ)i∈Q0,ρ∈Q1 of a quiver Q over
the field K consists of a K-vector space Vi for each i ∈ Q0 and a K-linear map

fρ : Vt(ρ) → Vh(ρ)

for each ρ ∈ Q1. If each Vi is finite-dimensional, we call dim V = (dimK Vi)i∈Q0 ∈ NQ0 the graded
dimension of V.

A morphism of Q representations

ϕ : V = (Vi, fρ)i∈Q0,ρ∈Q1 → W = (Wi, gρ)i∈Q0,ρ∈Q1

consists of a K-linear map ϕi : Vi → Wi for each i ∈ Q0 such that ϕh(ρ) ◦ fρ = gρ ◦ ϕt(ρ) for all ρ ∈ Q1. That
is, the following diagram commutes for all ρ ∈ Q1.

Vt(ρ)
fρ

Vh(ρ)

ϕt(ρ)

Wt(ρ) gρ
Wh(ρ)

ϕh(ρ)

We let RK(Q) denote the category of finite-dimensional representations of Q over K.
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Definition 16 (Representation of a species). A representation V = (Vi, fρ)i∈Δ0,ρ∈Δ1 of a species (or
K-species) Q consists of a Ki-vector space Vi for each i ∈ Δ0 and a Kh(ρ)-linear map

fρ : Mρ ⊗Kt(ρ)
Vt(ρ) → Vh(ρ)

for each ρ ∈ Δ1. If all Vi are finite-dimensional (over their respective rings), we call dim V = (dimKi Vi)i∈Δ0 ∈
NΔ0 the graded dimension of V.

A morphism of Q representations

ϕ : V = (Vi, fρ)i∈Δ0,ρ∈Δ1 → W = (Wi, gρ)i∈Δ0,ρ∈Δ1

consists of a Ki-linear map ϕi : Vi → Wi for each i ∈ Δ0 such that ϕh(ρ) ◦ fρ = gρ ◦ (idMρ ⊗ϕt(ρ)) for all
ρ ∈ Δ1. That is, the following diagram commutes for all ρ ∈ Δ1.

Mρ ⊗Kt(ρ)
Vt(ρ)

fρ
Vh(ρ)

idMρ ⊗ϕt(ρ)

Mρ ⊗Kt(ρ)
Wt(ρ) gρ

Wh(ρ)

ϕh(ρ)

We let R(Q) denote the category of finite-dimensional representations of Q. If Q is a K-species, we use the
notation RK(Q).

Note that if Q is a K-species of a trivially valued absolute valued quiver Γ, then, as before, all
Ki

∼= K (as K-algebras) and all Mρ
∼= K (as bimodules). Thus, a representation of Q is a representation

of the underlying (non-valued) quiver of Γ. Therefore, by viewing quivers as trivially valued absolute
valued quivers, representations of species are a generalization of representations of quivers.

It is well-known that, for a quiver Q, the category RK(Q) is equivalent to KQ-mod, the category
of finitely-generated (left) KQ-modules. This fact generalizes nicely for species.

Proposition 3. Let Q be a species (possibly with oriented cycles). Then R(Q) is equivalent to
T(Q)-mod.

Proof. See [17, Proposition 10.1]. While the proof there is given only for K-species, the same arguments
hold for species in general.

Remark 8. Proposition 3, together with Theorem 4, justifies Remark 1 (i.e., that we can always assume, without
loss of generality, that our valued quivers contain no parallel arrows) since a species with parallel arrows can
always be crushed to one with only single arrows and its tensor algebra remains the same. Since T(Q)-mod is
equivalent to R(Q)-mod, the representation theory of any species is equivalent to the representation of a species
with only single arrows (its crushed species). While allowing parallel arrows in our definition of species is not
necessary, there are situations where it may be advantageous as the next example demonstrates.

Example 13. Let Δ be the following valued quiver.

Δ :
i j

(dα
ij, dα

ji)

(dβ
ij, dβ

ji)
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Then

ΔC :
i j

(dα
ij + dβ

ij, dα
ji + dβ

ji)

Any modulation of Δ,

Ki Kj

Mα

Mβ

yields a modulation of ΔC,

Ki Kj

Mα ⊕ Mβ

and the representation theory of both of these species is identical. However, the converse is not true. That is, not
every modulation of ΔC yields a modulation of Δ. For example, one can choose a modulation

Ki Kj

M

such that M is indecomposable, and thus cannot be written as M = M1 ⊕ M2 (with M1, M2 �= 0) to yield
a modulation of Δ. Thus, we can think of modulations of Δ as being “special” modulations of ΔC where the
bimodule attached to its arrow can be written (nontrivially) as the direct sum of two bimodules.

Example 13 illustrates why one may wish to allow parallel arrows in the definition of species;
they may be used as a way of ensuring that the bimodules in our modulation decompose into a direct
sum of proper sub-bimodules.

Definition 17 (Indecomposable representation). Let V = (Vi, fρ)i∈Δ0,ρ∈Δ1 and
W = (Wi, gρ)i∈Δ0,ρ∈Δ1 be representations of a species (or a quiver). The direct sum of V and W
is

V ⊕ W = (Vi ⊕ Wi, fρ ⊕ gρ)i∈Δ0,ρ∈Δ1

A representation U is said to be indecomposable if U = V ⊕ W implies V = U or W = U.

Because we restrict ourselves to finite-dimensional representations, the Krull–Schmidt theorem
holds. That is, every representation can be written uniquely as a direct sum of indecomposable
representations (up to isomorphism and permutation of the components). Thus, the study of all
representations of a species (or quiver) reduces to the study of its indecomposable representations.

We say that a species/quiver is of finite representation type if it has only finitely many
non-isomorphic indecomposable representations. It is of tame (or affine) representation type if it
has infinitely many non-isomorphic indecomposable representations, but they can be divided into
finitely many one parameter families. Otherwise, it is of wild representation type.

Thus the natural question to ask is: can we classify all species/quivers of finite type, tame type
and wild type? The answer, as it turns out, is yes. However, we first need a few additional concepts.

Definition 18 (Euler, symmetric Euler and Tits forms). The Euler form of an absolute valued quiver Γ
with valuation (di, mρ)i∈Γ0,ρ∈Γ1 is the bilinear form 〈−, −〉 : ZΓ0 × ZΓ0 → Z given by:

〈x, y〉 = ∑
i∈Γ0

dixiyi − ∑
ρ∈Γ1

mρxt(ρ)yh(ρ)
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The symmetric Euler form (−, −) : ZΓ0 × ZΓ0 → Z is given by:

(x, y) = 〈x, y〉 + 〈y, x〉

The Tits form q : ZΓ0 → Z is given by:
q(x) = 〈x, x〉

Remark 9. If we take Γ to be trivially valued (i.e., all di = mρ = 1), we recover the usual definitions of these
forms for quivers (see, for example [23, Definitions 3.6.7, 3.6.8, 3.6.9]).

Remark 10. Notice that the symmetric Euler form and the Tits form do not depend on the orientation of our
quiver.

Remark 11. Given a relative valued quiver Δ, we have seen in Lemma 1 that we can choose an absolute valued
quiver Γ such that F(Γ) = Δ (this is equivalent to making a choice of positive integers fi in Definition 3) with
dρ

ij = mρ/dj and dρ
ji = mρ/di for all ρ : i → j in Δ1. It is easy to see that (as long as the quiver is connected)

for any other absolute valued quiver Γ′ with F(Γ′) = Δ, there is a λ ∈ Q+ such that d′
i = λdi for all i ∈ Δ0.

Thus, we define the Euler, symmetric Euler and Tits forms on Δ to be the corresponding forms on Γ, which are
well-defined up to positive rational multiple.

Definition 19 (Generalized Cartan matrix). Let I be an indexing set. A generalized Cartan matrix
C = (cij), i, j ∈ I , is an integer matrix satisfying:

• cii = 2, for all i ∈ I ;
• cij ≤ 0, for all i �= j ∈ I ;
• cij = 0 ⇐⇒ cji = 0, for all i, j ∈ I .

A generalized Cartan matrix C is symmetrizable if there exists a diagonal matrix D (called the
symmetrizer) such that DC is symmetric.

Note that, for any valued quiver Ω, cij = 2
(ei, ej)

(ei, ei)
defines a generalized Cartan matrix, since

(ei, ei) = 2di and (ei, ej) = − ∑ρ mρ for i �= j, where the sum is taken over all arrows between i and j
(regardless of orientation). So,

cij =

⎧⎨⎩2, if i = j,

− ∑ρ mρ/di = − ∑ρ dρ
ij, if i �= j.

From this we see that two valued quivers Ω and Ω′ have the same generalized Cartan matrix (up to
ordering of the rows and columns) if and only if ΩC ∼= Ω′C as relative valued quivers (by this we mean
that if Ω and Ω′ are relative valued quivers, then ΩC ∼= Ω′C and if they are absolute valued quivers,
then F(Ω)C ∼= F(Ω′)C). If all di are equal (or alternatively, ∑ρ dρ

ij = ∑ρ dρ
ji for all adjacent i and j), then

the matrix is symmetric, otherwise it is symmetrizable with symmetrizer D = diag(di)i∈Ω0 . Moreover,
every symmetrizable Cartan matrix can be obtained in this way. This is one of the motivations for
working with species. When working with species we can obtain non-symmetric Cartan matrices, but
when restricted to quivers, only symmetric Cartan matrices arise. For every generalized Cartan matrix,
we have its associated Kac–Moody Lie algebra.

Definition 20 (Kac–Moody Lie algebra). Let C = (cij) be an n × n generalized Cartan matrix. Then the
Kac–Moody Lie algebra of C is the complex Lie algebra generated by ei, fi, hi for 1 ≤ i ≤ n, subject to the
following relations.

• [hi, hj] = 0 for all i, j,
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• [hi, ej] = cijej and [hi, f j] = −cij f j for all i, j,
• [ei, fi] = hi for each i and [ei, f j] = 0 for all i �= j,

• (ad ei)
1−cij(ej) = 0 and (ad fi)

1−cij( f j) for all i �= j.

Therefore, to every valued quiver, we can associate a generalized Cartan matrix and its
corresponding Kac–Moody Lie algebra. It is only fitting then, that we discuss root systems.

Definition 21 (Root system of a valued quiver). Let Ω be a valued quiver.

• For each i ∈ Ω0, define the simple reflection through i to be the linear transformation ri :
ZΩ0 → ZΩ0 given by:

ri(x) = x − 2
(x, ei)

(ei, ei)
ei

• The Weyl group, which we denote by W , is the subgroup of Aut(ZΩ0) generated by the simple reflections
ri, i ∈ Ω0.

• An element x ∈ ZΩ0 is called a real root if ∃ w ∈ W such that x = w(ei) for some i ∈ Ω0.
• The support of an element x ∈ ZΩ0 is defined as supp(x) = {i ∈ Ω0 | xi �= 0} and we say supp(x)

is connected if the full subquiver of Ω with vertex set supp(x) is connected. Then the fundamental set
is defined as F = {0 �= x ∈ NΩ0 | (x, ei) ≤ 0 for all i ∈ Ω0 and supp(x) is connected}.

• An element x ∈ ZΩ0 is called an imaginary root if x ∈ ⋃
w∈W w(F ) ∪ w(−F ).

• The root system of Ω, denoted Φ(Ω) is the set of all real and imaginary roots.
• We call a root x positive (resp. negative) if xi ≥ 0 (resp. xi ≤ 0) ∀ i ∈ Ω0. We write Φ+(Ω) for the

set of positive roots and Φ−(Ω) for the set of negative roots.

Definition 22 (Stable element). An element x ∈ ZΩ0 is called stable if w(x) = x for all w ∈ W .

Remark 12. It is worth noting that, while a stable element need not be an imaginary root (see [24, Example
6.15]), it is always the sum of imaginary roots (see [24, Lemma 6.16]).

Definition 23 (Discrete and continuous dimension types). An indecomposable representation V of a species
(or quiver) is of discrete dimension type if it is the unique indecomposable representation (up to isomorphism)
with graded dimension dim V. Otherwise, it is of continuous dimension type.

With all these concepts in mind, we can neatly classify all species of finite and tame representation
type. Note that in the case of quivers, this was originally done by Gabriel (see [1]). It was later
generalized to species by Dlab and Ringel.

Theorem 6. [3, Main Theorem] Let Q be species of a connected relative valued quiver Δ. Then:

a. Q is of finite representation type if and only if the underlying undirected valued graph of Δ is a Dynkin
diagram of finite type (see [3] for a list of the Dynkin diagrams). Moreover, dim : R(Q) → ZΔ0 induces
a bijection between the isomorphism classes of the indecomposable representations of Q and the positive
real roots of its root system.

b. If the underlying undirected valued graph of Δ is an extended Dynkin diagram (see [3] for a list of the
extended Dynkin diagrams), then dim : R(Q) → ZΔ0 induces a bijection between the isomorphism
classes of the indecomposable representations of Q of discrete dimension type and the positive real roots
of its root system. Moreover, there exists a unique stable element (up to rational multiple) n ∈ Φ(Q)

and the indecomposable representations of continuous dimension type are those whose graded dimension
is a positive multiple of n. If Q is a K-species, then Q is of tame representation type if and only if the
underlying undirected valued graph of Δ is an extended Dynkin diagram.
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Remark 13. See [3, p. 57] (and [25]) for a proof that a K-species Q is tame if and only if Δ is an
extended diagram.

Remark 14. In the case that the underlying undirected valued graph of Δ is an extended Dynkin diagram, the
indecomposable representations of continuous dimension type of Q can be derived from the indecomposable
representations of continuous dimension type of a suitable species with underlying undirected valued graph Ã11

or Ã12 (see [3, Theorem 5.1]).

Theorem 6 shows a remarkable connection between the representation theory of species and the
theory of root systems of Lie algebras. In the case of quivers, Kac was able to show that this connection
is stronger still.

Theorem 7. [26, Theorems 2 and 3] Let Q be a quiver with no loops (though possibly with oriented cycles)
and K an algebraically closed field. Then there is an indecomposable representation of Q of graded dimension
α if and only if α ∈ Φ+(Q). Moreover, if α is a real positive root, then there is a unique indecomposable
representation of Q (up to isomorphism) of graded dimension α. If α is an imaginary positive root, then there are
infinitely many non-isomorphic indecomposable representations of Q of graded dimension α.

It is not known whether Kac’s theorem generalizes fully for species, however, it does for certain
classes of species. Indeed, in the case of a species of finite or tame representation type, one can apply
Theorem 6. In the case of K-species when K is a finite field, we have the following result by Deng
and Xiao.

Proposition 4. [27, Proposition 3.3] Let Q be a K-species (K a finite field) containing no oriented cycles.
Then there exists an indecomposable representation of Q of graded dimension α if and only if α ∈ Φ+(Q).
Moreover, if α is a real positive root, then there is a unique indecomposable representation of Q (up to
isomorphism) of graded dimension α.

Based on these results, we see that much of the information about the representation theory of a
species is encoded in its underlying valued quiver/graph. Recall from Section 1 that any valued quiver
can be obtained by folding a quiver with automorphism. So, one may ask: how much information is
encoded in this quiver with automorphism?

We continue our assumption that Q contains no oriented cycles; however for what follows this is
more restrictive than we need. It would be enough to assume that Q contains no loops and that no
arrow connects two vertices in the same σ-orbit (see [24, Lemma 6.24] for a proof that this is indeed a
weaker condition).

Suppose (Q, σ) is a quiver with automorphism and let V = (Vi, fρ)i∈Q0,ρ∈Q1 be a representation
of Q. Define a new representation Vσ = (Vσ

i , f σ
i )i∈Q0,ρ∈Q1 by Vσ

i = Vσ−1(i) and f σ
ρ = fσ−1(ρ).

Definition 24 (Isomorphically invariant representation). Let (Q, σ) be a quiver with automorphism.
A representation V = (Vi, fρ)i∈Q0,ρ∈Q1 is called isomorphically invariant (or simply invariant) if Vσ ∼= V
as representations of Q.

We say an invariant representation V is invariant-indecomposable if V = W1 ⊕ W2 such that W1 and
W2 are invariant representations implies W1 = V or W2 = V.

It is not hard to see that the invariant-indecomposable representations are precisely those of
the form

V = W ⊕ Wσ ⊕ · · · ⊕ Wσr−1

where W is an indecomposable representation and r is the least positive integer such that Wσr ∼= W.
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Let (ZQ0)σ = {α ∈ ZQ0 | αi = αj for all i and j in the same orbit}. Suppose (Q, σ) folds into Ω
and write i ∈ Ω0 for the orbit of i ∈ Q0. We then have a well-defined function

f : (ZQ0)σ → ZΩ0

defined by f(α)i = αi for any i ∈ Q0. Notice that if V is an invariant representation of Q, then
dim Vi = dim Vσ−1(i) for all i ∈ Q0. As such, dim Vi = dim Vj for all i and j in the same orbit. Thus,
dim V ∈ (ZQ0)σ. We have the following result due to Hubery.

Theorem 8. [19, Theorem 1] Let (Q, σ) be a quiver with automorphism, Ω a valued quiver such that (Q, σ)

folds into Ω, and K an algebraically closed field of characteristic not dividing the order of σ.

a. The images under f of the graded dimensions of the invariant-indecomposable representations of Q are
the positive roots of Φ(Ω).

b. If f(α) is a real positive root, then there is a unique invariant-indecomposable representation of Q with
graded dimension α (up to isomorphism).

Theorem 8 tells us that if the indecomposables of Q are determined by the positive roots of Φ(Ω)

(such as in the case of species of Dynkin or extended Dynkin type or K-species over finite fields), then
finding all the indecomposables of Q reduces to finding the indecomposables of Q, which, in general,
is an easier task.

One may wonder if there is a subcategory of RK(Q), say Rσ
K(Q), whose objects are the invariant

representations of Q, that is equivalent to R(Q). One needs to determine what the morphisms of
this category should be. The most obvious choice is to let Rσ

K(Q) be the full subcategory of RK(Q)

whose objects are the invariant representations. This, however, does not work. The category R(Q) is
an Abelian category (this follows from Proposition 3), but Rσ

K(Q), as we have defined it, is not. As the
following example demonstrates, this category does not, in general, have kernels.

Example 14. Let (Q, σ) be the following quiver with automorphism (where the dotted arrows represent the
action of σ).

Let V be the following invariant-indecomposable representation of Q.

K 0 K

Let ϕ : V → V be the morphism defined by

V

V

ϕ

K 0 K

K 0 K

0 0 1

Then ϕ is a morphism of representations since each of the squares in the diagram commutes. However, by a
straightforward exercise in category theory, one can show that ϕ does not have a kernel (in the category Rσ

K(Q)).

Therefore, if we define Rσ
K(Q) as a full subcategory of RK(Q), it is not equivalent to R(Q). It is

possible that one could cleverly define the morphisms of Rσ
K(Q) to avoid this problem, however there

are other obstacles to overcome. If Rσ
K(Q) and R(Q) were equivalent, then there should be a bijective

130



Axioms 2012, 1, 111–148

correspondence between the (isomorphism classes of) indecomposables in each category. Using the
idea of folding, an invariant representation of Q with graded dimension α should be mapped to a
representation of Q with graded dimension f(α). The following example illustrates the problem with
this idea. Note that this example is similar to the example following Proposition 15 in [19], however
we approach it in a different fashion.

Example 15. Let (Q, σ) be the following quiver with automorphism (again, the dotted arrows represent the
action of σ).

Then (Q, σ) folds into the following absolute valued quiver.

Γ:
(3) (2)

(6)

One can easily check that β = (1, 1) is an imaginary root of Φ(Γ). The only α ∈ (ZQ0)σ such that
f(α) = β is α = (1, 1, . . . , 1). One can show using basic linear algebra that, while there are several
non-isomorphic indecomposable representations of Q with graded dimension α (after all, α is an imaginary root
of Φ(Q)), all such invariant representations are isomorphc to

K

K

K

K

K

where every arrow represents the identity map idK. Thus, we have a single isomorphism class of
invariant-indecomposables with graded dimension α.

Now, construct a species of Γ. Let γ = 21/6 and let Q be the Q-species given by Q(γ2)
Q(γ)−−→ Q(γ3).

Thus the underlying valued quiver of Q is Γ. There exists an indecomposable representation of Q with graded
dimension β—in fact, there exists more than one.

Let V1 be the representation Q(γ2)
f1−→ Q(γ3) where f1 : Q(γ) ⊗Q(γ2) Q(γ2) ∼= Q(γ) → Q(γ3) is the

Q(γ3)-linear map defined by 1 �→ 1, γ �→ 0 and γ2 �→ 0.

Let V2 be the representation Q(γ2)
f2−→ Q(γ3) where f2 : Q(γ) ⊗Q(γ2) Q(γ2) ∼= Q(γ) → Q(γ3) is the

Q(γ3)-linear map defined by 1 �→ 1, γ �→ 1 and γ2 �→ 0.
It is clear that V1 and V2 are indecomposable and dim V1 = dim V2 = β. One can also show that they are

not isomorphic as representations of Q. Hence, there are at least two isomorphism classes of indecomposable
representations of Q with graded dimension β.

Therefore, any functor Rσ
K(Q) → R(Q) mapping invariant representations with graded dimension α to

representations with graded dimension f(α) cannot be essentially surjective, and thus cannot be an equivalence
of categories.

While the above example is not enough to conclude that the categories Rσ
K(Q) and R(Q) are not

equivalent, it is enough to deduce that one cannot obtain an equivalence via folding.
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8. Ringel–Hall Algebras

In this section we define the Ringel–Hall algebra of a species (or quiver). We will construct the
generic composition algebra of a species, which is obtained from a subalgebra of the Ringel–Hall
algebra, and see that it is isomorphic to the positive part of the quantized enveloping algebra of
the corresponding Kac–Moody Lie algebra (see Theorem 9). We then give a similar interpretation
of the whole Ringel–Hall algebra (see Theorem 10). For further details, see the expository paper by
Schiffmann, [4].

We continue our assumption that all quivers/species have no oriented cycles. Also, we have seen
in the last section (Proposition 3) that R(Q) is equivalent to T(Q)-mod, and so we will simply identify
representations of Q with modules of T(Q).

Definition 25 (Ringel–Hall algebra). Let Q be an Fq-species. Let v = q1/2 and let A be an integral domain
containing Z and v, v−1. The Ringel–Hall algebra, which we will denote H(Q), is the free A-module with
basis the set of all isomorphism classes of finite-dimensional representations of Q. Multiplication is given by

[A][B] = v〈dim A,dim B〉 ∑
[C]

gC
AB[C]

where gC
AB is the number of subrepresentations (submodules) X of C such that C/X ∼= A and X ∼= B (as

representations/modules) and 〈−, −〉 is the Euler form (see Definition 18).

Remark 15. It is well-known (see, for example, [28, Lemma 2.2]) that

〈dim A, dim B〉 = dimFq HomT(Q)(A, B) − dimFq Ext1
T(Q)(A, B)

In many texts (for example [29] or [8]) this is the way the form 〈−, −〉 is defined. Also, there does not appear
to be a single agreed-upon name for this algebra; depending on the text, it may be called the twisted Hall
algebra, the Ringel algebra, the twisted Ringel–Hall algebra, etc. Regardless of the name one prefers, it
is important not to confuse this algebra with the (untwisted) Hall algebra whose multiplication is given by
[A][B] = ∑[C] gC

AB[C].

Definition 26 (Composition algebra). Let Q be an Fq-species with underlying absolute valued quiver Γ and
Fq-modulation (Ki, Mρ)i∈Γ0,ρ∈Γ1 . The composition algebra, C = C(Q), of Q is the A-subalgebra of H(Q)

generated by the isomorphism classes of the simple representations of Q. Since we assume Γ has no oriented
cycles, this means C is generated by the [Si] for i ∈ Γ0 where Si = ((Si)j, (Si)ρ)j∈Γ0,ρ∈Γ1 is given by

(Si)j =

{
Ki, if i = j,

0, if i �= j,
and (Si)ρ = 0 for all ρ ∈ Γ1

Let S be a set of finite fields K such that {|K| | K ∈ S} is infinite. Let vK = |K|1/2 for each K ∈ S .
Write CK for the composition algebra of Q for each finite field K in S and [S(K)

i ] for the corresponding
generators. Let C be the subring of ΠK∈S CK generated by Q and the elements

t = (tK)K∈S , tK = vK,

t−1 = (t−1
K )K∈S , t−1

K = v−1
K ,

ui = (u(K)
i )K∈S , u(K)

i = [S(K)
i ].

So t lies in the centre of C and, because there are infinitely many vK, t does not satisfy p(t) = 0 for any
nonzero polynomial p(T) in Q[T]. Thus, we may view C as the A-algebra generated by the ui, where
A = Q[t, t−1] with t viewed as an indeterminate.
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Definition 27 (Generic composition algebra). Using the notation above, the Q(t)-algebra C∗ = Q(t) ⊗A C
is called the generic composition algebra of Q. We use the notation u∗

i = 1 ⊗ ui.

Let Q be an Fq-species with underlying absolute valued quiver Γ. Let (cij) be the generalized
Cartan matrix associated to Γ and let g be its associated Kac–Moody Lie algebra (recall Definitions 19
and 20). Let Ut(g) be the quantized enveloping algebra of g and let Ut(g) = U+

t (g) ⊗ U0
t (g) ⊗ U−

t (g)

be its triangular decomposition (see [2, Chapter 3]). We call U+
t (g) the positive part of Ut(g); it is the

Q(t)-algebra generated by elements Ei, i ∈ Γ0, modulo the quantum Serre relations

1−cij

∑
p=0

(−1)p

[
1 − cij

p

]
Ep

i EjE
1−cij−p
i for all i �= j,

where [
m
p

]
=

[m]!
[p]![m − p]!

,

[n] =
tn − t−n

t − t−1 , [n]! = [1][2] · · · [n].

In [29], Green was able to show that C∗ and U+
t (g) are canonically isomorphic. Of course, in his paper,

Green speaks of modules of hereditary algebras over a finite field K rather than representations of
K-species, but as we have seen, these two notions are equivalent.

Theorem 9. [29, Theorem 3] Let Q be an Fq-species with underlying absolute valued quiver Γ and let g be its
associated Kac–Moody Lie algebra. Then, there exists a Q(t)-algebra isomorphism U+

t (g) → C∗ which takes
Ei �→ u∗

i for all i ∈ Γ0.

Remark 16. This result by Green is actually a generalization of an earlier result by Ringel in [30, p. 400]
and [31, Theorem 7] who proved Theorem 7.5 in the case that Q is of finite representation type.

Theorem 9 gives us an interpretation of the composition algebra in terms of the quantized
enveloping algebra of the corresponding Kac–Moody Lie algebra. Later, Sevenhant and Van Den Bergh
were able to give a similar interpretation of the whole Ringel–Hall algebra. For this, however, we need
the concept of a generalized Kac–Moody Lie algebra, which was first defined by Borcherds in [32]. Though
some authors have used slightly modified definitions of generalized Kac–Moody Lie algebras over the
years, we use here Borcherds’ original definition (in accordance with Sevenhant and Van Den Bergh
in [8]).

Definition 28 (Generalized Kac–Moody Lie algebra). Let H be a real vector space with symmetric bilinear
product (−, −) : H × H → R. Let I be a countable (but possibly infinite) set and {hi}i∈I be a subset of H such
that (hi, hj) ≤ 0 for all i �= j and cij = 2(hi, hj)/(hi, hi) is an integer if (hi, hi) > 0. Then, the generalized
Kac–Moody Lie algebra associated to H, {hi}i∈I and (−, −) is the Lie algebra (over a field of characteristic 0
containing an isomorphic copy of R) generated by H and elements ei and fi for i ∈ I whose product is defined by:

• [h, h′] = 0 for all h and h′ in H,
• [h, ei] = (h, hi)ei and [h, fi] = −(h, hi) fi for all h ∈ H and i ∈ I ,
• [ei, fi] = hi for each i and [ei, f j] = 0 for all i �= j,

• if (hi, hi) > 0, then (ad ei)
1−cij(ej) = 0 and (ad fi)

1−cij( f j) = 0 for all i �= j,
• if (hi, hi) = 0, then [ei, ej] = [ fi, f j] = 0.
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Remark 17. Generalized Kac–Moody Lie algebras are similar to Kac–Moody Lie algebras. The main difference
is that generalized Kac–Moody Lie algebras (may) contain simple imaginary roots (corresponding to the hi with
(hi, hi) ≤ 0).

Let g be a generalized Kac–Moody Lie algebra (with the notation of Definition 28) and let v �= 0
be an element of the base field such that v is not a root of unity. Write di = (hi, hi)/2 for the i ∈ I
such that (hi, hi) > 0. The quantized enveloping algebra Uv(g) can be defined in the same way as the
quantized enveloping algebra of a Kac–Moody Lie algebra (see Section 2 of [8]). The positive part of
U+

v (g) is the A-algebra generated by elements Ei, i ∈ I , modulo the quantum Serre relations

1−cij

∑
p=0

(−1)p

[
1 − cij

p

]
di

Ep
i EjE

1−cij−p
i for all i �= j, with (hi, hi) > 0

and
EiEj − EjEi if (hi, hj) = 0,

where [
m
p

]
di

=
[m]di

!
[p]di

![m − p]di
!
,

[n]di
=

(vdi )n − (vdi )−n

vdi − v−di
, [n]di

! = [1]di
[2]di

· · · [n]di
.

Let n be a positive integer and let {ei}n
i=1 be the standard basis of Zn. Let v ∈ R such that v > 1

and A be as in Definition 25. Suppose we have the following:

a. An Nn-graded A-algebra A such that:

(a) A0 = A,
(b) dimA Aα < ∞ for all α ∈ Nn,
(c) Aei �= 0 for all 1 ≤ i ≤ n.

b. A symmetric positive definite bilinear form [−, −] : A × A → A such that [Aα, Aβ] = 0 if α �= β

and [1, 1] = 1 (here we assume [a, a] ∈ R for all a ∈ A).
c. A symmetric bilinear form (−, −) : Rn × Rn → R such that (ei, ei) > 0 for all 1 ≤ i ≤ n and

cij = 2(ei, ej)/(ei, ei) is a generalized Cartan matrix as in Definition 6.9.
d. The tensor product A ⊗A A can be made into an algebra via the rule

(a ⊗ b)(c ⊗ d) = v(deg(b),deg(c))(ac ⊗ bd)

for homogeneous a, b, c, d. (here deg(x) = α if x ∈ Aα). We assume that there is an A-algebra
homomorphism δ : A → A ⊗A A which is adjoint under [−, −] to the multiplication (that is,
[δ(a), b ⊗ c]A⊗A = [a, bc]A where [a ⊗ b, c ⊗ d]A⊗A = [a, c]A[b, d]A).

Proposition 5. [8, Proposition 3.2] Under the above conditions, A is isomorphic (as an algebra) to the positive
part of the quantized enveloping algebra of a generalized Kac–Moody Lie algebra.

The Ringel–Hall algebra, H(Q), of a species Q is Nn-graded by associating to each representation
its graded dimension, hence H(Q) satisfies Condition 1 above. Moreover, the symmetric Euler form
satisfies Condition 3 (if we extend it to all RΓ0 ). Following Green in [29], we define

δ ([A]) = ∑
[B],[C]

v〈dim B,dim C〉gA
BC

| Aut(B)|| Aut(C)|
| Aut(A)| ([B] ⊗ [C])
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and

([A], [B])H(Q) =
δ[A],[B]

| Aut(A)|
In [29, Theorem 1], Green shows that (−, −)H(Q) satisfies Condition 2 and that δ satisfies Condition 4.
Hence, we have the following.

Theorem 10. [8, Theorem 1.1] Let Q be an Fq-species. Then, H(Q) is the positive part of the quantized
enveloping algebra of a generalized Kac–Moody algebra.

Remark 18. In their paper, Sevenhant and Van Den Bergh state Theorem 10 only for the Ringel–Hall algebra
of a quiver, but none of their arguments depend on having a quiver rather than a species. Indeed, many of their
arguments are based on those of Green in [29], which are valid for hereditary algebras. Moreover, Sevenhant and
Van Den Bergh define the Ringel–Hall algebra to be an algebra opposite to the one we defined in Definition 25
(our definition, which is the one used by Green, seems to be the more standard definition). This does not affect
any of the arguments presented.
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Abstract: Since the advent of Drinfel’d’s double construction, Hopf algebraic structures have been
a centrepiece for many developments in the theory and analysis of integrable quantum systems.
An integrable anyonic pairing Hamiltonian will be shown to admit Hopf algebra symmetries for
particular values of its coupling parameters. While the integrable structure of the model relates to the
well-known six-vertex solution of the Yang–Baxter equation, the Hopf algebra symmetries are not in
terms of the quantum algebra Uq(sl(2)). Rather, they are associated with the Drinfel’d doubles of
dihedral group algebras D(Dn).

Keywords: Hopf algebra; Drinfel’d double construction; quantum integrability; Yang–Baxter equation

1. Introduction

Integrable quantum systems which admit exact solutions are central in advancing understanding
of many-body systems. Classic examples are provided by the Heisenberg spin chain [1], the Bose [2] and
Fermi [3] gases with delta-function interactions, the Bardeen–Cooper–Schrieffer pairing Hamiltonian
with uniform scattering interactions [4], and the Hubbard model in one dimension [5]. With the
development of the Quantum Inverse Scattering Method [6] as a systematic prescription for
constructing integrable quantum systems through the Yang–Baxter equation [3,7,8], and solving
them through the algebraic Bethe ansatz, it subsequently emerged that Hopf algebraic structures are
fundamental in quantum integrability. The works of Jimbo [9] and Drinfel’d [10] were instrumental in
formulating the notion of quantum algebras Uq(g), deformations of the universal enveloping algebras
of a Lie algebra g, which have the structure of a quasi-triangular Hopf algebra. The significance of
the quasi-triangular structure is that it affords an algebraic solution of the Yang–Baxter equation.
Matrix solutions of the Yang–Baxter equation are then generated through representations of these
algebras. The simplest example of the two-dimensional loop representation of the untwisted affine
quantum algebra Uq(sl(2)(1)) leads to the six-vertex model solution of the Yang–Baxter equation, which
establishes integrability of the anisotropic (XXZ) Heisenberg chain. The precise form of six-vertex
solution obtained depends on the choice of gradation for Uq(sl(2)(1)). The principal gradation leads
to the symmetric solution, while the homogeneous gradation leads to an asymmetric solution [11].
Only in the latter case is the solution invariant with respect to the action of the non-affine subalgebra
Uq(sl(2)).

The work of Drinfel’d [10] also provides a means to construct a quasi-triangular Hopf algebra
from any Hopf algebra and the dual algebra, through a procedure known as the double construction.
The double construction applied to finite group algebras [12] yields a framework in which to
develop anyonic models that lead to notions of topological quantum computation [13]. In a series of
works [14–16], solutions of the Yang–Baxter associated with Drinfel’d doubles of dihedral group
algebras, denoted D(Dn), have been studied. In particular, it was found that two-dimensional
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representations of these algebras belong to the aforementioned six-vertex model solution in the
symmetric case. The symmetric solution was employed in [17] to construct an integrable anyonic
pairing Hamiltonian, which generalises the pairing Hamiltonian with uniform scattering interactions
solved by Richardson [4]. Below, this integrable anyonic pairing Hamiltonian will be shown to admit
Hopf algebra symmetries given by D(Dn) for particular values of the coupling parameters.

2. The Integrable Hamiltonian for Anyonic Pairing

Consider a general anyonic pairing Hamiltonian of the reduced Bardeen–Cooper–Schrieffer form,
which acts on a Hilbert space H of dimension 4L, given by

H =
1
2

L

∑
j=1

ε j

(
a†

j+aj+ + a†
j−aj−

)
−

L

∑
k>l

(
Gkla†

l+a†
l−ak−ak+ + h.c.

)
(1)

Above, {ε j : j = 1, ..., L} represent single-particle energy levels (two-fold denegerate labelled by ±)
and Gkl are the pairing interaction coupling parameters of the model. For q = exp(iβ), β ∈ R the
operators {aj±, a†

j± : j = 1, ..., L} satisfy the relations

{ajσ, ajρ} = {aj+, ak−} = 0,

{ajσ, a†
jρ} = δσρ I,

ajσakσ = −qakσajσ j > k

a†
jσakσ = −q−1akσa†

jσ j > k

and those relations obtained by taking Hermitian conjugates. Throughout, I is used to denote an
identity operator. These types of anyonic operators are considered as q-deformations of fermionic
operators, with the usual fermionic commutation relations recovered in the limit q → 1. The anyonic
creation and annihilation operators may be realised in terms of the canonical fermionic operators
{cj±, c†

j± : j = 1, ..., L} through a generalised Jordan–Wigner transformation

ajσ = cjσ

L

∏
k=j+1

q2nkσ−I

a†
jσ = c†

jσ

L

∏
k=j+1

qI−2nkσ

where njσ = c†
jσcjσ.

As with the more familiar fermionic pairing Hamiltonians, one of the notable features of
Equation (1) is the blocking effect. For any unpaired anyon at level j, the action of the pairing interaction
is zero since only paired anyons interact. This means that the Hilbert space can be decoupled into a
product of paired and unpaired anyonic states in which the action of the Hamiltonian on the space for
the unpaired anyons is automatically diagonal in the natural basis. In view of this property, the pair
number operator

N =
L

∑
j=1

a†
j+aj+a†

j−aj−

commutes with Equation (1) and thus provides a good quantum number. Below, M will be used to
denote the eigenvalues of the pair number operator.

In [17] it was shown that, for a suitable restriction on the coupling parameters, the Hamiltonian
is integrable in the sense of the Quantum Inverse Scattering Method and admits an exact solution
derived through the algebraic Bethe ansatz. To characterise the integrable manifold of the coupling
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parameter space, the set of parameters {α} ∪ {zj : j = 1, ..., L} are introduced with the following
constraints imposed:

ε j = z2
j , (2)

Gkl =
zkzl sin(2β) exp(−iα)

sin(α − 2β)
k > l. (3)

The conserved operators for this integrable model are obtained via the Quantum Inverse Scattering
Method in a standard manner. Here, the key steps are noted. A transfer matrix t(u) ∈ End(H) is
constructed as

t(x) = tra (T(x)) (4)

where T(x) is the monodromy matrix and tra is the partial trace over an auxiliary space labelled by a.
The monodromy matrix is required to satisfy the relation

Rab(x/y)Ta(x)Tb(y) = Tb(y)Ta(x)Rab(x/y) (5)

which is an operator equation on V ⊗ V ⊗ H, with the two auxiliary spaces labelled by a and b. Above,

R(x) =

⎛⎜⎜⎜⎜⎜⎝
q2x − q−2x−1 0 | 0 0

0 x − x−1 | q2 − q−2 0
− − − −
0 q2 − q−2 | x − x−1 0
0 0 | 0 q2x − q−2x−1

⎞⎟⎟⎟⎟⎟⎠ (6)

is the six-vertex solution (it is convenient for our purposes to express the deformation parameter as q2

rather than the more familiar q) of the Yang–Baxter equation [3,7,8]

R12(x/y)R13(x)R23(y) = R23(y)R13(x)R12(x/y) (7)

which acts on the three-fold space V ⊗ V ⊗ V. The subscripts above refer to the spaces on which the
operators act, e.g.,

R12(x) = R(x) ⊗ I

Two important properties of R(x), which will be called upon later, are

R21(x) = R12(x), (8)

R(x)t2 = (x − x−1)(q−4x−1 − q4x)
[

R(q−4x−1)t2
]−1

(9)

where t2 denotes partial transposition in the second space of the tensor product.
The monodromy matrix is

Ta(x) = La1(xz−1
1 )La2(xz−1

2 )....LaL(xz−1
L )Ua (10)

where

U =

(
exp(i(β(L − 2M + 2) − α)) 0

0 exp(i(α − β(L − 2M + 2)))

)
(11)
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and L(x) = R(q−1x). Bearing in mind the earlier comments regarding the blocking effect, we may
write

Laj(x) = x

(
qnj−I 0

0 qI−nj

)
+ (q2 − q−2)

(
0 bj
b†

j 0

)
− x−1

(
qI−nj 0

0 qnj−I

)

where

nj = c†
j+cj+ + c†

j−cj−

bj = cj−cj+

Note that U is defined in a sector-dependent manner in terms of the eigenvalues M of N, which is
legitimate since N is conserved.

A consequence of Equation (10), and the diagonal form of U, is that the transfer matrices form a
commutative family; i.e.,

[t(x), t(y)] = 0 ∀ x, y ∈ C (12)

The transfer matrices can be expanded in a Laurent series

t(x) =
L

∑
j=−L

t(j)xj

such that, because of Equation (12), the co-efficients commute[
t(j), t(k)

]
= 0, −L ≤ j, k ≤ L

Finally it can be verified that the Hamiltonian Equation (1), subject to the constraints of Equations (2,3),
is expressible as (the corresponding expression in [17] contains typographical errors, which are
corrected here)

H =
1

4 sin(2β) sin(α − 2β)

[
t(L−2)

L

∏
j=1

zj + 2 cos(α − 4β)
L

∑
j=1

z2
j

]
(13)

establishing that {t(j) : j = 1, ..., L} provides a set of Abelian conserved operators for the system. In
this sense the system is said to be integrable.

In the remainder of this work it will be shown that for certain further restrictions on the
coupling parameters there are additional Hopf algebraic symmetries of the system. These non-Abelian
symmetries are not related to a quantum algebra Uq(sl(2)) structure, but are realised through the
Drinfel’d doubles of dihedral group algebras.

3. Drinfel’d Doubles of Dihedral Group Algebras

The dihedral group Dn has two generators στ satisfying:

σn = e, τ2 = e, τσ = σn−1τ

where e denotes the group identity. Considering Dn as a group algebra, the Drinfel’d double [10] of
Dn, denoted D(Dn), has basis

{gh∗|g, h ∈ Dn}
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where g are the group elements and g∗ are their dual elements. This gives an algebra of dimension 4n2.
Multiplication of dual elements is defined by

g∗h∗ = δ(g, h)g∗ (14)

where δ is the Kronecker delta function. The products h∗g are computed using

h∗g = g(g−1hg)∗ (15)

The algebra D(Dn) becomes a Hopf algebra by imposing the following coproduct, antipode and
counit respectively:

Δ(gh∗) = ∑
k∈Dn

g(k−1h)∗ ⊗ gk∗ = ∑
k∈Dn

gk∗ ⊗ g(hk−1)∗ (16)

S(gh∗) = (h−1)∗g−1 = g−1(gh−1g−1)∗

ε(gh∗) = δ(h, e)

An important property of D(Dn) which will be called upon later is

S2(a) = a ∀ a ∈ D(Dn) (17)

Defining e = ∑
g∈Dn

g∗ the universal R-matrix is given by

R = ∑
g∈Dn

ge ⊗ eg∗ (18)

This can be shown to satisfy the relations for a quasi-triangular Hopf algebra as defined in [10]:

RΔ(a) = ΔT(a)R, ∀ a ∈ D(Dn) (19)

(Δ ⊗ id)R = R13R23

(id ⊗ Δ)R = R13R12

where ΔT is the opposite coproduct

ΔT(gh∗) = ∑
k∈Dn

gk∗ ⊗ g(k−1h)∗ = ∑
k∈Dn

g(hk−1)∗ ⊗ gk∗

When n is even, D(Dn) admits eight one-dimensional irreducible representations, (n2 − 4)/2
two-dimensional irreducible representations, and eight n/2-dimensional irreducible representations.
When n is odd, D(Dn) admits two one-dimensional irreducible representations, (n2 − 1)/2 two-
dimensional irreducible representations, and two n-dimensional irreducible representations. The
explicit irreducible representations are given in [14]. Our interest will be in the two-dimensional
irreducible representations. To describe them, let ω = e2πi/n. Then these representations have the form

π1(j)(σe) =

(
ω j 0
0 ω−j

)
, π1(j)(τe) =

(
0 1
1 0

)
, π1(j)(eg∗) = δ(g, e)

(
1 0
0 1

)
for j = 1, ..., (n − 2)/2 if n is even and j = 1, ..., (n − 1)/2 if n is odd,

π2(j)(σe) =

(
ω j 0
0 ω−j

)
, π2(j)(τe) =

(
0 1
1 0

)
, π2(j)(eg∗) = δ(g, σn/2)

(
1 0
0 1

)
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for j = 1, ..., (n − 2)/2 if n is even, and

π(j,k)(σe) =

(
ω j 0
0 ω−j

)
, π(j,k)(τe) =

(
0 1
1 0

)
, π(j,k)(eg∗) =

(
δ(g, σk) 0

0 δ(g, σ−k)

)

for j = 1, ..., n and where k = 1, ..., (n − 2)/2 if n is even, and k = 1, ..., (n − 1)/2 if n is odd.
For any of the above two-dimensional representations πμ, μ = 1(j), 2(j), (j, k) the tensor product

representation applied to the universal R-matrix Equation (18) yields the general form

(πμ ⊗ πμ)R =

⎛⎜⎜⎜⎜⎜⎝
ωl 0 | 0 0
0 ω−l | 0 0
− − − −
0 0 | ω−l 0
0 0 | 0 ωl

⎞⎟⎟⎟⎟⎟⎠ (20)

for some l = 1, ..., n. Choosing q = ωl in Equation (6) we then find

R(x) =

⎛⎜⎜⎜⎜⎜⎝
ω2l x − ω−2l x−1 0 | 0 0

0 x − x−1 | ω2l − ω−2l 0
− − − −
0 ω2l − ω−2l | x − x−1 0
0 0 | 0 ω2l x − ω−2l x−1

⎞⎟⎟⎟⎟⎟⎠
= (x − 1)ωl(πα ⊗ πα)R − (x−1 + 1)ω−l(πα ⊗ πα)R−1 + (ω2l − ω−2l)P (21)

where

P =

⎛⎜⎜⎜⎜⎜⎝
1 0 | 0 0
0 0 | 1 0
− − − −
0 1 | 0 0
0 0 | 0 1

⎞⎟⎟⎟⎟⎟⎠
is the permutation operator on the tensor product space. This shows that the Baxterisation of the
D(Dn) R-matrix in two-dimensional representations leads to the symmetric six-vertex model at
q a root of unity, which was previously reported in [14]. Baxterisation of the D(Dn) R-matrix in
higher-dimensional representations lead to the Fateev–Zamolodchikov solution of the Yang–Baxter
equation, as discussed in [15,16].

Having identified the relationship Equation (21) between the solution Equation (6) of the Yang–
Baxter equation and representations of the universal R-matrix Equation (18) for D(Dn), we can now
proceed to determine when D(Dn) is a symmetry algebra of the transfer matrix associated to the
Hamiltonian Equation (1) subject to the constraints Equations 2 and 3.
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4. Symmetries of the Transfer Matrix and Hamiltonian

First we define

R+ = q−1 lim
x→∞

1
x

R(x) =

⎛⎜⎜⎜⎜⎜⎝
q 0 | 0 0
0 q−1 | 0 0
− − − −
0 0 | q−1 0
0 0 | 0 q

⎞⎟⎟⎟⎟⎟⎠

R− = −q lim
x→0

xR(x) =

⎛⎜⎜⎜⎜⎜⎝
q−1 0 | 0 0

0 q | 0 0
− − − −
0 0 | q 0
0 0 | 0 q−1

⎞⎟⎟⎟⎟⎟⎠ = (R+)−1

It follows from Equation (7) that

R12(u)R+
13R+

23 = R+
23R+

13R12(u) (22)

R+
12R13(u)R−

23 = R−
23R13(u)R+

12 (23)

We then define a modified monodromy matrix

Ta(x) = La1(xz−1
1 )La2(xz−1

2 )....LaL(xz−1
L )R+

aL....R+
a2R+

a1 (24)

Through use of Equations (7,22,23) it can be shown that this monodromy matrix satisfies a generalised
version of Equation (5):

Rab(x/y)Ta(x)R+
abTb(y) = Tb(y)R+

abTa(x)Rab(x/y)

The transfer matrix is again defined by Equation (4). From the results of [18] it is known that
Equation (12) still holds by use of Equation (9).

The action of D(Dn) on an L-fold tensor product space is given through iterated use of the
co-product action Equation (16):

Δ(L) = (Δ ⊗ id)Δ(L−1) = (id ⊗ Δ)Δ(L−1), Δ(2) = Δ

Below, for ease of notation, we will omit the representation symbols πμ when dealing with tensor
product representations obtained through this action. Whenever we have

β =
2πl

n
, l = 1, ..., n (25)

the monodromy matrix Equation (24) commutes with the action of D(Dn) as a consequence of
Equations (8–21). From the results of [19], the transfer matrix obtained from Equation (24) also
commutes with the action of D(Dn) due to Equation (17).

Observing that we may write

R+
aj =

(
qnj−I 0

0 qI−nj

)

we may simplify Equation (24) as

Ta(x) = La1(xz−1
1 )La2(xz−1

2 )....LaL(xz−1
L )Ũa
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where

Ũ =

(
exp(iβ(2M − L)) 0

0 exp(iβ(L − 2M))

)
(26)

Comparing Equations 11 and 26 and taking note of Equation (25), these matrices are made equal
by choosing

α =
4πl(L − 2M + 1)

n
(27)

meaning that the transfer matrices obtained from the monodromy matrices Equations 10 and 24 are
equal. Thus we have established that the transfer matrix associated to the integrable Hamiltonian
Equation (1) subject to the constraints of Equations 2 and 3 commutes with action of the quasi-triangular
Hopf algebra D(Dn) whenever Equations 25 and 27 hold.

A crucial point to bear in mind is that the transfer matrices were defined in a sector-dependent
manner, where each sector is associated with a fixed number of Cooper pairs. However the D(Dn)

action does not preserve sectors, and specifically τe acts as a particle-hole transformation:

Δ(L)(τe)N = (L − N)Δ(L)(τe) (28)

whereas

Δ(L)(σe)N = NΔ(L)(σe) (29)

Δ(L)(eg∗)N = NΔ(L)(eg∗) (30)

These relations follow from the above two-dimensional matrix representations for which it is seen that
representations of σe and eg∗ are always diagonal in the basis in which the action of N is diagonal. In
the same basis, representations of τe are orthogonal matrices with non-zero off-diagonal entries.

Recall that the Hamiltonian is defined through the transfer matrix by Equation (13). Consequently,
while D(Dn) is a symmetry of the transfer matrix obtained from Equation (24) in the conventional
sense, the interpretation of D(Dn) as a symmetry of the Hamiltonian is more subtle as the choice
Equation (27) is sector-dependent and thus α needs to be treated as an operator-valued quantity. From
Equation (28) we have for α given by Equation (27) that for each sector where N has eigenvalue M

Δ(L)(τe)α = Δ(L)(τe)2β(L − 2M + 1)

= 2β(L − 2(L − M) + 1)Δ(L)(τe)

= (4β − α)Δ(L)(τe)
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Using Equation (13) we obtain

Δ(L)(τe)t(L−2) = t(L−2)Δ(L)(τe)

Δ(L)(τe)

(
2 sin(2β) sin(α − 2β)H − cos(α − 4β)

L

∑
j=1

z2
j

)

=

(
2 sin(2β) sin(α − 2β)H − cos(α − 4β)

L

∑
j=1

z2
j

)
Δ(L)(τe)

2 sin(2β) sin(2β − α)Δ(L)(τe)H − cos(α)
L

∑
j=1

z2
j Δ(L)(τe)

=

(
2 sin(2β) sin(α − 2β)H − cos(α − 4β)

L

∑
j=1

z2
j

)
Δ(L)(τe)

From the trigonometric identity

cos(α) − cos(α − 4β) = 2 sin(2β) sin(α − 2β)

this then leads to the following anti-symmetry relation for the integrable Hamiltonian Equations (1–3)
whenever Equations 25 and 27 hold

Δ(L)(τe)

(
H − 1

2

L

∑
j=1

z2
j I

)
= −

(
H − 1

2

L

∑
j=1

z2
j I

)
Δ(L)(τe)

This relation shows how the spectrum of the Hamiltonian maps under a particle-hole transformation
M �→ L − M induced by Equation (28). On the other hand,

Δ(L)(σe)

(
H − 1

2

L

∑
j=1

z2
j I

)
=

(
H − 1

2

L

∑
j=1

z2
j I

)
Δ(L)(σe),

Δ(L)(eg∗)

(
H − 1

2

L

∑
j=1

z2
j I

)
=

(
H − 1

2

L

∑
j=1

z2
j I

)
Δ(L)(eg∗), ∀ g ∈ Dn

Thus as a result of Equations 29 and 30, the action of σe and eg∗ leaves the spectrum of the Hamiltonian
invariant in each sector with fixed M.

Finally, if the above procedure is followed using the asymmetric R-matrix

R(x) =

⎛⎜⎜⎜⎜⎜⎝
(q2x − q−2x−1) 0 | 0 0

0 (x − x−1) | x−1(q2 − q−2) 0
− − − −
0 x(q2 − q−2) | (x − x−1) 0
0 0 | 0 (q2x − q−2x−1)

⎞⎟⎟⎟⎟⎟⎠
a transfer matrix is obtained which commutes with the co-product action of Uq(sl(2)) [20,21]. However
in this setting the corresponding conserved operator t(L−2) contains additional interaction terms. As a
result, an expression analogous to Equation (13) does not yield an operator in the form of Equation (1).

5. Conclusions

An analysis of an integrable Hamiltonian for anyonic pairing, as given by Equation (1) subject
to Equations 2 and 3, was undertaken. Values of the coupling parameters were identified for which
the model admits Hopf algebraic symmetries. In Section 2 the construction of the integrable model
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was outlined in terms of the Quantum Inverse Scattering Method. This was achieved through the
symmetric, six-vertex solution of the Yang–Baxter equation. The Hamiltonian was identified through
a conserved operator associated to the corresponding transfer matrix. In Section 3 a description
of the quasi-triangular Hopf algebra D(Dn) was presented, including explicit expressions for all
irreducible, two-dimensional representations. Through these representations it was established that
the symmetric, six-vertex solution of the Yang–Baxter equation is related to representations of the
universal R-matrix for D(Dn). These results were utilised in Section 4 to construct a transfer matrix
which preserved the D(Dn) symmetry. From this transfer matrix, values of the coupling parameters
were identified for which the Hamiltonian Equation (1) subject to Equations 2 and 3 has D(Dn) as a
symmetry algebra. However the interpretation of D(Dn) as a symmetry algebra for the Hamiltonian
is somewhat unconventional in that both commuting and anti-commuting actions for the generators
were found. The anti-commuting action is associated with a particular D(Dn) generator that induces a
particle-hole transformation.
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1. Introduction

Non-commutative geometry is a branch of mathematics concerned with geometric approach
to non-commutative algebras, and with constructions of spaces which are locally presented by non-
commutative algebras of functions. Its main motivation is to extend the commutative duality between
spaces and functions to the non-commutative setting.

More specifically, in topology, compact Hausdorff topological spaces can be reconstructed from
the Banach algebra of functions on the space. The Pontryagin duality theorem refers to the duality
between the category of compact Hausdorff Abelian groups and the category of discrete Abelian
groups. The Pontryagin–van Kampen duality theorem extends this duality to all locally compact
Hausdorff Abelian topological groups by including the categories of compact Hausdorff Abelian
groups and discrete Abelian groups into the category of locally compact Hausdorff Abelian topological
groups (see [1]). This can be illustrated by the following diagram:

LCA � (−,T)

(−,T)
�� LCA

Cpct � 
(−,T)

(−,T)
��

�!

Disc.

�!

Taking the Pontryagin–van Kampen duality theorem as a model, an extension for the duality
between finite dimensional algebras and coalgebras to the category of finite dimensional Yang–Baxter
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structures was constructed in [2]. The resulting duality theorem can be illustrated by the
following diagram:

f.d. YB str. � 
D=()∗

D=()∗
�� f.d. YB str.

f.d. k-alg. � 
()∗

()∗
��

F

�!

f.d. k-coalg.

G

�!

Our motivation in this paper is to extend the above duality to the non-commutative setting.
In Section 2, we present in a new fashion the duality between right finitely generated projective

corings and ring extensions (compare with [3]).
In Section 3, we define the category of (right finitely generated projective) generalized Yang–Baxter

structures. We construct full and faithful embeddings from the categories of ring extensions and corings
to the category of generalized Yang–Baxter structures. We show that taking the right dual is a duality
functor in the category of right finitely generated projective generalized Yang–Baxter structures. Then
we conclude that the duality between right finitely generated projective corings and ring extensions can
be lifted up to the category of right finitely generated projective generalized Yang–Baxter structures.

There are some more comments to be made.

(i) We propose as a research project the investigation of other connections between the duality of
(co)algebras and the Pontryagin duality. (For example, one might try to endow the (co)algebra
structures with some topological structures.)

(ii) At the epistemologic level, the extension of the duality of (co)algebra structures seems to be a
model for the relation between interdisciplinarity, pluridisciplinarity and transdisciplinarity
(see [4]).

(iii) This paper explains that taking the dual of some objects can be seen a “continuous” process.
Let us visualize this statement by considering an example from geometry. We take a triangular
prism: We can see it as two parallel triangles joint by 3 segments. In total it has 5 planar
geometric figures, 9 edges and 6 vertices. The geometric dual of the triangular prism has 6
planar geometric figures, 9 edges and 5 vertices. Now, one can start with a triangular prism,
“shave” its corners, and then continuously deform that figure in order to obtain the geometric
dual of the triangular prism.

2. Notations and Preliminaries

Throughout this paper K is a commutative ring, and all K-modules M are such that for all m ∈ M,
2m = 0 implies m = 0.

Let A, B, C, etc. be algebras over ground commutative ring K. Unadorned tensor product will
denote the tensor product over K. For modules M in AMB, symbols M∗, ∗M, ∗M∗ denote right dual,
left dual and bidual of M, and AMB(M, N) denotes the K-module of (A, B)-bimodule maps M → N.
In what follows we shall concentrate on right dual of M but similar observations can be made for the
left dual as well.

For all φ ∈ AMB(M, N), let φ∗ : N∗ → M∗ denote the right adjoint of φ i.e., φ∗(g)(m) := g ◦ φ(m).
We denote by (·)op : A → Aop the canonical anti-algebra isomorphism from the algebra A into its

opposite Aop (which is the identity on the underlying K-modules), i.e., a = aop as module elements
and (aa′)op = a′opaop for all a, a′ ∈ A.

The following facts are well known, but we recall them to set up the notation:

(i) If M ∈ AMB then M∗ ∈ Aop MBop with (aop f bop)(m) = b f (am).

Assume that M ∈ AMB is also finitely generated projective as a right B-module, i.e., there exists a dual
basis f̂i ∈ M∗, m̂i ∈ M, i ∈ I such that for any m ∈ M, m = ∑i m̂i f̂i(m). Then
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(ii) The mapping κM : M → M∗∗, κM(m)( f ) = f (m)op is an isomorphism in AMB, with the inverse
κ−1

M (m̃) = ∑i m̂im̃( f̂i)
op. In fact κ is a natural morphism between identity functor in AMB and

the functor ()∗∗ : AMB → AMB.
(iii) If N ∈ BMC then κM,N : M∗ ⊗Bop N∗ → (M ⊗B N)∗, given by κM,N( f ⊗Bop g)(m ⊗ n) =

g( f (m)n), is an isomorphism in Aop MCop with the inverse

κ−1
M,N(α) = ∑

i
f̂i ⊗Bop α(m̂i ⊗B ·) (1)

(iv) Let M ∈ AMB, N ∈ BMC, P ∈ CMD, where A, B, C, D are algebras. Then the following
diagram is commutative:

M∗ ⊗Bop N∗ ⊗Cop P∗ κM,N⊗Cop P∗
��

M∗⊗Bop κN,P

��

(M ⊗B N)∗ ⊗Cop P∗

κM⊗B N,P

��
M∗ ⊗Bop (N ⊗C P)∗ κM,N⊗C P �� (M ⊗B N ⊗C P)∗

(2)

(v) Let M ∈ AMB be finitely generated projective as B-module, with dual basis m̂i ∈ M, f̂i ∈ M∗,
i ∈ I, and let N ∈ BMC be finitely generated projective as a C-module with dual basis n̂i ∈ N,
ĝi ∈ N∗, i ∈ J. Then M ⊗B N ∈ AMC is finitely generated projective as a C-module with a
dual basis

mi ⊗B nj ∈ M ⊗B N, κM,N( f̂i ⊗Bop ĝj) ∈ (M ⊗B N)∗, i ∈ I, j ∈ J (3)

The following terminology and theorems concerning corings and ring extensions are needed in
this paper. For a review on coalgebras see: [5–7]. For a review on corings see [3].

Definition 1. C ∈ BMB is called a B-coring if there exist morphisms ΔC , εC ∈ BMB, ΔC : C → C ⊗B C,
εC : C → B such that

(ΔC ⊗B C) ◦ ΔC = (C ⊗B ΔC) ◦ ΔC (4)

(εC ⊗B C) ◦ ΔC = C = (C ⊗B εC) ◦ ΔC (5)

In the sequel we shall use Sweedler’s notation ΔC(c) = c(1) ⊗B c(2). Given B-corings C and D, a
map φ ∈ BMB(C, D) is called a morphism of B-corings if (φ ⊗B φ) ◦ ΔC = ΔD ◦ φ and εD ◦ φ = εC . The
category of B-corings is denoted by CrgB.

Definition 2. Ring R is called an extension of a ring B if there exists an injective unital ring morphism
ıR : B → R. Observe that R ∈ BMB by ıR. Given ring extensions ıR : B → R and ıP : B → P , a
ring morphism α : R → P is called a morphism of ring extensions if α ◦ ıR = ıP or, equivalently, if
α ∈ BMB(R, P). The category of ring extensions of B is denoted by RgeB.

The full subcategory of CrgB (resp. RgeB) consisting of those B-corings (resp. ring extensions of B)
that are finitely generated projective as right B-modules is denoted by r.f.g.pCrgB (resp. r.f.g.pRgeB).

Lemma 1. (i) If C ∈ CrgB then C∗ ∈ Bop MBop is a ring extension of Bop with multiplication

(rr′)(c) := r′(r(c(1))c(2)), for all r, r′ ∈ C∗ (6)

unit 1C∗ := εC and embedding map

ıC∗ : B → C∗, bop �→ bop1C∗ (7)
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(ii) If φ : C → D is any coring morphism then φ∗ : D∗ → C∗ is a ring extension morphism.
(iii) If R ∈ r.f.g.pRgeB then R∗ is a Bop-coring with comultiplication and counit

ΔR∗
: R∗ → R∗ ⊗Bop R∗ c �→ ∑

i
f̂i ⊗Bop c(r̂i·) (8)

εR∗
: R∗ → Bop, c �→ c(1R)op (9)

where r̂i ∈ R, f̂i ∈ R∗, i ∈ I is a (finite) dual basis of R.
(iv) If φ : R → S is a morphism of right finitely generated projective ring extensions of B, then φ : S∗ → R∗

is a morphism of Bop-corings.
(v) Functor ()∗∗ : r.f.g.pRgeB → r.f.g.pRgeB is equivalent to the identity functor on r.f.g.pRgeB. For all

R ∈ r.f.g.pRgeB, κR : R → R∗∗ is a ring extension isomorphism facilitating this equivalence.
(vi) Functor ()∗∗ : r.f.g.pCrgB → r.f.g.pCrgB is equivalent to the identity functor on r.f.g.pCrgB. For all

C ∈ r.f.g.pCrgB, κC : C → C∗∗ is a B-coring isomorphism facilitating this equivalence.

Proof. The statements (i) and (ii) are contained in Proposition 3.2 [8], while (iii) and (v) are rephrasings
of Theorem 3.7 [8] (cf. [3], 17.8–17.13)
(iv) Consider any ring extension morphism φ : R → S . Let r̂i ∈ R, f̂i ∈ R∗, i ∈ I be any finite dual
basis of R, and let ŝi ∈ S , ĝi ∈ S∗, i ∈ J be any finite dual basis of S . For all s ∈ S∗,

ΔR∗ ◦ φ∗(s) = ∑
i

f̂i ⊗Bop s(φ(r̂i)φ(·)) = ∑
ij

f̂i ⊗Bop s(ŝj ĝj(φ(r̂i))φ(·))

= ∑
ij

f̂i ⊗Bop s(ŝjφ(ĝj(φ(r̂i))·)) = ∑
ij

f̂i ⊗Bop ĝj(φ(r̂i))
ops(ŝjφ(·))

= ∑
ij

f̂i ĝj(φ(r̂i))
op ⊗Bop s(ŝjφ(·)) = ∑

j
ĝj ◦ φ ⊗Bop s(ŝjφ(·))

= (φ∗ ⊗Bop φ∗)(∑
j

ĝj ⊗Bop s(ŝj·)) = (φ∗ ⊗Bop φ∗) ◦ ΔS (s)

and
εR∗ ◦ φ∗(s) = εR∗

(s ◦ φ) = (s ◦ φ)(1R) = s(1S ) = εS∗
(s)

Hence φ∗ is a coring map.
(vi) It is enough to prove that κC , is a coring map for any C ∈ r.f.g.pCrgB. Let C be a B-coring, and let
ĉi ∈ C, f̂i ∈ C∗, i ∈ I, be any finite dual basis of C. Observe that f̂i ∈ C∗, κC(ĉ) ∈ C∗∗, i ∈ I is a dual
basis of C∗. Indeed, for any g ∈ C∗,

g = ∑
i

f̂ig(m̂i)
op = ∑

i
f̂iκC(m̂i)

Hence, for all c ∈ C,

ΔC∗∗ ◦ κC(c) = ∑
i

κC(ĉi) ⊗B κC(c)( f̂i·) = ∑
i

κC(ĉi) ⊗B ( f̂i·)(c)op

= ∑
i

κC(ĉi) ⊗B ·( f̂i(c(1))c(2))
op = ∑

i
κC(ĉi) ⊗B κC( f̂i(c(1))c(2))

= ∑
i

κC(ĉi f̂i(c(1)) ⊗B κC(c(2)) = (κC ⊗B κC) ◦ ΔC(c)

and
εC∗∗ ◦ κC(c) = κC(c)(1C∗)op = 1C∗(c)opop = εC(c)

�
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Corollary 1. ()∗ is a duality functor between r.f.g.pRgeB and r.f.g.pCrgBop :

r.f.g.pRgeB
� ()∗

()∗
�� r.f.g.pCrgBop (10)

3. An Extension for the Duality between Corings and Ring Extensions

Our aim in this section is to extend the duality between right finitely generated projective
ring extensions and corings to the category of right finitely generated projective generalized Yang–
Baxter structures.

We use the following terminology concerning the Yang–Baxter equation. Some references on this
topic are: [9–11], etc.

Let B be a K-algebra. Given a (B, B)-bimodule V and a (B, B)-bilinear map R : V ⊗B V → V ⊗B V
we write R12 = R ⊗B id, R23 = id ⊗B R : V ⊗B V ⊗B V → V ⊗B V ⊗B V where id : V → V is the
identity map.

Definition 3. An invertible (B, B)-linear map R : V ⊗B V → V ⊗B V is called a generalized Yang–Baxter
operator (or simply a generalised YB operator ) if it satisfies the equation

R12 ◦ R23 ◦ R12 = R23 ◦ R12 ◦ R23 (11)

Definition 4. For an algebra B, we define the category YB strB whose objects are 4-tuples
(V, ϕ, e, ε), where

(i) V is a (B, B)-bimodule;
(ii) ϕ : V ⊗B V → V ⊗B V is a generalized YB operator;

(iii) e ∈ V such that for all b ∈ B, eb = be, and for all x ∈ V, ϕ(x ⊗ e) = e ⊗B x, ϕ(e ⊗B x) = x ⊗B e;
(iv) ε : V → B is a (B, B)-bimodule map, such that (id ⊗B ε) ◦ ϕ = ε ⊗B id, (ε ⊗B id) ◦ ϕ = id ⊗B ε.

A morphism f : (V, ϕ, e, ε) → (V′, ϕ′, e′, ε′) in the category YB strB is a (B, B)-bilinear map f : V → V′

such that:

(v) ( f ⊗B f ) ◦ ϕ = ϕ′ ◦ ( f ⊗B f ),
(vi) f (e) = e′,

(vii) ε′ ◦ f = ε.

Composition of morphisms is defined as the standard composition of B-linear maps. A full subcategory
of YB strB consisting of all such (V, ϕ, e, ε) for which V is finitely generated projective as a right
B-module is defined by r.f.g.pYB strB.

Remark 1. Let R : V ⊗B V → V ⊗B V be a generalised YB operator . Then (V, R, 0, 0) is an object in
the category YB strB.

Theorem 1. (i) There exists a functor:

F : RgeB → YB strB, R �→ (R, ϕR, 1R, 0 ∈ ∗R∗)

where ϕR(r ⊗B r′) = rr′ ⊗B 1 + 1 ⊗B rr′ − r ⊗B r′ (12)

Any ring extension map f is simply mapped into a (B, B) bimodule map.
(ii) F is a full and faithful embedding.

Proof. i) The proof that ϕR is a generalised YB operator is left to the reader (cf. Proposition 2.1
from [12], ϕ−1

R = ϕR). Furthermore ϕR(r ⊗B 1) = r ⊗B 1 + 1 ⊗B r − r ⊗B 1 = 1 ⊗B r, ϕR(1 ⊗B r) =

152



Axioms 2012, 1, 74–185

1 ⊗B r + r ⊗B 1 − 1 ⊗B r = r ⊗B 1, (id ⊗B 0) ◦ ϕR = 0 = (0 ⊗B id), (0 ⊗B id) ◦ ϕR = 0 = (id ⊗B 0).
Hence (R, ϕR, 1R, 0) is an object in the category YB strB.

Let f : R → S be a morphism of ring extensions. Then f (1R) = 1S and 0 ◦ f = 0. Moreover

( f ⊗B f ) ◦ ϕR(r ⊗B r′) = f (r) f (r′) ⊗B f (1) + f (1) ⊗B f (r) f (r′) − f (r) ⊗B f (r′)

= ϕS ◦ ( f ⊗B f )(r ⊗B r′).

Hence f : (R, ϕR, 1R, 0) → (S , ϕS , 1S , 0) is a morphism in the category YB strB.
(ii) If FR = FS , for some R, S ∈ RgeB, then obviously R = S as (B, B)-bimodules, 1S = 1R, and the
only thing which can differ is the multiplication. Denote by · the multiplication in R, and by ◦ the
multiplication in S . Then, as ϕR = ϕS , for all r, r′ ∈ R,

r · r′ ⊗B 1 + 1 ⊗B r · r′ − r ⊗B r′ = r ◦ r′ ⊗B 1 + 1 ⊗B r ◦ r′ − r ⊗B r′

hence
(r · r′ − r ◦ r′) ⊗B 1 = −1 ⊗B (r · r′ − r ◦ r′)

Multiplying tensor factors on both sides of this equation (whether using multiplication in R or S is
irrelevant) yields 2(r · r′ − r ◦ r′) = 0, hence r · r′ = r ◦ r′, and so R = S as algebras. Therefore F is
an embedding.

Obviously, distinct ring extension maps are also distinct as (B, B)-bimodule morphisms, hence F
is a faithful functor.

Let f : (R, ϕR, 1R, 0) → (S , ϕS , 1S , 0) be a morphism in YB strB, where R, S ∈ RgeB. Then f is
unital, and ( f ⊗B f ) ◦ ϕR = ϕS ◦ ( f ⊗B f ), hence, for all r, r′ ∈ R,

f (rr′) ⊗B 1 + 1 ⊗B f (rr′) − f (r) ⊗B f (r′) = f (r) f (r′) ⊗B 1 + 1 ⊗B f (r) f (r′) − f (r) ⊗B f (r′).

Multiplying factors in tensor products in both sides of the above equation yields 2( f (rr′)− f (r) f (r′)) =
0, hence f (rr′) = f (r) f (r′) and, as f is a (B, B)-bimodule map, it is a ring extension map. Therefore,
F is a full functor. �

Theorem 2. (i) There exists a functor

G : CrgB → YB strB, C �→ (C, ψC , 0, εC)

where ψC = ΔC ⊗B εC + εC ⊗B ΔC − id ⊗B id (13)

A coring morphism is mapped into a (B, B)-bimodule morphism.
(ii) G is a full and faithful embbeding.

Proof. i) The proof that ψC is a generalised YB operator (cf. Proposition 2.3 from [12]) is left to the
reader (ψ−1

C = ψC ). Furthermore, for all c ∈ C, ψC(c ⊗B 0) = 0 = 0 ⊗B c, ψC(0 ⊗B c) = 0 = c ⊗B 0.
Moreover, for all c, c′ ∈ C,

(id ⊗B εC) ◦ ψC(c ⊗B c′) = c(1)ε
C(c(2))ε

C(c′) + εC(c)c′
(1)ε

C(c′
(2)) − cεC(c′) = εC(c)c′

= (εC ⊗B id)(c ⊗B c′)

and

(εC ⊗B id) ◦ ψC(c ⊗B c′) = εC(c(1))c(2)ε
C(c′) + εC(c)εC(c′

(1))c
′
(2) − εC(c)c′ = cεC(c′)

= (id ⊗B εC)(c ⊗B c′)
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Hence (C, ψC , 0, εC) is an object in YB strB. Let f : C → D be any morphism of B-corings. Then f is
also a (B, B)-bimodule morphism, f (0) = 0, εD ◦ f = εC , and,

ψD ◦ ( f ⊗B f ) = ΔD ◦ f ⊗B εD ◦ f + εD ◦ f ⊗B ΔD ◦ f − f ⊗B f

= ( f ⊗B f ) ◦ ΔC ⊗B εC + εC ⊗B ( f ⊗B f ) ◦ ΔC + f ⊗B f = ( f ⊗B f ) ◦ ψC

Therefore f : (C, ψC , 0, εC) → (D, ψD , 0, εD) is a morphism in YB strB.
(ii) Suppose that GC = GD for some B-corings C, D. This means that C = D as (B, B)-bimodules,
εC = εD , and the only things which can differ are comultiplications. However, as ψC = ψD , we have

ΔC ⊗B εC + εC ⊗B ΔC − I ⊗B I = ΔD ⊗B εC + εC ⊗B ΔD − I ⊗B I

hence
(ΔC − ΔD) ⊗B εC = −εC ⊗B (ΔC − ΔD)

Composing both sides of the above equation with ΔC yields 2(ΔC − ΔD) = 0 hence ΔC = ΔD and
C = D as (B, B)-corings. Hence G is an embedding.

Obviously distinct B-coring morphisms are also distinct as (B, B)-bimodule morphisms, hence G
is a faithful functor.

Let f : (C, ψC , 0, εC) → (D, ψD , 0, εD), where C, D are corings, be a morphism in YB strB. Then
(B, B)-bimodule morphism f : C → D is counital, i.e., εD ◦ f = εC . Furthermore, ( f ⊗B f ) ◦ ψC =

ψD ◦ ( f ⊗B f ), and hence ( f ⊗B f ) ◦ ψC ◦ ΔC = ψD ◦ ( f ⊗B f ) ◦ ΔC . Observe that ψC ◦ ΔC = ΔC .
Therefore

( f ⊗B f ) ◦ ΔC = ( f ⊗B f ) ◦ ψC ◦ ΔC = ψD ◦ ( f ⊗B f ) ◦ ΔC

= (ΔD ◦ f ⊗B εD ◦ f + εD ◦ f ⊗B ΔD ◦ f − f ⊗B f ) ◦ ΔC

= (ΔD ◦ f ⊗B εC + εC ⊗B ΔD ◦ f − f ⊗B f ) ◦ ΔC = 2ΔD ◦ f − ( f ⊗B f ) ◦ ΔC

i.e., 2( f ⊗B f ) ◦ ΔC = 2ΔD ◦ f , hence ( f ⊗B f ) ◦ ΔC = ΔD ◦ f , and f is a B-coring map. Therefore G
is full. �

Problem 1. Let (V, R, e, ε) ∈ r.f.g.pYB strB. Then

(V, R, e, ε)∗ := (V∗, R†, ε, e†) ∈ r.f.g.pYB strBop (14)

where e†( f ) = f (e), and
R† = κ−1

V,V ◦ R∗ ◦ κV,V (15)

Moreover,
κ : () → ()∗∗, κV : (V, R, e, ε) → (V∗∗, R††, e†, ε†) (16)

is a natural isomorphism in r.f.g.pYB strB.

Proof. R is invertible, hence R†−1 = κ−1
V,V ◦ (R−1)∗ ◦ κV,V . We shall prove that R† satisfies the

Yang–Baxter equation. Observe that

κ−1
V⊗BV,V ◦ (R ⊗B I)∗ ◦ κV⊗BV,V = R∗ ⊗Bop I (17)

κ−1
V,V⊗BV ◦ (I ⊗B R)∗ ◦ κV,V⊗BV = I ⊗Bop R∗ (18)
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Indeed, let Γ ∈ (V ⊗B V)∗, f ∈ V∗, and let v̂i ∈ V, f̂i ∈ V∗, i ∈ I, be a dual basis of V.

κ−1
V⊗BV,V ◦ (R ⊗B I)∗ ◦ κV⊗BV,V(Γ ⊗Bop f )

= κ−1
V⊗BV,V ◦ (R ⊗B I)∗(v ⊗B v′ ⊗B v′′ �→ f (Γ(v ⊗B v′)v′′))

= κ−1
V⊗BV,V(v ⊗B v′ ⊗B v′′ �→ f (Γ(R(v ⊗B v′))v′′))

= ∑
i,j∈I

κV,V( f̂i ⊗Bop f̂ j) ⊗Bop f (Γ(R(v̂i ⊗B v̂j))·)

= ∑
i,j∈I

κV,V( f̂i ⊗Bop f̂ j)Γ(R(v̂i ⊗B v̂j))
op ⊗Bop f

= (v ⊗B v′ �→ ∑
i,j∈I

Γ(R(v̂i ⊗B v̂j)) f̂ j( f̂i(v)v′)) ⊗Bop f

= Γ ◦ R ⊗Bop f = (R∗ ⊗Bop I)(Γ ⊗Bop f )

Similarly we can prove the other equality. By virtue of (17,18), we can write

R† ⊗Bop I = (κ−1
V,V ⊗Bop I) ◦ κ−1

V⊗BV,V ◦ (R ⊗B I)∗ ◦ κV⊗BV,V ◦ (κV,V ⊗Bop I) (19)

I ⊗Bop R† = (I ⊗Bop κ−1
V,V) ◦ κ−1

V,V⊗BV ◦ (I ⊗B R)∗ ◦ κV,V⊗BV ◦ (I ⊗Bop κV,V) (20)

By (2),

κV⊗BV,V ◦ (κV,V ⊗Bop I) ◦ (I ⊗Bop κ−1
V,V) = κV,V⊗BV (21)

κV,V⊗BV ◦ (I ⊗Bop κV,V)(κ
−1
V,V ⊗Bop I) = κV⊗BV,V (22)

and therefore

R†12R†23R†12 = (κ−1
V,V ⊗Bop I) ◦ κ−1

V⊗BV,V ◦ (R12 ◦ R23 ◦ R12)∗ ◦ κV⊗BV,V ◦ (κV,V ⊗Bop I)

= (I ⊗Bop κ−1
V,V) ◦ κ−1

V,V⊗BV ◦ (R23 ◦ R12 ◦ R23)∗ ◦ κV,V⊗BV ◦ (I ⊗Bop κV,V) = R†23R†12R†23

Hence R† is a generalised YB operator .
Proofs of bilinearity of e∗ and centrality of ε are the same as proofs of analogues properties of

duals of units and counits in Lemma 1. Moreover, for all f ∈ V∗,

R†(ε ⊗Bop f ) = κ−1
V,V ◦ R∗ ◦ κV,V(ε ⊗Bop f ) = κ−1

V,V( f ◦ (ε ⊗Bop I) ◦ R)

= κ−1
V,V( f ◦ (I ⊗Bop ε)) = ∑

i
f̂i ⊗Bop f (v̂iε(·)) = ∑

i
f̂i ⊗Bop ε( f (v̂i)·)

= ∑
i

f̂i ⊗Bop f (v̂i)
opε = f ⊗Bop ε

and

R†( f ⊗Bop ε) = κ−1
V,V ◦ R∗ ◦ κV,V( f ⊗Bop ε) = κ−1

V,V(ε ◦ ( f ⊗Bop I) ◦ R)

= κ−1
V,V( f ◦ (I ⊗Bop ε) ◦ R) = κ−1

V,V( f ◦ (ε ⊗Bop I)) = ∑
i

f̂i ⊗Bop f (ε(v̂i)·)

= ∑
i

f̂i ⊗Bop ε(v̂i)
op f = ε ⊗Bop f
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Furthermore, for all x = f ⊗Bop g ∈ V∗ ⊗Bop V∗,

(e† ⊗Bop I) ◦ R†(x) = (e† ⊗Bop I) ◦ κ−1
V,V ◦ R∗ ◦ κV,V(x) = (e† ⊗Bop I) ◦ κ−1

V,V(κV,V(x) ◦ R)

= (e† ⊗Bop I)(∑
i

f̂i ⊗Bop κV,V(x) ◦ R(v̂i ⊗B ·) = ∑
i

f̂i(e)opκV,V(x) ◦ R(v̂i ⊗B ·)

= ∑
i

κV,V(x) ◦ R(v̂i ⊗B f̂i·) = κV,V(x) ◦ R(e ⊗B ·) = κV,V(· ⊗B e) = g( f (·)e) = g(e) f (·)

= f g(e)op = (I ⊗Bop e†)( f ⊗Bop g) = (I ⊗Bop e†)(x)

and

(I ⊗Bop e†) ◦ R†(x) = (I ⊗Bop e†) ◦ κ−1
V,V ◦ R∗ ◦ κV,V(x) = (I ⊗Bop e†) ◦ κ−1

V,V(κV,V(x) ◦ R)

= (I ⊗Bop e†)(∑
i

f̂i ⊗Bop κV,V(x) ◦ R(v̂i ⊗B ·)) = ∑
i

f̂iκV,V(x) ◦ R(v̂i ⊗B e)op

= ∑
i

κV,V(x) ◦ R(v̂i ⊗B e) f̂i(·) = ∑
i

κV,V(x) ◦ R(v̂i ⊗B f̂i(·)e) = κV,V(x) ◦ R(· ⊗B e)

= κV,V(x)(e ⊗B ·) = g( f (e)·) = f (e)opg = (e† ⊗Bop I)(x)

Hence (V∗, R†, ε, e†) ∈ r.f.g.pYB strBop .
Morphism κ : () → ()∗∗ is natural in BMB, and as V is finitely generated projective, κV is

invertible. Therefore it suffices to prove that κV is a morphism in r.f.g.pYB strB. To this end, observe
first that

κV(e) = f �→ f (e)op = e†

and, for all v ∈ V,
ε† ◦ κV(v) = κV(v)(ε)op = ε(v)opop = ε(v)

Note that f̂i ∈ V∗, κV(v̂i) ∈ V∗∗, i ∈ I is a dual basis of V∗. Therefore, for all Γ ∈ (V∗ ⊗Bop V∗)∗,

κV∗ ,V∗(Γ) = ∑
i

κV(v̂i) ⊗B Γ( f̂i ⊗Bop ·)
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and so, for all v, v′ ∈ V,

R†† ◦ (κV ⊗B κV)(v ⊗B v′) = κ−1
V∗ ,V∗ ◦ R†∗ ◦ κV∗ ,V∗(κV(v) ⊗B κV(v′))

= κ−1
V∗ ,V∗(κV∗ ,V∗(κV(v) ⊗B κV(v′)) ◦ κ−1

V,V ◦ R∗ ◦ κV,V)

= κ−1
V∗ ,V∗(κV∗ ,V∗(κV(v) ⊗B κV(v′)) ◦ κ−1

V,V ◦ (x �→ κV,V(x) ◦ R)

= κ−1
V∗ ,V∗(κV∗ ,V∗(κV(v) ⊗B κV(v′)) ◦ (x �→ ∑

i
f̂i ⊗Bop κV,V(x) ◦ R(v̂i ⊗B ·))

= κ−1
V∗ ,V∗(x �→ ∑

i
κV(v′)(κV(v)( f̂i)κV,V(x) ◦ R(v̂i ⊗B ·)))

= κ−1
V∗ ,V∗(x �→ ∑

i
κV(v′)( f̂i(v)opκV,V(x) ◦ R(v̂i ⊗B ·)))

= κ−1
V∗ ,V∗(x �→ κV(v′)(κV,V(x) ◦ R(v ⊗B ·))

= κ−1
V∗ ,V∗(x �→ κV,V(x) ◦ R(v ⊗B v′)op)

= ∑
i

κV(v̂i) ⊗B κV,V( f̂i ⊗Bop ·) ◦ R(v ⊗B v′)op

= ∑
i

κV(v̂i) ⊗B κV(( f̂i ⊗Bop I) ◦ R(v ⊗B v′))

= (κV ⊗B κV)(∑
i

v̂i ⊗B ( f̂i ⊗Bop I) ◦ R(v ⊗B v′))

= (κV ⊗B κV) ◦ R(v ⊗B v′)

Therefore, κV is a morphism in r.f.g.pYB strB as required. �

Problem 2. Let R ∈ r.f.g.pRgeB, C ∈ r.f.g.pCrgB. Then (FR)∗ = G(R∗), (GC)∗ = F(C∗), i.e.,

(R∗, φR
†, 0, 1R

†) = (R∗, ψR∗ , 0, εR∗
) (23)

(C∗, ψC
†, εC , 0) = (C∗, φC∗ , 1C∗ , 0) (24)

Proof. From Lemma 1 we know that 1R† = εR∗
and 1C∗ = εC . Furthermore, for all c, c′ ∈ R∗,

φR
†(c ⊗Bop c′) = κ−1

R,R ◦ φR
∗ ◦ κR,R(c ⊗Bop c′)

= κ−1
R,R(r ⊗B r′ �→ κR,R(c ⊗Bop c′)(rr′ ⊗B 1R + 1R ⊗B rr′ − r ⊗B r′)

= κ−1
R,R(r ⊗B r′ �→ c′(c(rr′)1R) + c′(c(1R)rr′)) − c ⊗Bop c′

= κ−1
R,R(r ⊗B r′ �→ c′(1R)c(rr′) + c′(c(1R)rr′)) − c ⊗Bop c′

= κ−1
R,R(r ⊗B r′ �→ c(rr′))c′(1R) + c(1R)opκ−1

R,R(r ⊗B r′ �→ c′(rr′)) − c ⊗Bop c′

= (ΔR∗ ⊗Bop εR∗
+ εR∗ ⊗Bop ΔR∗ − I ⊗Bop I)(c ⊗Bop c′)

= ψR∗(c ⊗Bop c′)
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Similarly, for all r, r′ ∈ C∗, rr′ = κC,C(r ⊗Bop r′) ◦ ΔC , therefore for all r, r′ ∈ C∗,

ψC
†(r ⊗Bop r′) = κ−1

C,C ◦ ψC
∗ ◦ κC,C(r ⊗Bop r′)

= κ−1
C,C(κC,C(r ⊗Bop r′) ◦ (ΔC ⊗B εC + εC ⊗B ΔC − I ⊗B I))

= κ−1
C,C(c ⊗B c′ �→ κC,C(r ⊗Bop r′) ◦ ΔC(c)εC(c′) + κC,C(r ⊗Bop r′)(εC(c)ΔC(c′))) − r ⊗Bop r′

= κ−1
C,C(c ⊗B c′ �→ (rr′)(c)εC(c′) + (εC(c)opκC,C(r ⊗Bop r′))(ΔC(c′))) − r ⊗Bop r′

= κ−1
C,C(c ⊗B c′ �→ εC((rr′)(c)c′) + κC,C(ε

C(c)opr ⊗Bop r′) ◦ ΔC(c′)) − r ⊗Bop r′

= κ−1
C,C(c ⊗B c′ �→ εC((rr′)(c)c′) + (εC(c)oprr′)(c′)) − r ⊗Bop r′

= κ−1
C,C(c ⊗B c′ �→ εC((rr′)(c)c′) + (rr′)(εC(c′))) − r ⊗Bop r′

= rr′ ⊗Bop εC + εC ⊗Bop rr′ − r ⊗Bop r′

= φC∗(r ⊗Bop r′)

This completes the proof. �

Remark 2. Put together the statements of Theorem 3.6, Theorem 3.5, Proposition 3.6 and Proposition
3.7, can be summarized in the following diagram:

r.f.g.pYB strB
� ()∗

()∗
�� r.f.g.pYB strBop

r.f.g.pRgeB
� ()∗

()∗
��

F

�!

r.f.g.pCrgBop .

G

�!

This means that the duality between right finitely generated projective ring extensions of B and B
corings extends to the category r.f.g.pYB strB.

4. Conclusions

We extended the duality between right finitely generated projective ring extensions and right
finitely generated projective corings to the category of right finitely generated projective generalized
Yang–Baxter structures. This duality and its extension could be seen as a more general construction.
For example, at the epistemologic level, the extension of the duality of (co)algebra structures seems
to be a model for the relation between interdisciplinarity, pluridisciplinarity and transdisciplinarity
(see [4]). It would be interesting to interpret this construction in terms of particle interactions.

The relationships between sub(co)algebras and (co)ideals are well-known, and the term of YB
ideal was proposed for the first time in [11]. The following question arises: What are the relationships
between sub(co)rings, (co)ideals and generalized Yang–Baxter structures?

We think that there are more connections between the Pontryagin–van Kampen duality and the
above extension of the duality of (co)algebra structures.
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Abstract: Using the most elementary methods and considerations, the solution of the star-triangle

condition a2+b2−c2

2ab = (a′)2+(b′)2−(c′)2

2a′b′ is shown to be a necessary condition for the extension of
the operator coalgebra of the six-vertex model to a bialgebra. A portion of the bialgebra acts
as a spectrum-generating algebra for the algebraic Bethe ansatz, with which higher-dimensional
representations of the bialgebra can be constructed. The star-triangle relation is proved to be necessary
for the commutativity of the transfer matrices T(a, b, c) and T(a′, b′, c′).

Keywords: vertex model; bialgebra; coalgebra; Bethe ansatz

1. Introduction

In two-dimensional lattice vertex models in which the state of a lattice point is specified by the
states of the four links to its neighboring points, the matrix M of local Boltzmann weights can be used
to construct the row-to-row transfer matrix by a matrix coproduct operation. In the six-vertex model a
link between two lattice points has only two states, call them 0, 1 or ↑, ↓, subject to the “ice-rule” (two
arrows point into a vertex, two point out). The matrix M of local Boltzmann weights for the six-vertex
model has two types of indices, “vertical” and “horizontal” [1],

Mh2,v2
h1,v1

(λ) =

⎛⎜⎜⎜⎝
M00

00 M01
00 M10

00 M11
00

M00
01 M01

01 M10
01 M11

01
M00

10 M01
10 M10

10 M11
10

M00
11 M01

11 M10
11 M11

11

⎞⎟⎟⎟⎠ =

(
A(λ) B(λ)
C(λ) D(λ)

)
(1)

in which

A(λ) =

(
a(λ) 0

0 b(λ)

)
, D(λ) =

(
b(λ) 0

0 a(λ)

)
, B(λ) =

(
0 0

c(λ) 0

)
, C(λ) =

(
0 c(λ)
0 0

)
(2)

have only vertical indices (for example Av2
v1 ). All four matrices A, B, C, D typically depend on a set of

parameters λ. The matrix C has a non-zero kernel ↑=
(

1
0

)
which is not annihilated by B, and A and

D are invertible. This will be a principal ingredient of the solution of the model by the Bethe ansatz.
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The matrix coproduct is a mapping Δ : A → A × A (a tensor product on vertical indices, a dot or
matrix product on horizontal)

Δ(M) = M ⊗
•

M =

(
A B
C D

)
⊗
•

(
A B
C D

)

=

(
A ⊗ A + B ⊗ C A ⊗ B + B ⊗ D
C ⊗ A + D ⊗ C C ⊗ B + D ⊗ D

)

=

(
Δ(A) Δ(B)
Δ(C) Δ(D)

)
(3)

which in matrix index language would be

(
M ⊗

•
M
)h2,v2,v′

2

h1,v1,v′
1

= ∑
h

Mh,v2
h1,v1

Mh2,v′
2

h,v′
1

(4)

Because the ⊗• product is fundamentally a matrix product (which is associative), Δ is
coassociative, so Δ and a compatible counit map ε (see for example [2,3]) define a coalgebra structure
on the set A.

If A is an algebra and the coproduct and counit of the coalgebra structure on A are compatible
with the product and unit of the algebra (Δ and ε are algebra homomorphisms), then A is a bialgebra
(simultaneous coalgebra and algebra). The compatibility with the coalgebra structure is a very strong
constraint on the algebraic product rules. The existence of an antipode map extends the bialgebra to a
Hopf algebra [3].

For a lattice vertex model with n sites per row, we construct the L-matrix of Boltzmann
weights whose horizontal components are higher dimensional representations of the elements
A(λ), B(λ), C(λ), · · · of A

Lh2,v′
h1,v (λ) =

(
M(λ)⊗

•
M(λ)⊗

•
· · · ⊗

•
M(λ)

)h2,v′

h1,v
,

(
L0,v′

0,v L1,v′
0,v

L0,v′
1,v L1,v′

1,v

)
=

(
Av′

v Bv′
v

Cv′
v Dv′

v

)
(5)

The transfer matrix for a lattice model with such a matrix M of Boltzmann weights is obtained
from an iterated coproduct,

Δ(L) = L ⊗
•

M =

(
A ⊗ A + B ⊗ C A ⊗ B + B ⊗ D
C ⊗ A + D ⊗ C C ⊗ B + D ⊗ D

)

=

(
Δ(A) Δ(B)

Δ(C) Δ(D)

)
(6)

by summing over the last set of horizontal indices

Tv′
v (λ) =

(
TrhL

)v′

v
(λ) = ∑

h

(
M(λ)⊗

•
M(λ)⊗

•
· · · ⊗

•
M(λ)

)h,v2,v′
2,···

h,v1,v′
1,··· ,

=
(

Trh M(λ)⊗
•

M(λ)⊗
•

· · · ⊗
•

M(λ)
)v′

v
(7)

This is the trace of the L-matrix over its horizontal components

T(λ) = Trh L(λ) = A(λ) + D(λ) (8)

161



Axioms 2012, 1, 186–200

Define the complementary product in which the tensor is on the horizontal indices, and matrix
product on the vertical (note that the horizontal space sub-matrices depend on different parameter
sets, carefully compare with Equation 3)

M •
⊗

M =

(
A B
C D

)
•
⊗

(
A′ B′

C′ D′

)
=

⎛⎜⎜⎜⎝
A · A′ A · B′

A · C′ A · D′
B · A′ B · B′

B · C′ B · D′

C · A′ C · B′

C · C′ C · D′
D · A′ D · B′

D · C′ D · D′

⎞⎟⎟⎟⎠ (9)

The matrices A, B, C, D and A, B, C and D are functions of the parameter-sets λ (un-primed
depend on λ, primed are functions of λ′), which for the six-vertex model is a collection of three
energies upon which a, b, c depend.

For commutativity of the transfer matrix [T(λ), T(λ′)] = 0, which makes the model integrable if a
sufficiently large set of mutually commuting matrices can be found, it is sufficient that there exists an
invertible matrix R such that [1]

R(L(λ) •
⊗

L(λ′)) = (L(λ′) •
⊗

L(λ))R, Rbb′
aa′ (R−1)cc′

bb′ = δc
aδc′

a′ (10)

since if we write out the horizontal components

R

⎛⎜⎜⎜⎝
A · A′ A · B′

A · C′ A · D′
B · A′ B · B′

B · C′ B · D′

C · A′ C · B′

C · C′ C · D′
D · A′ D · B′

D · C′ D · D′

⎞⎟⎟⎟⎠ R−1 =

⎛⎜⎜⎜⎝
A′ · A A′ · B
A′ · C A′ · D

B′ · A B′ · B
B′ · C B′ · D

C′ · A C′ · B
C′ · C C′ · D

D′ · A D′ · B
D′ · C D′ · D

⎞⎟⎟⎟⎠ (11)

(explicitly using invertibility of R) and take traces we obtain the desired commutativity

(A + D)(A′ + D′) = (A′ + D′)(A + D), or [T(λ), T(λ′)] = 0 (12)

A sufficient condition that makes Equation 10 true is [1]

R(M(λ) •
⊗

M(λ′)) = (M(λ′) •
⊗

M(λ))R (13)

Equation 13 becomes the Yang–Baxter equation (with a spectral parameter) if R = M(μ) for some
choice of parameter μ, and this is not possible if M is not invertible.

If Equation 13 is written out in detail for the six-vertex model, with λ = (a, b, c), λ′ = (a′, b′, c′)
and μ = (a′′, b′′, c′′) and μ is eliminated from the resulting system of cubic equations, one obtains a
much simpler constraint under which Equation 12 is true, which is the solution of the star-triangle
relation

a2 + b2 − c2

2ab
=

(a′)2 + (b′)2 − (c′)2

2a′b′ (14)

Suppose that one begins with a matrix M of local Boltzmann weights (possibly not invertible),
which we think of as a low-dimensional representation of some operator coalgebra, and uses it to
construct a transfer matrix for a lattice model by the matrix coproduct construction. Under what
conditions can the coalgebra be extended to a bialgebra, or perhaps even a Hopf algebra?

The purpose of this paper is to show that Equation 14 is a necessary condition for the matrix
coalgebra of the spectrum-generating operators A, B, C, D with lowest dimensional representation
given in Equation 2 (the six-vertex model) to extend to a bialgebra with matrix coproduct. A bialgebra
need not be a Hopf algebra, and a Hopf algebra need not have an R-matrix. We show that, at least in
the case of the six-vertex model, commuting transfer matrices are one of the bialgebra product relations.
The star-triangle relation is therefore necessary for integrability. Whether or not the star-triangle
equation is necessary for [T(λ), T(λ′)] = 0 for any given model is still an open problem (see for example
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P. 418 of [4]), one which seems to have been abundantly acknowledged but largely unaddressed in the
literature.

We will prove that Equation 14 is necessary for commutativity of the transfer matrices for the
six-vertex model by constructing a complete closed set of quadratic operator products that annihilate
the entire vector space basis of the physical states. The operator products are found by exploiting the
recursive nature of the coalgebra, and the requirement that the coproduct be an algebra homomorphism.
If these products annihilate the lowest dimensional (single-site) state space, the recursions guarantee
that they annihilate the state space for the model with arbitrarily long rows. In other words these
operators are identically zero in any physical representation. We refer to these products as quadratic
“zero-operators” [5], since they evaluate to zero on the basis of physical states. These relations establish
the unique bialgebra structure compatible with the matrix coalgebra, and the given lowest dimensional
representation of the coalgebra, namely the M-matrix, and are the familiar algebraic relations used in
the algebraic Bethe ansatz. The algebraic Bethe ansatz begins with establishing a “vacuum” state Φ0

CΦ0 = 0 (15)

and from there building a collection of states

Ψ(λ1, λ2, · · · , λr) =
( r

∏
i=1

B(λi)
)

Φ0 (16)

that are eigenvectors of the transfer matrix

T(λ)Ψ(λ1, λ2, · · · , λr) = Λ(λ1, λ2, · · · , λr)Ψ(λ1, λ2, · · · , λr) (17)

The set of parameters {λ1, λ2, · · · , λr} for which this can be done is determined by eliminating
“unwanted” vectors using the zero-operator product rules.

For the eight-vertex model the C operator is non-singular, and one must perform local gauge
transformations {A, · · · , D} → {A′, · · · , D′} so that C′ has a zero-eigenvector in order to finish the
program of quadrature by the algebraic Bethe ansatz [6]. For the simple dimer model, one can find two
vacuum states (both B and C have kernels [7]) and modify the Bethe ansatz accordingly. It may be very
difficult or impossible to select parameters that eliminate unwanted terms, but that is a separate issue.

The plan of the article is to first establish those quadratic zero-operators that are compatible with
the matrix coalgebra structure, and to show that this will require Equation 14 for closure, making it a
necessary condition. The next step is to show that [A + D, A′ + D′] is also a quadratic zero-operator if
Equation 14 holds true, so that it is a necessary condition for commutativity of the transfer matrix.

The motivation behind this work is the desire to have a way of attacking lattice models that may
not satisfy the Yang–Baxter equation. Perhaps M is not invertible, or a suitable R matrix cannot be
found. It may still be possible to apply the algebraic Bethe ansatz if the operator coalgebra can be
extended to o bialgebra by the means described here.

2. Operator Bialgebra Relations Compatible with the Coalgebra

We seek out binary product relations of matrix representations (2n × 2n matrices) of the operators
A, B, C, D, which we denote by An, Bn, Cn, Dn of the coalgebra that are invariant under the coproduct
operation of Equation 6 (Δ is an algebra homomorphism) by which higher-dimensional representations
are constructed from the lower. We work in the vector space of physical states. For the lowest
dimensional representation, the 2 × 2, these four matrices are A1 = A, B1 = B, C1 = C, and D1 = D,
and the basis for the vector space of physical states is

↑=
(

1
0

)
, ↓=

(
0
1

)
(18)
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We will use notation A = A(λ), A′ = A(λ′) with λ, λ′ being different parameter sets
(a, b, c), (a′, b′, c′). The action of simple associative matrix products of these operators on the basis of
physical states is

A · A′· ↑= aa′ ↑, A · A′· ↓= bb′ ↓
A · B′· ↑= bc′ ↓, A · B′· ↓= 0

B · A′· ↑= ca′ ↓ B · A′· ↓= 0

B · B′· ↑= 0, B · B′· ↓= 0 (19)

and so forth.
The coproducts (Equation 6)

An+1 = An ⊗ A + Bn ⊗ C, Bn+1 = An ⊗ B + Bn ⊗ D (20)

give us another (the next higher dimensional) representation of the same coalgebra, the vector space of
the representation is 2n+1-dimensional, and we can decompose a product of operators as

An+1B′
n+1 =

(
An ⊗ A + Bn ⊗ C

)(
A′

n ⊗ B′ + B′
n ⊗ D′

)
= AnA′

n ⊗ AB′ + AnB′
n ⊗ AD′ + BnA′

n ⊗ CB′ + BnB′
n ⊗ CD′ (21)

Let v be any basis vector of the vector space of the 2n-dimensional representation Φn, upon which
An, Bn, Cn, Dn act. Then the basis of the 2n+1-dimensional representation space Φn+1 upon which
An+1, Bn+1, Cn+1, Dn+1 act is the set of all

{v⊗ ↑, v⊗ ↓ | v ∈ Φn} (22)

Apply the operator products Equation 21 to the basis of the vector space {v⊗ ↓, v⊗ ↑} of states
for the model with n + 1 sites per row, in which v ∈ Φn is any n-site vector

An+1B′
n+1(v⊗ ↑) = (AnA′

nv) ⊗ (c′b ↓) + (AnB′
nv) ⊗ (ab′ ↑) + (BnA′

nv) ⊗ (cc′ ↑)
An+1B′

n+1(v⊗ ↓) = (AnB′
nv) ⊗ (ba′ ↓) + (BnB′

nv) ⊗ (ca′ ↑) (23)

Bn+1A′
n+1(v⊗ ↑) = (AnA′

nv) ⊗ (a′c ↓) + (BnA′
nv) ⊗ (a′b ↑)

Bn+1A′
n+1(v⊗ ↓) = (AnB′

nv) ⊗ (cc′ ↓) + (BnA′
nv) ⊗ (ab′ ↓) + (BnB′

nv) ⊗ (bc′ ↑) (24)

An+1A′
n+1(v⊗ ↑) = (AnA′

nv) ⊗ (aa′ ↑)
An+1A′

n+1(v⊗ ↓) = (AnA′
nv) ⊗ (bb′ ↓) + (AnB′

nv) ⊗ (ac′ ↑) + (BnA′
nv) ⊗ (cb′ ↑) (25)

Bn+1B′
n+1(v⊗ ↓) = (BnB′

nv) ⊗ (aa′ ↓)
Bn+1B′

n+1(v⊗ ↑) = (AnB′
nv) ⊗ (cb′ ↓) + (BnA′

nv) ⊗ (ac′ ↓) + (BnB′
nv) ⊗ (bb′ ↑) (26)

We can see that these binary products close in the sense that exactly the same set of binary
products appear on both sides of each equation, a powerful constraint on the form of algebraic
relations compatible with the coproduct.
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The relations of Equations 25 and 26 can be written as

(OP1)n+1(v⊗ ↑) = aa′
(
(OP1)n(v)

)
⊗ ↑

(OP1)n+1(v⊗ ↓) = bb′
(
(OP1)n(v)

)
⊗ ↓ +

(
(OP4)n(v)

)
⊗ ↑

(OP2)n+1(v⊗ ↓) = aa′
(
(OP2)n(v)

)
⊗ ↓

(OP2)n+1(v⊗ ↑) = bb′
(
(OP2)n(v)

)
⊗ ↓ +

(
(OP3)n(v)

)
⊗ ↑ (27)

if the operator products OP1, · · · , OP4 are given by

(OP1) = [A, A′]

(OP2) = [B, B′]

(OP3) = cb′ AB′ + ac′ BA′ − c′b A′B − a′c B′A
(OP4) = ac′ AB′ + cb′ BA′ − a′c A′B − c′b B′A (28)

The operators given in Equation 28 annihilate the entire vector space of states for the n = 1
representation, {↑, ↓}. This is easy to verify using Equation 19. Therefore Equation 27 have all zeros
on the right-hand side, and the operator products (OP1) and (OP2) annihilate the entire n = 2 vector
space of states.

In the next section we will show that Equations 23 and 24 can also be written with right-hand
sides expressed entirely in terms of (OPi) for i = 1, 2, 3, 4, and (OP3) and (OP4) also have recursion
relations of the same form, making a complete set of recursions for the entire AB-subalgebra;

(OP3)n+1(v⊗ ↑) = cc′(bb′ + aa′)
(
(OP1)nv

)
⊗ ↓ +x

(
(OP3)nv

)
⊗ ↑ +y

(
(OP4)nv

)
⊗ ↑

(OP3)n+1(v⊗ ↓) = (cca′b′ + c′c′ab)
(
(OP2)nv

)
⊗ ↑ +x′′

(
(OP3)nv

)
⊗ ↓ +y′′

(
(OP4)nv

)
⊗ ↓

(OP4)n+1(v⊗ ↑) = (cca′b′ + c′c′ab)
(
(OP1)nv

)
⊗ ↓ +x′

(
(OP3)nv

)
⊗ ↑ +y′

(
(OP4)nv

)
⊗ ↑

(OP4)n+1(v⊗ ↓) = cc′(aa′ + bb′)
(
(OP2)nv

)
⊗ ↑ +x′′′

(
(OP3)nv

)
⊗ ↓ +y′′′

(
(OP4)nv

)
⊗ ↓

(29)

the action of (OP3)n+1 on a basis of the n + 1-vector space can be written entirely in terms of the
actions of (OPi)n, i = 1, 2, 3, 4 on the basis of the n-vector space provided a, b, c and a′, b′, c′ obey the
star triangle equation, and the same for (OP4). This is the core of the method; in the matrix coalgebra
structure, sets of operator products (here the AA′, AB′, BA′, BB′) have recursion relations for their
actions on basis vectors that close within the set. A complete set of such recursion relations mean that
these binary operator products annihilate the entire vector space for any n, since the recursions are
single-step, and they annihilate the n = 1 vector space. Matrices that annihilate the entire basis of a
vector space are identically zero. These operator combinations are the zero matrix on the spaces of
physical states, and we have constructed those binary product laws (algebraic relations between A, B
preserved by the coproduct). From these we establish the product relations for the subalgebra spanned
by A and B compatible with the coalgebra structure.

Equation 29 follow directly from Equation 28 by the fact that the coproduct is an algebra
homomorphism in the bialgebra (for instance Δ(AA′) = Δ(A)Δ(A′)), and the only question is
closure—is the coproduct of (OPn) a linear combination of only (OP1), · · · , (OP4) for n = 1, 2, 3, 4. If
so, then if each operator annihilates the physical basis, so does its coproduct, and the operator is zero
on the basis of all physical representations. The coproduct is an algebra homomorphism requirement
of compatibility of coalgebra and algebra structure in the bialgebra; it is what guarantees the existence
of our basis-annihilating operator products.
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We will also show that commutativity of the transfer matrix is one of the algebraic relations (a
binary product that identically annihilates the entire vector space of states) if and only if this same
constraint is imposed. The constraint is the star-triangle relation.

2.1. The AB Subalgebra and the Star-Triangle Relations

We prove that (OP3) and (OP4) have recursion relations of the form Equation 27, so that the
operator products (OPi)n+1 for i = 1, 2, 3, 4 acting on any basis vector of the n + 1-vector space can be
expressed entirely in terms of the operator products (OPi)n for i = 1, 2, 3, 4 acting on any basis vector
of the n-vector space (the set is closed with a recursive action).

Let us explicitly calculate the action of (OP3)n+1 on the basis of the n + 1-site vector space. Let v

be any basis vector of the n-site vector space Φn, then

(OP3)(v⊗ ↑) = cc′(bb′ + aa′)
(
(OP1)v

)
⊗ ↓ +

(
cab′b′ AB′

+ (cb′cc′ + ac′a′b)BA′ − c′a′bb A′B − (c′bcc′ + a′cab′)B′A
)

v⊗ ↑ (30)

Force closure of the set of relations {OP1, OP2, OP3, OP4}; is there an x and y such that

(OP3)(v⊗ ↑) = cc′(bb′ + aa′)
(
(OP1)v

)
⊗ ↓ +x

(
(OP3)v

)
⊗ ↑ +y

(
(OP4)v

)
⊗ ↑ (31)

This requires that there be a solution to the equations

c2b′c′ + aba′c′ = x ac′ + y cb′

c′c′bc + a′b′ac = x a′c + y c′b

cab′b′ = x cb′ + y ac′

c′a′bb = x c′b + y a′c (32)

(and of course there might not be a solution) the first and third of these giving

x =
ac2b′(c′)2 + a2ba′(c′)2 − ac2(b′)3

a2(c′)2 − c2(b′)2 , y = cc′
( c2(b′)2 + aa′bb′ − a2(b′)2

c2(b′)2 − a2(c′)2

)
(33)

Note that the proposed zero-operators Equation 27 are unchanged by (a, b, c) ⇀↽ (a′, b′, c′), so the
left-hand side of Equation 31 has this symmetry. Solution of the second and fourth requiring that for x
to be symmetric under (a, b, c) ⇀↽ (a′, b′, c′) leads to

ac2b′(c′)2 + a2ba′(c′)2 − ac2(b′)3

a2(c′)2 − c2(b′)2 =
a′(c′)2bc2 + (a′)2b′ac2 − a′(c′)2b3

(a′)2c2 − (c′)2b2 (34)

which can be factored into

a′b′(aa′ + bb′)
(

c2 − a2 − b2
)
= ab(aa′ + bb′)

(
(c′)2 − (a′)2 − (b′)2

)
(35)

or
a2 + b2 − c2

2ab
=

(a′)2 + (b′)2 − (c′)2

2a′b′ (36)

the familiar solution of the star-triangle relation for the six-vertex model. The (a, b, c) ⇀↽ (a′, b′, c′)
symmetry of y results in the same constraint

a′b′
(

a2 + b2 − c2
)(

a′b′c2 + ab(c′)2
)
= ab

(
(a′)2 + (b′)2 − (c′)2

)(
ab(c′)2 + a′b′c2

)
(37)
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The second of Equation 29 results in

cbb′a′ + c′c′ac = x′′ cb′ + y′′ ac′

cca′c′ + bb′ac′ = x′′ bc′ + y′′ a′c

aab′c′ = x′′ ac′ + y′′ cb′

a′a′bc = x′′ a′c + y′′ c′b (38)

which are identical to Equation under interchange of a and b, and of a′ with b′, and also lead to
Equation 35, and so to Equation 36.

Following the same set of steps, (which we do not repeat here) we discover that exactly the same
condition gives us the desired recursion relation for the action of (OP4)n+1 on a basis of the n+ 1 vector
space decomposing into actions of (OP1)n, (OP2)n, (OP3)n and (OP4)n on a basis of the n-vector space.
Since all four operator products annihilate the basis of the n = 1 space, the closure of these recursions
forces the operator products to annihilate the bases of their vector spaces in their higher-dimensional
representations. The product relations are universal (not representation dependent).

The star-triangle relations are a necessary condition for the operators Equation 28 to annihilate
the entire vector space of physical states, a full set of recursions for the four zero-operators Equation 28
can be constructed in this way.

Combining OP3 and OP4 we obtain one of two important spectrum-generating relations used in
the algebraic Bethe ansatz

AB′ =
( (a′)2c2 − (c′)2b2

c2a′b′ − (c′)2ab

)
B′A − cc′

( aa′ − bb′

c2a′b′ − (c′)2ab

)
BA′ (39)

2.2. The BD Subalgebra and the Star-Triangle Relations

The other portion of the full bialgebra needed by the algebraic Bethe ansatz is the DB subalgebra,
which we obtain by decomposing the coproducts as

Dn+1D′
n+1 =

(
C ⊗ Bn + D ⊗ Dn

)(
C′ ⊗ B′

n + D′ ⊗ D′
n

)
(40)

Let v be any basis of the n-site vector space, and apply the four possible binary products involving
B and D to a basis of the n + 1-site vector space

Dn+1D′
n+1(↑ ⊗v) = bb′ ↑ ⊗(DnD′

nv)

Dn+1D′
n+1(↓ ⊗v) = ca′ ↑ ⊗(BnD′

nv) + bc′ ↑ ⊗(DnB′
nv) + aa′ ↓ ⊗(DnD′

nv) (41)

Bn+1B′
n+1(↑ ⊗v) = aa′ ↑ ⊗(BnB′

nv) + bc′ ↓ ⊗(BnD′
nv) + ca′ ↓ ⊗(DnB′

nv)

Bn+1B′
n+1(↓ ⊗v) = bb′ ↓ ⊗(BnB′

nv) (42)

Bn+1D′
n+1(↑ ⊗v) = ab′ ↑ ⊗(BnD′

nv) + cb′ ↓ ⊗(DnD′
nv)

Bn+1D′
n+1(↓ ⊗v) = ac′ ↑ ⊗(BnB′

nv) + ba′ ↓ ⊗(BnD′
nv) + cc′ ↓ ⊗(DnB′

nv) (43)

and finally

Dn+1B′
n+1(↑ ⊗v) = cc′ ↑ ⊗(BnD′

nv) + ba′ ↑ ⊗(DnB′
nv) + ac′ ↓ ⊗(DnD′

nv)

Dn+1B′
n+1(↓ ⊗v) = cb′ ↑ ⊗(BnB′

nv) + ab′ ↓ ⊗(DnB′
nv) (44)
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The first two sets of these identities suggest examining the combinations

(OP5) = [D, D′]

(OP6) = (OP2) = [B, B′]

(OP7) = ca′ BD′ + bc′ DB′ − c′a B′D − b′c D′B
(OP8) = bc′ BD′ + ca′ DB′ − b′c B′D − c′a D′B (45)

all of which annihilate the n = 1 vector space basis, and after following the same construction used
to find the AB subalgebra relations, we discover that (OPi) for i = 5, 6, 7, 8 all have a set of one-step
recursion relations that are closed among themselves if Equation 14 is true. Therefore each of these
products annihilates the entire state-vector basis for any n, and are zero-operators. They constitute the
algebraic relations of the BD subalgebra compatible with (preserved by) the matrix coalgebra structure.
This pattern is repeated for all of the other subalgebras.

The second product law needed to complete the algebraic Bethe ansatz is made by combining
(OP7) with (OP8)

DB′ =
( (c′)2a2 − c2(b′)2

(c′)2ab − c2a′b′

)
B′D − cc′

( aa′ − bb′

(c′)2ab − c2a′b′

)
BD′ (46)

Relation Equation 14 imposed in the standard way by re-parameterization λ = (a, b, c) =

(a(θ, γ), b(θ, γ), c(θ, γ)) with

a = sin(γ − θ), b = sin θ, c = sin γ (47)

simplifies the coefficients of Equations 39 and 46

(a′)2 − b2 = sin(γ − (θ′ − θ)) sin(γ − (θ′ + θ)) = a(θ′ − θ) a(θ′ + θ)

a′b′ − ab = sin(γ − (θ′ + θ)) sin(θ′ − θ) = a(θ′ + θ) b(θ′ − θ)

aa′ − bb′ = sin γ sin(γ − (θ′ + θ)) = c a(θ′ + θ) (48)

to the standard forms seen elsewhere

A(θ)B(θ′) =
a(θ′ − θ)

b(θ′ − θ)
B(θ′)A(θ) − c(θ′ − θ)

b(θ′ − θ)
B(θ)A(θ′)

D(θ)B(θ′) =
a(θ − θ′)
b(θ − θ′)

B(θ′)D(θ) − c(θ − θ′)
b(θ − θ′)

B(θ)D(θ′) (49)

The analogous integrability condition for the five-vertex model found by constructing the
zero-operators is much simpler [5,8]

b
a
=

b′

a′ = q,
c
a
= q eiθ , θ =

2πu
n

, u = 0, 1, · · · , n − 1 (50)

which is not a re-parameterization of the six-vertex model; the matrix of Boltzmann weights is singular;

A =

(
c 0
0 b

)
, D =

(
a 0
0 0

)
, B =

(
0 0√
ab 0

)
, C =

(
0

√
ab

0 0

)
(51)

and so no invertible R-matrix can be constructed from it.
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2.3. Commuting Transfer Matrices. The AD and BC Subalgebras

By building the binary product relations for each subalgebra that exhibits this closure inherent
in the matrix coalgebra structure, we can complete the entire set of algebraic relations that make the
operator coalgebra into a bialgebra. This is tedious, but each step is simply a repetition of what we
have done for the AB and BD subalgebras. The AD and BC subalgebras have recursion relations that
close among themselves, and one of these relations is the transfer matrix commutator.

From the relations

An+1D′
n+1(v⊗ ↓) = (AnD′

nv) ⊗ (ba′ ↓) + (BnD′
nv) ⊗ (ca′ ↑)

Dn+1A′
n+1(v⊗ ↓) = (CnB′

nv) ⊗ (cc′ ↓) + (DnA′
nv) ⊗ (ab′ ↓) + (DnB′

nv) ⊗ (bc′ ↑)
Bn+1C′

n+1(v⊗ ↓) = (AnD′
nv) ⊗ (cc′ ↓) + (BnC′

nv) ⊗ (ab′ ↓) + (BnD′
nv) ⊗ (bc′ ↑)

Cn+1B′
n+1(v⊗ ↓) = (CnB′

nv) ⊗ (ba′ ↓) + (DnB′
nv) ⊗ (ca′ ↑) (52)

we find that (doing away with the subscripts; we know what these matrices act upon)(
[A, D′] − [A′, D]

)
(v⊗ ↓) =

((
a′b[A, D′] − ab′[A′, D] + cc′(CB′ − C′B)

)
v
)

⊗ ↓

+
((

ca′BD′ − c′aB′D + bc′DB′ − b′cD′B
)

v
)

⊗ ↑ (53)

Calling

(OP9) =
(

a′b[A, D′] − ab′[A′, D] + cc′(CB′ − C′B)
)

(OP10) = [A, D′] − [A′, D] (54)

(OP9) and (OP10) could be zero-operators if for some x and y

(OP10)(v⊗ ↓) =
(
(OP9)v

)
⊗ ↓ +

(
(OP7)v

)
⊗ ↑

(OP9)(v⊗ ↓) = (ab′ + a′b)
(
(OP10)v

)
⊗ ↓ +

((
a′bca′BD′ − a′bb′cD′B

− ab′c′aB′D + abb′c′DB′ + c2c′a′DB′ − c(c′)2aD′B
)

v
)

⊗ ↑ (55)

= (ab′ + a′b)
(
(OP10)v

)
⊗ ↓ +x

(
(OP7)v

)
⊗ ↑ +y

(
(OP8)v

)
⊗ ↑ (56)

which requires that x and y be symmetric under (a, b, c) ⇀↽ (a′, b′, c′)

(a′)2bc = x ca′ + y bc′, abb′c′ + c2c′a′ = x bc′ + y ca′ (57)

or

x =
bc2(a′)3 − ab2b′(c′)2 − c2(c′)2a′b

c2(a′)2 − b2(c′)2 (58)

which is identical to Equation 33 with a ⇀↽ b, a′ ⇀↽ b′. We conclude that in order for the condition of
commuting transfer matrices (OP10 = 0) to hold, it is necessary for (a, b, c) and (a′, b′, c′) to be related
by the star-triangle relations Equation 14. Analysis of y in Equation 57 leads to the same conclusion.
One still needs to show that (OP9) and (OP10) annihilate the other half of the basis, namely v⊗ ↑,
and a short calculation verifies that they do. The same conclusion is drawn for the five-vertex model,
(OP10) is a zero-operator and transfer matrices with different spectral parameters commute [7].

2.4. Generality of the Method

Despite the lack of elegance that other constructions of bialgebras utilizing a solution R of the
Yang–Baxter equation may have (such as the RTT construction [3]), the methods used here appear
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to be quite general. Application to Sweedler’s Hopf algebra [9] generated by x, g with coproduct
Δ(g) = g ⊗ g and Δ(x) = x ⊗ g + 1 ⊗ x leads uniquely to the algebraic relations g · g = 1 and
x · x = 0 making the coalgebra a bialgebra (they are preserved by the coproduct), starting with
a two-dimensional representation [8]. The less trivial example of the Hopf algebra Uq(b+) with
generators K and X (the quantum deformation of the universal enveloping algebra of the upper Borel
subalgebra of sl(2)) whose coproducts are

Δ(K) = K ⊗ K, Δ(X) = X ⊗ K−1 + K ⊗ X (59)

uniquely produces qX · K = K · X from such a representation [8]. The two-dimensional representation
is the set of local Boltzmann weights, quantities that the model-builder would possess.
Starting with a two-dimensional representation of the Yangian Hopf algebra Y(gl(2))

A(u) =

(
1 + u−1 0

0 1

)
, B(u) =

(
0 u−1

0 0

)

C(u) =

(
0 0

u−1 0

)
, D(u) =

(
1 0
0 1 + u−1

)
(60)

with matrix coproduct, analytical construction of the zero-operators leads to the well-known product
rules [8]

[A(u), B(v)] =
A(u)B(v) − A(v)B(u)

u − v
, [A(u), D(v)] =

C(u)B(v) − C(v)B(u)
u − v

[A(u), C(v)] =
C(u)A(v) − C(v)A(u)

u − v
, [B(u), C(v)] =

D(u)A(v) − D(v)A(u)
u − v

[A(u), A(v)] = 0, [B(u), B(v)] = 0 (61)

and finally when applied to the five-vertex or hexagonal lattice dimer model with spectral parameters
a, b and c (using notation X = X (a, c), X ′ = X (a′, c′)) it results in a bialgebra structure

A′B = AB′ = q
(B′A − BA′

c
a − c′

a′

)
, D′B = DB′ = −q

(B′D − BD′
c
a − c′

a′

)
CA′ = C′A = q

(A′C − AC′
c
a − c′

a′

)
, C′D = CD′ = −q

(D′C − DC′
c
a − c′

a′

)
[
A, D′] = q

c′
a′ − c

a

(
B′C − BC′

)
, C′B = CB′ =

q
c
a − c′

a′

(
D′A − DA′

)
(62)

closely related to the Yangian, but which has no R-matrix or antipode [5,8]. It was for the purposes
of studying such models that the technique was developed in the first place. Note that Sweedler’s
algebra and the Yangian both possess R-matrices, but Uq(b+) and the five-vertex model do not, yet the
methods of this article lead uniquely to their bialgebra structure equations.

3. The Algebraic Bethe Ansatz

Once the spectrum-generating relations Equation 49 have been established and a pseudo-vacuum
state Φ0

n with CΦ0
n = 0 has been found, the eigenvalues of the transfer matrix can be found by the

algebraic Bethe ansatz.
The vector

Φ0
n =↑ ⊗ ↑ ⊗ ↑ ⊗ · · · ⊗ ↑ ⊗ ↑, n − factors (63)
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satisfies the requirements of the Bethe ground state (which we show inductively)

CnΦ0
n =

(
Cn−1Φ0

n−1

)
⊗
(

A ↑
)
+
(

Dn−1Φ0
n−1

)
⊗
(

C ↑
)

= a
(

Cn−1Φ0
n−1

)
⊗ ↑

= · · · = an−1(C ↑)⊗ ↑ ⊗ · · · ⊗ ↑ ⊗ ↑= 0 by iteration

AnΦ0
n =

(
An−1Φ0

n−1

)
⊗
(

A ↑
)
+
(

Bn−1Φ0
n−1

)
⊗
(

C ↑
)

= a
(

An−1Φ0
n−1

)
⊗ ↑= anΦ0

n

DnΦ0
n =

(
Cn−1Φ0

n−1

)
⊗
(

B ↑
)
+
(

Dn−1Φ0
n−1

)
⊗
(

D ↑
)

= b
(

Dn−1Φ0
n−1

)
⊗ ↑= bnΦ0

n (64)

This state is an eigenstate of the transfer matrix

T(θ)Φ0
n =

(
An + Dn

)
Φ0

n =
(

an(θ) + bn(θ)
)

Φ0
n (65)

Products of the B operators applied to the vacuum state will produce vectors that are eigenvalues
of the transfer matrix if the unwanted vectors in the expansion of T(θ)Φ have zero coefficients

Φ = B(θ1) · · · B(θr)Φ0
n, [B(θi), B(θj)] = 0, T(θ)Φ = Λ Φ + unwanted vectors (66)

The eigenvalues are

Λ =
(

an(θ)
r

∏
i

a(θi − θ)

b(θi − θ)
+ bn(θ)

r

∏
i

a(θ − θi)

b(θ − θi)

)
(67)

provided the set {θ1, θ2, · · · , θr} is chosen such that

( b(θj)

a(θj)

)n
= −

r

∏
i �=j

b(θj − θi)

a(θj − θi)

a(θi − θj)

b(θi − θj)
(68)

which eliminates the unwanted terms in the expansion of T(θ)Φ [6].
The conditions for elimination of the unwanted terms in the five-vertex model (hexagonal lattice

dimer model) is far simpler [5,8], from

AB′ =
bc−1

1 − c′b
cb′

(
B′A −

√
ab′

a′b
BA′

)
(69)

with a similar relation involving B and D, together with [B, B′] = 0

T
(

B′Φ0
)
=

bc−1

1 − c′b
cb′

(
(cn − an)B′Φ0 −

(√ ab′

a′b
c′n −

√
a′b
ab′ a′n

)
BΦ0

)
(70)

one is led to Equation 50, and this easily extends to the higher excitations [5,8].

4. Conclusions

The method of constructing zero-operators, quadratic operator products that annihilate the entire
state-space which are preserved by the coproduct, can be used to deduce the conditions (on the
model parameters) under which a lattice model has commuting transfer matrices. Coassociativity
of the coproduct operation, which is the operation by which the transfer matrix is built up from
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local Boltzmann weights, is used to obtain recursion relations for a set of operators that in their
lowest dimensional representation annihilate the state space. The recursions guarantee that they will
annihilate all higher-dimensional state spaces. This promotes the operator coalgebra to a bialgebra.
If the bialgebra can be shown to possess an antipode it may actually be a Hopf algebra, and the
existence of an R-matrix would make it quasi-triangular, but these steps are not needed for a complete
quadrature. Only two sub-algebras, the AB and DB, are required to construct Bethe vectors and
perform the algebraic Bethe ansatz, assuming that the resulting equations for the elimination of
unwanted terms can be solved. Simple possession of these subalgebras is no guarantee that this can be
done.

In this article we have shown that a necessary condition for the zero-operator recursions to exist
(for the six vertex model) is that the Boltzmann weights are constrained by

a2 + b2 − c2

2ab
=

(a′)2 + (b′)2 − (c′)2

2a′b′

the star-triangle relations. One of these zero-operators is in fact [T, T′], T = A + D, and therefore a
necessary condition for commutativity of transfer matrices with different Boltzmann weights is the
star-triangle condition. This condition is well-known to be sufficient [1].

The zero-operator method does not make use of the Yang–Baxter equation or require the existence
of an R-matrix. It is a direct determination of the spectrum-generating bialgebra of a lattice model,
requiring only the lowest dimensional non-trivial representation of the bialgebra (the M matrix) and
has been used to perform the algebraic Bethe ansatz for models with a singular M-matrix [5,7,8], in
which the bialgebra is closest in structure to a Yangian quantum group, but possesses no antipode.
This approach for constructing a bialgebra is complementary to the RTT method [3,10] which begins
with a solution to the Yang–Baxter equation (an invertible R-matrix constructed from M) and produces
a bialgebra with matrix coalgebra.

The zero-operators themselves are linear combinations of products of the A, B, C and D operators
for pairs of spectral parameters. The commutator of the transfer matrices is just such an object, and
so the method is particularly well-suited to the problem of establishing necessary spectral conditions
under which the transfer matrices will commute.

The methods used here are particularly amenable to the use of computer algebra systems. All of
the calculations here were facilitated, and verified, by the use of REDUCE [11].

References

1. Baxter, R.J. Exactly Solved Models in Statistical Mechanics; Academic Press: Waltham, MA, USA, 1982.
2. Chari, V.; Pressley, A. A Guide to Quantum Groups; Cambridge University Press: Cambridge, UK, 1994.
3. Kauffman, L.H. Knots and Physics; World Scientific: Singapore, 1991.
4. McCoy, B.M. Advanced Statistical Mechanics; Oxford University Press: Oxford, UK, 2010.
5. Schmidt, J.R. The algebraic Bethe Ansatz without the Yang–Baxter equation. Can. J. Phys. 2008, 86, 1177–1193.
6. Takhtadzhan, L.A.; Faddeev, L.D. The quantum method of the inverse problem and the Heisenberg XYZ

model. Uspekhi Mat. Nauk 1979, 34, 13–63.
7. Schmidt, J.R. A modified Bethe Ansatz for the two-dimensional dimer problem. Can. J. Phys. 2007, 85,

745–762.
8. Schmidt, J.R. Spectrum-Generating bialgebra of the hexagonal-lattice dimer model. Can. J. Phys. 2009, 87,

1099–1125.
9. Sweedler, M.E. Hopf Algebras; W.A. Benjamin, Inc.: New York, NY, USA, 1969.

172



Axioms 2012, 1, 186–200

10. Faddeev, L.D.; Reshetikhin, N.Y.; Takhtajan, L.A. Quantization of Lie Groups and Lie Algebras.
Leningrad Math. J. 1990, 1, 193–225.

11. REDUCE. Available online: http://reduce-algebra.sourceforge.net/ (accessed on 18 December 2008).

c© 2019 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

173



axioms

Article

Frobenius–Schur Indicator for Categories
with Duality

Kenichi Shimizu

Graduate School of Mathematics, Nagoya University, Furo-cho, Chikusa-ku, Nagoya 464-8602, Japan;
E-Mail: x12005i@math.nagoya-u.ac.jp; Tel.: +81-52-789-7149; Fax: +81-52-789-2829.

Received: 2 July 2012; in revised form: 23 August 2012 / Accepted: 29 September 2012 /
Published: 23 October 2012

Abstract: We introduce the Frobenius–Schur indicator for categories with duality to give a
category-theoretical understanding of various generalizations of the Frobenius–Schur theorem
including that for semisimple quasi-Hopf algebras, weak Hopf C∗-algebras and association schemes.
Our framework also clarifies a mechanism of how the “twisted” theory arises from the ordinary
case. As a demonstration, we establish twisted versions of the Frobenius–Schur theorem for various
algebraic objects. We also give several applications to the quantum SL2.

Keywords: Frobenius–Schur indicator; category with duality; Hopf algebra; quantum groups

1. Introduction

The aim of this paper is to develop a category-theoretical framework to unify various
generalizations of the Frobenius–Schur theorem. We first recall the Frobenius–Schur theorem for compact
groups. Let G be a compact group, and let V be a finite-dimensional continuous representation of G
with character χV . The n-th Frobenius–Schur indicator (or FS indicator, for short) of V is defined and
denoted by

νn(V) =
∫

G
χV(gn)dμ(g) (1.1)

where μ is the normalized Haar measure on G. The Frobenius–Schur theorem states that the value of
the second FS indicator ν2(V) has the following meaning:

Theorem (Frobenius–Schur theorem). If V is irreducible, then we have

ν2(V) =

⎧⎪⎪⎨⎪⎪⎩
+1 if V is real

0 if V is complex

−1 if V is quaternionic

(1.2)

Moreover, the following statements are equivalent:
(1) ν2(V) �= 0.
(2) V is isomorphic to its dual representation.
(3) There exists a non-degenerate G-invariant bilinear form b : V × V → C.

If one of the above equivalent statements holds, then such a bilinear form b is unique up to scalar multiples
and satisfies b(w, v) = ν2(V) · b(v, w) for all v, w ∈ V. In other words, b is symmetric if ν2(V) = +1 and is
skew-symmetric if ν2(V) = −1.

For n ≥ 3, the representation-theoretic meaning of the n-th FS indicator is less obvious than
the second one and there is no such theorem involving the n-th FS indicator. Hence, the second FS
indicator could be of special interest. Unless otherwise noted, we simply call ν2 the FS indicator and
refer to νn for n ≥ 3 as higher FS indicators.

Axioms 2012, 1, 324–364; doi:10.3390/axioms1030324 www.mdpi.com/journal/axioms174
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Generalizing those for compact groups, the FS indicator and higher ones have been defined
for various algebraic objects, including (quasi-)Hopf algebras, tensor categories and conformal field
theories; see [1–9]. Among others, the theory of Ng and Schauenburg [7–9] is especially important
since it gives a unified category-theoretical understanding of all of [1–6]. For the case of a semisimple
(quasi-)Hopf algebra, a generalization of the Frobenius–Schur theorem is also formulated and proved;
see [1–3]. These results have many applications in Hopf algebras and tensor categories; see [10–17].

On the other hand, there are several generalizations in other directions. For example, the
earlier result of Linchenko and Montgomery [1] can be thought, in fact, as a generalization of the
Frobenius–Schur theorem for a finite-dimensional semisimple algebra with an anti-algebra involution.
Based on their result, Hanaki and Terada [18] proved a generalization of the Frobenius–Schur theorem
for association schemes and gave some applications to association schemes. Doi [19] reconstructed
the results of [1] with an emphasis on the use of the theory of symmetric algebras. Recently, Geck [20]
proved a result similar to Doi and gave some applications to finite Coxeter groups.

Unlike Hopf algebras, the representation categories of such algebras do not have a natural
structure of a monoidal category and therefore we cannot understand these results in the framework
of Ng and Schauenburg. Our first question is:

Question 1.1. Is there a good category-theoretical framework to understand the FS indicator and the
Frobenius–Schur theorem for such algebras?

The second question is about the twisted versions of some of the above. Given an automorphism
τ of a finite group (or a semisimple Hopf algebra), the n-th τ-twisted FS indicator ντ

n is defined by
twisting the definition of νn by τ and the twisted version of the Frobenius–Schur theorem is also
formulated and proved; see [21–23]. Our second question is:

Question 1.2. If there is an answer to Question 1.1, then what is its twisted version?

In this paper, we give answers to these questions. Following the approaches of [5–7], we see
that the duality is what we really need to define the FS indicator. This observation leads us to the
notion of a category with duality, which has been well-studied in the theory of Witt groups [24,25].
As an answer to Question 1.1, we introduce and study the FS indicator for categories with duality.
Considering a suitable category and suitable duality, we can recover various generalizations of the
Frobenius–Schur theorem for compact groups. We also introduce a method to “twist” the given duality
on a category. This gives an answer to Question 1.2; in fact, the twisted FS indicator can be understood
as the “untwisted” FS indicator with respect to the twisted duality.

1.1. Organization and Summary of Results

The present paper is organized as follows: In Section 2, following Mac Lane [26], we recall some
basic results on adjoint functors and then introduce a category with duality in terms of adjunctions. By
generalizing the definitions of [5–7], we define the FS indicator of an object of a category with duality
over a field k (Definition 2.8). We also introduce a general method to “twist” the given duality by an
adjunction. Then the twisted FS indicator is defined to be the “untwisted” FS indicator with respect to
the twisted duality.

Pivotal Hopf algebras are introduced as a class of Hopf algebras whose representation category
is a pivotal monoidal category; see, e.g., [14]. Motivated by this notion, in Section 3, a pivotal algebra
is defined to be a triple (A, S, g) consisting of an algebra A, an anti-algebra map S : A → A and an
invertible element g ∈ A satisfying certain conditions (Definition 3.1). The representation category of a
pivotal algebra is not monoidal in general but has duality. Therefore the FS indicator of an A-module
is defined in the way of Section 2. In Section 3, we study the FS indicator for pivotal algebras and
prove some fundamental properties of them.
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From our point of view, (1.1) is not the definition but a formula to compute the FS indicator. It is
natural to ask when such a formula exists. In Section 3, we also give a formula for a separable pivotal
algebra (Theorem 3.8); if a pivotal algebra A = (A, S, g) has a separability idempotent E, then

ν(V) = ∑
i

χV

(
S(E′

i)gE′′
i

) (
E = ∑

i
E′

i ⊗ E′′
i

)
(1.3)

for all finite-dimensional left A-module V, where χV is the character of V. The relation between
this formula and the results of [1,19,20] is discussed. By specializing (1.3), we obtain a formula for
group-like algebras (Example 3.9) and for finite-dimensional weak Hopf C∗-algebras (Example 3.10).
We also obtain the formula of Mason and Ng [2] for finite-dimensional semisimple quasi-Hopf algebras
and its twisted version (§3.4).

In Section 4, we introduce a copivotal coalgebra as the dual notion of pivotal algebras. Each result
of Section 3 has an analogue in the case of copivotal coalgebras. A crucial difference from the case of
algebras is that there are infinite-dimensional coseparable coalgebras. For example, the Hopf algebra
R(G) of continuous representative functions on a compact group G is coseparable with coseparability
idempotent given by the Haar measure on G. The Formula (1.1) is obtained by applying the coalgebraic
version of (1.3) to R(G).

In Section 5, we apply our results to the quantum coordinate algebra Oq(SL2) and the quantized
universal enveloping algebra Uq(sl2). We first determine the FS indicator of all simple right
Oq(SL2)-comodules. In a similar way, we also determine the twisted FS indicator with respect
to an involution of Oq(SL2) corresponding to the group homomorphism

SL2(k) → SL2(k),

(
a b
c d

)
�→

(
a −b

−c d

)

in the classical limit q → 1. Similar results for Uq(sl2) are also given by using the Hopf pairing between
Oq(SL2) and Uq(sl2).

Remark 1.3. To answer Question 1.1, we need to work in a “non-monoidal” setting. Since, as we have
remarked, the Frobenius–Schur theory has some good applications even in non-monoidal settings, the
FS indicator for categories with duality could be interesting. However, to define the higher (twisted)
FS indicators, a monoidal structure seems to be necessary. At least, there is a reason why we cannot
define higher FS indicators for categories with duality; see Remarks 2.6 and 2.13.

It is interesting to construct a twisted version of [7–9]. One of the referees kindly pointed out to
the author that in May 2012, Daniel Sage gave a talk on a category-theoretic definition of the higher
twisted FS indicators for Hopf algebras at the Lie Theory Workshop held at University of Southern
California. Independently, after the submission of the first version of this paper, the author obtained a
description of the higher twisted FS indicator for Hopf algebras by using the crossed product monoidal
category. In this paper, we also mention higher twisted FS indicators for pivotal monoidal categories
but leave the details for future work; see §2.6.

Remark 1.4. Linchenko and Montgomery [1] established a relation between the FS indicator and
invariant bilinear forms on an irreducible representation. Unlike the case of compact groups, a relation
between the FS indicator and “reality” of representations is not known in the case of Hopf algebras;
in fact, as remarked in [1], the reality of a representation of a Hopf algebra is not defined since, in
general, a Hopf algebra does not have a good basis like the group elements of the group algebra. In a
forthcoming paper, we will introduce the notions of real, complex and quaternionic representations
of a Hopf ∗-algebra and Formulate (1.2) in a Hopf algebraic context. We will also provide an exact
quantum analog of the Frobenius–Schur theorem for compact quantum groups.
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1.2. Notation

Given a category C and X, Y ∈ C, we denote by HomC(X, Y) the set of all morphisms from X to
Y. Cop means the opposite category of C. An object X ∈ C is often written as Xop when it is regarded
an object of Cop. A similar notation is used for morphisms. A functor F : C → D is denoted by Fop if it
is regarded as a functor Cop → Dop.

Throughout, we work over a fixed field k whose characteristic is not two. By an algebra, we mean
a unital associative algebra over k. Given a vector space V (over k), we denote by V∨ = Homk(V, k)
the dual space of V. For f ∈ V∨ and v ∈ V, we often write f (v) as 〈 f , v〉. Unless otherwise noted, the
unadorned tensor symbol ⊗ means the tensor product over k. Given t ∈ V⊗n, we often write t as

t = t1 ⊗ t2 ⊗ · · · ⊗ tn ∈ V ⊗ V ⊗ · · · ⊗ V

The comultiplication and the counit of a coalgebra are denoted by Δ and ε, respectively. For an element
c of a coalgebra, we use Sweedler’s notation

Δ(c) = c(1) ⊗ c(2), Δ(c(1)) ⊗ c(2) = c(1) ⊗ c(2) ⊗ c(3) = c(1) ⊗ Δ(c(2)), . . .

2. Categories with Duality

2.1. Adjunctions

Following Mac Lane [26], we recall basic results on adjunctions. Let C and D be categories.
An adjunction from C to D is a triple (F, G, Φ) consisting of functors F : C → D and G : D → C and a
natural bijection ΦX,Y : HomD(F(X), Y) → HomC(X, G(Y)) (X ∈ C, Y ∈ D).

Given an adjunction (F, G, Φ) from C to D, the unit η : idC → GF and the counit ε : FG → idD of
the adjunction (F, G, Φ) are defined by ηX = ΦX,F(X)(idF(X)) and εY = Φ−1

G(Y),Y(idG(Y)) for X ∈ C and
Y ∈ D, respectively. They satisfy the counit-unit equations

εF(X) ◦ F(ηX) = idF(X) and G(εY) ◦ ηG(Y) = idG(Y) (2.1)

for all X ∈ C and Y ∈ D. By using η, the natural bijection Φ is expressed as

ΦX,Y( f ) = G( f ) ◦ ηX ( f ∈ HomC(F(X), Y) (2.2)

Similarly, by using ε, the inverse of Φ is expressed as

Φ−1
X,Y(g) = εY ◦ F(g) (g ∈ HomD(X, G(Y)) (2.3)

Note that ◦ at the right-hand side stands for the composition in D. We will deal with the case where
D = Cop, the opposite category of C.

Each adjunction is determined by its unit and counit; indeed, let F : C → D and G : D → C be
functors, and let η : idC → GF and ε : FG → idD be natural transformations satisfying (2.1). If we
define Φ by (2.2), then the triple (F, G, Φ) is an adjunction from C to D whose unit and counit are η and
ε. From this reason, we abuse terminology and refer to such a quadruple (F, G, η, ε) as an adjunction
from C to D.

2.2. Categories with Duality

The following terminologies are taken from Balmer [24] and Calmés-Hornbostel [25].

Definition 2.1. A category with duality is a triple C = (C, (−)∨, j) consisting of a category C, a
contravariant functor (−)∨ : C → C and a natural transformation j : idC → (−)∨∨ satisfying

(jX)∨ ◦ jX∨ = idX∨ (2.4)
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for all X ∈ C. If, moreover, j is a natural isomorphism, then we say that C is a category with strong
duality, or, simply, C is strong.

Let C be a category with duality. We call the functor (−)∨ : C → C the duality functor of C. A
pivotal monoidal category is an example of categories with duality; see [3, Appendix]. Thus we call
the natural transformation j : idC → (−)∨∨ the pivotal morphism of C.

Example 2.2. Let H be a Hopf algebra with antipode S. If H is involutory, i.e., S2 = idH , then the category
mod(H) of left H-modules is a category with duality; the duality functor is given by taking the dual
H-module and the pivotal morphism is given by the canonical map

ιV : V → V∨∨ = Homk(Homk(V, k), k), 〈ι(v), f 〉 = 〈 f , v〉 (v ∈ V, f ∈ V∨) (2.5)

The full subcategory modfd(H) of mod(H) of finite-dimensional left H-modules is a category with
strong duality since ιV is an isomorphism if (and only if) dimk V < ∞.

Let D denote the duality functor of C regarded as a covariant functor from C to Cop. Definition 2.1
says that the quadruple (D, Dop, j, jop) : C → Cop is an adjunction. Hence we obtain a natural bijection

TX,Y : HomC(X, Y∨) = HomCop(D(Y), Xop)

−→ HomC(Y, Dop(Xop)) = HomC(Y, X∨) (X, Y ∈ C)
(2.6)

which we call the transposition map. By (2.2), TX,Y is expressed as

TX,Y( f ) = f ∨ ◦ jY ( f ∈ HomC(X, Y∨)) (2.7)

By (2.3), we have T−1
X,Y(g) = g∨ ◦ jX = TY,X(g) for g ∈ HomC(Y, X∨). Hence we have

TY,X ◦ TX,Y = idHomC (X,Y∨) (2.8)

Note that j is not necessarily an isomorphism. By understanding a category with duality as a kind
of adjunction, we obtain the following characterization of categories with strong duality.

Lemma 2.3. For a category C with duality, the following are equivalent:
(1) C is a category with strong duality.
(2) The duality functor (−)∨ : C → Cop is an equivalence.

Proof. Let, in general, (F, G, η, ε) be an adjunction between some categories. Then F is fully faithful
if and only if η is an isomorphism [26, IV.3]. Now we apply this result to the above quadruple
(D, Dop, j, jop) as follows: If C is strong, then D is fully faithful. Since X ∼= X∨∨ = D(X∨) (X ∈ C), D
is essentially surjective. Hence, D is an equivalence. The converse is clear, since an equivalence of
categories is fully faithful.

Following [25], we introduce duality preserving functors and related notions:

Definition 2.4. Let C and D be categories with duality. A duality preserving functor from C to D is
a pair (F, ξ) consisting of a functor F : C → D and a natural transformation ξ : F(X∨) → F(X)∨

(X ∈ C) making

F(X)
F(jX)−−−−→ F(X∨∨)

jF(X)

⏐⏐- ⏐⏐-ξX∨

F(X)∨∨ −−−−→
ξ∨

X

F(X∨)∨

(2.9)

commute for all X ∈ C. If, moreover, ξ is an isomorphism, then (F, ξ) is said to be a strong. If ξ is the
identity, then (F, ξ) is said to be strict.
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Now let (F, ξ), (G, ζ) : C → D be such functors. A morphism of duality preserving functors from
(F, ξ) to (G, ζ) is a natural transformation h : F → G making

F(X∨)
ξX−−−−→ F(X)∨

hX∨
⏐⏐- .⏐⏐h∨

X

G(X∨) −−−−→
ζX

G(X)∨

commute for all X ∈ C.

If (F, ξ) : C → D and (G, ζ) : D → E are duality preserving functors between categories with
duality, then the composition G ◦ F : C → E becomes a duality preserving functor with

G(F(X∨))
G(ξX)−−−−→ G(F(X)∨)

ζF(X)−−−−→ G(F(X))∨ (X ∈ C)

One can check that categories with duality form a 2-category; 1-arrows are duality preserving functors
and 2-arrows are morphisms of duality preserving functors. Hence we can define an isomorphism and
an equivalence of categories with duality in the usual way.

Given a duality preserving functor (F, ξ) : C → D, we define

F̃X,Y : HomC(X, Y∨) → HomD(F(X), F(Y)∨) (X, Y ∈ C)

by F̃X,Y( f ) = ξY ◦ F( f ) for f : X → Y∨. F̃ is compatible with the transposition map in the sense that
the diagram

HomC(X, Y∨)
F̃X,Y−−−−→ HomD(F(X), F(Y)∨)

TX,Y

⏐⏐- ⏐⏐-TF(X),F(Y)

HomC(Y, X∨) −−−−→
F̃X,Y

HomD(F(Y), F(X)∨)

(2.10)

commutes for all X, Y ∈ C. Indeed, we have

TF(X),F(Y)(F̃X,Y( f )) = (ξY ◦ F( f ))∨ ◦ jF(Y) = F( f )∨ ◦ ξ∨
Y ◦ jF(Y)

= F( f )∨ ◦ ξX∨ ◦ F(jX) = ξY ◦ F( f ∨) ◦ F(jX) = F̃X,Y(TX,Y( f ))

Now suppose that C is a category with strong duality. Then:

Lemma 2.5. Cop is a category with duality with the same duality functor as C and pivotal morphism (j−1)op.
The duality functor on C is an equivalence of categories with duality between C and Cop.

Hence, from (2.10) with (F, ξ) = ((−)∨, id(−)∨) : Cop → C, we see that

HomC(X∨, Y) HomCop(Yop, (X∨)op)
(−)∨

−−−−→ HomC(Y∨, X∨∨)

T
op
X,Y

⏐⏐- ⏐⏐-TY∨ ,X∨

HomC(Y∨, X) HomCop(Xop, (Y∨)op) −−−−→
(−)∨

HomC(X∨, Y∨∨)

(2.11)

commutes for all X, Y ∈ C, where T
op
X,Y is the transposition map for Cop regarded as a map

HomC(X∨, Y) → HomC(Y∨, X). Explicitly, it is given by T
op
X,Y( f ) = j−1

X ◦ f ∨.

Remark 2.6. If C is a pivotal monoidal category, then there is a natural bijection

HomC(X∨, Y) ∼= HomC(1, X ⊗ Y) (X, Y ∈ C),
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where ⊗ is the tensor product of C and 1 ∈ C is the unit object. The diagram

HomC(X∨, X)
∼=−−−−→ HomC(1, X ⊗ X)

T
op
X,X

⏐⏐- ⏐⏐-E(2)
X

HomC(X∨, X) −−−−→∼=
HomC(1, X ⊗ X)

commutes, where the horizontal arrows are the canonical bijections and E(2)
X is the map used in [8] to

define the FS indicator.

2.3. Frobenius–Schur Indicator

Recall that a category C is said to be k-linear if each hom-set is a vector space over k and the
composition of morphisms is k-bilinear. A functor F : C → D between k-linear categories is said to
be k-linear if the map HomC(X, Y) → HomD(F(X), F(Y)), f �→ F( f ) is k-linear for all X, Y ∈ C. Note
that Cop is k-linear if C is. Thus the k-linearity of a contravariant functor makes sense.

Definition 2.7. By a category with duality over k, we mean a k-linear category with duality whose duality
functor is k-linear.

For simplicity, in this section, we always assume that a category C with duality over k satisfies the
following finiteness condition:

dimk HomC(X, Y) < ∞ for all X, Y ∈ C (2.12)

Definition 2.8. Let C be a category with duality over k. The Frobenius–Schur indicator (or FS indicator,
for short) of X ∈ C is defined and denoted by ν(X) = Tr(TX,X), where Tr means the trace of a
linear map.

The following is a list of basic properties of the FS indicator:

Proposition 2.9. Let C be a category with duality over k and let X ∈ C.
(a) ν(X) depends on the isomorphism class of X ∈ C.
(b) ν(X) = dimk B+

C (X) − dimk B−
C (X), where B±

C (X) = {b : X → X∨ | TX,X(b) = ±b}.
(c) Let X1, X2 ∈ C. If their biproduct X1 ⊕ X2 exists, then we have ν(X1 ⊕ X2) = ν(X1) + ν(X2).

Proof. (a) Let p : X → Y be an isomorphism in C. Then

HomC(p, p∨) : HomC(Y, Y∨) → HomC(X, X∨), f �→ p∨ ◦ f ◦ p

is an isomorphism. By the naturality of the transposition map, the diagram

HomC(Y, Y∨)
TY,Y−−−−→ HomC(Y, Y∨)

HomC (p,p∨)
⏐⏐- ⏐⏐-HomC (p,p∨)

HomC(X, X∨) −−−−→
TX,X

HomC(X, X∨)

commutes. Hence, we have ν(X) = Tr(TX,X) = Tr(TY,Y) = ν(Y).
(b) The result follows from (2.8) and the fact that the trace of an operator is the sum of its

eigenvalues.
(c) For a = 1, 2, let ia : Xa → X1 ⊕ X2 and pa : X1 ⊕ X2 → Xa be the inclusion and the projection,

respectively. For a, b, c, d = 1, 2, we set

Tcd
ab = pcd ◦ TX1⊕X2,X1⊕X2 ◦ iab : HomC(Xa, X∨

b ) → HomC(Xc, X∨
d )
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where iab = HomC(pa, p∨
b ) and pcd = HomC(ic, i∨d ). By linear algebra, we have

Tr(TX1⊕X2,X1⊕X2) = Tr(T11
11) + Tr(T12

12) + Tr(T21
21) + Tr(T22

22) (2.13)

Now, by the naturality of the transposition map, we compute

Tab
ab = HomC(ia, i∨b ) ◦ TX1⊕X2,X1⊕X2 ◦ HomC(pa, p∨

b )

= HomC(ia, i∨b ) ◦ HomC(pb, p∨
a ) ◦ TXa ,Xb

= HomC(pb ◦ ia, p∨
a ◦ i∨b ) ◦ TXa ,Xb

Hence Tab
ab is equal to TXa ,Xa if a = b and is zero if otherwise. Combining this result with (2.13),

we obtain ν(X1 ⊕ X2) = ν(X1) + ν(X2).

The FS indicator is an invariant of categories with duality over k. Indeed, the commutativity
of (2.10) yields the following proposition:

Proposition 2.10. Let (F, ξ) : C → D be a strong duality preserving functor. If F is k-linear and fully faithful,
then we have ν(F(X)) = ν(X) for all X ∈ C.

Similarly, we obtain the following proposition from (2.11):

Proposition 2.11. Suppose that C is a category with strong duality over k. Then, for all X ∈ C, we have
ν(X∨) = Tr(Top

X,X) = ν(Xop).

Let A be a k-linear Abelian category. Recall that a nonzero object of A is said to be simple if it has
no proper subobjects. We say that a simple object V ∈ A is absolutely simple if EndA(V) ∼= k. Note
that the opposite category Aop is also k-linear and Abelian. It is easy to see that an object of A is
(absolutely) simple if and only if it is (absolutely) simple as an object of Aop.

Proposition 2.12. Let C be an Abelian category with strong duality over k, and let X ∈ C.
(a) If X is a finite biproduct of simple objects, then ν(X) = ν(X∨).
(b) If X is absolutely simple, then ν(X) ∈ {0, ±1}. ν(X) �= 0 if and only if X is self-dual, that is, X is

isomorphic to X∨.

Proof. (a) We first claim that if V ∈ C is simple, then ν(V) = ν(V∨). Let V ∈ C be a simple object.
Since (−)∨ : C → Cop is an equivalence, V∨ is simple as an object of Cop and hence it is simple as an
object of C. If V is isomorphic to V∨, then our claim is obvious. Otherwise, we have

HomC(V, V∨) = 0 and HomC(V∨, V∨∨) ∼= HomC(V∨, V) = 0

by Schur’s lemma. Therefore ν(V) = 0 = ν(V∨) follows.
Now write X as X = V1 ⊕ · · · ⊕ Vm for some simple objects V1, . . . , Vm ∈ C. By the above

arguments and the additivity of the FS indicator, we have

ν(X∨) = ν(V∨
1 ) + · · · + ν(V∨

m ) = ν(V1) + · · · + ν(Vm) = ν(X)

(b) Suppose that X ∈ C is absolutely simple. If X is isomorphic to X∨, then

dimk HomC(X, X∨) = dimk EndC(X) = 1

and hence ν(X) is either +1 or −1 by Proposition 2.9 (b). Otherwise, ν(X) = 0 as we have seen in the
proof of (a).

Remark 2.13. If C is a pivotal monoidal category over k, then the n-th FS indicator νn(X) of X ∈ C
is defined for each integer n ≥ 2; see [8]. The commutativity of (2.10) implies ν2(X) = ν(X∨)
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(see also Remark 2.6). However, in view of Proposition 2.12, ν(X) = ν2(X) always holds in the case
where C is strong, Abelian, and semisimple. We prefer our Definition 2.8 since it is more convenient
when we discuss the relation between the FS indicator and invariant bilinear forms.

One would like to define higher FS indicators for an object of a category with duality over k
by extending that for an object of a pivotal monoidal category over k. This is impossible because of
the following example: For a group G, we denote by VecG

fd the k-linear pivotal monoidal category of

finite-dimensional G-graded vector spaces over k. The n-th FS indicator of V =
⊕

x∈G Vx ∈ VecG
fd is

given by
νn(V) = ∑

x∈G[n]
dimk(Vx), where G[n] = {x ∈ G | xn = 1} (2.14)

Now we put
C = Vec

Z4×Z4
fd and D = VecZ2×Z8

fd

There exists a bijection f : Z4 ×Z4 → Z2 ×Z8 such that f (x−1) = f (x)−1 for all x ∈ Z4 ×Z4. f induces
an equivalence C ≈ D of categories with duality over k. If we could define the n-th FS indicator for
categories with duality over k, then there would exist at least one equivalence F : C → D such that
νn(F(X)) = νn(X) for all X ∈ C and n ≥ 2. However, by (2.14), there is no such equivalence.

2.4. Separable Functors

Let H be an involutory Hopf algebra, e.g., the group algebra of a group G. We consider the
category C = modfd(H) of Example 2.2. The FS indicator ν(V) of V ∈ C is interpreted as follows: Let
BilH(V) denote the set of all H-invariant bilinear forms on V. The transposition map induces

ΣV : BilH(V) → BilH(V), ΣV(b)(v, w) = b(w, v) (b ∈ BilH(V), v, w ∈ V)

via the canonical isomorphism BilH(V) ∼= HomH(V, V∨). Now let Bil±H(V) denote the eigenspace of
ΣV with eigenvalue ±1. Then we have

ν(V) = Tr(TV,V) = Tr(ΣV) = dimk Bil+H(V) − dimk Bil−H(V)

Hence, from our definition, the relation between ν(V) and H-invariant bilinear forms on V is clear. On
the other hand, it is not obvious that ν(V) is expressed by a formula like (1.1). It should be emphasized
that, from our point of view, (1.1) is not the definition of ν(V) but rather a formula to compute ν(V).
We note that a similar point of view is effectively used to derive a formula of the FS indicator for
semisimple finite-dimensional quasi-Hopf algebras in [3].

A key notion to derive (1.1) is a separable functor [27]; a functor U : C → V is said to be separable if
there exists a natural transformation

ΠX,Y : HomV (U(X), U(Y)) → HomC(X, Y) (X, Y ∈ C)

such that ΠX,Y(U( f )) = f for all f ∈ HomC(X, Y). Such a natural transformation Π is called a section
of U. Suppose that C and V be k-linear. We say that a section Π of U is k-linear if ΠX,Y is k-linear for all
X, Y ∈ C.

Now let C be a category with duality over k, and let V be a k-linear category satisfying (2.12). A
k-linear functor U : C → V induces a k-linear map

UX,Y : HomC(X, Y) → HomV (U(X), U(Y)) f �→ U( f ) (X, Y ∈ C)

If U has a k-linear section Π, we define a linear map

T̃X,Y : HomV (U(X), U(Y∨)) → HomV (U(Y), U(X∨)) (X, Y ∈ C) (2.15)
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so that the diagram

HomV (U(X), U(Y∨))
T̃X,Y−−−−→ HomV (U(Y), U(X∨))

ΠX,Y∨
⏐⏐- .⏐⏐UY,X∨

HomC(X, Y∨) −−−−→
TX,Y

HomC(Y, X∨)

commutes. By using the well-known identity Tr(AB) = Tr(BA), we have

Tr(T̃X,X) = Tr(UX,X∨ ◦ TX,X ◦ ΠX,X∨)

= Tr(ΠX,X∨ ◦ UX,X∨ ◦ TX,X) = Tr(TX,X) = ν(X)
(2.16)

Before we explain how (1.1) is derived from (2.16), we recall the following lemma in linear algebra: Let
f : V → W and g : W → V be linear maps between finite-dimensional vector spaces. We define

T : V ⊗ W → V ⊗ W, T(v ⊗ w) = g(w) ⊗ f (v). (v ∈ V, w ∈ W)

Lemma 2.14. Tr(T) = Tr( f g).

The dual of this lemma is also useful: Let B(V, W) be the set of bilinear maps V × W → k and
consider the map T∨ : B(V, W) → B(V, W), T∨(b)(v, w) = b(g(w), f (v)). Since T∨ is the dual map of
T under the identification B(V, W) ∼= (V ⊗ W)∨, we have Tr(T∨) = Tr( f g).

Proof. Let {vi} and {wj} be a basis of V and W, and let {vi} and {wj} be the dual basis to {vi} and
{wj}, respectively. Then we have

Tr(T) = ∑
i,j

〈vi, g(wj)〉〈wj, f (vi)〉 = ∑
j

〈wj, f (g(wj))〉 = Tr( f g)

Here, the first and the last equality follow from Tr( f ) = ∑i〈vi, f (vi)〉 and the second follows from
x = ∑i〈vi, x〉vi.

Now, for simplicity, we assume k to be an algebraically closed field of characteristic zero. Let H
be a finite-dimensional semisimple Hopf algebra over k, e.g., the group algebra of a finite group G.
Then, by the theorem of Larson and Radford [28], H is involutory. Let Vecfd(k) denote the category
of finite-dimensional vector spaces over k. The forgetful functor modfd(H) → Vecfd(k) is a separable
functor with k-linear section

ΠV,W : Homk(V, W) → HomH(V, W) (V, W ∈ mod(H))

ΠV,W( f )(v) = S(Λ(1)) f (Λ(2)v) ( f ∈ Homk(V, W), v ∈ V)

where Λ ∈ H is the Haar integral (i.e., the two-sided integral such that ε(Λ) = 1). Let Bil(V) denote the
set of all bilinear forms on V. Instead of the map (2.15), we prefer to consider the map

Σ̃V : Bil(V) → Bil(V), Σ̃V(b)(v, w) = b(Λ(1)v, Λ(2)w), (b ∈ Bil(V), v, w ∈ V)

which makes the diagram

Bil(V) ∼= Homk(V, V∨)
ΠV,V∨−−−−→ HomH(V, V∨) ∼= BilH(V)

Σ̃V

⏐⏐- T̃V,V

⏐⏐- ⏐⏐-TV,V

⏐⏐-ΣV

Bil(V) ∼= Homk(V, V∨) ←−−−−−
inclusion

HomH(V, V∨) ∼= BilH(V)
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commutes; see §3, especially Theorem 3.8, for the details. Let ρ : H → Endk(V) be the algebra map
corresponding to the action H ⊗ V → V. By Lemma 2.14, we have

ν(V) = Tr(Σ̃V) = Tr
(

ρ(Λ(1)) ◦ ρ(Λ(2))
)
= χV(Λ(1)Λ(2))

where χV = Tr ◦ρ. This is the FS indicator for H introduced by Linchenko and Montgomery [1]. In the
case where H = kG, we have ν(V) = |G|−1 ∑g∈G χV(g2) since Λ = |G|−1 ∑g∈G g. Formula (1.1) for
compact groups is obtained in a similar way; see §4 for details.

2.5. Twisted Duality

To deal with some twisted versions of the Frobenius–Schur theorem, we introduce a twisting
adjunction of a category with duality and give a method to twist the original duality functor by using a
twisting adjunction. Our method can be thought as a generalization of the arguments in [23, §4].

Let C be a category with duality. Suppose that we are given an adjunction (F, G, η, ε) : C → C and
a natural transformation ξX : F(X∨) → G(X)∨. Define ζX by

ζX : G(X∨)
jG(X∨)−−−−→ G(X∨)∨∨ ξ∨

X∨−−−−→ F(X∨∨)∨ F(jX)∨
−−−−→ F(X)∨ (2.17)

ζX is a natural transformation making the following diagrams commute:

F(X)
F(jX)−−−−→ F(X∨∨)

jF(X)

⏐⏐- ⏐⏐-ξX∨

F(X)∨∨ −−−−→
ζ∨

X

G(X∨)∨,

G(X)
G(jX)−−−−→ G(X∨∨)

jG(X)

⏐⏐- ⏐⏐-ζX∨

G(X)∨∨ −−−−→
ξ∨

X

F(X∨)∨

(2.18)

Indeed, the commutativity of the first diagram is checked as follows:

ζ∨
X ◦ jF(X) = j∨G(X∨) ◦ ξ∨∨

X∨ ◦ F(jX)∨∨ ◦ jF(X) = j∨G(X∨) ◦ jG(X∨)∨ ◦ ξX∨ ◦ F(jX) = ξX∨ ◦ F(jX)

The commutativity of the second one is checked in a similar way as follows:

ζX∨ ◦ G(jX) = F(jX∨)∨ ◦ ξ∨
X∨∨ ◦ jG(X∨∨) ◦ G(jX)

= F(jX∨)∨ ◦ ξ∨
X∨∨ ◦ G(jX)∨∨ ◦ jG(X) = F(jX∨)∨ ◦ F(j∨X)

∨ ◦ ξ∨
X ◦ jG(X) = ξ∨

X ◦ jG(X)

Now we define the twisted duality functor by X� = G(X∨). The problem is when C is a category with
duality with this new duality functor (−)�.

Lemma 2.15. Define ω : idC → (−)� ◦ (−)� by

ωX : X
ηX−−−−→ GF(X)

GF(j)−−−−→ GF(X∨∨)
G(ξX∨ )−−−−→ G(G(X∨)∨) = X�� (2.19)

The triple (C, (−)�, ω) is a category with duality if

(
FG(X∨)

F(ζX)−−−−→ F(F(X)∨)
ξF(X)−−−−→ (GF(X))∨ η∨

X−−−−→ X∨
)
= εX∨ (2.20)

holds for all X ∈ C. If, moreover, C is strong, then the following are equivalent:
(1) F is an equivalence.
(2) G is an equivalence.
(3) (C, (−)�, ω) is strong.
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Proof. Let X ∈ C. By (2.17), ωX can be expressed in two ways as follows:

ωX = G(ξX∨ ◦ F(jX)) ◦ ηX = G(ζX ◦ jF(X)) ◦ ηX

For each X ∈ C, we compute

ω�
X ◦ ωX� = G(ω∨

X) ◦ ωG(X∨) = G(ω∨
X) ◦ G

(
ξG(X∨)∨ ◦ F(jG(X∨))

)
◦ ηG(X∨)

= G
(

η∨
X ◦ G(ζ∨

X ◦ jF(X))
∨ ◦ ξG(X∨)∨ ◦ F(jG(X∨))

)
◦ ηG(X∨)

= G
(

η∨
X ◦ ξF(X) ◦ F(j∨F(X) ◦ jF(X)∨ ◦ ζX)

)
◦ ηG(X∨)

= G
(

η∨
X ◦ ξF(X) ◦ F(ζX)

)
◦ ηG(X∨) = G(εX∨) ◦ ηG(X∨) = idG(X∨) = idX�

Here, the fourth equality follows from the naturality of ξ, the fifth from (2.4), the sixth from the
Assumption (2.20), and the seventh from (2.1). Now we have shown that the triple (C, (−)�, ωX) is a
category with duality.

It is easy to prove the rest of the statement; (1) ⇔ (2) follows from basic properties of adjunctions.
To show (2) ⇔ (3), recall Lemma 2.3.

In view of Lemma 2.15, we call a quintuple t = (F, G, η, ε, ξ) satisfying (2.20) a twisting adjunction
for C. Given such a quintuple t, we denote by C t the triple (C, (−)�, ω) constructed in Lemma 2.15.
Now we introduce an involution of a category with duality:

Definition 2.16. An involution of C is a triple t = (F, ξ, η) such that (F, ξ) is a strong duality preserving
functor on C and η is an isomorphism

η : (idC , id(−)∨) → (F, ξ) ◦ (F, ξ) (2.21)

of duality preserving functors satisfying

ηF(X) = F(ηX) (2.22)

for all X ∈ C. We say that t is strict if ξ and η are identities.

Note that (2.21) is an isomorphism of such functors if and only if

η∨
X ◦ ξF(X) ◦ F(ξX) ◦ ηX∨ = idX∨ (2.23)

holds for all X ∈ C.
An involution (F, ξ, η) of C is a special type of twisting adjunction; indeed, by (2.22), the

quadruple (F, F, η, η−1) is an adjunction. By the definition of duality preserving functors, the natural
transformation (2.17) is given by

ζX = F(jX)∨ ◦ ξ∨
X∨ ◦ jF(X∨) = F(jX)∨ ◦ ξX∨∨ ◦ F(jX∨) = ξX∨∨ ◦ F(j∨X) ◦ F(jX∨) = ξX

Since the counit is η−1, (2.20) is equivalent to (2.23). Hence (F, F, η, η−1, ξ) is a twisting adjunction for
C. From now, we identify an involution of C with the corresponding twisting adjunction.

Suppose that C is a category with duality over k. Let t = (F, G, . . . ) be a twisting adjunction for C.
t is said to be k-linear if the functor F : C → C is k-linear. If this is the case, G is also k-linear as the right
adjoint of F (see, e.g., [26, IV.1]) and hence C t is a category with duality over k.

Definition 2.17. Let C be a category with duality over k, and let t be a k-linear twisting adjunction for
C. The (t-)twisted FS indicator νt(X) of X ∈ C is defined by

νt(X) = ν(Xt)
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where Xt ∈ C t is the object X regarded as an object of C t.

To study the twisted FS indicator, it is useful to introduce the twisted transposition map. Let C be
a category with duality (not necessarily over k). Given a twisting adjunction t = (F, G, η, ε, ξ) for C,
the (t-)twisted transposition map

Tt
X,Y : HomC(F(X), Y∨) → HomC(F(Y), X∨) (X, Y ∈ C) (2.24)

is defined for f : F(X) → Y∨ by

Tt
X,Y( f ) : F(Y)

F( f ∨◦jY)−−−−−→ F(F(X)∨)
ξF(X)−−−−→ (GF(X))∨ η∨

X−−−−→ X∨

For a while, let T�
X,Y : HomC(X, Y�) → HomC(Y, X�) denote the transposition map for C t. One can

easily check that the diagram

HomC(F(X), Y∨)
∼=−−−−→ HomC(X, G(Y∨)) = HomC(X, Y�)

Tt
X,Y

⏐⏐- ⏐⏐-T�
X,Y

HomC(F(Y), X∨) −−−−→∼=
HomC(Y, G(X∨)) = HomC(Y, X�)

(2.25)

commutes for all X, Y ∈ C, where the horizontal arrows are the natural bijection given by (2.2). Hence,
under the condition of Definition 2.17, we have

νt(X) = Tr(T�
X,X) = Tr(Tt

X,X)

The properties of the twisted FS indicator can be obtained as follows: Apply previous results to C t

and then interpret the results in terms of C and t by using the commutative Diagram (2.25). Following
this scheme, a twisted version of Proposition 2.12 is established as follows:

Proposition 2.18. Let C be an Abelian category with strong duality over k, let X ∈ C, and
let t = (F, G, . . . ) be a k-linear twisting adjunction for C such that F is an equivalence of categories. Then:

(a) If X is a finite biproduct of simple objects, then νt(F(X)) = νt(X∨).
(b) If X is absolutely simple, then νt(X) ∈ {0, ±1}. νt(X) �= 0 if and only if F(X) ∼= X∨.

Now let H be a finite-dimensional semisimple Hopf algebra over an algebraically closed field k of
characteristic zero. We give two examples of k-linear twisting adjunctions for modfd(H).

Example 2.19. An automorphism τ of H induces a strict monoidal autoequivalence on modfd(H). If
τ2 = idH , then it gives rise to a strict involution of modfd(H), which we denote by the same symbol τ.
The study of the τ-twisted FS indicator leads us to the results of Sage and Vega [23]; see §3.

Example 2.20. Let L ∈ modfd(H) be a left H-module such that h(1)� ⊗ h(2) = h(2)� ⊗ h(1) holds for all
h ∈ H and � ∈ L. This condition implies that, for each X ∈ modfd(H), the map

flip : L ⊗ X → X ⊗ L, � ⊗ x �→ x ⊗ � (� ∈ L, x ∈ X)

is an isomorphism of left H-modules. Fix a basis {�i} of L and define

ηX : X → L ⊗ L∨ ⊗ X, ηX(x) = ∑ �i ⊗ �∨
i ⊗ x

εX : L∨ ⊗ L ⊗ X → X, εX(�
∨
i ⊗ �j ⊗ x) = δijx

for x ∈ X, where {�∨
i } is the dual basis of {�i}. The quadruple (F = L∨ ⊗ (−), G = L ⊗ (−), η, ε) is an

adjunction on modfd(H). Moreover, if we define ξX by

ξX : L∨ ⊗ X∨ ∼=−−−−→ (X ⊗ L)∨ flip∨
−−−−→ (L ⊗ X)∨
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then the quintuple t(L) := (F, G, η, ε, ξ) is a twisting adjunction for modfd(H). Since, in general, F and
G are not monoidal, t(L) is of different type of twisting adjunctions from Example 2.19.

Following the above notation, we write X� for G(X∨). To interpret the t(L)-twisted FS indicator
ν(V; L) := νt(L)(V), we recall that there is an isomorphism

HomH(X, Y�) = HomH(X, L ⊗ Y∨) ∼= HomH(X ⊗ Y, L)

natural in X, Y ∈ modfd(H). The transposition map for modfd(H)t(L) induces

ΣL
V : HomH(V ⊗ V, L) → HomH(V ⊗ V, L), ΣL

V(b)(v, w) = b(w, v)

via the above isomorphism. Hence we have ν(V; L) = dimk B+
H(V; L) − dimk B−

H(V; L), where
B±

H(V; L) is the eigenspace of ΣL
V with eigenvalue ±1.

Let B(V; L) denote the set of all bilinear maps V × V → L. To express ν(V; L) by using the
characters of V and L, we use the map

Σ̃L
V : B(V; L) → B(V; L), Σ̃L

V(b)(v, w) = S(Λ(1)) · b(Λ(2)w, Λ(3)v)

which makes the following diagrams commute:

B(V; L) ∼= Homk(V ⊗ V, L)
ΠV⊗V,L−−−−→ HomH(V ⊗ V, L) ∼= HomH(V, V�)

Σ̃L
V

⏐⏐- ⏐⏐-ΣL
V

⏐⏐-T�
V,V

B(V; L) ∼= Homk(V ⊗ V, L) ←−−−−−
inclusion

HomH(V ⊗ V, L) ∼= HomH(V, V�)

Now, let, in general, f : A → B, g : B → A and h : M → M be linear maps between finite-dimensional
vector spaces. Then, in a similar way as Lemma 2.14, one can show that the trace of

T : Homk(A ⊗ B, M) → Homk(A ⊗ B, M), T(μ)(a ⊗ b) = hμ(g(b) ⊗ f (a))

is given by Tr(T) = Tr(h)Tr( f g). By using this formula, we have

ν(V; L) = Tr(Σ̃L
V) = χL(S(Λ(1)))χV(Λ(2)Λ(3))

If dimk L = 1, then L ⊗ (−) is an equivalence and hence Proposition 2.18 can be applied to the
above example. By the above arguments, we now obtain in the following another type of twisted
version of the Frobenius–Schur theorem for semisimple Hopf algebras.

Theorem 2.21. Let α : H → k be an algebra map such that α(h(1))h(2) = α(h(2))h(1) holds for all h ∈ H (or,
equivalently, let α be a central grouplike element of the dual Hopf algebra H∨), and let L be the left H-module
corresponding to α. Then, for all simple module V ∈ modfd(H), we have

ν(V; L) = α(S(Λ(1)))χV(Λ(2)Λ(3)) ∈ {0, ±1}

Moreover, for a simple module V ∈ modfd(H), the following statements are equivalent:
(1) ν(V; L) �= 0.
(2) V ∼= L ⊗ V∨.
(3) There exists a non-degenerate bilinear form b : V ⊗ V → k satisfying

b(h(1)v, h(2)w) = α(h)b(v, w) for all h ∈ H and v, w ∈ V

If one of the above equivalent statements holds, then such a bilinear form b is unique up to scalar multiples and
satisfies b(w, v) = ν(V; L)b(v, w) for all v, w ∈ V.
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For the case where H = kG is the group algebra of a finite group G, the above theorem has been
obtained by Mizukawa [29, Theorem 3.5].

2.6. Group Action on a Pivotal Monoidal Categories

We have concentrated on studying generalizations of the second FS indicator. Here we briefly
explain how to define the higher twisted FS indicators for k-linear pivotal monoidal categories by
generalizing those for semisimple Hopf algebras due to Sage and Vega [23]. As we have remarked in
Section 1, the details are left for future work.

For a set S, we denote by S the category whose objects are the elements of S and whose morphisms
are the identity morphisms. If G is a group, then G is a strict monoidal category with tensor product
given by x ⊗ y = xy (x, y ∈ G).

Let C be a k-linear pivotal monoidal category with pivotal structure j. We denote by Autpiv(C)
the category of k-linear monoidal autoequivalences of C that preserve the pivotal structure in the
sense of [8]. This is a strict monoidal category with respect to the composition of monoidal functors.
By an action of G on C, we mean a strong monoidal functor

G → Autpiv(C), g �→ Fg (g ∈ G)

Note that, by definition, there are natural isomorphisms idC ∼= F1 and Fx ◦ Fy ∼= Fxy of monoidal
functors. We say that an action G → Autpiv(C) is strict if it is strict as a monoidal functor and,
moreover, Fg : C → C is strict as a monoidal functor for all g ∈ G.

Now suppose that an action of G on C is given. The crossed product C � G is a monoidal category
defined as follows: As a k-linear category, C � G =

⊕
g∈G C � g, where C � g = C is a copy of C. Given

an object X ∈ C, we denote by (X, g) the object X regarded as an object of C � g ⊂ C � G. The tensor
product of C � G is given by

(X, g) ⊗ (Y, g′) = (X ⊗ Fg(Y), gg′)

see [30] and [31] for details. We now claim:

Lemma 2.22. C � G is rigid. The dual object of (X, g) ∈ C � g is given by

(X, g)∨ = (Fg−1(X∨), g−1)

Moreover, C � G is a pivotal monoidal category with pivotal structure given by

(X, g) = X
jX−−−−→ X∨∨ ∼= FgFg−1(X∨∨)

Fg(ξg−1;X∨ )
−−−−−−→ Fg(Fg−1(X∨)∨) = (X, g)∨∨

where ξg−1;V : Fg−1(V∨) → Fg−1(V)∨ is the duality transform [8, §1] of Fg−1 : C → C.

In the most important case for us where the action of G is strict, this lemma is easy to prove. The
proof for general cases is tedious and omitted for brevity.

Definition 2.23. Let C be a k-linear pivotal monoidal category satisfying (2.12) and suppose that an
action of G on C is given. For a positive integer n and an element g ∈ G, we define the g-twisted n-th
FS indicator ν

g
n(V) of V ∈ C by ν

g
n(V) = νn((V, g)), where νn in the right-hand side stands for the n-th

FS indicator of Ng and Schauenburg [8] for the k-linear pivotal monoidal category C � G.

For a pair of positive integers (n, r), the (n, r)-th FS indicator νn,r is also defined in [8]. It is clear
how to define the g-twisted (n, r)-th FS indicator ν

g
n,r of V ∈ C.

We explain that our definition agrees with that of Sage and Vega [23]. For simplicity, we treat all
monoidal categories as if they were strict. Note that, as an object of C, we have

(V, g)⊗n = V ⊗ Fg(V) ⊗ F2
g (V) ⊗ · · · ⊗ Fn−1

g (V) (:= Ṽ⊗n)
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Now let H be a finite-dimensional semisimple Hopf algebra over an algebraically closed field k of
characteristic zero. Then the group G = AutHopf(H)op naturally acts on C = modfd(H). If g : H → H
is an automorphism such that gn = idH , then the map

E(n)
(V,g) : HomC�G(1C�G, (V, g)⊗n) → HomC�G(1C�G, (V, g)⊗n)

used to define the n-th FS indicator in [8] coincides with the map

α : (Ṽ⊗n)H → (Ṽ⊗n)H , ∑
i1,...,in

v1
i1 ⊗ v2

i2 · · · ⊗ vn
in �→ ∑

i1,...,in

v2
i1 ⊗ · · · ⊗ vn

in ⊗ v1
i1

under the canonical identification (Ṽ⊗n)H = HomC�G(1C�G, (V, g)⊗n). Since the twisted FS indicator
of [23] is equal to the trace of the map α [23, Theorem 3.5], our definition agrees with that [23] in the
case where both are defined.

Recall that a pivotal monoidal category is a category with duality. If G = 〈a | a2 = 1〉 acts on a
k-linear pivotal monoidal category C, then the functor Fa : C → C is naturally an involution of C in the
sense of Definition 2.16. Let t denote this involution. By using the crossed product C � G, the category
C t constructed in Lemma 2.15 can be described as follows:

Proposition 2.24. C t → C � G, X �→ (X, a) is a k-linear fully faithful duality preserving functor.

This is clear from Lemma 2.22 and the definition of C t.

3. Pivotal Algebras

3.1. Pivotal Algebras

In this section, we introduce and study a class of algebras such that its representation
category is a category with strong duality. We first recall that modfd(H) is a pivotal
monoidal category if H is a pivotal Hopf algebra [14]. Note that the monoidal structure
of modfd(H) is defined by using the comultiplication of H. Since we do not need a
monoidal structure, it seems to be a good way to consider “pivotal Hopf algebras with
no comultiplication”. This is the notion of pivotal algebras, which is formally defined
as follows:

Definition 3.1. A pivotal algebra is a triple (A, S, g) consisting of an algebra A, an anti-algebra map
S : A → A, and an invertible element g ∈ A satisfying S(g) = g−1 and S2(a) = gag−1 for all a ∈ A.

Let A = (A, S, g) be a pivotal algebra. We denote by mod(A) the category of left A-modules and
by modfd(A) its full subcategory of finite-dimensional modules. Given V ∈ mod(A), we can make its
dual space V∨ into a left A-module by

〈a f , v〉 := 〈 f , S(a)v〉 (a ∈ A, f ∈ V∨, v ∈ V) (3.1)

The assignment V �→ V∨ extends to a contravariant endofunctor on mod(A). Now, for each
V ∈ mod(A), we define jV : V → V∨∨ by

〈jV(v), f 〉 = 〈 f , gv〉 (v ∈ V, f ∈ V∨) (3.2)

The following computation shows that jV : V → V∨∨ is A-linear:

〈a · jV(v), f 〉 = 〈S(a) f , gv〉 = 〈 f , S2(a)gv〉 = 〈 f , gav〉 = 〈jV(av), f 〉

It is obvious that jV is natural in V ∈ mod(A). Now we verify (2.4) as follows:

〈(jV)
∨ jV∨( f ), v〉 = 〈jV∨( f ), jV(v)〉 = 〈g f , gv〉 = 〈 f , S(g)gv〉 = 〈 f , v〉
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Note that jV is an isomorphism if and only if dimk V < ∞. We conclude:

Proposition 3.2. Let A be a pivotal algebra. Then mod(A) = (mod(A), (−)∨, j) is an Abelian category with
duality over k. The full subcategory modfd(A) is an Abelian category with strong duality over k.

Let A and B be algebras. Given an algebra map f : A → B, we can make each left B-module
into a left A-module by defining a · v = f (a)v (a ∈ A, v ∈ V). We denote by f 	(V) the left A-module
obtained in this way from V. The assignment V �→ f 	(V) extends to a functor

f 	 : mod(B) → mod(A) (3.3)

By restriction, we also obtain a functor

f 	|fd : modfd(B) → modfd(A) (3.4)

It is easy to see that these functors are k-linear, exact and faithful. If, moreover, f is surjective, then
they are full.

Suppose that A = (A, S, g) and B = (B, S′, g′) are pivotal algebras. A morphism of pivotal algebras
from A to B is an algebra map f : A → B satisfying f (g) = g′ and S′( f (a)) = f (S(a)) for all a ∈ A. If
f is such a morphism, then the Functors (3.3) and (3.4) are strict duality preserving functors.

An involution of A is a morphism τ : A → A of pivotal algebras such that τ2 = idA. Such a τ gives
rise to a strict involution of mod(A), which is usually denoted by the same symbol τ. The proof of the
following proposition is straightforward and omitted.

Proposition 3.3. Let A = (A, S, g) be a pivotal algebra, and let τ be an involution of A. Put
Sτ = S ◦ τ (= τ ◦ S). Then:

(a) The triple Aτ = (A, Sτ , g) is a pivotal algebra.
(b) idmod(A) is a strict duality preserving functor mod(Aτ) → mod(A)τ .

This implies that the τ-twisted FS indicator of V ∈ modfd(A) is equal to the untwisted FS indicator
of V regarded as a left Aτ-module. Thus, in principle, the theory of the τ-twisted FS indicator reduces
to that of the untwisted FS indicator of Aτ , which is again a pivotal algebra.

3.2. FS Indicator for Pivotal Algebras

Let A = (A, S, g) be a pivotal algebra, and let V ∈ modfd(A). Since modfd(A) is a category with
duality over k satisfying (2.12), we can define ν(V) in the way of Section 2.

The FS indicator ν(V) is interpreted as follows: Let Bil(V) be the set of all bilinear forms on V.
Recall that there is a canonical isomorphism

BV : Homk(V, V∨) → Bil(V), BV( f )(v, w) = 〈 f (v), w〉 (3.5)

Let BilA(V) be the subset of Bil(V) consisting of those b ∈ Bil(V) such that

b(av, w) = b(v, S(a)w) (a ∈ A, v, w ∈ V) (3.6)

The set BilA(V) is in fact the image of HomA(V, V∨) ⊂ Homk(V, V∨) under the canonical
isomorphism (3.5). Now we define ΣV : BilA(V) → BilA(V) so that

HomA(V, V∨)
BV−−−−→ BilA(V)

TV,V

⏐⏐- ⏐⏐-ΣV

HomA(V, V∨) −−−−→
BV

BilA(V)
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commutes. If b = BV( f ) for some f ∈ HomA(V, V∨), then we have

ΣV(b)(v, w) = BV( f ∨ jV)(v, w) = 〈 f ∨ jV(v), w〉 = 〈 f (w), gv〉 = b(w, gv) (3.7)

for all v, w ∈ V. In view of (3.7), we set

Bil±A(V) = {b ∈ BilA(V) | b(w, gv) = ±b(v, w) for all v, w ∈ V}

Then, as a counterpart of Proposition 2.9 (b), we have a formula

ν(V) = dimk Bil+A(V) − dimk Bil−A(V) (3.8)

Rephrasing the results of Section 2 by using these notations, we immediately obtain the
following theorem:

Theorem 3.4. If V ∈ modfd(A) is absolutely simple, then we have ν(V) ∈ {0, ±1}. Moreover, the following
are equivalent:

(1) ν(V) �= 0.
(2) V is isomorphic to V∨ as a left A-module.
(3) There exists a non-degenerate bilinear form b on V satisfying (3.6).

If one of the above statements holds, then such a bilinear form b is unique up to scalar multiples and satisfies
b(w, gv) = ν(V) · b(v, w) for all v, w ∈ V.

We denote by RA the left regular representation of A. If A is finite-dimensional, then the FS
indicator of RA is defined. In the case where A = kG is the group algebra of a finite group G, there is a
well-known formula ν(RkG) = #{x ∈ G | x2 = 1}. This formula is generalized to finite-dimensional
pivotal algebras as follows:

Theorem 3.5. Let A = (A, S, g) be a finite-dimensional pivotal algebra.
(a) ν(RA) = Tr(Q), where Q : A → A, Q(a) = S(a)g.
(b) If A is Frobenius, then RA ∼= R∨

A as left A-modules. Hence, ν(RA) = ν(R∨
A).

The part (b) is motivated by Remark 2.13; as we have mentioned, our definition of the FS indicator
is different from that of [8]. Therefore, if, for example, A is a finite-dimensional pivotal Hopf algebra,
then there are two definitions of the FS indicator of the regular representation of A. Nevertheless they
are equal since a finite-dimensional Hopf algebra is Frobenius.

Proof. (a) Recall that there is an isomorphism Φ : HomA(RA,R∨
A) → R∨

A given by Φ( f ) = f (1). For
f ∈ HomA(RA,R∨

A) and a ∈ A, we have

〈ΦTA,A( f ), a〉 = 〈( f ∨ jV)(1), a〉 = 〈jV(1), f (a)〉 = 〈 f (a), g〉

Recalling that f : RA → R∨
A is A-linear, we compute

〈 f (a), g〉 = 〈 f (a · 1), g〉 = 〈a · f (1), g〉 = 〈Φ( f ), S(a)g〉,= 〈Q∨Φ( f ), a〉

Hence we have TA,A = Φ−1 ◦ Q∨ ◦ Φ and therefore

ν(A) = Tr(TA,A) = Tr(Q∨) = Tr(Q)

(b) Suppose that A is Frobenius. By definition, there exists φ ∈ A∨ such that the bilinear map
A × A → k, (a, b) �→ φ(ab) (a, b ∈ A) is non-degenerate. By using φ, we define a linear map
f : RA → R∨

A by 〈 f (a), b〉 = φ(S(a)b) (a, b ∈ A). It is obvious that f is bijective. For a, b, c ∈ A, we
compute

〈 f (ab), c〉 = φ(S(ab)c) = φ(S(b)S(a)c) = 〈 f (b), S(a)c〉 = 〈a · f (b), c〉
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Thus f is A-linear and therefore RA ∼= R∨
A as left A-modules.

The following Theorem 3.6 is motivated by the trace-like invariant of Hopf algebras studied in [32]
and [33]. Given V ∈ mod(A), we denote by ρV : A → Endk(V) the algebra map induced by the action
of A. Let IV := Ker(ρV) denote the annihilator of V. By the definition of the dual module V∨, we
have IV∨ = S(IV). Hence, if V is self-dual, then Im(ρV) → Im(ρV), ρV(a) �→ ρV(S(a)) (a ∈ A) is
well-defined. We also note that if V ∈ modfd(A) is absolutely simple, then:

The algebra map ρV : A → Endk(V) is surjective (3.9)

Theorem 3.6. Let V ∈ modfd(A) be an absolutely simple module. If V is self-dual, then, by the above
arguments, the map

SV : Endk(V) → Endk(V), ρV(a) �→ ρV(S(a)) (a ∈ A)

is well-defined. By using SV, we also define

QV : Endk(V) → Endk(V), QV( f ) = SV( f ) ◦ ρV(g) ( f ∈ Endk(V))

Then we have:
(a)Tr(SV) = ν(V) · χV(g), (b)Tr(QV) = ν(V) · dimk(V)

Proof. (a) This can be proved in the same way as [14, Proposition 4.5]. Here we give another proof:
Fix an isomorphism p : V → V∨ of left A-modules and define q : V → V∨ by q = p∨ι, where ι = ιV is
the canonical isomorphism (2.5). Our first claim is

SV( f ) = q−1 f ∨q ( f ∈ Endk(V))

Indeed, (3.9), there exists a inA such that f = ρV(a) for some a ∈ A. Hence, we compute

f ∨q = (pρV(a))∨ι = (ρV(Sa)∨ p)∨ι = p∨ρV(Sa)∨∨ι = qρV(Sa) = qSV( f )

Next, we determine the map V ⊗ V∨ → V ⊗ V∨ induced by SV via

V ⊗ V∨ → Endk(V), v ⊗ λ �→ (x �→ λ(x)v) (λ ∈ V∨, v, x ∈ V)

If f ∈ Endk(V) is the element corresponding to v ⊗ λ ∈ V ⊗ V∨, then we have

〈 f ∨q(x), y〉 = 〈p∨ι(x), f (y)〉 = 〈p(v), x〉 λ(y) (x, y ∈ V)

and therefore SV( f )(x) = 〈p(v), x〉q−1(λ). This means that SV( f ) corresponds to the element q−1(λ)⊗
p(v) ∈ V ⊗ V∨ via the above isomorphism.

By the above observation, we have that the trace of SV is equal to that of

V ⊗ V∨ → V ⊗ V∨, v ⊗ λ �→ q−1(λ) ⊗ p(v) (v ∈ V, λ ∈ V∨)

Applying Lemma 2.14, we have Tr(SV) = Tr(q−1 p). Now we recall the definition of the transposition
map and compute q = p∨ι = p∨ jVρV(g)−1 = TV,V(p)ρV(g)−1 = ν(V) · p ρV(g)−1. Hence, we
conclude Tr(SV) = Tr(q−1 p) = ν(V)Tr(ρV(g)) = ν(V)χV(g).

(b) The triple E = (Endk(V), SV , ρV(g)) is a pivotal algebra and ρV : A → E is a morphism of
pivotal algebras. Let V0 denote the vector space V regarded as a left E-module. By Proposition 2.10, the
functor ρ	V : mod(E) → mod(A) preserves the FS indicator. Since V = ρ	V(V0), we have ν(V0) = ν(V).
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Now let d = dimk(V). Then we have RE ∼= V⊕d
0 as left E-modules and therefore ν(E) = ν(V0)d =

ν(V)d by Proposition 2.9. On the other hand, ν(E) = Tr(QV) by Proposition 3.5. Thus Tr(QV) = ν(V)d
follows.

The following is a generalization of [2, Theorem 8.8 (iii)].

Corollary 3.7. Suppose that k is algebraically closed and that A = (A, S, g) is a finite-dimensional semisimple
pivotal algebra. Let {Vi}i=1,...,n be a complete set of representatives of the isomorphism classes of simple left
A-modules. Then

Tr(S) =
n

∑
i=1

ν(Vi)χi(g)

where χi = χVi
is the character of Vi.

Proof. Put I = {1, . . . , n}. For i ∈ I, let ρi : A → Endk(Vi) denote the action of A on Vi. By the
Artin–Wedderburn theorem, we have an isomorphism

A → Endk(V1) ⊕ · · · ⊕ Endk(Vn), a �→ (ρ1(a), . . . , ρn(a))

of algebras. S : A → A induces an anti-algebra map

S̃ : Endk(V1) ⊕ · · · ⊕ Endk(Vn) → Endk(V1) ⊕ · · · ⊕ Endk(Vn)

via the isomorphism. For each i ∈ I, we have S̃(Endk(Vi)) ⊂ Endk(Vi∗), where i∗ ∈ I is the element
such that V∨

i
∼= Vi∗ . Hence we obtain

Tr(S) = Tr(S̃) = ∑
i∈I,i∗=i

Tr(S̃|Endk(Vi)
) = ∑

i∈I,i∗=i
ν(Vi)χi(g)

by Theorem 3.6. The sum in the right-hand side is equal to ∑n
i=1 ν(Vi)χi(g) since ν(Vi) = 0 unless

i = i∗. The proof is done.

3.3. Separable Pivotal Algebras

Recall that an algebra A is said to be separable if it has a separability idempotent, i.e., an element
E ∈ A ⊗ A such that E1E2 = 1 and aE1 ⊗ E2 = E1 ⊗ E2a for all a ∈ A. If such an element exists, then
the forgetful functor mod(A) → Vecfd is separable with section ΠV,W : Homk(V, W) → HomA(V, W)

(V, W ∈ mod(A)) given by

ΠV,W( f )(v) = E1 f (E2v) ( f ∈ Homk(V, W))

Hence, if a pivotal algebra A = (A, S, g) is separable (as an algebra), then we can apply the arguments
of §2.4. This is a rationale for the following theorem:

Theorem 3.8. Let A = (A, S, g) be a separable pivotal algebra with separability idempotent E ∈ A ⊗ A. Then,
for all V ∈ modfd(A), we have

ν(V) = χV(S(E1)gE2)

Proof. Define Σ̃V : Bil(V) → Bil(V) so that the following diagrams commute:

Bil(V)
B−1

V−−−−→ Homk(V, V∨)
ΠV,V∨−−−−→ HomA(V, V∨)

BV−−−−→ BilA(V)

Σ̃V

⏐⏐- T̃V,V

⏐⏐- ⏐⏐-TV,V

⏐⏐-ΣV

Bil(V) ←−−−−
BV

Homk(V, V∨) ←−−−−−
inclusion

HomA(V, V∨) ←−−−−
B−1

V

BilA(V)

193



Axioms 2012, 1, 324–364

By the arguments in §2.4, ν(V) is equal to Tr(T̃V,V). However, to make the computation easier, we
prefer to compute Tr(Σ̃V), which is also equal to ν(V).

Let Π′
V : Bil(V) → BilA(V) be the composition of the arrows of the first row of the above diagram.

If b = BV( f ) for some f ∈ Homk(V, V∨), we have

Π′
V(b)(v, w) =

〈
ΠV,V∨( f )(v), w

〉
=
〈

f (E2v), S(E1)w
〉
= b

(
E2v, S(E1)w

)
Hence, by (3.7), we have

Σ̃V(b)(v, w) = ΣV

(
Π′

V(b)
)
(v, w) = b

(
E2w, S(E1)gv

)
Applying Lemma 2.14, we obtain ν(V) = χV(S(E1)gE2).

We discuss the relation between Theorem 3.8 and the results of [1,19,20]. Let A = (A, S, g) be a
pivotal algebra such that the algebra A is symmetric with trace form φ : A → k. By definition, the map

A × A → k, (a, b) �→ φ(ab) (a, b ∈ A) (3.10)

is a non-degenerate bilinear symmetric form. Fix a basis {bi}i∈I of A and let {b∨
i }i∈I be the dual basis

of {bi} with respect to (3.10). As remarked in [19], we have

∑
i∈I

abi ⊗ b∨
i = ∑

i∈I
bi ⊗ b∨

i a

for all a ∈ A. Hence vA = ∑i∈I bib∨
i ∈ A is a central element, called the volume of (A, φ).

Now we suppose that the base field k is of characteristic zero and A is split semisimple over k.
Then, as Doi showed in [19], the volume vA is invertible and hence E = ∑i∈I bi ⊗ b∨

i v−1
A ∈ A ⊗ A is a

separability idempotent of A. By Theorem 3.8, the FS indicator of V ∈ Rep(A) is given by

ν(V) = ∑
i∈I

χV(S(bi)gb∨
i v−1

A )

If V is simple, then, by Schur’s lemma, vA acts on V as χV(vA)dimk(V)−1 · idV . Hence, we have

ν(V) =
dimk(V)

χV(vA)
∑
i∈I

χV(S(bi)gb∨
i ) (3.11)

The Schur element of a simple module V ∈ Rep(A) is given by cV = χV(vA)dimk(V)−2 (see Remark
1.6 of [19]). By using the Schur element, ν(V) is expressed as

ν(V) =
1

cV dimk(V) ∑
i∈I

χV(S(bi)gb∨
i ) (3.12)

Letting g = 1, we recover the results of [1,19]. Geck [20] assumed that g = 1 and A has a basis {bi}i∈I
such that b∨

i = S(bi). If this is the case, then we have

ν(V) =
1

cV dimk(V) ∑
i∈I

χV(b2
i )

Example 3.9 (Group-like algebras). As a generalization of the group algebra of a finite group and the
adjacency algebra of an association scheme, Doi [19,34] introduced a group-like algebra; it is defined
to be a quadruple (A, ε, B, ∗) consisting of a finite-dimensional algebra A, an algebra map ε : A → k,
a basis B = {bi}i∈I of A indexed by a set I, and an involutive map ∗ : I → I, i �→ i∗ satisfying the
following conditions:
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(G0) There is a special element 0 ∈ I such that b0 = 1 is the unit of A.
(G1) ε(bi) = ε(bi∗) �= 0 for all i ∈ I.
(G2) pk

ij = pk∗
j∗i∗ for all i, j, k ∈ I, where pk

ij is given by bi · bj = ∑k∈I pk
ijbk (i, j, k ∈ I).

(G3) p0
ij = δij∗ ε(bi) for all i ∈ I.

Now let A = (A, ε, B, ∗) be a group-like algebra. Define a linear map S : A → A by S(bi) = bi∗ for
i ∈ I. One can check that the triple A = (A, S, 1) is a pivotal algebra. By an involution of A, we mean
an involutive map τ : I → I satisfying

τ(i∗) = τ(i)∗ and pτ(k)
τ(i),τ(j) = pk

ij

for all i, j, k ∈ I. Such a map gives rise to an involution of the pivotal algebra (A, S, 1).
In what follows, we compute the τ-twisted FS indicator ντ(V) of a simple module V ∈ Rep(A)

under the assumption that the base field is C and ε(bi) > 0 for all i ∈ I. Then, by the results of
Doi [19], A is semisimple. Note that A is a symmetric algebra with trace form given by φ(bi) = δi0 and
the dual basis of {bi} with respect to (3.10) is given by b∨

i = ε(bi)
−1bi∗ . Applying (3.11) and (3.12) to

Aτ = (A, S ◦ τ, 1), we obtain the following formula:

ντ(V) =
dimC(V)

χV(vA)
∑
i∈I

1
ε(bi)

χV(bτ(i)bi) =
1

cV dimC(V) ∑
i∈I

1
ε(bi)

χV(bτ(i)bi)

In particular, applying this formula to the adjacency algebra of an association scheme, we recover the
formula of Hanaki and Terada [18].

To obtain the twisted Frobenius–Schur theorem for this class of algebras, combine the above
formula with Theorem 3.4; we then have ντ(V) ∈ {0, ±1}. Moreover, ντ(V) �= 0 if and only if there
exists a non-degenerate bilinear form β on V such that β(bτ(i)v, w) = β(v, bi∗ w) for all i ∈ I and
v, w ∈ V. Such a bilinear form β is symmetric if ντ(V) = +1 and skew-symmetric if ντ(V) = −1.

Example 3.10 (Weak Hopf C∗-algebras). We assume that the base field is C. A weak Hopf algebra is an
algebra H which is a coalgebra at the same time such that there exists a special map S : H → H called
the antipode; see [35] and [36] for the precise definition. We note that the antipode of a weak Hopf
algebra is known to be an anti-algebra map.

Let H be a finite-dimensional weak Hopf C∗-algebra; see [35, §4] for the precise definition.
There exists an element g ∈ H, called the canonical grouplike element [35, §4], satisfying S(g) = g−1,
S2(x) = gxg−1 for all x ∈ H, and some other good properties. In particular, the triple (H, S, g) is a
pivotal algebra and therefore the FS indicator ν(V) is defined for each V ∈ modfd(H).

We can express ν(V) by using the Haar integral [35, §3]; if Λ ∈ H is the Haar integral in H, then
E = S(Λ(1)) ⊗ Λ(2) is a separability idempotent of H (cf. the proof of Theorem 3.13 of [35]). Applying
Theorem 3.8, we have

ν(V) = χV(S2(Λ(1))gΛ(2)) = χV(gΛ(1)Λ(2)) (3.13)

Combining the above formula with Theorem 3.4, we obtain the Frobenius–Schur theorem for
semisimple weak Hopf algebras. We finally give some remarks concerning this example:

(1) Takahiro Hayashi (in private communication with the author) has proved (3.13) and analogous
formulas of the higher FS indicators for weak Hopf algebras in the case where S2 = idH .

(2) The formula of Linchenko and Montgomery [1] is the case where H is an ordinary Hopf algebra.
If this is the case, then the C∗-condition for H is not needed since we have S2 = idH by the theorem
of Larson and Radford [28]. It is not known whether every semisimple weak Hopf algebra H has a
grouplike element g such that S2(h) = ghg−1 for all h ∈ H. An affirmative answer to this question
proves Conjecture 2.8 of [37], which states that every fusion category admits a pivotal structure.

(3) We do not know whether our Formula (3.13) is equivalent to [5, (4.3)] or [36, (3.70)]. In [2,5,36],
formulas are proved by finding a central element e such that ν(V) = χV(e) for all V. On the other
hand, the element S(E1)gE2 of our Theorem 3.8 is not central in general. In §3.4, we give a formula
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of the FS indicator for quasi-Hopf algebras and its twisted version. For the above reason, it is not
straightforward to derive the formula of Mason and Ng [2] from our formula.

(4) By an involution of H, we mean an involutive algebra map τ : H → H which is also a
coalgebra map. Such a map τ is in fact an involution of the pivotal algebra (H, S, g) and the τ-twisted
FS indicator of V ∈ Rep(H) is given by ντ(V) = χV(gτ(Λ(1))Λ(2)). We omit the details since these
results can be proved in a similar way as the case of quasi-Hopf algebras; see §3.4.

Example 3.11 (Twisting by L ⊗ (−)). By using separable pivotal algebras, Theorem 2.21 can be proved
as follows: Let H, α and L be as in that theorem and define Tα : H → H by Tα(h) = α(h(1))S(h(2))
(h ∈ H). It is easy to see that the triple H′ = (H, Tα, 1) is a pivotal algebra and the identity functor is a
strict duality preserving functor between modfd(H)t(L) and modfd(H′). Hence, by Proposition 2.10 and
Theorem 3.8, we have

ν(V; L) = χV(TαS(Λ(1))Λ(2)) = α(S(Λ(1)))χV(Λ(2)Λ(3))

for all V ∈ modfd(H). The meaning of ν(V; L) is obtained by applying Theorem 3.4 to H′.

3.4. Quasi-Hopf Algebras

We derive a formula of Mason and Ng [2] and its twisted version from our results.
Recall that a quasi-Hopf algebra [38] is a data H = (H, Δ, ε, Φ, S, α, β) consisting of an algebra H,

algebra maps Δ : H → H ⊗ H and ε : H → k, an anti-algebra automorphism S : H → H, elements
α, β ∈ H and an invertible element Φ ∈ H⊗3 with inverse Φ satisfying numerous conditions. Let
Hi = (Hi, Δi, εi, Φi, Si, αi, βi) be quasi-Hopf algebras (i = 1, 2). A morphism of quasi-Hopf algebras from
H1 to H2 is an algebra map f : H1 → H2 satisfying

Δ2 f = ( f ⊗ f )Δ1, ε2 f = ε1, Φ2 = ( f ⊗ f ⊗ f )(Φ1)

S2 f = f S1, α2 = f (α1), β2 = f (β2)

Hence, by an involution of a quasi-Hopf algebra H, we shall mean a morphism τ : H → H of quasi-Hopf
algebras such that τ2 = idH .

If H is a quasi-Hopf algebra, then modfd(H) is a rigid monoidal category. Given V ∈ modfd(H),
we denote by eV : V∨ ⊗ V → k and cV : k → V ⊗ V∨ the evaluation and the coevaluation, respectively.
Here we need to recall that the dual module of V is defined by the same way as (3.1) and the maps eV
and cV are given by

eV(λ ⊗ v) = 〈λ, αv〉 (λ ∈ V∨, v ∈ V); cV(1) =
n

∑
i=1

βvi ⊗ vi

where {vi}i=1,...,n is a basis of V and {vi} is the dual basis.
We need additional assumptions on H so that H is a pivotal algebra. In what follows, we

suppose that k is an algebraically closed field of characteristic zero and H is a finite-dimensional
semisimple quasi-Hopf algebra. Then modfd(H) is a fusion category [37] such that each its object has
an integral Frobenius–Perron dimension. Therefore, by the results of [37], modfd(H) has a canonical
pivotal structure, i.e., an isomorphism j : idmodfd(H) → (−)∨∨ of k-linear monoidal functors such that,
for all V ∈ modfd(H), the composition

k
cV−−−−→ V ⊗ V∨ jV⊗idV∨−−−−−→ V∨∨ ⊗ V∨ eV∨−−−−→ k

maps 1 ∈ k to dimk(V) ∈ k. Now let g ∈ H be the image of 1 ∈ H under

H
jH−−−−→ H∨∨ ι−1

H−−−−→ H
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where ιH is the Isomorphism (2.5). We call g the canonical pivotal element of H. By definition, g is
invertible and satisfies S(g)g = 1 and S2(h) = gag−1 for all a ∈ H; see [2] and [3] for details. Hence
(H, S, g) is a pivotal algebra. Now we remark:

Lemma 3.12. Let f : H1 → H2 be an isomorphism between finite-dimensional semisimple quasi-Hopf algebras.
Then we have f (g1) = g2, where gi ∈ Hi is the canonical pivotal element of Hi.

Proof. f induces a functor f 	 : modfd(H1) → modfd(H2). By the definition of morphisms of quasi-Hopf
algebras, the functor f 	 is a k-linear strict monoidal equivalence. The result follows from the fact that
such a functor preserves the canonical pivotal structure [8, Corollary 6.2].

From this lemma, we see that an involution τ of the quasi-Hopf algebra H is an involution of
the pivotal algebra (H, S, g). As we have observed in §3.2, τ gives rise to an involution of modfd(H)

and hence the τ-twisted FS indicator ντ(V) is defined for V ∈ modfd(H). By Theorem 3.4 applied to
A = (H, S ◦ τ, g), we have the following property of ντ :

Theorem 3.13. Let V ∈ modfd(H) be a simple module. Then ντ(V) ∈ {0, ±1} and the following statements
are equivalent:

(1) ντ(V) �= 0.
(2) τ	(V) is isomorphic to the dual module V∨ as a H-module.
(3) There exists a non-degenerate bilinear form b on V satisfying

b(τ(h)v, w) = b(v, S(h)w) for all v, w ∈ V

If one of the above statements holds, then such a bilinear form b is unique up to scalar multiples and satisfies
b(w, gv) = ντ(V) · b(v, w) for all v, w ∈ V.

Next we express the number ντ(V) by using the character of V. To that end, it is sufficient to find
a separability idempotent of H. Let Λ ∈ H be the Haar integral of H (see [39] and [40]). We set

pL = Φ2S−1(Φ1β) ⊗ Φ3, qL = S(Φ1)αΦ2 ⊗ Φ3

pR = Φ1 ⊗ Φ2βS(Φ1), qR = Φ1 ⊗ S−1(αΦ3)Φ2

and fix p ∈ {pL, pR} and q ∈ {qL, qR}. Following [2, Lemma 3.1], we have

Λ(1)p1a ⊗ Λ(2)p2 = Λ(1)p1 ⊗ Λ(2)p2S(a) (3.14)

S(a)q1Λ(1) ⊗ q2Λ(2) = q1Λ(1) ⊗ aq2Λ(2) (3.15)

for all a ∈ A. From these identities, we see that both S(Λ(1)p1) ⊗ αΛ(2)p2 and q1Λ(1)β ⊗ S(q2Λ(2)) are
separability idempotents. Applying Theorem 3.8 to (H, Sτ, g), we have

ντ(V) = χV

(
SτS(Λ(1)p1)gαΛ(2)p2

)
= χV

(
Sτ(q1Λ(1)β)gS(q2Λ(2))

)
for all V ∈ modfd(H). Hence, by using the former expression, we compute

ντ(V) = χV(S2(τ(Λ(1)p1))g · αΛ(2)p2) = χV(g · τ(Λ(1)p1) · αΛ(2)p2)

= χV(g · τ(Λ(1)p1τ(α)) · Λ(2)p2)
(3.14)
= χV(g · τ(Λ(1)p1)Λ(2)p2 · Sτ(α)))

= χV(Sτ(α)g · τ(Λ(1)p1)Λ(2)p2)

Note that the formula of Mason and Ng in [2] does not involve g. To exclude g from the above formula
of ντ(V), we require:

Lemma 3.14. Fix p ∈ {pL, pR} and q ∈ {qL, qR}. Then we have

g−1S(β) = S(Λ(1)p1)Λ(2)p2, S(α)g = S(q2Λ(2))q
1Λ(1) (3.16)
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Proof. The first identity is proved in [3] (where our g appears as g−1) and the second can be proved in
a similar way. For the sake of completeness, we give a detailed proof of the second identity.

Let V be a simple H-module and set c = cV(1). The map

e1 : V ⊗ V∨ → k, e2(v ⊗ f ) = 〈q2Λ(2) f , q1Λ(1)v〉 (v ∈ V, f ∈ V∨)

is an H-linear map such that e1(c) = dimk(V). On the other hand, by the definition of the canonical
pivotal structure, we see that

e2 : V ⊗ V∨ jV⊗idV∨−−−−−→ V∨∨ ⊗ V∨ eV−−−−→ k

has the same property. Since HomH(V ⊗ V∨, k) ∼= HomH(V, V) ∼= k, we have e1 = e2. This implies
that 〈 f , S(α)gv〉 = 〈 f , S(q2Λ(2))t1Λ(1)v〉 holds for all f ∈ V∨ and v ∈ V. In conclusion, S(α)g =

S(q2Λ(2))q1Λ(1) holds on each simple module V. Since H is semisimple, the identity holds in H.

By Lemmas 3.12 and 3.14, we have Sτ(α)g = τ(S(α)g) = S(τ(q2Λ′
(2))) · τ(q1Λ′

(1)), where Λ′ = Λ
is a copy of Λ. Hence we compute:

ντ(V) = χV(S(τ(q2Λ′
(2))) · τ(q1Λ′

(1)) · τ(Λ(1)p1)Λ(2)p2)

= χV(τ(q1Λ′
(1)Λ(1)p1) · Λ(2)p2S(τ(q2Λ′

(2))))

= χV(τ(q1Λ′
(1)Λ(1)p1τ(q2Λ′

(2))) · Λ(2)p2)

= χV(τ(q1Λ′
(1)Λ(1)p1)q2Λ′

(2)Λ(2)p2)

Since Δ : H → H ⊗ H is an algebra map, we have Λ′
(1)Λ(1) ⊗ Λ′

(2)Λ(2) = Δ(Λ′Λ) = ε(Λ′)Δ(Λ) =

Δ(Λ). Hence, we finally obtain ντ(V) = χV(τ(q1Λ(1)p1)q2Λ(2)p2). Letting τ = idH , we recover the
results of Mason and Ng [2]. Assuming H to be a Hopf algebra, we recover the results of Sage and
Vega [23].

4. Coalgebras

4.1. Copivotal Coalgebras

In this section, we introduce the dual notion of pivotal algebras and study the Frobenius–Schur
theory for them. For the reader’s convenience, we briefly recall some basic results on coalgebras.

Given a coalgebra C, we denote by com(C) the category of right C-comodules and by comfd(C) its
full subcategory of finite-dimensional objects. We express the coaction of V ∈ com(C) as

ρV : V → V ⊗ C, v �→ v(0) ⊗ v(1) (v ∈ V)

The convolution product of λ, μ ∈ C∨ is defined by 〈λ 
 μ, c〉 = 〈λ, c(1)〉〈μ, c(2)〉 for all c ∈ C. C∨

is an algebra, called the dual algebra, with multiplication 
 and unit ε. The algebra C∨ acts from the
left on each V ∈ com(C) by ⇀ : C∨ ⊗ V → V, λ ⇀ v = v(0)〈λ, v(1)〉 (λ ∈ C∨, v ∈ V). This defines a
k-linear fully faithful functors com(C) → mod(C∨) and

comfd(C) → modfd(C
∨) (4.1)

which are not equivalences in general. If C is finite-dimensional, then these functors are isomorphisms
of categories. See, e.g., [41] for details.
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Fix a basis {vi}i=1,...,n of V ∈ comfd(C). Then we can define cij ∈ C by ρV(vj) = ∑n
i=1 vi ⊗ cij

(j = 1, . . . , n). The matrix (cij) is called the matrix corepresentation of V with respect to the basis {vi}.
By the definition of comodules, we have

Δ(cij) =
n

∑
s=1

cis ⊗ csj, ε(cij) = δij (4.2)

for all i, j = 1, . . . , n. Hence CV = spank{cij | i, j = 1, . . . , n} is a subcoalgebra of C. We call CV the
coefficient subcoalgebra of C. CV has a special element tV = ∑i cii, called the character of V. If we regard
V as a left C∨-module via (4.1) and denote its character by χV , then we have

χV(λ) = 〈λ, c11〉 + · · · + 〈λ, cnn〉 = λ(tV) (4.3)

for all λ ∈ C∨.
Now let V be a finite-dimensional vector space with basis {vi}i=1,...,n and let {vi} denote the dual

basis. Then Endc(V) = V∨ ⊗ V has a basis eij = vi ⊗ vj (i, j = 1, . . . , n) and turns into a coalgebra with
Δ(eij) = ∑n

s=1 eis ⊗ esj, ε(eij) = δij. Endc(V) coacts on V from the right by

V → V ⊗ Endc(V), vj �→
n

∑
j=1

vi ⊗ eij (j = 1, . . . , n)

Suppose that C coacts on V. Let (cij) be the matrix corepresentation of V with respect to {vi}. By (4.2),
the linear map φ : Endc(V) → C, φ(eij) = cij is a coalgebra map. Conversely, if a coalgebra map
φ : Endc(V) → C is given, V is a right C-comodule by

ρ : V → V ⊗ C, vj �→
n

∑
i=1

vi ⊗ φ(eij) (j = 1, . . . , n)

These constructions give a bijection between the set of linear maps ρ : V → V ⊗ C making V into a
right C-comodule and the set of coalgebra maps φ : Endc(V) → C.

Suppose that V ∈ comfd(C) is absolutely simple. As the dual of (3.9), we have that the
corresponding coalgebra map φ : Endc(V) → C is injective. Let (cij) be the matrix corepresentation of
V with respect to some basis of V. The injectivity of φ implies that the set {cij} is linearly independent.

Now we introduce copivotal coalgebras as the dual notion of pivotal algebras:

Definition 4.1. A copivotal coalgebra is a triple (C, S, γ) consisting of a coalgebra C, an anti-coalgebra
map S : C → C and a linear map γ : C → k satisfying

S2(c) = 〈γ, c(1)〉c(2)〈γ, c(3)〉 and γ = γ ◦ S

for all c ∈ C, where γ : C → k is the inverse of γ with respect to 
.

Let C = (C, S, γ) is a copivotal coalgebra. If V ∈ comfd(C), then we can make V∨ into a right
C-comodule as follows: First fix a basis {vi} of V and let (cij) be the matrix corepresentation of V with
respect to the basis {vi}. Then we define the coaction of C on V∨ by

ρV∨ : V∨ → V∨ ⊗ C, ρV∨(vj) =
n

∑
i=1

vi ⊗ S(cji) (i = 1, . . . , n) (4.4)

where {vi} is the dual basis of {vi}. This coaction does not depend on the choice of the basis and has
the following characterization, which is rather useful than the above explicit formula:

〈 f(0), v〉 f(1) = 〈 f , v(0)〉S(v(1)) ( f ∈ V∨, v ∈ V)
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For each V ∈ comfd(C), we define jV : V → V∨∨ by

〈jV(v), f 〉 = 〈 f , γ ⇀ v〉 (= 〈 f , v(0)〉〈γ, v(1)〉) ( f ∈ V∨, v ∈ V)

In a similar way as Proposition 3.2, we prove:

Proposition 4.2. modfd(C) is a category with strong duality over k.

The triple C∨ = (C∨, S∨, γ) is a pivotal algebra, which we call the dual pivotal algebra of C. Let
V ∈ modfd(C). For all λ ∈ C∨, f ∈ V∨ and v ∈ V, we have

〈λ ⇀ f , v〉 = 〈 f(0), v〉〈λ, f(1)〉 = 〈 f , v(0)〉〈λ, S(v(1))〉 = 〈 f , S∨(λ) ⇀ v〉

This implies that the Functor (4.1) is in fact a strict duality preserving functor. In what follows, we
often regard comfd(C) as a full subcategory of modfd(C∨).

4.2. FS Indicator for Copivotal Coalgebras

Let C = (C, S, γ) be a copivotal coalgebra, and let V ∈ comfd(V). We denote by Bil(V) the set of
all bilinear forms on V and by BilC(V) its subset consisting of those b ∈ Bil(V) satisfying

b(v(0), w)v(1) = b(v, w(0))S(w(1)) for all v, w ∈ V (4.5)

BilC(V) is the image of HomC(V, V∨) ⊂ Homk(V, V∨) under the canonical Isomorphism (3.5). Define
ΣV : BilC(V) → BilC(V) in the same way as before. Then, for all b ∈ BilC(V), v, w ∈ V, we have

ΣV(b)(v, w) = b(w, γ ⇀ v)

Now let Bil±C (V) be the eigenspace of ΣV with eigenvalue ±1:

Bil±C (V) = {b ∈ BilC(V) | b(w, γ ⇀ v) = ±b(v, w) for all v, w ∈ V}

Then we have ν(V) = dimk Bil+C (V) − dimk Bil−C (V) as a counterpart of Proposition 2.9 (b). Now we
immediately obtain the following coalgebraic version of Theorem 3.4:

Theorem 4.3. If V ∈ comfd(C) is absolutely simple, then we have ν(V) ∈ {0, ±1}. Moreover, the following
are equivalent:

(1) ν(V) �= 0.
(2) V is isomorphic to V∨ as a right C-comodule.
(3) There exists a non-degenerate bilinear form b on V satisfying (4.5).

If one of the above statements holds, then such a bilinear form b is unique up to scalar multiples and satisfies
b(w, γ ⇀ v) = ν(V) · b(v, w) for all v, w ∈ V.

We prove several statements concerning the FS indicator of V ∈ comfd(C). The proof will be
done by reducing to the case of pivotal algebras in the following way: First fix a subcoalgebra
D ⊂ C satisfying

dimk(D) < ∞, CV ⊂ D and S(D) ⊂ D (4.6)

Note that such a subcoalgebra D always exists. Indeed, by (4.4), we have CX∨ = S(CX) for all
X ∈ comfd(C). If V is a subcomodule of X, then CV is a subcoalgebra of CX. Therefore, since
X = V ⊕ V∨ is self-dual and has V as a subcomodule, D = CV⊕V∨ satisfies (4.6).

It is obvious that the triple D = (D, S|D, γ|D) is a copivotal coalgebra and hence D∨ is a pivotal
algebra. As we remarked in the above, the functor

FD : modfd(D∨)
∼=−−−−→

(4.1)
comfd(D)

inclusion−−−−−→ comfd(C)
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is a k-linear fully faithful strict duality preserving functor. Hence, by Proposition 2.10, FD preserves the
FS indicator. By regarding V as a left D∨-module, we mean taking V0 ∈ modfd(D∨) such that FD(V0) = V
and then identifying V0 with V.

Now we prove an analogue of Theorem 3.5. Let RC denote the coalgebra C regarded as a right
C-comodule by the comultiplication.

Theorem 4.4. Let C = (C, S, γ) be a finite-dimensional copivotal coalgebra.
(a) ν(R∨

C) = Tr(Q), where Q : C → C, c �→ S(c(1))〈γ, c(2)〉.
(b) If C is co-Frobenius, then RC ∼= R∨

C as right C-comodules. Hence, ν(RC) = ν(R∨
C).

Proof. (a) Write A = C∨ and regard the right C-comodule R∨
C as a left A-module via (4.1). To avoid

confusion, we denote by ⇀ the action of A on RA and by ⇁ that on R∨
C . Since the coaction of μ ∈ R∨

C is
characterized as 〈μ(0), c〉μ(1) = 〈μ, c(1)〉S(c(2)), the action ⇁: A × R∨

C → R∨
C is given by

〈 f ⇁ μ, c〉 = 〈 f , S(c(2))〉〈μ, c(1)〉 ( f ∈ A, μ ∈ R∨
C , c ∈ C)

Consider the map S∨ : RA → R∨
C . For λ ∈ A, f ∈ RA and c ∈ C, we have

〈S∨(λ ⇀ f ), c〉 = 〈λ 
 f , S(c)〉 = 〈λ, S(c(2))〉〈 f , S(c(1))〉
= 〈λ, S(c(2))〉〈S∨( f ), c(1)〉 = 〈λ ⇁ S∨( f ), c〉

and therefore S∨ : RA → R∨
C is an isomorphism of A-modules. Applying Theorem 3.5 to A = C∨,

we see that ν(R∨
C) = ν(RA) is equal to the trace of the map Q′ : A → A, λ �→ S∨(λ) 
 γ (λ ∈ C∨).

Since 〈Q′(λ), c〉 = 〈λ, S(c(1))〉〈γ, c(2)〉 = 〈λ, Q(c)〉, Q′ is the dual map of Q. Hence, we have ν(R∨
C) =

Tr(Q′) = Tr(Q).
(b) If C is co-Frobenius, then A is Frobenius. Thus, by Theorem 3.5, there is an isomorphism

ϕ : RA → R∨
A of A-modules. In the proof of (1), we see that S∨ : RA → R∨

C is an isomorphism of
A-modules. Regarding them as isomorphisms in the category comfd(C), we obtain an isomorphism

RC
j−−−−→ R∨∨

C
S∨∨

−−−−→ R∨
A

ϕ−−−−→ RA
S∨

−−−−→ R∨
C

of right C-comodules.

The following is a coalgebraic version of Theorem 3.6.

Theorem 4.5. Let V ∈ comfd(C) be an absolutely simple comodule and suppose that V is self-dual. Then,
by (4.4), the map

SV : CV → CV , SV(c) = S(c) (c ∈ C)

is well-defined. We also define

QV : CV → CV , QV(c) = S(γ ⇀ c) (= S(c(1))γ(c(2))) (c ∈ C)

Then we have:
(1)Tr(SV) = ν(V) · γ(tV) (2)Tr(QV) = ν(V) · dimk(V)

Proof. (1) We regard V as a left (CV)
∨-module and denote its character by χV . Applying Theorem 3.6

to the dual pivotal algebra (CV)
∨ and by using (4.3), we have Tr(SV) = ν(V) · χV(γ) = ν(V) · γ(tV).

(2) We regard CV as a right CV-comodule. Since CV ∼= Endc(V) is co-Frobenius, by Theorem 4.4,
we have ν(CV) = Tr(QV). Let d = dimk(V). Since CV ∼= V⊕d as a right C-comodule, we have
ν(CV) = ν(V)d. Hence, Tr(QV) = ν(V)d.

Applying Corollary 3.7 to the dual pivotal algebra of C, we have:
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Corollary 4.6. Suppose that k is algebraically closed and that C = (C, S, γ) is a finite-dimensional cosemisimple
copivotal coalgebra. Let {Vi}i=1,...,n be a complete set of representatives of the isomorphism classes of simple
right C-comodules. Then

Tr(S) =
n

∑
i=1

ν(Vi)γ(ti)

where ti = tVi is the character of Vi.

4.3. Coseparable Copivotal Coalgebras

A coalgebra C is said to be coseparable if it has a coseparability idempotent, i.e., a bilinear form
λ : C × C → k satisfying c(1)λ(c(2), d) = λ(c, d(1))d(2) and λ(c(1), c(2)) = ε(c) for all c, d ∈ C. If
such a form exists, then the forgetful functor com(C) → Vec(k) is separable with section ΠV,W :
Homk(V, W) → HomC(V, W) given by

ΠV,W( f ) : V
ρV−−−−→ V ⊗ C

f ⊗idV−−−−→ W ⊗ C
ρW−−−−→ W ⊗ C ⊗ C

idW ⊗λ−−−−→ W

for f ∈ Homk(V, W). The following theorem can be proved by the arguments of §2.4. Nevertheless, to
avoid notational difficulties, we do not use Π and prove the theorem by reducing to Theorem 3.8.

Theorem 4.7. If C = (C, S, γ) is a coseparable copivotal coalgebra with coseparability idempotent λ, then, for
all V ∈ comfd(C), we have

ν(V) = λ(S(γ ⇀ tV(1)), tV(2))
(
= λ(S(tV(1)), tV(3))γ(tV(2))

)
Proof. Fix a subcoalgebra D of C satisfying (4.6). D is coseparable with λD = λ|D×D. Since D is
finite-dimensional, there exist finite number of linear maps λ′

i, λ′′
i : D → k such that

λD(x, y) = ∑
i

λ′
i(x)λ′′

i (y)

for all x, y ∈ D. It is easy to see that E = ∑i λ′
i ⊗ λ′′

i is a separability idempotent for the dual
pivotal algebra D∨. Now we regard V as a left D∨-module and denote its character by χV . Applying
Theorem 3.8 to D, we obtain

ν(V) = ∑
i

χV(S∨
X(λ

′
i) 
 γ 
 λ′′

i )

Now the desired formula is obtained by using (4.3).

A copivotal Hopf algebra is a Hopf algebra H = (H, Δ, ε, S) equipped with an algebra map γ :
H → k satisfying S2(x) = 〈γ, x(1)〉x(2)〈γ, S(x(3))〉 for all x ∈ H. Since γ is an algebra map, γ ◦ S is
the inverse of γ with respect to the convolution product. Therefore a copivotal Hopf algebra is a
copivotal coalgebra.

A Haar functional of a Hopf algebra H is a linear map λ : H → k satisfying 〈λ, 1〉 = 1 and
〈λ, x(1)〉x(2) = ε(x)1 = x(1)〈λ, x(2)〉 for all x ∈ H. If λ is a Haar functional of H, then the map

λ̃ : H × H → k, λ̃(x, y) = 〈λ, S(x)y〉 (x, y ∈ H)

is a coseparability idempotent of the coalgebra H. Note that we have

S2(x(1))〈γ, x(2)〉 = 〈γ, x(1)〉x(2)〈γ, S(x(3))〉〈γ, x(4)〉 = 〈γ, x(1)〉x(2)

for all x ∈ H. The following corollary is a direct consequence of Theorem 4.7:
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Corollary 4.8. Regard a copivotal Hopf algebra H = (H, Δ, ε, S; γ) as a copivotal coalgebra. If there exists a
Haar functional λ : H → k on H, then we have

ν(V) = 〈γ, tV(1)〉〈λ, tV(2)tV(3)〉

for all V ∈ comfd(H).

We shall explain how can we obtain (1.1) from Corollary 4.8.

Example 4.9. We work over C. Let G be a compact group. A function f : G → C is said to be
representative if there exist finite number of functions fi, gi : G → C such that f (xy) = ∑i fi(x)gi(y) for
all x, y ∈ G. We denote by R(G) the algebra of continuous representative functions on G. R(G) is in
fact a Hopf algebra; the comultiplication, the counit and the antipode are given by

f(1)(x) f(2)(y) = f (xy), ε( f ) = f (1), S( f )(x) = f (x−1)

for f ∈ R(G), x, y ∈ G. Define λ : R(G) → C by λ( f ) =
∫

G f (x)dμ(x), where μ is the normalized
Haar measure on G. We see that λ is a Haar functional of R(G) (in fact, this is the origin of this term).

The group G acts continuously from the left on each V ∈ comfd(R(G)) by x · v = v(1)(x) · v(0)
(x ∈ G, v ∈ V). Conversely, if V is a finite-dimensional continuous representation of G, then R(G)

coacts from the right on V. If we fix a basis {vi}i=1,...,n of V, the coaction of R(G) is described as
follows: Define fij : G → C by

x · vi =
n

∑
i=1

fij(x)vj (x ∈ G, i = 1, . . . , n) (4.7)

Then each fij is an element of R(G). The coaction of R(G) on V is defined by

V → V ⊗ R(G), vi �→
n

∑
j=1

vj ⊗ fij (i = 1, . . . , n)

These correspondences give an isomorphism of categories with duality over C between comfd(R(G))

and the category of continuous representations of G.
Now let V be a continuous representation of G with character χV . Regarding V as a right

R(G)-comodule via the above category isomorphism, we obtain ν(V) = λ(tV(1)tV(2)) by Corollary 4.8.
To compute this value, we fix a basis {vi}i=1,...,n of V and define fij by (4.7). Then tV = f11 + · · · + fnn.
Hence, by (4.2), we compute

ν(V) = λ(tV(1)tV(2)) =
∫

G

(
n

∑
i,j=1

fij(x) f ji(x)

)
dμ(x) (4.8)

Since the action of x ∈ G is represented by ρ(x) = ( fij(x))i,j=1,...,n, we have

χV(x2) = Tr
(

ρ(x)2
)
=

n

∑
i,j=1

fij(x) f ji(x)

Substituting this to (4.8), we obtain (1.1).

5. Quantum SL2

5.1. The Hopf Algebra Oq(SL2)

In this section, we give some applications of our results to the quantum coordinate algebra
Oq(SL2) and the quantized universal enveloping algebra Uq(sl2). For details on these Hopf algebras,
we refer the reader to [42] and [43].
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Throughout, the base field k is assumed to be an algebraically closed field of characteristic zero.
q ∈ k denotes a fixed non-zero parameter that is not a root of unity. We use the following standard
notations:

[n]q =
qn − q−n

q − q−1 , [n]q! = [n]q · [n − 1]q! (n ≥ 1), [0]q! = 1

for n ∈ N0 = {0, 1, 2, . . . }.
The quantum coordinate algebra Oq(SL2) is a Hopf algebra defined as follows: As an algebra, it

is generated by a, b, c and d with relations

ab = qba, ac = qca, bd = qdb, cd = qdc, bc = cb

ad − qbc = 1 = da − q−1bc

The comultiplication Δ and the counit ε are defined by

Δ(a) = a ⊗ a + b ⊗ c, Δ(b) = a ⊗ b + b ⊗ d, ε(a) = 1, ε(b) = 0

Δ(c) = c ⊗ a + d ⊗ c, Δ(d) = c ⊗ b + d ⊗ d, ε(c) = 0, ε(d) = 1

and the antipode S is given by

S(a) = d, S(b) = −q−1b, S(c) = −qc, S(d) = a

We define an algebra map γ : Oq(SL2) → k by

γ(a) = q−1, γ(b) = γ(c) = 0, γ(d) = q

One can check that Oq(SL2) is a copivotal Hopf algebra with γ. In what follows, we determine the FS
indicator of simple Oq(SL2)-comodules.

For each � ∈ 1
2N0, we put I� = {−�, −�+ 1, . . . , � − 1, �} and

X� = spank{a�−ib�+i | i ∈ I�} ⊂ Oq(SL2)

X� is a right coideal and hence it is a right Oq(SL2)-comodule. It is known that each X� is simple
and {X� | � ∈ 1

2N0} is a complete set of representatives of the isomorphism classes of simple right
Oq(SL2)-comodules. This implies, in particular, that X� is self-dual.

In this section, we first prove the following result:

Theorem 5.1. ν(X�) = (−1)2�.

By Theorem 4.3, this result reads as follows: For each � ∈ 1
2N0, there exists a non-degenerate

bilinear form β on X� satisfying β(x(0), y)x(1) = β(x, y(0))S(y(1)) and b(y, γ ⇀ x) = (−1)2� · b(x, y)
for all x, y ∈ X�.

To prove Theorem 5.1, we need a matrix corepresentation of X�. For each i ∈ I�, we fix a square
root μi ∈ k of [�+ i]q−2 ! and take

x(�)i =

[
2�
�+ i

]1/2

q−2

a�−ib�+i (i ∈ I�), where

[
2�
�+ i

]1/2

q−2

:=
μ�

μi · μ−i
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as a basis of X�. Define c(�)ij by Δ(x(�)j ) = ∑ x(�)j ⊗ c(�)ij . The matrix (c(�)ij ) has been explicitly determined
and well-studied in relation to unitary representations of a real form of Oq(SL2); see, e.g., [43, §4].
Following loc. cit., we have

c(�)ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

N+
ij� · a−i−jci−j · p�+j(ζ; q−2(i−j), q2(i+j)|q−2) (i + j ≤ 0, i ≥ j)

N+
ji� · a−i−jbj−i · p�+i(ζ; q−2(j−i), q2(i+j)|q−2) (i + j ≤ 0, i ≤ j)

N−
ji� · p�−i(ζ; q−2(i−j), q2(i+j)|q−2) · ci−jdi+j (i + j ≥ 0, i ≥ j)

N−
ij� · p�−j(ζ; q−2(i−j), q2(i+j)|q−2) · bi−jdi+j (i + j ≥ 0, i ≤ j)

where ζ = −qbc,

N+
ij� =

q−(�+j)(j−i)

[i − j]q−2 !
·

μ+i μ−j

μ+j μ−i
, N−

ij� =
q(�−j)(j−i)

[j − i]q−2 !
·

μ−i μ+j

μ−j μ+i
(= N+

−i,−j,�)

and pm is the little q-Jacobi polynomial [43, §2]. We omit the definition of pm; in what follows, we need
only the fact that pm(ζ; q1, q2|q3) (qi ∈ k) is a polynomial of ζ. Note that, since S(ζ) = ζ, we have

S(pm(ζ; q1, q2|q3)) = pm(S(ζ); q1, q2|q3) = pm(ζ; q1, q2|q3) (5.1)

Since f �→ (γ ⇀ f ) ( f ∈ Oq(SL2)) is an algebra map, we also have

γ ⇀ pm(ζ; q1, q2|q3) = pm(γ ⇀ ζ; q1, q2|q3) = pm(ζ; q1, q2|q3) (5.2)

Proof of Theorem 5.1. Let C� be the coefficient subcoalgebra of X�. Define

Q� : C� → C� Q�( f ) = S(γ ⇀ f ) ( f ∈ C�)

Q� is well-defined since X� is self-dual. By Theorem 4.5, we have

ν(X�) =
Tr(Q�)

dimk(X�)
=

Tr(Q�)

2�+ 1

By (5.1), (5.2) and the above description of c(�)ij , we have

Q�(c
(�)
ij ) = S(γ ⇀ c(�)ij ) = (constant) × S(c(�)ij ) = (constant) × c(�)−j,−i

for all i, j ∈ I�. Recall that {c(�)ij } is a basis of C� since X� is simple. The above computation means that
Q� is represented by a generalized permutation matrix with respect to this basis.

Note that (i, j) = (−j, −i) if and only if j = −i. If i ≥ 0, then

Q�(c
(�)
i,−i) = q−2i · S

(
N+

i,−i,� · c2i · p�−i(ζ; q−4i, 1|q−2)
)

= q−2i · N+
i,−i,� · p�−i(ζ; q−4i, 1|q−2) · (−q)2i = (−1)2i · c(�)i,−i

Since � − i ∈ Z, we have (−1)2i = (−1)2�. In a similar way, we also have Q�(c
(�)
i,−i) = (−1)2� for i < 0.

Hence we obtain Tr(Q�) = (−1)2� · (2�+ 1).

Oq(SL2) has a Hopf algebra automorphism τ given by

τ(a) = a, τ(b) = −b, τ(c) = −c, τ(d) = d
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τ is an involution such that γ ◦ τ = γ and hence the τ-twisted FS indicator ντ(X) is defined
for each X ∈ comfd(Oq(SL2)). Replacing S in the proof of Theorem 5.1 with S ◦ τ, we have the
following theorem:

Theorem 5.2. ντ(X�) = +1.

By Theorem 4.3, this result reads as follows: For each � ∈ 1
2N0, there exists a non-degenerate

bilinear form β on X� satisfying β(x(0), y)τ(x(1)) = β(x, y(0))S(y(1)) and β(w, γ ⇀ v) = β(v, w) for all
v, w ∈ X�.

Remark 5.3. The character t� of X� is given by

t� = ∑
i∈I�

c(�)ii = ∑
i∈I� ,i≥0

a2i p�+i(ζ; 1, q−4i|q−2) + ∑
i∈I� ,i>0

p�+i(ζ; 1, q4i|q−2)d2i

One can prove Theorems 5.1 and 5.2 by Theorem 4.7 and its corollary (see [43, §4] for a description
of the Haar functional on Oq(SL2)). However, the computation will become more difficult than the
above proof.

5.2. The Hopf Algebra Uq(sl2)

The quantized enveloping algebra Uq(sl2) is a Hopf algebra defined as follows: As an algebra, it
is generated by E, F, K and K−1 with relations KK−1 = 1 = K−1K,

KEK−1 = q2E, KFK−1 = q−2F and EF − FE =
K − K−1

q − q−1

The comultiplication Δ, the counit ε and the antipode S are given by

Δ(K) = K ⊗ K, Δ(E) = E ⊗ K + 1 ⊗ E, Δ(F) = F ⊗ 1 + K−1 ⊗ F

S(K) = K−1, S(E) = −EK−1, S(F) = −KF, ε(K) = 1, ε(E) = ε(F) = 0

We have S2(u) = KuK−1 for all u ∈ Uq(sl2). Hence the Hopf algebra Uq(sl2) is pivotal with pivotal
grouplike element K.

For each � ∈ 1
2N0, we define a left Uq(sl2)-module V� as follows: As a vector space, it has a basis

{vi}i∈I� . The action of Uq(sl2) on V� is defined by

K · vi = q2ivi, E · vi = [� − i + 1]qvi−1, F · vi = [�+ i + 1]qvi+1 (i ∈ I�)

where v�+1 = v−(�+1) = 0.
There is a unique Hopf pairing 〈−, −〉 : Uq(sl2) × Oq(SL2) → k such that

〈K, a〉 = q−1, 〈K, d〉 = q, 〈E, c〉 = 1, 〈F, b〉 = 1

〈K, b〉 = 〈K, c〉 = 〈E, a〉 = 〈E, b〉 = 〈E, d〉 = 〈F, a〉 = 〈F, c〉 = 〈F, d〉 = 0

see [43, §4] and [42, V.7]. This pairing induces an algebra map ϕ : Uq(sl2) → Oq(SL2)
∨. Since

ϕ(K) = γ, ϕ is in fact a morphism of pivotal algebras. Hence we obtain a k-linear duality
preserving functor

Φ : comfd

(
Oq(SL2)

)
−−−−→

(4.1)
modfd

(
Oq(SL2)

∨
)

ϕ	

−−−−→ modfd

(
Uq(sl2)

)
One has Φ(X�) ∼= V�. In particular, Φ maps simple objects to simple objects. Since Oq(SL2) is
cosemisimple, the functor Φ is fully faithful and therefore Φ preserves the FS indicator. Hence, by
Theorem 5.1, we have:
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Theorem 5.4. ν(V�) = (−1)2�.

By Theorem 3.8, this result reads as follows: For each � ∈ 1
2N0, there exists a non-degenerate

bilinear form β on V� satisfying β(uv, w) = β(v, S(u)w) and β(w, Kv) = (−1)2� · β(v, w) for all
u ∈ Uq(sl2) and v, w ∈ V�.

Uq(sl2) has a Hopf algebra automorphism τ defined by τ(E) = −E, τ(F) = −F, τ(K) = K. It
is obvious that τ is an involution of the pivotal algebra Uq(sl2). Since 〈τ(u), f 〉 = 〈u, τ( f )〉 for all
u ∈ Uq(sl2) and f ∈ Oq(SL2), Φ also preserves the τ-twisted FS indicator. Therefore we have:

Theorem 5.5. ντ(V�) = +1.

This result reads as follows: For each � ∈ 1
2N0, there exists a non-degenerate bilinear form β on V�

satisfying β(τ(u)v, w) = b(v, S(u)w) and β(w, Kv) = b(v, w) for all u ∈ Uq(sl2) and v, w ∈ V�.

6. Conclusions

As we have briefly reviewed in Section 1, the celebrated theorem of Frobenius and Schur has
several generalizations. To give a category-theoretical understanding of these generalizations, in
Section 2 we have introduced the FS indicator for categories with duality over a field k; if C is a
category with duality over k, then a linear map TX,Y : HomC(X, Y∨) → HomC(Y, X∨), f �→ f ∨ ◦ j is
defined for each X, Y ∈ C. We call TX,Y the transposition map. The FS indicator ν(X) of X ∈ C is
defined to be the trace of TX,X : HomC(X, X∨) → HomC(X, X∨). We have also introduced a general
method to twist the given duality by an adjunction, which is a category-theoretical counterpart of
several twisted versions of the Frobenius–Schur theorem.

In Section 3, we have introduced the notion of a pivotal algebra. The representation category of
a pivotal algebra has duality and therefore the FS indicator is defined for each of its representation.
We have given a representation-theoretic interpretation of the FS indicator and a formula of the FS
indicator for separable pivotal algebras. These results yield the Frobenius–Schur-type theorems for
Hopf algebras, quasi-Hopf algebras, weak Hopf C∗-algebras and Doi’s group-like algebras. The
notion of pivotal algebras is useful to deal with the twisted FS indicator; as a demonstration, we have
constructed the twisted Frobenius–Schur theory for quasi-Hopf algebras.

In Section 4, we have introduced the notion of a copivotal coalgebra as the dual notion of a pivotal
algebra and gave results for copivotal coalgebras analogous to pivotal algebras. In particular, we have
given a representation-theoretic interpretation of the FS indicator and a formula of the FS indicator for
coseparable copivotal coalgebras.

In Section 5, we have applied our results to the quantum coordinate ring Oq(SL2) and the
quantum enveloping algebra Uq(sl2). For each � ∈ 1

2N0, Oq(SL2) has a unique simple right comodule
X� of dimension 2�. We have proved ν(X�) = (−1)2� and analogous results for the twisted case and
Uq(sl2) case. As we have remarked, the Haar functional on Oq(SL2) is not used in our proof. We
expect that the FS indicator for general Oq(G) will be determined by using the Haar functional.
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Abstract: In computer science the Myhill–Nerode Theorem states that a set L of words in a finite
alphabet is accepted by a finite automaton if and only if the equivalence relation ∼L, defined
as x ∼L y if and only if xz ∈ L exactly when yz ∈ L, ∀z, has finite index. The Myhill–Nerode
Theorem can be generalized to an algebraic setting giving rise to a collection of bialgebras which
we call Myhill–Nerode bialgebras. In this paper we investigate the quasitriangular structure of
Myhill–Nerode bialgebras.
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1. Introduction

Let Σ0 be a finite alphabet and let Σ̂0 denote the set of words formed from the letters in Σ0. Let
L ⊆ Σ̂0 be a language, and let ∼L be the equivalence relation defined as x ∼L y if and only if xz ∈ L
exactly when yz ∈ L, ∀z ∈ Σ̂0. The Myhill–Nerode Theorem of computer science states that L is
accepted by a finite automaton if and only if ∼L has finite index (cf. [1, 1, Chapter III, §9, Proposition
9.2], [2, §3.4, Theorem 3.9]). In [3, Theorem 5.4] the authors generalize the Myhill–Nerode theorem to
an algebraic setting in which a finiteness condition involving the action of a semigroup on a certain
function plays the role of the finiteness of the index of ∼L, while a bialgebra plays the role of the finite
automaton which accepts the language. We call these bialgebras Myhill–Nerode bialgebras.

The purpose of this paper is to investigate the quasitriangular structure of Myhill–Nerode
bialgebras.

By construction, a Myhill–Nerode bialgebra B is cocommutative and finite dimensional over its
base field. Thus B admits (at least) the trivial quasitriangular structure (B, 1 ⊗ 1). We ask: does B (or
its linear dual B∗) have any non-trivial quasitriangular structures?

Towards a solution to this problem, we construct a class of commutative Myhill–Nerode bialgebras
and give a complete account of the quasitriangular structure of one of them. We begin with some
background information regarding algebras, coalgebras, and bialgebras.

2. Algebras, Coalgebras and Bialgebras

Let K be an arbitrary field of characteristic 0 and let A be a vector space over K with scalar
product ra for all r ∈ K, a ∈ A. Scalar product defines two maps s1 : K ⊗ A → A with r ⊗ a �→ ra
and s2 : A ⊗ K → A with a ⊗ r �→ ra, for a ∈ A, r ∈ K. Let IA : A → A denote the identity map. A
K-algebra is a triple (A, mA, ηA) where mA : A ⊗ A → A is a K-linear map which satisfies

mA(IA ⊗ mA)(a ⊗ b ⊗ c) = mA(mA ⊗ IA)(a ⊗ b ⊗ c) (1)
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and ηA : K → A is a K-linear map for which

mA(IA ⊗ ηA)(a ⊗ r) = ra = mA(ηA ⊗ IA)(r ⊗ a) (2)

for all r ∈ K, a, b, c ∈ A. The map mA is the multiplication map of A and ηA is the unit map of A.
Condition (1) is the associative property and Condition (2) is the unit property.

We write mA(a ⊗ b) as ab. The element 1A = ηA(1K) is the unique element of A for which
a1A = a = 1Aa for all a ∈ A. Let A, B be algebras. An algebra homomorphism from A
to B is a K-linear map φ : A → B such that φ(mA(a1 ⊗ a2)) = mB(φ(a1) ⊗ φ(a2)) for all a1,
a2 ∈ A, and φ(1A) = 1B. In particular, for A to be a subalgebra of B we require 1A = 1B.

For any two vector spaces V, W let τ : V ⊗ W → W ⊗ V denote the twist map defined as
τ(a ⊗ b) = b ⊗ a, for a ∈ V, b ∈ W. For K-algebras A, B, we have that A ⊗ B is a K-algebra with
multiplication

mA⊗B : (A ⊗ B) ⊗ (A ⊗ B) → A ⊗ B

defined by

mA⊗B((a ⊗ b) ⊗ (c ⊗ d)) = (mA ⊗ mB)(IA ⊗ τ ⊗ IB)(a ⊗ (b ⊗ c) ⊗ d)

= (mA ⊗ mB)((a ⊗ c) ⊗ (b ⊗ d)) = ac ⊗ bd

for a, c ∈ A, b, d ∈ B. The unit map ηA⊗B : K → A ⊗ B given as

ηA⊗B(r) = ηA(r) ⊗ 1B

for r ∈ K.
Let C be a K-vector space. A K-coalgebra is a triple (C, ΔC, εC) in which ΔC : C → C ⊗ C is K-linear

and satisfies
(IC ⊗ ΔC)ΔC(c) = (ΔC ⊗ IC)ΔC(c) (3)

and εC : C → K is K-linear with

s1(εC ⊗ IC)ΔC(c) = c = s2(IC ⊗ εC)ΔC(c) (4)

for all c ∈ C. The maps ΔC and εC are the comultiplication and counit maps, respectively, of the coalgebra
C. Condition (3) is the coassociative property and Condition (4) is the counit property.

We use the notation of M. Sweedler [4, §1.2] to write

ΔC(c) = ∑
(c)

c(1) ⊗ c(2)

Note that Condition (4) implies that

∑
(c)

εC(c(1))c(2) = c = ∑
(c)

εC(c(2))c(1) (5)

Let C be a K-coalgebra. A nonzero element c of C for which ΔC(c) = c ⊗ c is a grouplike element of
C. If c is grouplike, then

c = s1(εC ⊗ IC)ΔC(c)

= s1(εC ⊗ IC)(c ⊗ c) = εC(c)c

and so, εC(c) = 1. The grouplike elements of C are linearly independent [4, Proposition 3.2.1].
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Let C, D be coalgebras. A K-linear map φ : C → D is a coalgebra homomorphism if (φ ⊗ φ)ΔC(c) =
ΔD(φ(c)) and εC(c) = εD(φ(c)) for all c ∈ C. The tensor product C ⊗ D of two coalgebras is again a
coalgebra with comultiplication map

ΔC⊗D : C ⊗ D → (C ⊗ D) ⊗ (C ⊗ D)

defined by

ΔC⊗D(c ⊗ d) = (IC ⊗ τ ⊗ ID)(ΔC ⊗ ΔD)(c ⊗ d)

= (IC ⊗ τ ⊗ ID)(ΔC(c) ⊗ ΔD(d))

= (IC ⊗ τ ⊗ ID)( ∑
(c),(d)

c(1) ⊗ c(2) ⊗ d(1) ⊗ d(2))

= ∑
(c),(d)

c(1) ⊗ d(1) ⊗ c(2) ⊗ d(2)

for c ∈ C, d ∈ D. The counit map εC⊗D : C ⊗ D → K is defined as

εC⊗D(c ⊗ d) = εC(c)εD(d)

for c ∈ C, d ∈ D.
A K-bialgebra is a K-vector space B together with maps mB, ηB, ΔB, εB for which (B, mB, ηB) is a

K-algebra and (B, ΔB, εB) is a K-coalgebra and for which ΔB and εB are algebra homomorphisms. Let
B, B′ be bialgebras. A K-linear map φ : B → B′ is a bialgebra homomorphism if φ is both an algebra and
coalgebra homomorphism.

A K-Hopf algebra is a bialgebra H together with an additional K-linear map σH : H → H
that satisfies

mH(IH ⊗ σH)ΔH(h) = εH(h)1H = mH(σH ⊗ IH)ΔH(h) (6)

for all h ∈ H. The map σH is the coinverse (or antipode) map and property Condition (6) is the coinverse
(or antipode) property. Though we will not consider Hopf algebras here, more details on the subject can
be found in [5–8].

An important example of a K-bialgebra is given as follows. Let G be a semigroup with unity, 1.
Let KG denote the semigroup algebra. Then KG is a bialgebra with comultiplication map

ΔKG : KG → KG ⊗ KG

defined by x �→ x ⊗ x, for all x ∈ G, and counit map εKG : KG → K given by x �→ 1, for all x ∈ G. The
bialgebra KG is the semigroup bialgebra on G.

Let B be a bialgebra, and let A be an algebra which is a left B-module with action denoted by “·”.
Suppose that

b · (aa′) = ∑
(b)

(b(1) · a)(b(2) · a′)

and
b · 1A = εB(b)1A

for all a, a′ ∈ A, b ∈ B. Then A is a left B-module algebra. A K-linear map φ : A → A′ is a left B-module
algebra homomorphism if φ is both an algebra and a left B-module homomorphism.

Let C be a coalgebra and a right B-module with action denoted by “·”. Suppose that for all c ∈ C,
b ∈ B,

ΔC(c · b) = ∑
(c),(b)

c(1) · b(1) ⊗ c(2) · b(2)
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and
εC(c · b) = εC(c)εB(b)

Then C is a right B-module coalgebra. A K-linear map φ : C → C′ is a right B-module coalgebra
homomorphism if φ is both a coalgebra and a right B-module homomorphism.

Let C be a coalgebra and let C∗ = HomK(C, K) denote the linear dual of C. Then the coalgebra
structure of C induces an algebra structure on C∗.

Proposition 1. If C is a coalgebra, then C∗ is an algebra.

Proof. Recall that C is a triple (C, ΔC, εC) where ΔC : C → C ⊗ C is K-linear and satisfies the
coassociativity property, and εC : C → K is K-linear and satisfies the counit property. The dual map of
ΔC is a K-linear map

Δ∗
C : (C ⊗ C)∗ → C∗

Since C∗ ⊗ C∗ ⊆ (C ⊗ C)∗, we define the multiplication map of C∗, denoted as mC∗ , to be the
restriction of Δ∗

C to C∗ ⊗ C∗. For f , g ∈ C∗, c ∈ C,

( f g)(c) = mC∗( f ⊗ g)(c) = Δ∗
C( f ⊗ g)(c) = ( f ⊗ g)(ΔC(c)) = ∑

(c)
f (c(1))g(c(2))

The coassociatively property of ΔC yields the associative property of mC∗ . Indeed, for f , g, h ∈ C∗,
c ∈ C,

mC∗ (IC∗ ⊗ mC∗ )( f ⊗ g ⊗ h)(c) = Δ∗
C(IC∗ ⊗ Δ∗

C)( f ⊗ g ⊗ h)(c)

= Δ∗
C( f ⊗ Δ∗

C(g ⊗ h))(c)

= ( f ⊗ Δ∗
C(g ⊗ h))ΔC(c)

= ∑
(c)

f (c(1))Δ
∗
C(g ⊗ h)(c(2))

= ∑
(c)

f (c(1))(g ⊗ h)ΔC(c(2))

= ( f ⊗ g ⊗ h)(∑
(c)

c(1) ⊗ ΔC(c(2)))

= ( f ⊗ g ⊗ h)(∑
(c)

ΔC(c(1)) ⊗ c(2)) by Condition (3)

= ∑
(c)

( f ⊗ g)ΔC(c(1)) ⊗ h(c(2))

= ∑
(c)

Δ∗
C( f ⊗ g)(c(1)) ⊗ h(c(2))

= (Δ∗
C( f ⊗ g) ⊗ h)ΔC(c)

= Δ∗
C(Δ

∗
C( f ⊗ g) ⊗ h)(c)

= Δ∗
C(Δ

∗
C ⊗ IC∗ )( f ⊗ g ⊗ h)(c)

= mC∗ (mC∗ ⊗ IC∗ )( f ⊗ g ⊗ h)(c)

In addition, the counit map of C dualizes to yield

ε∗
C : K := K∗ → C∗
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defined as ε∗
C(k)(c) = k(ε(c)) = kε(c). Thus we define the unit map ηC∗ to be ε∗

C. One can show that
the counit property of εC implies the unit property for ηC∗ . To this end, for f ∈ C∗, r ∈ K, c ∈ C,

mC∗ (IC∗ ⊗ ηC∗ )( f ⊗ r)(c) = Δ∗
C(IC∗ ⊗ ε∗

C)( f ⊗ r)(c)

= Δ∗
C( f ⊗ ε∗

C(r))(c)

= ( f ⊗ ε∗
C(r))(ΔC(c))

= ∑
(c)

f (c(1))ε
∗
C(r)(c(2))

= ∑
(c)

f (c(1))r(εC(c(2)))

= r ∑
(c)

f (c(1))εC(c(2))

= r ∑
(c)

εC(c(2)) f (c(1))

= r ∑
(c)

f (εC(c(2))c(1))

= r f (∑
(c)

εC(c(2))c(1))

= r f (c) by Condition (5)

In a similar manner, one obtains

mC∗(ηC∗ ⊗ IC∗)(r ⊗ f ) = r f

Thus (C∗, mC∗ , ηC∗) is an algebra. Note that ηC∗(1K)(c) = εC(c), ∀c, and so, εC is the unique element
of C∗ for which εC f = f = f εC for all f ∈ C∗. (

Let (A, mA, ηA) be a K-algebra. Then one may wonder if A∗ is a K-coalgebra. The multiplication
map mA : A ⊗ A → A dualizes to yield m∗

A : A∗ → (A ⊗ A)∗. Unfortunately, if A is infinite
dimensional over K, then A∗ ⊗ A∗ is a proper subset of (A ⊗ A)∗, and hence m∗

A may not induce the
required comultiplication map A∗ → A∗ ⊗ A∗.

There is still however a K-coalgebra arising via duality from the algebra A. An ideal I of A is
cofinite if dim(A/I) < ∞. The finite dual A◦ of A is defined as

A◦ = { f ∈ A∗ : f (I) = 0 for some cofinite ideal I of A}

Note that A◦ is the largest subspace W of A∗ for which m∗
A(W) ⊆ W ⊗ W.

Proposition 2. If A is an algebra, then A◦ is a coalgebra.

Proof. The proof is similar to the method used in Proposition 2.1. We restrict the map m∗
A to A◦ to

yield the K-linear map m∗
A : A◦ → (A ⊗ A)∗. Now by [4, Proposition 6.0.3], m∗

A(A◦) ⊆ A◦ ⊗ A◦. Let
ΔA◦ denote the restriction of m∗

A to A◦. We show that ΔA◦ satisfies the coassociative condition. For
f ∈ A◦, a, b, c ∈ A, we have
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(I ⊗ ΔA◦)ΔA◦( f )(a ⊗ b ⊗ c) = (I ⊗ m∗
A)m

∗
A( f )(a ⊗ b ⊗ c)

= m∗
A( f )((I ⊗ mA)(a ⊗ b ⊗ c))

= m∗
A( f )(a ⊗ bc)

= f (mA(a ⊗ bc))

= f (a(bc))

= f ((ab)c)

= f (mA(ab ⊗ c))

= m∗
A( f )(ab ⊗ c)

= m∗
A( f )((mA ⊗ I)(a ⊗ b ⊗ c))

= (m∗
A ⊗ I)m∗

A( f )(a ⊗ b ⊗ c)

= (ΔA◦ ⊗ I)ΔA◦( f )(a ⊗ b ⊗ c)

For the counit map of A◦, we consider the dual map η∗
A : A∗ → K∗ := K. Now η∗

A restricts to a
map η∗

A : A◦ → K. We let εA◦ denote the restriction of η∗
A to A◦. For f ∈ A◦, r ∈ K,

εA◦( f )(r) = f (ηA(r)) = f (r1A) = r f (1A) = f (1A)(r)

and so, εA◦( f ) = f (1A). We show that εA◦ satisfies the counit property. First let s1 : K ⊗ A◦ → A◦ be
defined by the scalar multiplication of A◦. For f ∈ A◦, r ∈ K, a ∈ A,

s1((εA◦ ⊗ I)ΔA◦( f ))(a) = s1((η
∗
A ⊗ I)m∗

A( f ))(a)

= (η∗
A ⊗ I)m∗

A( f )(s∗
1(a))

= (η∗
A ⊗ I)m∗

A( f )(1 ⊗ a)

= m∗
A( f )((ηA ⊗ I)(1 ⊗ a))

= f (mA(ηA ⊗ I)(1 ⊗ a))

= f (a)

In a similar manner, one obtains

s2((I ⊗ εA◦)ΔA◦( f ))(a) = f (a)

where s2 : A◦ ⊗ K → A◦ is given by scalar multiplication. Thus A◦ is a coalgebra.
(

Proposition 3. If B is a bialgebra, then B◦ is a bialgebra.

Proof. As a coalgebra, B is a triple (B, ΔB, εB). By Proposition 2.1, B∗ is an algebra with maps
mB∗ = Δ∗

B and ηB∗ = ε∗
B. Let mB◦ denote the restriction of mB∗ to B◦ ⊗ B◦, and let ηB◦ denote the

restriction of ηB∗ to B◦. Then the triple (B◦, mB◦ , ηB◦) is a K-algebra.
As an algebra, B is a triple (B, mB, ηB). By Proposition 2.2, B◦ is a coalgebra with maps ΔB◦ and

εB◦ . It remains to show that ΔB◦ and εB◦ are algebra homomorphisms. First observe that for f , g ∈ B◦,
a, b ∈ B one has

( f g)(a) = mB◦( f ⊗ g)(a) = Δ∗
B( f ⊗ g)(a) = ( f ⊗ g)ΔB(a)

and
ΔB◦( f )(a ⊗ b) = m∗

B( f )(a ⊗ b) = f (mB(a ⊗ b)) = f (ab)

We have

215



Axioms 2012, 1, 155–172

ΔB◦( f g)(a ⊗ b) = ( f g)(ab)

= ( f ⊗ g)(ΔB(ab))

= ( f ⊗ g)(ΔB(a)ΔB(b))

= ( f ⊗ g)(mB⊗B(ΔB(a) ⊗ ΔB(b))

= m∗
B⊗B( f ⊗ g)(ΔB(a) ⊗ ΔB(b))

= (I ⊗ τ ⊗ I)(ΔB◦ ⊗ ΔB◦)( f ⊗ g)(ΔB(a) ⊗ ΔB(b))

= (ΔB◦( f ) ⊗ ΔB◦(g))(I ⊗ τ ⊗ I)(ΔB ⊗ ΔB)(a ⊗ b)

= (ΔB◦( f ) ⊗ ΔB◦(g))(ΔB⊗B(a ⊗ b))

= Δ∗
B⊗B(ΔB◦( f ) ⊗ ΔB◦(g))(a ⊗ b)

= mB◦⊗B◦(ΔB◦( f ) ⊗ ΔB◦(g))(a ⊗ b)

= (ΔB◦( f )ΔB◦(g))(a ⊗ b)

and so ΔB◦ is an algebra map. We next show that εB◦ is an algebra map. For f , g ∈ B◦,

εB◦( f ) = εB◦( f )(1) = f (ηB(1)) = f (1B)

Thus

εB◦( f g) = ( f g)(1B)

= f (1B)g(1B)

= εB◦( f )εB◦(g)

and so, εB◦ is an algebra map.
(

Proposition 4. Suppose that B is a bialgebra that is finite dimensional over K. Then B∗ is a bialgebra.

Proof. If dim(B) < ∞, then B◦ = B∗. The result then follows from Proposition 2.3.
(

Let G = {x1, x2, . . . , xn} be a finite semigroup with unity element 1KG = x1, and let KG denote the
semigroup bialgebra. By Proposition 2.4 KG∗ is a bialgebra of dimension n over K. Let {e1, e2, . . . , en}
be the dual basis for KG∗ defined as ei(xj) = δi,j.

Proposition 5. The comultiplication map ΔKG∗ : KG∗ → KG∗ ⊗ KG∗ is given as

ΔKG∗(ei) = ∑
xi=xjxk

ej ⊗ ek

and the counit map εKG∗ : KG∗ → K is defined as εKG∗(ei) = ei(x1) = δi,1.

Proof, See [7, (1.3.7)]. (
Let B be a K-bialgebra. Then B is cocommutative if

τ(ΔB(b)) = ΔB(b)

for all b ∈ B.

Proposition 6. If B is cocommutative, then B◦ is a commutative algebra. If B is a commutative algebra, then
B◦ is cocommutative.

Proof. See [7, Lemma 1.2.2, Proposition 1.2.4].
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(

3. Quasitriangular Bialgebras

Let B be a bialgebra and let B ⊗ B be the tensor product algebra. Let U(B ⊗ B) denote the group
of units in B ⊗ B and let R ∈ U(B ⊗ B). The pair (B, R) is almost cocommutative if the element R satisfies

τ(ΔB(b)) = RΔB(b)R−1 (7)

for all b ∈ B.
If the bialgebra B is cocommutative, then the pair (B, 1 ⊗ 1) is almost cocommutative since

R = 1 ⊗ 1 satisfies Condition (7). However, if B is commutative and non-cocommutative, then (B, R)
cannot be almost cocommutative for any R ∈ U(B ⊗ B) since Condition (7) in this case reduces to the
condition for cocommutativity.

Write R = ∑n
i=1 ai ⊗ bi ∈ U(B ⊗ B). Let

R12 =
n

∑
i=1

ai ⊗ bi ⊗ 1 ∈ B ⊗ B ⊗ B

R13 =
n

∑
i=1

ai ⊗ 1 ⊗ bi ∈ B ⊗ B ⊗ B

R23 =
n

∑
i=1

1 ⊗ ai ⊗ bi ∈ B ⊗ B ⊗ B

The pair (B, R) is quasitriangular if (B, R) is almost cocommutative and the following conditions hold

(ΔB ⊗ I)R = R13R23 (8)

(I ⊗ ΔB)R = R13R12 (9)

Clearly, if B is cocommutative then (B, 1 ⊗ 1) is quasitriangular.
Let B be a bialgebra. A quasitriangular structure is an element R ∈ U(B ⊗ B) so that (B, R)

is quasitriangular. Let (B, R) and (B′, R′) be quasitriangular bialgebras. Then (B, R), (B′, R′) are
isomorphic as quasitriangular bialgebras if there exists a bialgebra isomorphism φ : B → B′ for which
R′ = (φ ⊗ φ)(R). Two quasitriangular structures R, R′ on a bialgebra B are equivalent quasitriangular
structures if (B, R) ∼= (B, R′) as quasitriangular bialgebras.

The following proposition shows that every bialgebra isomorphism φ : B → B′ with B
quasitriangular extends to an isomorphism of quasitriangular bialgebras.

Proposition 7. Suppose (B, R) is quasitriangular and suppose that φ : B → B′ is an isomorphism of
K-bialgebras. Let R′ = (φ ⊗ φ)(R). Then (B′, R′) is quasitriangular.

Proof. Note that (φ ⊗ φ)(R−1) = ((φ ⊗ φ)(R))−1. Let b′ ∈ B′. Then there exists b ∈ B for which
φ(b) = b′. Now
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τΔB′(b′) = τΔB′(φ(b))

= τ(φ ⊗ φ)ΔB(b)

= (φ ⊗ φ)τΔB(b)

= (φ ⊗ φ)(RΔB(b)R−1)

= (φ ⊗ φ)(R)(φ ⊗ φ)ΔB(b)(φ ⊗ φ)(R−1)

= (φ ⊗ φ)(R)ΔB′(φ(b))((φ ⊗ φ)(R))−1

= (φ ⊗ φ)(R)ΔB′(b′)((φ ⊗ φ)(R))−1

= R′ΔB′(b′)(R′)−1

and so, (B, R′) is almost cocommutative. Moreover,

(ΔB′ ⊗ I)(R′) = (ΔB′ ⊗ I)(φ ⊗ φ)(R)

= (ΔB′ ⊗ I)(
n

∑
i=1

φ(ai) ⊗ φ(bi))

=
n

∑
i=1

ΔB′ φ(ai) ⊗ φ(bi))

=
n

∑
i=1

(φ ⊗ φ)ΔB(ai) ⊗ φ(bi))

= (φ ⊗ φ ⊗ φ)(
n

∑
i=1

ΔB(ai) ⊗ bi)

= (φ ⊗ φ ⊗ φ)(ΔB ⊗ I)(R)

= (φ ⊗ φ ⊗ φ)(R13R23)

= (φ ⊗ φ ⊗ φ)((
n

∑
i=1

ai ⊗ 1 ⊗ bi)(
n

∑
i=1

1 ⊗ ai ⊗ bi))

= (
n

∑
i=1

φ(ai) ⊗ 1 ⊗ φ(bi))(
n

∑
i=1

1 ⊗ φ(ai) ⊗ φ(bi))

= ((φ ⊗ φ)(R))13((φ ⊗ φ)(R))23

= (R′)13(R′)23

In a similar manner one shows that

(I ⊗ ΔB′)(R′) = (R′)13(R′)12

Thus (B′, R′) is quasitriangular. (
Quasitriangular bialgebras are important since they give rise to solutions of the equation

R12R13R23 = R23R13R12 (10)

which is known as the quantum Yang–Baxter equation (QYBE). The QYBE was first introduced in
statistical mechanics, see [9]. An element R ∈ B ⊗ B which satisfies (10) is a solution to the QYBE.

Certainly, the QYBE admits the trivial solution R = 1 ⊗ 1, and of course, if B is commutative,
then any R ∈ B ⊗ B is a solution to the QYBE. For B non-commutative, it is of great interest to find
non-trivial solutions R ∈ B ⊗ B to the QYBE. We have the following result due to V. G. Drinfeld [10].

Proposition 8. (Drinfeld) Suppose (B, R) is quasitriangular. Then R is a solution to the QYBE.

Proof. One has
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R12R13R23 = R12(Δ ⊗ I)(R) by (8)

= (R ⊗ 1)(
n

∑
i=1

Δ(ai) ⊗ bi)

=
n

∑
i=1

RΔ(ai) ⊗ bi

=
n

∑
i=1

τΔ(ai)R ⊗ bi by (7)

= (
n

∑
i=1

τΔ(ai) ⊗ bi)(R ⊗ 1)

= (τΔ ⊗ I)(R)R12

= (τ ⊗ I)(Δ ⊗ I)(R)R12

= (τ ⊗ I)(R13R23)R12 by (8)

= R23R13R12

(
The following proposition provides necessary conditions on R ∈ U(B ⊗ B) in order for (B, R) to

be quasitriangular.

Proposition 9. Suppose (B, R) is quasitriangular. Then

(i) s1(ε ⊗ I)(R) = 1,

(ii) s2(I ⊗ ε)(R) = 1.

Proof. For (i) one has

(s1 ⊗ I)(ε ⊗ I ⊗ I)(Δ ⊗ I)(R) = (s1 ⊗ I)(ε ⊗ I ⊗ I)(
n

∑
i=1

Δ(ai) ⊗ bi)

= (s1 ⊗ I)(
n

∑
i=1

(ε ⊗ I)Δ(ai) ⊗ bi)

=
n

∑
i=1

s1(ε ⊗ I)Δ(ai) ⊗ bi

= ∑
i=1

ai ⊗ bi

= R

In view of Condition (8)

R = (s1 ⊗ I)(ε ⊗ I ⊗ I)(R13R23)

= (s1 ⊗ I)(ε ⊗ I ⊗ I)(R13)(s1 ⊗ I)(ε ⊗ I ⊗ I)(R23)

= (s1 ⊗ I)(ε ⊗ I ⊗ I)(
n

∑
i=1

ai ⊗ 1 ⊗ bi)(s1 ⊗ I)(ε ⊗ I ⊗ I)(
n

∑
i=1

1 ⊗ ai ⊗ bi)

= (
n

∑
i=1

ε(ai)1 ⊗ bi)(
n

∑
i=1

ai ⊗ bi)

= (
n

∑
i=1

1 ⊗ ε(ai)bi)R

Thus

1 ⊗ ∑
i=1

ε(ai)bi = 1 ⊗ 1

and consequently,
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1 = s1(
n

∑
i=1

ε(ai) ⊗ bi) = s1(ε ⊗ I)(R)

A similar argument is used to prove (ii).
(

4. Myhill–Nerode Bialgebras

In this section we review the main result of [3] in which the authors give a bialgebra version of
the Myhill–Nerode Therorem. Let G be a semigroup with unity, 1 and let H = KG be the semigroup
bialgebra. There is a right H-module structure on H∗ defined as

(p ↼ x)(y) = p(xy)

for all x, y ∈ H, p ∈ H∗. For x ∈ H, p ∈ H∗, the element p ↼ x is the right translate of p by x.

Proposition 10. ([3, Proposition 5.4].) Let G be a semigroup with 1, let H = KG denote the semigroup
bialgebra. Let p ∈ H∗. Then the following are equivalent.

(i) The set {p ↼ x : x ∈ G} of right translates is finite.

(ii) There exists a finite dimensional bialgebra B, a bialgebra homomorphism Ψ : H → B, and an element
f ∈ B∗ so that p(h) = f (Ψ(h)) for all h ∈ H.

(Note: The bialgebras of (ii) are defined to be Myhill–Nerode bialgebras.)
Proof. (i) =⇒ (ii). Let Q = {p ↼ x : x ∈ G} be the finite set of right translates. For each u ∈ G,

we define a right operator ru : Q → Q by the rule

(p ↼ x)ru = (p ↼ x) ↼ u = p ↼ xu

Observe that the set {ru : u ∈ G} is finite with |{ru : u ∈ G}| ≤ |Q||Q|. The set {ru : u ∈ G} is a
semigroup with unity, 1 = r1 under composition of operators. Indeed,

(p ↼ x)(rurv) = (p ↼ xu)rv = p ↼ xuv = (p ↼ x)ruv

Thus rurv = ruv, for all u, v ∈ G. Let B denote the semigroup bialgebra on {ru : u ∈ G}. Let Ψ : H → B
be the K-linear map defined by Ψ(u) = ru. Then

Ψ(uv) = ruv = rurv = Ψ(u)Ψ(v)

and
ΔB(Ψ(u)) = ΔB(ru)

= ru ⊗ ru

= Ψ(u) ⊗ Ψ(v)

= (Ψ ⊗ Ψ)(u ⊗ u)

= (Ψ ⊗ Ψ)ΔH(u)

and so, Ψ is a homomorphism of bialgebras.
Let f ∈ B∗ be defined by

f (ru) = ((p ↼ 1)ru)(1)

= (p ↼ u)(1)

= p(u)
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Then p(h) = f (Ψ(h)), for all h ∈ H, as required.
(ii) =⇒ (i). Suppose there exists a finite dimensional bialgebra B, a bialgebra homomorphism

Ψ : H → B, and an element f ∈ B∗ so that p(h) = f (Ψ(h)) for all h ∈ H. Define a right H-module
action · on B as

b · h = bΨ(h)

for all b ∈ B, h ∈ H. Then for b ∈ B, x ∈ G,

ΔB(b · x) = ΔB(bΨ(x))

= ΔB(b)ΔB(Ψ(x))

= (∑
(b)

b(1) ⊗ b(2))(Ψ ⊗ Ψ)ΔH(x)

= (∑
(b)

b(1) ⊗ b(2))(Ψ(x) ⊗ Ψ(x))

= ∑
(b)

b(1)Ψ(x) ⊗ b(2)Ψ(x)

= ∑
(b)

b(1) · x ⊗ b(2) · x

and

εB(b · x) = εB(bΨ(x)) = εB(b)εB(Ψ(x)) = εB(b)εH(x)

Thus B is a right H-module coalgebra.
Now, let Q be the collection of grouplike elements of B. Since Q is a linearly independent subset

of B and B is finite dimensional, Q is finite. Since B is a right H-module coalgebra with action “·”,

ΔB(q · x) = q · x ⊗ q · x

for q ∈ Q, x ∈ G. Thus · restricts to give an action (also denoted by “·”) of G on Q. Now for x, y ∈ G,

(p ↼ x)(y) = p(xy)

= f (Ψ(xy))

= f (Ψ(x)Ψ(y))

= f ((1BΨ(x))Ψ(y))

= f ((1B · x) · y) (11)

Let
S = {q ∈ Q : q = 1B · x for some x ∈ G}

In view of Condition (11) there exists a function

� : S → {p ↼ x : x ∈ G}

defined as
�(1B · x)(y) = f ((1B · x) · y) = (p ↼ x)(y)

Since � is surjective and S is finite, {p ↼ x : x ∈ G} is finite.
(

We illustrate the connection between Proposition 4.1 and the usual Myhill–Nerode Theorem.
Let Σ̂0 denote the set of words in a finite alphabet Σ0. Let L ⊆ Σ̂0 be a language. Suppose that
the equivalence relation ∼L (as in the Introduction) has finite index. Then the usual Myhill–Nerode
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Theorem says that there exists a finite automaton which accepts L. We show how to construct this
finite automaton using Proposition 4.1.

Consider G = Σ̂0 as a semigroup with unity where the semigroup operation is concatenation
and the unity element is the empty word. Let H = KG denote the semigroup bialgebra. Then the
characteristic function of L extends to an element p ∈ H∗. Since ∼L has finite index, the set of right
translates {p ↼ x : x ∈ G} is finite [3, Proposition 2.3]. Now Proposition 4.1 (i)=⇒ (ii) applies to
show that there exists a finite dimensional bialgebra B, a bialgebra homomorphism Ψ : H → B and an
element f ∈ B∗ so that p(h) = f (Ψ(h)), for all h ∈ H.

This bialgebra determines a finite automaton 〈Q, Σ, δ, q0, F〉, where Q is the finite set of states, Σ
is the input alphabet, δ is the transition function, q0 is the initial state, and F is the set of final states
(see [2, Chapter 2] for details on finite automata.)

For the states of the automata, we let Q be the (finite) set of grouplike elements of B. For the input
alphabet, we choose Σ = Σ0. As we have seen, the right H-module structure of B restricts to an action
“·” of G on Q, and so we define the transition function δ : Q × Σ0 → Q by the rule δ(q, x) = q · x, for
q ∈ Q, x ∈ Σ0. The initial state is q0 = 1B, and the set of final states F is the subset of Q of the form
1B · x, x ∈ G for which

p(x) = f (Ψ(x)) = f 1BΨ(x)) = f (1B · x) = 1

By construction, the finite automaton 〈Q, Σ0, δ, 1B, F〉 accepts L.

5. Quasitriangular Structure of Myhill–Nerode Bialgebras

In this section we use Proposition 4.1 to construct a collection of Myhill–Nerode bialgebras. We
then compute the quasitriangular structure of one of these bialgebras.

Let Σ0 = {a} be the alphabet on a single letter a. Let Σ̂0 = {1, a, aa, aaa, . . . } denote the collection
of all words of finite length formed from Σ0. Here 1 denotes the empty word of length 0. For
convenience, we shall write

ai = aaa · · · a︸ ︷︷ ︸
i times

,

for i ≥ 0.
Fix an integer i ≥ 0 and let Li = {ai} ⊆ Σ̂0. Then the language Li is accepted by the finite

automaton given in Figure 1.

 k … a a a a a 

a 

i+1 i 0 1 2 

Figure 1. Finite automaton accepting Li = {ai}, accepting state is i.

By the usual Myhill–Nerode Theorem, the equivalence relation ∼Li , defined as x ∼Li y if
and only if xz ∈ Li exactly when yz ∈ Li, ∀z, has finite index. If pi : Σ̂0 → {0, 1} ⊆ K is the
characteristic function of Li, then ∼Li is equivalent to the relation ∼pi defined as: x ∼pi y if and only if
pi(xz) = pi(yz), ∀z ∈ Σ̂0. Let [x]pi denote the equivalence class of x under ∼pi . The Myhill–Nerode
theorem now says that the set {[x]pi : x ∈ Σ̂0} is finite.

Now we consider G = Σ̂0 as a semigroup with unity 1 with concatenation as the binary operation.
Let H = KG be the semigroup bialgebra. The characteristic function pi of Li extends to an element of
H∗. By [3, Proposition 2.3], the set of right translates {pi ↼ x : x ∈ G} is finite. Thus by Proposition
4.1, there exists a finite dimensional bialgebra Bi, a bialgebra homomorphism Ψ : H → Bi, and an
element fi ∈ B∗

i so that pi(h) = fi(Ψ(h)) for all h ∈ H.
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In what follows, we give the bialgebra structure of the collection {Bi : i ≥ 0} and compute the
quasitriangular structure of the bialgebra B0.

For i ≥ 0, the finite set of right translates of pi ∈ H∗ is

Qi = {pi ↼ 1, pi ↼ a, pi ↼ a2, . . . , pi ↼ ai, pi ↼ ai+1}

One finds that the set of right operators on Qi is {r1, ra, ra2 , . . . , rai , rai+1 }. Under composition, the
set of right operators is a semigroup with unity r1. We have, for 0 ≤ m, n ≤ i + 1,

ram ran =

{
ram+n if 0 ≤ m + n ≤ i + 1
rai+1 if m + n > i + 1

By construction, Bi is the semigroup bialgebra on {r1, ra, ra2 , . . . , rai , rai+1 }.

5.1. Quasitriangular Structure of B0

In the case i = 0, B0 is the semigroup bialgebra on {r1, ra} with algebra structure defined by
r1r1 = r1, r1ra = ra, rar1 = ra, rara = ra. Let {e0, e1} be the dual basis defined as e0(r1) = 1, e0(ra) = 0,
e1(r1) = 0, e1(ra) = 1. Then {e0, e1} is the set of minimal idempotents for B∗

0 . Comultiplication on B∗
0

is given as
ΔB∗

0
(e0) = e0 ⊗ e0

ΔB∗
0
(e1) = e0 ⊗ e1 + e1 ⊗ e0 + e1 ⊗ e1

and the counit map is defined by

εB∗
0
(e0) = 1, εB∗

0
(e1) = 0

Proposition 11. Let B0 be the K-bialgebra as above. Then there is exactly one quasitriangular structure on B0,
namely, R = 1B0 ⊗ 1B0 .

Proof. Certainly, 1 ⊗ 1 = 1B0 ⊗ 1B0 is a quasitriangular structure for B0. We claim that 1 ⊗ 1 is
the only quasitriangular structure. Observe that there is bialgebra isomorphism φ : B0 → B∗

0 defined
as φ(r1) = e0 + e1, φ(ra) = e0. Thus if (B0, R) is quasitriangular, then (B∗

0 , R′), R′ = (φ ⊗ φ)(R), is
quasitriangular by Proposition 3.1. So, we first compute all of the quasitriangular structures of B∗

0 . To
this end, suppose that (B∗

0 , R′) is quasitriangular for some element R′ ∈ B∗
0 ⊗ B∗

0 . Since

B∗
0 ⊗ B∗

0 = K(e0 ⊗ e0) ⊕ K(e0 ⊗ e1) ⊕ K(e1 ⊗ e0) ⊕ K(e1 ⊗ e1)

R′ = w(e0 ⊗ e0) + x(e0 ⊗ e1) + y(e1 ⊗ e0) + z(e1 ⊗ e1)

for w, x, y, z ∈ K. By Proposition 3.3(i),

1B∗
0

= e0 + e1

= s1(ε ⊗ I)(w(e0 ⊗ e0) + x(e0 ⊗ e1) + y(e1 ⊗ e0) + z(e1 ⊗ e1))

= we0 + xe1

and so, w = x = 1. From Proposition 3.3(ii), one also has y = 1. Thus

R′ = e0 ⊗ e0 + e0 ⊗ e1 + e1 ⊗ e0 + z(e1 ⊗ e1)
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for z ∈ K. Now,

(Δ ⊗ I)(R′) = (Δ ⊗ I)(e0 ⊗ e0 + e0 ⊗ e1 + e1 ⊗ e0 + z(e1 ⊗ e1))

= (e0 ⊗ e0) ⊗ e0 + (e0 ⊗ e0) ⊗ e1 + (e0 ⊗ e1 + e1 ⊗ e0 + e1 ⊗ e1) ⊗ e0

+ z((e0 ⊗ e1 + e1 ⊗ e0 + e1 ⊗ e1) ⊗ e1)

= e0 ⊗ e0 ⊗ e0 + e0 ⊗ e0 ⊗ e1 + e0 ⊗ e1 ⊗ e0 + e1 ⊗ e0 ⊗ e0 + e1 ⊗ e1 ⊗ e0

+ z(e0 ⊗ e1 ⊗ e1) + z(e1 ⊗ e0 ⊗ e1) + z(e1 ⊗ e1 ⊗ e1) (12)

Moreover,

(R′)13(R′)23 = (e0 ⊗ (e0 + e1) ⊗ e0 + e0 ⊗ (e0 + e1) ⊗ e1 + e1 ⊗ (e0 + e1) ⊗ e0

+ z(e1 ⊗ (e0 + e1) ⊗ e1)) · ((e0 + e1) ⊗ e0 ⊗ e0 + (e0 + e1) ⊗ e0 ⊗ e1

+ (e0 + e1) ⊗ e1 ⊗ e0 + z((e0 + e1) ⊗ e1 ⊗ e1))

= (e0 ⊗ e0 ⊗ e0 + e0 ⊗ e1 ⊗ e0 + e0 ⊗ e0 ⊗ e1 + e0 ⊗ e1 ⊗ e1

+ e1 ⊗ e0 ⊗ e0 + e1 ⊗ e1 ⊗ e0 + z(e1 ⊗ e0 ⊗ e1)

+ z(e1 ⊗ ⊗e1 ⊗ e1)) · (e0 ⊗ e0 ⊗ e0 + e1 ⊗ e0 ⊗ e0 + e0 ⊗ e0 ⊗ e1 + e1 ⊗ e1 ⊗ e0

+ e0 ⊗ e1 ⊗ e0 + e1 ⊗ e1 ⊗ e0 + z(e0 ⊗ e1 ⊗ e1) + z(e1 ⊗ ⊗e1 ⊗ e1))

= e0 ⊗ e0 ⊗ e0 + e0 ⊗ e1 ⊗ e0 + e0 ⊗ e0 ⊗ e1 + z(e0 ⊗ e1 ⊗ e1)

+ e1 ⊗ e0 ⊗ e0 + e1 ⊗ e1 ⊗ e0 + z(e1 ⊗ e0 ⊗ e1) + z2(e1 ⊗ e1 ⊗ e1) (13)

Equations 12 and 13 yield the relation z2 = z. Thus either z = 0 or z = 1. If z = 0, then R′ is not a unit
in B∗

0 ⊗ B∗
0 . Thus

R′ = e0 ⊗ e0 + e0 ⊗ e1 + e1 ⊗ e0 + e1 ⊗ e1 = 1 ⊗ 1

is the only quasitriangular structure for B∗
0 .

Consequently, if (B0, R) is quasitriangular, then (φ ⊗ φ)(R) = 1B∗
0

⊗ 1B∗
0
. It follows that

R = 1B0 ⊗ 1B0 .
(

5.2. Questions for Future Research

Though the Myhill–Nerode bialgebra B0 has only the trivial quasitriangular structure, it remains
to compute the quasitriangular structure of Bi for i ≥ 1. Moreover, the linear dual B∗

i is a commutative,
cocommutative K-bialgebra and it would be of interest to find its quasitriangular structure. Unlike the
i = 0 case, we may have Bi �∼= B∗

i (for instance, B1 �∼= B∗
1 ) and so this is indeed a separate problem.

Suppose that L is a language of words built from the alphabet Σ0 = {a, b}. If L is accepted
by a finite automaton, then by Proposition 4.1, L gives rise to a Myhill–Nerode bialgebra B (see for
example, [3, §6].) By construction, B is a cocommutative K-bialgebra and hence B has at least the trivial
quasitriangular structure. Are there any other structures? Note that B∗ is a commutative K-algebra.
For which R (if any) is (B∗, R) quasitriangular?
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