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Preface

We are pleased to present this Special Issue reprint on acoustic and ultrasonic sensing

technologies applied to non-destructive testing (NDT), which aims to capture recent advancements

in ultrasonic methodologies and their expanding role in safety-critical monitoring, infrastructure

evaluation, and intelligent sensing. The seventeen articles collected in this Special Issue cover a broad

spectrum of topics, including guided wave-based damage detection, novel acoustic transducers,

AI-enhanced signal processing, and cross-disciplinary case studies spanning civil, environmental,

and biological domains. These contributions reflect not only technical excellence but also the

innovative spirit driving this evolving field. The intended audience includes researchers, engineers,

and professionals working in sensing technologies, structural health monitoring, and smart materials.

We would like to thank all the contributing authors for their high-quality work and dedication, as well

as the peer reviewers and editorial staff for their invaluable support in bringing this Special Issue to

publication. We hope this collection serves as both a reference and a source of inspiration for future

research.

Sergio Castiñeira-Ibáñez, Daniel Tarrazó-Serrano, and Constanza Rubio Michavila

Guest Editors
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Editorial

Acoustic and Ultrasonic Sensing Technology in
Non-Destructive Testing

Sergio Castiñeira-Ibáñez, Daniel Tarrazó-Serrano * and Constanza Rubio

Centro de Tecnologías Físicas, Universitat Politècnica de València, Camí de Vera s/n, 46022 València, Spain;
sercasib@fis.upv.es (S.C.-I.); crubiom@fis.upv.es (C.R.)
* Correspondence: dtarrazo@fis.upv.es

1. Introduction

The physics of acoustics, particularly the high-frequency domain of ultrasonics, re-
mains a dynamic area of innovation in sensing technologies. Ultrasonic waves are mechan-
ical oscillations propagating through matter at frequencies beyond the range of human
hearing. They offer a unique ability to interrogate the interior of materials and structures
non-invasively. Because they are sensitive to mechanical, structural, and elastic properties,
ultrasonic waves are an ideal tool for applications that require internal inspection without
direct access or physical intrusion. This makes them especially valuable in the context of
non-destructive testing (NDT), structural health monitoring, and, increasingly, biological
and environmental sensing. Ultrasonic wave propagation is governed by classical elastic
wave theory, where energy can travel through solids in various modes such as longitudinal,
shear, surface, or guided wave modes. Guided wave modes, such as Lamb waves, are
particularly well suited for plate-like or multilayered structures, as they can propagate over
long distances while maintaining high sensitivity to geometric or material discontinuities.
These characteristics have made guided waves a cornerstone of modern NDT approaches,
especially in large infrastructure systems such as storage tanks, pipelines, and railway
tracks [1,2]. Among the most established ultrasonic techniques, acoustic emission (AE)
is lauded for its ability to detect transient elastic waves generated by the rapid release of
energy in materials under stress. Unlike conventional ultrasonic testing methods that rely
on externally introduced signals, AE leverages the material’s own response to structural
changes such as crack initiation, fiber breakage, or corrosion. This passive approach enables
the continuous, real-time monitoring of critical components and has been widely adopted
in applications ranging from pressure vessels and pipelines to aerospace structures [3]. AE
complements guided wave and imaging techniques, particularly in damage localization
and early failure detection scenarios [4].

Numerous contributions to this Special Issue reflect the central role of ultrasonic-
guided waves in contemporary sensing applications. Advances include their use in
detecting damage in the bottom plates of storage tanks, assessing internal stiffness in
fiber-reinforced composites, identifying flaws in multilayer structures, and monitoring
defects in railway systems. The versatility of guided waves, particularly when combined
with advanced signal processing and sensor arrays, enables the efficient inspection of
difficult-to-reach areas with minimal intervention [5]. Parallel to improvements in wave
propagation techniques, significant sensor and transducer design developments continue
to shape the field. Piezoelectric ceramics such as PZT remain widely used, but new mate-
rials, such as flexible polymers and polymer composites, are gaining ground due to their
adaptability and mechanical robustness. Some articles in this Special Issue explore novel

Sensors 2025, 25, 3271 https://doi.org/10.3390/s25113271
1



Sensors 2025, 25, 3271

damping geometries, surface acoustic wave devices, and optimized array configurations.
This shows how hardware design remains crucial to improving signal-to-noise ratios and
imaging resolution [6].

Beyond classical inspection, integrating computational intelligence into ultrasonic
systems is redefining the research landscape. Several studies in this Special Issue apply
deep learning architectures, such as convolutional neural networks, to ultrasonic signal
interpretation. These data-driven methods offer superior performance in identifying and
quantifying defects, particularly in noisy environments or when handling complex, high-
dimensional data [7]. For example, recent research applies neural networks to extract
microcrack information from wavefield interactions [8] or to perform quantitative crack
sizing in pipelines based on one-dimensional time-series data [9].

Advances in materials science, particularly in additive manufacturing, have intro-
duced complex and often anisotropic structures that demand tailored acoustic evaluation
strategies. At the same time, ultrasonic methods are expanding beyond traditional solid
media to include aquatic and volumetric environments, requiring new imaging and re-
construction techniques suited for submerged or irregular geometries [10]. NDT is also
relevant in environmental monitoring, where acoustic measurements can capture structural
changes in soils or geological formations and provide early indicators of instability or
failure. Moreover, the high sensitivity of new acoustic systems to minute vibrations and
emissions has enabled novel applications in biological and ecological contexts, such as
detecting activity in insects, plants, or small animals. Recent advances include configurable
ultrasonic lenses designed for subwavelength resolution and beam shaping, which leverage
geometric design and material properties to control wave propagation with high preci-
sion [11]. Techniques for tunable beam bending and directional focusing, such as those
using Janus-type acoustic structures, have been explored to enable flexible energy steering
in complex scenarios [12]. These innovations are beneficial for scanning hidden regions or
navigating obstacles and are applicable in both industrial and medical contexts. Among the
emerging concepts in subwavelength focusing, photonic nanojets represent a promising
direction for future ultrasonic imaging enhancement. Generated by dielectric microspheres
under optical illumination, these highly localized and high-intensity beams can be coupled
with acoustic systems to improve spatial resolution and sensing accuracy. While not yet fea-
tured in the contributions of this Special Issue, their potential integration into optoacoustic
or hybrid systems is likely to influence next-generation sensor designs [13].

Altogether, the articles presented in this Special Issue reflect a growing trend toward
integrating ultrasonic technologies with innovative sensing strategies, data-driven process-
ing, and interdisciplinary applications. Whether used for inspecting the integrity of critical
infrastructure, analyzing manufactured components, or monitoring complex biological and
geological systems, ultrasonic sensors are becoming more adaptive, accurate, and multi-
functional. The convergence of classical acoustic physics with artificial intelligence, flexible
materials, and advanced imaging techniques ensures that acoustic and ultrasonic sensing
technologies will remain at the forefront of scientific and technological development.

2. An Overview of Published Articles

This Special Issue brings together seventeen original contributions that reflect the
state-of-the-art in acoustic and ultrasonic sensing for NDT. Throughout this section, the
numbers in parentheses (e.g., (1), (2), etc.) refer to the individual articles included in
this issue, as listed in Section “List of Contributions”. The research spans sensor design,
advanced signal processing, machine learning integration, and novel applications across
civil, mechanical, and biological domains. For clarity, we have organized the papers into
thematic categories and summarize key results.
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2.1. Structural Health Monitoring and Damage Detection

Several papers focus on damage identification using guided waves and acoustic
emission (AE). Xu et al. (1) applied the Lamb Wave Mode of AE to monitor impact damage
in epoxy glass fiber plates, showing that damage-induced AE can be directly extracted
from impact signals in real time. Shen et al. (4) integrated guided wave detection with a
one-dimensional convolutional neural network (CNN) to detect pipeline cracks, achieving
errors below 2% in both the simulation and experiment.

Adams et al. (10) used guided waves to assess the stiffness of fiber-reinforced compos-
ites non-destructively. Their inverse numerical model estimated matrix components with
less than 10.4% error and tensile/flexural stiffness with average errors of 3.6% and 9.0%,
respectively. Ma et al. (17) introduced a collaborative method using sensor arrays on a tank
bottom and wall plates to locate corrosion-induced defects in storage tanks. A correlation-
based signal processing approach improved image clarity and achieved localization errors
as low as 5.4%.

In rail systems, Zeng et al. (9) developed a chaotic oscillator model based on the
Duffing system to identify ultrasonic guided wave signals. Notches of 0.46 mm and
1.78 mm were detected at the rail base and head, respectively, with Kolmogorov entropy
used as a quantitative index. Tumšys et al. (14) investigated delamination in multilayer
composites using the asymmetric Lamb wave A0 mode, demonstrating its sensitivity to
layer separation.

2.2. Sensor and Transducer Development

Sensor design is a recurring theme. Vechera et al. (2) studied the effect of snubber
geometry in piezoelectric ultrasonic transducers (PETs). A truncated cone-shaped damper
increased the transmitter’s bandwidth and transient performance by modifying the inclina-
tion angle α of the generatrix. Xiong and Qi (3) proposed a grating interferometric acoustic
sensor based on a flexible polymer diaphragm. It achieved a minimum detectable pressure
of 164.8 μPa/

√
Hz and a flat frequency response with less than 3.2% jitter in the speech

range, suggesting applications in acoustic monitoring and voice acquisition.
Brand and Drese (5) introduced a laser-induced optoacoustic system using a pho-

torefractive interferometer. Phase velocities and attenuations of longitudinal waves were
measured across a 3–55 MHz range with relative errors under 0.2% for materials, such as
silicon and aluminum. Schulmeyer et al. (7) developed a dual-mode surface acoustic wave
(SAW) delay line on a 64º Y-cut lithium niobate substrate, capable of differentiating between
liquid water and ice while simultaneously measuring temperature, proving effective in
harsh environments.

2.3. Signal Processing and Machine Learning

Several articles showcase the power of data-driven analysis. Shen et al. (4) leveraged
CNNs for crack detection, while Dolmatov and Zhvyrblya (6) optimized the design of
sparse matrix phased arrays for the total focusing method (TFM). Their approach reduced
the data volume by up to 84% without sacrificing image quality.

Malashin et al. (11) proposed a hybrid experimental–computational method for evalu-
ating acoustic anisotropy in additively manufactured materials. A new anisotropy coef-
ficient, derived from transverse wave velocities, showed a strong correlation (0.97) with
echo amplitude variations. A neural network optimized via genetic algorithms efficiently
predicted this coefficient. Moreh et al. (16) designed a deep learning model for detecting
microcracks from wavefield data. Their asymmetric encoder–decoder network, enhanced
with feature reuse and manifold visualization, reached a detection accuracy of 87.74%.

3
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2.4. Cross-Disciplinary and Emerging Applications

This issue also highlights innovative uses of ultrasonic sensing. Huang et al. (8)
performed a bibliometric review of ultrasonic In-Line Inspection (ILI) for oil and gas
pipelines. The paper visualizes research trends and classifies defect detection techniques,
offering a comparative framework from lab testing to industrial deployment.

Luo et al. (12) presented a sonar-based 3D reconstruction system for submerged bridge
abutments. Using MS1000 sonar and automated processing, they extracted coordinates
of contours and reconstructed abutments with volume estimation errors of 13.56% (holes)
and 10.65% (spalling). Zhu et al. (13) simulated landslides in the lab to analyze AE and
micro-seismic signal patterns. They proposed a classification method to separate burst and
continuous AE signals, revealing their evolution as a precursor to failure.

Finally, Turov et al. (15) used distributed acoustic sensors (DASs) to monitor the
sounds of the Madagascar hissing cockroach. Both the insect hissing and mechanical inter-
actions with optical fibers were recorded, which could lead to potential new innovations in
agricultural or ecological monitoring using fiber-optic acoustic sensing.

3. Conclusions

This Special Issue, devoted to acoustic and ultrasonic sensing technology in non-
destructive testing, presents a comprehensive and up-to-date overview of state-of-the-art
research in the relevant field. The seventeen contributions not only demonstrate significant
progress in conventional techniques, but also incorporate emerging approaches such as
signal processing through artificial intelligence, innovative sensor and transducer design,
and interdisciplinary applications. The topics covered in this collection clearly align with
the thematic areas outlined in the section, “An Overview of Published Articles”, including
structural health monitoring and damage detection, sensor and transducer development,
advanced signal processing, and machine learning, as well as novel applications across
civil, mechanical, biological, and environmental domains. This thematic diversity under-
scores the ongoing evolution of ultrasonic sensing toward more adaptive, accurate, and
multifunctional solutions, reaffirming its central role in current scientific and technological
innovation. We believe that these seventeen contributions add great value to the scientific
advancement of non-destructive testing. We thank all authors for the meticulous reviewing
of their research.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: Ultrasonic guided waves can be employed for in-service defect detection in
storage tank bottom plates; however, conventional single-array approaches face challenges
from boundary scattering noise at side connection welds. This study proposes a collabora-
tive bottom plate-wall plate detection methodology to address these limitations. Sensor
arrays were strategically deployed on both the bottom plate and wall plate, achieving
multidimensional signal acquisition through bottom plate array excitation and dual-array
reception from both the bottom plate and tank wall. A correlation coefficient-based match-
ing algorithm was developed to distinguish damage echoes from weld-induced scattering
noise by exploiting path-dependent signal variations between the two arrays. The inves-
tigation revealed that guided wave signals processed through data matching effectively
preserved damage echo signals while substantially attenuating boundary scattering signals.
Building upon these findings, correlation matching was implemented on guided wave
signals received by corresponding array elements from both the bottom plate and wall
plate, followed by total focusing imaging (TFM) using the processed signals. Results
demonstrate that the collaborative bottom plate-wall plate detection imaging cloud maps,
after implementing signal correlation matching, effectively suppress artifacts compared
with imaging results obtained solely from bottom plate arrays. The maximum relative
localization error was measured as 5.4%, indicating superior detection accuracy.

Keywords: t-shaped structure; ultrasonic guided waves; damage detection; total focusing
imaging (TFM); collaborative bottom plate-wall plate detection

1. Introduction

Storage tanks, as critical storage equipment in the petrochemical industry, are prone to
localized corrosion during their long-term service due to factors such as construction quality,
erosion from stored media, and surrounding environmental conditions [1–3]. Consequently,
there is an urgent need for an online inspection technology capable of rapidly locating
defects in the tank floor.

Traditional non-destructive testing (NDT) techniques are mostly invasive, charac-
terized by low efficiency and high consumption of human and material resources [4–7].
Ultrasonic guided waves, as a type of mechanical elastic wave constrained and guided by
structural boundaries [8–11], exhibit excellent detection capabilities for both surface and
internal defects. Moreover, guided waves in different modes demonstrate unique propaga-
tion characteristics due to their specific wave structures [12,13], leading to their widespread
application in NDT [14–16]. Fakih et al. [17] conducted experimental and finite element

Sensors 2025, 25, 2515 https://doi.org/10.3390/s25082515
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studies on defects in friction stir welds and proposed an adaptive noise-assisted empirical
mode decomposition (EMD) data processing method. This method evaluates the extent of
damage to welds based on variations in captured signal replicas. Zhang et al. [18] achieved
detection of a 5 mm × 1 mm crack defect behind a “T”-shaped pipeline support structure
by exciting the CSH0 mode guided waves using electromagnetic transducers. Wu et al. [19]
investigated a Rayleigh-type wave (RTW) characteristic guided wave in “T”-shaped welded
joints and achieved long-distance detection of small defects in the “T”-shaped weld joint
area by exciting this modal guided wave at the weld end face. Raišutis et al. [20] combined
transmission tomography with Lamb waves excited on the outer side of the tank bottom
plate, enabling damage detection within the tank floor. Lowe et al. [21] investigated the
propagation characteristics of Lamb and SH0 mode guided waves in the bottom plate and
wall plate of storage tanks through finite element modeling and experimental validation.
Their findings revealed that SH0 mode guided waves exhibit a higher signal-to-noise ratio
(SNR) during tank inspections. Wang et al. [22] developed a magnetostrictive SH0 mode
electromagnetic transducer for tank bottom plates and implemented a rotational focusing
imaging method, achieving multi-defect detection within the inspection area.

In damage imaging processes, high-quality defect visualization and accurate localiza-
tion can typically be achieved when the input signals exhibit a high signal-to-noise ratio
(SNR). However, in large-scale containment structures such as petroleum storage tanks,
the bottom plate assemblies fabricated through welding of multiple steel plates inevitably
contain heterogeneous welded joints (e.g., butt welds and lap joints) with varying geomet-
ric configurations. During non-destructive testing (NDT) of the outermost edge plates in
tank bottom structures, the discontinuous boundary scattering echoes caused by geometric
and material discontinuities at sidewall weld connections are practically unavoidable, as
illustrated in Figure 1. These scattering signals, when focused through transducer arrays,
generate ghost echoes resembling structural artifacts within the inspection zone.

Figure 1. Schematic illustration of interference effects caused by side connection welds on the storage
tank bottom plate.

Figure 2 delineates the peripheral edge plate arrangement. Conventional guided
wave testing methodologies position transducers on these exterior edge plates, leveraging
wave transmission through wall structures for internal defect detection. The inevitable
presence of ambient noise during field inspections introduces positioning inaccuracies
in damage imaging, rendering single-modal detection techniques insufficient for reliable
assessment. Consequently, recent advancements focus on boundary scattering mitigation
strategies [23–25]. Yu et al. [26] developed a wavelet reconstruction time-reversal (WR-TR)
method integrating multimodal superposition finite-difference time-domain (MS-FDTD)
simulations with maximum energy frame (MEF) analysis, achieving ≤2.3 mm localization
accuracy for plate defects under strong boundary scattering interference. Huang et al. [27]
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innovatively treated boundary-reflected signals as virtual excitation sources, enabling
composite plate defect detection through probabilistic damage imaging. Hall et al. [28]
proposed sparse-array multipath guided wave imaging utilizing structural reverbera-
tions to construct signal dictionaries, validated on both aluminum and composite plates.
Zhang et al. [29] proposed a multipath edge-reflected defect imaging methodology. This
approach employs mirror points from four edges of a plate structure as additional vir-
tual transmitters and receivers. By systematically identifying all potential propagation
paths of edge-reflected wave packets, the method detects defect-induced damage paths
through comprehensive path tracing. The final imaging synthesis is achieved through a
multiplicative fusion strategy, which effectively integrates the multi-path detection results.
This innovative technique enables reliable damage detection in conventional blind zones
that are inaccessible to traditional inspection methods.

Figure 2. Schematic of the storage tank bottom plate structure.

This paper addresses the phenomenon of artifacts caused by the reflection signals of
guided waves from the side connection welds during array-based detection of the tank
bottom. A collaborative detection method for the tank bottom and wall plate, tailored to
the special “T”-shaped structure of the tank bottom, is proposed. By arranging transducer
arrays on both the tank bottom and the wall plate, multidimensional data matrices from
both components are acquired. Based on the differences in the propagation paths of
boundary scattering echoes to the tank bottom and wall plate, the information received
from both components is matched and fused. This approach effectively reduces the impact
of boundary scattering signals and ultimately achieves defect detection behind the “T”-
shaped structure of the tank bottom using the total focusing imaging method.

2. Dispersion Curve Construction for Storage Tank Baseplate

The Wave Finite Element Method (WFE), a numerical approach specifically designed
for wave propagation analysis, combines analytical wave propagation principles with con-
ventional finite element advantages. This method effectively addresses dynamic problems
in periodic structures and gradually varying non-uniform configurations. By utilizing
established commercial software to model only periodic substructures, WFE achieves full
waveguide analysis while substantially reducing model dimensions and computational ex-
penses compared to finite element eigenvalue frequency approaches. The Floquet Boundary
Condition (Floquet BC) method [30], originally developed for deriving dispersion curves
of periodic waveguides, embeds periodicity characteristics into computations, thereby
limiting solutions to a single unit cell and simplifying problem complexity. See Figure 3.

Numerical simulations were conducted using the COMSOL Multiphysics 6.1 Solid
Mechanics module, where a 0.2 mm × 0.2 mm × 20 mm unit cell of the storage tank
baseplate was modeled. A free tetrahedral meshing strategy was implemented with strictly
identical mesh configurations on periodic boundary interfaces, employing the predefined
“Extremely fine” mesh size setting to ensure precision.
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Figure 3. Schematic of the unit cell model implemented in the Floquet boundary condition (Floquet
BC) method.

The materials used for both the tank bottom plate and wall plate are Q235 carbon steel,
with an elastic modulus of 208 GPa, a density of 7850 kg/m3, and a Poisson’s ratio of 0.3.
By employing the wave finite element method, the dispersion curves of guided waves in
the tank bottom plate and wall plate structure were calculated. The results are shown in
Figure 4 below:

(a) (b)

Figure 4. Dispersion characteristics of storage tank bottom plate structure (a) Phase velocity spectrum
(b) Group velocity profile.

From the dispersion curves of the tank bottom plate shown in Figure 4, it can be
observed that, compared to the A0 and S0 mode Lamb waves, the SH0 mode guided waves
maintain a stable propagation velocity across different frequency-thickness products due to
their unique vibration propagation characteristics. This stability makes SH0 mode guided
waves particularly ideal for damage detection applications. Therefore, this study will focus
on the stable propagation characteristics of SH0 mode guided waves to conduct further
investigations for damage detection.

3. Experimental Setup

The “T”-shaped structure in the experimental setup represents a 100,000-cubic-meter
tank bottom model. Both the bottom plate and wall plate are made of Q235 structural
carbon steel. The thickness of the bottom plate is 20 mm, while the wall plate has a
thickness of 30 mm. The length of the edge plate on the outer side of the tank is 120 mm,
and the overall width of the bottom plate is 3 m. The specific experimental platform is
shown in Figure 5. In this study, the signal generator used is a Tektronix AFG1062 function
generator (Tektronix, Beaverton, OR, USA), which is capable of effectively generating
sine waves, square waves, and arbitrary waveforms. During the experiment, the guided
wave signal excited is a five-cycle Hanning window-modulated sine wave with a center
frequency of 65 kHz. The specific modulation method is shown in Equation (1). The
signal amplifier is an ATA-2021H (Aigtek, Xi’an, China), with a controllable voltage gain
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of up to 60 times and a maximum output voltage of 200 V. The oscilloscope is a RIGOL
DS1104 (RIGOL, Suzhou, China), which supports multi-channel data acquisition with a
maximum real-time sampling rate of 1 GSa/s in full-channel mode. In this experiment, the
sampling rate of the oscilloscope is set to 12.5 MSa/s. The transducers used are d15-type
10 × 10 × 3 mm piezoelectric shear plates, which can effectively excite SH0 mode guided
waves when excited perpendicular to the polarization direction of the transducer. The
coupling agent used is a metal adhesive, which exhibits excellent compatibility between
ceramics and metals. Additionally, it possesses fast-drying properties, allowing for rapid
and high-strength coupling of the transducer with the wall plate.

Figure 5. Experimental setup diagram of the “T”-shaped structure of the tank bottom plate.

Hanning window function expression:

At =

{
u(t) = 0.5

[
1 − cos(2π f × t

n )
] · sin(2π f t), 0 ≤ t ≤ n/ f

0, t ≥ n/ f
(1)

where f represents the central frequency of the signal in kHz; t is the time interval in
seconds (s); n denotes the number of periods of the signal.

4. Damage Localization Methodology

4.1. Total Focusing Imaging-Based Localization Using Bottom Plate Array

Total focusing method (TFM), as an advanced ultrasonic array inspection technique,
involves sequential excitation and reception of array elements. During the data acquisition
phase, it enables the collection of data from all excitation and reception channels within
the array, providing a rich dataset for subsequent processing. The TFM algorithm divides
the imaging area into a grid and calculates the acoustic propagation path between each
array element and each grid point. Based on the group velocity of the guided waves, the
corresponding time is computed, and the signal amplitude at that time in the acquired data
is assigned to the corresponding grid point. This process is repeated iteratively, and the
accumulated amplitude information is used as the grayscale value for the pixel, thereby
achieving full-focus imaging of the region. The schematic diagram of the principle of Total
Focus Imaging is shown in Figure 6 below.
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Figure 6. Schematic of the Total Focus Imaging Principle.

During the online inspection of storage tank bottoms, non-invasive methods are
typically employed, and the transducer array can only be positioned on the exterior of the
tank. Therefore, the most straightforward approach in practical detection is to arrange the
transducer array on the outer edge plate of the tank bottom. By exciting and receiving
array elements, damage information from different regions of the bottom plate is collected,
enabling the imaging and localization of damage defects on the bottom plate.

Taking the array inspection of the tank bottom as an example, consider a single
propagation path involving an excitation element (xm, ym), a reception element (xn, yn), and
a damage point P (x, y). The time-of-flight T (x, y) along the propagation path is calculated
based on their geometric relationship.

T(x, y) =

√
(xm − x)2 + (ym − y)2 +

√
(xn − x)2 + (yn − y)2

Cg
(2)

where xm represents the horizontal coordinate of the excitation transducer, in millimeters
(mm); ym denotes the vertical coordinate of the excitation transducer, in millimeters (mm);
xn is the horizontal coordinate of the receiving transducer, in millimeters (mm); yn is the
vertical coordinate of the receiving transducer, in millimeters (mm); Cg is the group velocity
of the excited guided wave, in meters per second (m/s); T (x, y) is the time-of-flight of the
guided wave signal from the excitation element to the receiving transducer after being
reflected by the damage, in seconds (s).

After calculating the time-of-flight of the damage signal along the propagation path,
the amplitude information of the corresponding echo is extracted. This amplitude in-
formation is assigned to the grid point at the corresponding distance. By sequentially
superimposing these values, the final amplitude at the focal point is obtained, enabling the
focused imaging of the damage signal.

I(x, y) =
N

∑
i=1

N

∑
j=1

Sij(Tij(x, y)) (3)

where Tij represents the time taken for the guided wave excited by transducer i to be
received by transducer j, in seconds (s); Sij denotes the characteristic amplitude information
extracted from the signal received by transducer j when excited by transducer i, in volts
(V); and I (x, y) is the final amplitude at the focal point after superimposing the amplitude
information from multiple damage paths, in volts (V).
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4.2. Collaborative Bottom Plate-Wall Plate Damage Detection Methodology

When inspecting the bottom plate of a storage tank, leveraging its unique “T”-shaped
structure, in addition to acquiring guided wave signals from the bottom plate for detection,
a transducer array can also be deployed on the tank wall to obtain more comprehensive
data. During the experiment, the transducers on the tank bottom are sequentially excited,
and the signals are received by the transducers on both the bottom plate and the wall plate.
This dual-array data acquisition from the bottom plate and wall plate enables the collection
of multidimensional information.

In practical non-destructive testing processes, since the tank bottom plate is con-
structed by welding multiple steel plates, it is inevitable to receive non-damage echo noise
signals reflected from the side connection welds of the bottom plate. These signals can
undoubtedly introduce certain negative effects on the detection process. In this experi-
ment, a d15-type piezoelectric shear transducer is used. When excited perpendicular to
the polarization direction of the transducer, the SH0 mode is dominant, while excitation
along the polarization direction generates the S0 mode. Due to the non-dispersive and
mode-conversion-free propagation characteristics of the SH0 mode guided waves, they
are utilized for damage detection in the tank bottom plate. During the detection process,
the damage reflection signals within the detection area in front of the array are SH0 mode
guided waves, whereas the boundary reflections are S0 mode guided waves.

When the guided wave signals propagate from the bottom plate to the tank wall,
the plate thickness changes, causing the frequency-thickness product to shift from
1.3 MHz · mm to 1.95 MHz·mm. Due to the non-dispersive nature of the SH0 mode,
its velocity remains unchanged. Additionally, since the damage echoes propagate the same
distance to the bottom plate and the tank wall, the time-domain signals received by the
bottom plate and the tank wall maintain high correlation. In contrast, the S0 mode guided
waves propagating toward the side of the array undergo boundary reflection, and their
wave packets propagate from both the bottom plate and the wall plate to the receiving
array. When the frequency-thickness product of the S0 mode changes from 1.3 MHz·mm
to 1.95 MHz·mm, its propagation speed decreases from 4970 m/s on the bottom plate to
3657 m/s on the wall plate. Due to this velocity difference, the time-domain discrepancy
between the two signals increases with distance, leading to a corresponding reduction in
their correlation.

Therefore, based on the differences in the propagation paths of damage echoes and
boundary-scattered noise signals to the bottom plate and wall plate arrays, a data processing
method involving mutual matching and calibration of signals from the bottom plate and
wall plate is proposed. By extracting the guided wave signals from the corresponding
array elements on the bottom plate and wall plate, and aligning the initial reference points
of the signals, the amplitude signals of the bottom plate (A0) and the wall plate (A1) are
obtained. The amplitude signals from the bottom plate and wall plate are divided into
multiple windows, and the correlation coefficient ρXY between the signals from the bottom
plate and wall plate is calculated sequentially using a sliding window approach combined
with Equation (4). The correlation between the two waveform signals is determined based
on the magnitude of the correlation coefficient in the corresponding window. During this
process, a predefined correlation coefficient threshold η0, combined with Equation (5), is
used to enhance the parts of the bottom plate signal with high correlation and attenuate
those with low correlation. The flowchart of the correlation matching data processing
is shown in Figure 7. After processing, the data are subjected to total focusing imaging,
thereby achieving collaborative detection of the bottom plate and wall plate.

ρXY =
Cov(A0, A1)

σ0σ1
(4)
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where ρXY represents the correlation coefficient between the bottom plate and wall plate
signals within the current window; Cov(A0, A1) denotes the covariance between the ampli-
tude signals of the bottom plate (A0) and wall plate (A1) within the current window; σ0 and
σ1 are the standard deviations of the amplitude signals (A0 and A1, respectively) within the
current window.

A′
0 =

[
A0(1 +

|ρXY−η0|
1−η0

), ρXY ≥ η0

A0(1 − |ρXY−η0|
η0

), ρXY < η0
(5)

where A′
0 represents the processed amplitude signal of the tank bottom plate in the current

window, in volts (V); A0 denotes the raw amplitude signal of the tank bottom plate in the
current window, in volts (V); ρXY is the correlation coefficient in the current window; η0 is
the correlation processing threshold.

Figure 7. Flowchart of the correlation-based processing workflow for guided wave signals from the
bottom plate and wall plate.

Based on the theoretical analysis above, a correlation analysis between the bottom
plate and the wall plate was conducted. The guided wave signals received by the trans-
ducers located at symmetrical positions relative to the large fillet weld on the outer bottom
plate and wall plate of the storage tank in array D1(1330, 120) were acquired. The guided
wave signals received by the bottom plate and wall plate of the storage tank were processed
using the aforementioned correlation matching method. After optimization, the data pro-
cessing window size was set to 100 data points per window, and the correlation processing
threshold was set to 0.7. The results of the data processing are shown in Figure 8 below:
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Figure 8. Signal correlation processing results for guided waves from the tank bottom plate and wall
plate. (a) Detection waveform received by the tank bottom array element; (b) Detection waveform
received by the tank wall array element; (c) Waveform obtained after the matching and fusion of the
waveform data from the tank bottom and wall array elements.

As shown in Figure 8 above, the time-domain detection signals of the storage tank
bottom plate, wall plate, and the bottom plate after correlation matching processing are
displayed. From Figure 8a,b, it can be observed that the damage echo signals on the bottom
plate and wall plate, due to the non-dispersive nature of the SH0 mode guided waves,
exhibit consistent time-of-flight when propagating the same distance to the bottom plate
and wall plate. In contrast, the boundary-scattered S0 mode guided waves propagate
partially along the bottom plate and are received by the bottom plate array, while the other
portion propagates along the wall plate and is received by the wall plate array. Due to
the difference in thickness between the bottom plate and the wall plate, the frequency-
thickness product of the guided waves changes along different propagation paths, leading
to variations in the group velocity of the boundary-reflected guided waves on the bottom
plate and wall plate. Because of the differences in propagation paths and velocities of the
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boundary-scattered signals, the echo signals of the boundary scattering gradually diverge
in the time domain between the bottom plate and the wall plate. The correlation between
the boundary-scattered echo signals received by the bottom plate array and those received
by the wall plate array progressively decreases. The results after correlation matching
calculations are shown in Figure 8c, where the damage echo signals are well preserved,
while the boundary-scattered echo signals are effectively attenuated.

5. Results and Analysis

5.1. Damage Detection via Bottom Plate Array Total Focusing Imaging
5.1.1. Analysis of the Interference Effect of Side Boundary Scattering Signals on the Tank
Bottom Damage Detection

To further validate the impact of scattering signals from the side welds of the storage
tank bottom plate on the detection results during actual inspection processes, this study
employs COMSOL 6.1 to establish a finite element model. In this model, the end-face
scattering signals are used to simulate the influence of scattering signals from the side
connection welds of the tank bottom plate during detection. A “T”-shaped structure model
of the tank bottom plate, as shown in Figure 9, is constructed. The bottom plate thickness is
set to 20 mm, and the tank wall thickness is set to 30 mm, consistent with the experimental
setup. The material properties are set as shown in Table 1 below. A damage defect is placed
450 mm away from the array position. The SH0 mode guided wave is excited using a
line source, and the guided wave signals are received using point probes. In this section,
by modifying the boundary absorption layer of the finite element model, the influence
of scattering signals from the side connection welds on the damage detection of the tank
bottom plate is investigated.

(a) (b)

Figure 9. Finite element models for studying the influence of side connection welds on tank bottom
plate detection. (a) Model without side connection weld reflections; (b) Model with side connection
weld reflections.

Table 1. Material Properties of the T-Joint Finite Element Model for Storage Tank Bottom Plate.

Component Young’s Modulus E (GPa) Density ρ (kg/m3) Poisson’s Ratio ν

Bottom Plate 208 7850 0.3
Wall Plate 208 7850 0.3
Weld Seam 208 7900 0.3

To ensure the accuracy and stability of the solution process while reducing the compu-
tational data volume, the grid size should satisfy the spatial resolution criterion, i.e., the
maximum grid size should be less than 1/6 of the minimum wavelength, and the time
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step should be less than 1/20 of the system’s highest response frequency. The specific
calculation formulas are provided in (6) and (7).

Δx,y,z ≤ λ

6
(6)

Δt ≤ 1
20 f

(7)

where, Δx,y,z denotes the tetrahedral element size (mm) in the finite element model, λ

represents the minimum wavelength (mm) of the excited guided wave, Δt indicates the
computational time step (s), and f specifies the central frequency (kHz) of the excitation
signal. This study employed a 65 kHz SH0 mode guided wave excitation. The maximum
element size derived from Equation (6) was 8.1 × 10−3 m, while the maximum time step
calculated via Equation (7) was 7.6 × 10−7 s. The global mesh size was set to 8.1 × 10−3 m,
with local refinement zones at 4.05 × 10−3 m, using free tetrahedral mesh elements with a
time step of 7.6 × 10−7 s.

This subsection investigates the influence of side-connection weld scattering signals on
damage detection in storage tank bottom plates by modifying the absorbing boundary layer
configuration in the finite element model. The ABLs adopt a multi-tiered configuration
based on mesh gradation, with a total length L ≥ 2λ and maximum absorption parameter
αmax = 10 f . To mitigate acoustic impedance discontinuities, the thickness of the damping
layers progressively increases from the inner to outer regions. The governing equations are
provided in Equation (8).

α = αmax

(
l
L

)n
(8)

where, l denotes the length of each absorbing boundary layer (ABL) tier; L represents the
total ABL length; a indicates the current-tier damping coefficient, while A corresponds to
the maximum damping coefficient; n signifies the power exponent (assigned as 2).

The TFM results of the signals received by the two model arrays are shown in
Figure 10 below:

(a) (b)

Figure 10. Total focusing imaging results from the bottom plate array in finite element models.
(a) TFM results without interference from side connection weld reflections; (b) TFM results with
interference from side connection weld reflections.

From the above finite element study, it is evident that under the interference of
scattering signals from the side connection welds, the damage signal received by the
bottom plate array can be focused and imaged at the 447 mm position. However, with the
removal of one side’s absorbing boundary layer, Figure 10b shows that, in addition to the
damage echo being focused and imaged at the 458 mm position, a non-damage artifact also
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appears at 351 mm. Furthermore, compared to Figure 10a, Figure 10b exhibits significantly
more noise interference, which undoubtedly introduces a certain level of disturbance to the
detection results.

5.1.2. Damage Detection Experiment for Storage Tank Bottom Plate

In the detection of damage behind the “T”-shaped structure of the storage tank bottom
plate, to simulate the actual online inspection process as closely as possible, neither the
excitation transducer nor the receiving sensors can be placed inside the tank. The damage
detection experiment was conducted by arranging a transducer array on the outer edge
plate of the tank. Each array consists of ten transducers, positioned 100 mm from the large
fillet weld, with a center-to-center spacing of 40 mm between each transducer element.

In this study, three sets of experiments were conducted to detect damage on the
storage tank bottom plate at different locations and distances. The arrangement of the
transducer arrays was consistent with the description above. Taking the first transducer
position from right to left as the origin, a planar coordinate system was established with
the y-axis parallel to the large fillet weld and the x-axis perpendicular to the large fillet
weld, extending radially inward along the tank bottom plate. The imaging area was
divided into an 8 × 8 mm grid. Among the three sets of experiments, the first set involved
detecting pitting corrosion, while the other two sets focused on crack defects. The position
coordinates and dimensions of the defects are listed in Table 2 below:

Table 2. Location coordinates and dimensional parameters of defects on the storage tank bottom plate.

Group Location Coordinates (mm) Dimensions (mm) Depth (mm)

1# D1 (1330, 120) ϕ = 10 9.3

2#
D′

1 (1130, 250) 63 × 2 5.3
D′

2 (1530, 150) 73 × 2 7.7

3#
D′′

1 (460, 200) 39 × 2 3.1
D′′ 2 (1070, 150) 58 × 2 4.2

The schematic diagrams of the three detection arrays and the locations of the damage
defects are shown in Figure 11 below:

Figure 11. Schematic diagram of detection array and relative positions of damage defects on the tank
bottom plate.

As shown in Figure 11, transducer arrays were arranged on the outer bottom plate
of the storage tank for all three sets of parallel experiments. The data collected from the
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tank bottom plate were processed using the TFM, and the imaging results are presented in
Figure 12 below:

(a) (b)

(c)

Figure 12. TFM cloud maps from bottom plate array detection. (a) Bottom plate array results for D1

(1330, 120); (b) Bottom plate array results for D′
1 (1130, 250) and D′

2 (1530, 150); (c) Bottom plate
array results for D′′

1 (460, 200) and D′′
2 (1070, 150).

In Figure 12, the purple squares represent the images of the damage defects. From the
experimental results above, it is evident that by arranging a transducer array on the tank
bottom plate and employing the total focusing method, defect signals can be successfully
focused and imaged. However, due to the inevitable presence of boundary scattering
signals from the bottom plate in the experimental environment, some unnecessary noise is
introduced, leading to the appearance of artifacts in the images that do not correspond to
actual defects. The most notable examples are the artifacts circled in white in Figure 12a,c,
located at (1080, 105) and (356, 260), respectively. These artifacts exhibit significantly
higher grayscale values than the actual damage defects, introducing strong interference
and reducing the reliability of the detection results.

5.2. Collaborative Detection with Bottom Plate-Wall Plate Signal Fusion

Based on the theoretical findings above, it is demonstrated that using the correlation
matching processing method for signals from the tank bottom plate and wall plate can
effectively preserve damage echo signals while attenuating scattering signals caused by
discontinuous interfaces. Therefore, the following section will incorporate this data pro-
cessing approach to conduct collaborative bottom plate-wall plate detection experiments.
Building on the bottom plate array described earlier, a wall plate transducer array is added,
aligned parallel to the large fillet weld and the edge plate end face. The array elements on
both the bottom plate and the wall plate are symmetrically positioned relative to the large
fillet weld, with a distance of 10 cm from the weld and an inter-element spacing of 4 cm,
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as illustrated in Figures 13 and 14. This setup is used to carry out collaborative detection
research on the tank bottom plate and wall plate.

Figure 13. Experimental setup for collaborative bottom plate-wall plate damage detection.

Figure 14. Schematic of collaborative bottom plate-wall plate damage detection.

The signals from the bottom plate and wall plate transducers at symmetric positions
relative to the large fillet weld were acquired. The signals received by the corresponding
transducers were processed according to the method described in Figure 7, completing
the matching of the bottom plate and wall plate signals. The time window and correlation
threshold remained consistent with the previous settings. The processed data were then
subjected to the total focusing imaging algorithm to achieve collaborative bottom plate-wall
plate detection.

The imaging results of the collaborative bottom plate-wall plate detection are shown
in Figure 15. The left-side images (a), (c), and (e) in Figure 15 represent the original imaging
cloud maps of the collaborative detection results. To ensure the clarity and accuracy of
damage identification, the pixel grayscale values in the left-side cloud maps that were less
than 0.8 were set to zero, and the resulting damage localization cloud maps are shown in
Figure 15b,d,f.

Comparing the imaging results in Figures 12 and 15, the collaborative bottom plate-
wall plate detection method effectively suppresses artifacts in the detection results com-
pared to the independent imaging results obtained using only the bottom plate array. In
all three parallel experiments, no artifacts with grayscale values higher than those of the
actual damage defects were observed. In contrast to the single-array imaging results of
the tank bottom plate, the collaborative bottom plate-wall plate detection method achieves
clearer and more reliable localization and imaging of damage defects.
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(a) (b)

(c) (d)

(e) (f)

Figure 15. TFM cloud maps from collaborative bottom plate-wall plate array detection. (a) Collabora-
tive results for D1 (1330, 120); (b) Enhanced results for D1 (1330, 120); (c) Collaborative results for
D′

1 (1130, 250) and D′
2 (1530, 150); (d) Enhanced collaborative results for D′

1 (1130, 250) and D′
2

(1530, 150); (e) Collaborative results for D
′′

1 (460, 200) and D
′′

2 (1070, 150); (f) Enhanced collaborative
localization results for D

′′
1 (460, 200) and D

′′
2 (1070, 150).

5.3. Error Analysis

In this experiment, 10 array transducers were arranged on the bottom plate and wall
plate of the storage tank with a center-to-center spacing of 40 mm. Therefore, the central
coordinate position of the detection array is (0, 220). The relative error was calculated by
determining the distance (r1) between the actual damage center coordinates and the array
center coordinates, and the distance (r2) between the detected damage coordinates and the
array center coordinates. The specific calculation formula is as follows (9), (10) and (11).

r1 =

√
(x1 − x0)

2 + (y1 − y0)
2 (9)

r2 =

√
(x2 − x0)

2 + (y2 − y0)
2 (10)
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δ =
|r1 − r2|

r1
× 100% (11)

where (x0, y0) represents the central coordinate position of the transducer array in millime-
ters (mm); (x1, y1) denotes the central coordinate position of the actual damage location,
and (x2, y2) represents the central coordinate position of the detected damage, both in mil-
limeters (mm). r1 and r2 are the relative distances from the actual damage and the detected
damage to the central coordinate of the transducer array, respectively, in millimeters (mm).
δ is the relative error between the relative distance from the actual damage defect to the
central coordinate of the transducer array and the relative distance from the detected defect
coordinates to the central coordinate of the transducer array. The specific calculation results
are shown in Table 3 below:

Table 3. Damage detection results for the storage tank bottom plate.

Actual Damage
Location (mm)

Imaging Method Localization Result (mm)
Relative Error

δ
Number of Artifacts with

Grayscale Exceeding Damage

D1 (1330,120)
Bottom Plate Array Detection (1380, 90) 3.6% 2

Collaborative Bottom Plate-Wall
Plate Detection (1264, 115) 5.0% 0

D′
1 (1130,250)

Bottom Plate Array Detection (1174, 235) 3.5% 1
Collaborative Bottom Plate-Wall

Plate Detection (1180, 308) 5.4% 0

D′
2 (1530,150)

Bottom Plate Array Detection (1431, 227) 5.8% 0
Collaborative Bottom Plate-Wall

Plate Detection (1553, 130) 1.4% 0

D′′
1 (460,200)

Bottom Plate Array Detection (508, 147) 5.4% 1
Collaborative Bottom Plate-Wall

Plate Detection (450, 196) 2.1% 0

D′′ 2 (1070,150)
Bottom Plate Array Detection (1233, 180) 15.3% 2

Collaborative Bottom Plate-Wall
Plate Detection (1120, 155) 4.6% 0

The damage detection experimental results for the tank bottom plate indicate that the
damage localization method based on the proposed bottom plate-wall plate collaborative
detection can successfully identify damage defects at different locations on the bottom
plate. Compared to full-focus imaging with the bottom plate array, the bottom plate-wall
plate collaborative detection method not only successfully detects damage at three different
positions and distances on the bottom plate but also demonstrates significant effectiveness
in suppressing artifacts caused by boundary reflections. In the three experimental cases,
the artifact suppression rate was 100%. As shown in Table 3, the maximum relative error of
damage localization using the total focusing imaging method with the bottom plate array
is 15.3%, whereas the maximum relative error using the collaborative bottom plate-wall
plate detection method is only 5.4%, indicating excellent detection accuracy.

Compared to the conventional bottom plate array detection method, the proposed
collaborative bottom plate-wall plate detection method enhances the detection process by
deploying transducer arrays on both the bottom plate and the wall plate, thereby acquiring
multidimensional information about the tank bottom plate. By incorporating a correlation
matching processing approach, the signals from corresponding array elements on the
bottom plate and wall plate are matched, effectively reducing boundary scattering noise.
This approach significantly suppresses the generation of artifacts during detection. In
all three parallel experiments of tank bottom plate damage detection, no artifacts with
grayscale values higher than those of the actual damage defects were observed, providing
a more reliable detection outcome for tank bottom plate damage inspection.

22



Sensors 2025, 25, 2515

6. Conclusions

The collaborative bottom plate-wall plate ultrasonic guided wave damage localization
method proposed in this study is designed for T-shaped storage tank structures where
conventional bottom plate array detection faces challenges such as: significant detection
errors caused by overlapping wave packets from boundary scattering signals at side
connection welds (D′′ 2), and artifacts generated by the focusing of boundary scattering
signals within the detection zone. To address these issues, transducer arrays are deployed
on both the bottom plate and wall plate. By exciting the bottom plate and receiving signals
simultaneously from both arrays, multidimensional information about the tank bottom
plate is acquired. Guided wave signals from corresponding array elements on the bottom
plate and wall plate are processed using a correlation coefficient matching algorithm to
attenuate boundary scattering interference. Subsequent total focusing imaging (TFM)
of the processed data demonstrates that the collaborative detection framework achieves
higher signal-to-noise ratios (SNR) compared to single-array imaging. In three parallel
experiments, no artifacts with grayscale values exceeding the actual damage were observed,
effectively reducing false detection.

The core principle of boundary scattering suppression lies in leveraging the dis-
tinct velocity responses of SH0 mode guided waves and Lamb waves under frequency-
thickness product variations. Specifically, SH0 waves maintain constant velocity despite
thickness changes (e.g., from the bottom plate to the wall plate), while Lamb waves
exhibit velocity dispersion. This disparity introduces asymmetric time-domain character-
istics between damage echoes (SH0-dominated) and boundary scattering signals (Lamb
wave-dominated). The correlation-based processing exploits this asymmetry to selectively
attenuate scattering-related wave packets. Consequently, the method achieves optimal
performance in T-shaped structures with mismatched bottom plate-wall plate thicknesses,
where frequency-thickness product transitions amplify velocity discrepancies. For prac-
tical applications, prior knowledge of plate thicknesses is recommended to calibrate the
algorithm for specific geometric configurations.
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Abstract: Microcrack detection using deep neural networks (DNNs) through an automated
pipeline using wave fields interacting with the damaged areas is highly sought after.
However, these high-dimensional spatio–temporal crack data are limited. Moreover, these
datasets have large dimensions in the temporal domain. The dataset presents a substantial
class imbalance, with crack pixels constituting an average of only 5% of the total pixels
per sample. This extreme class imbalance poses a challenge for deep learning models with
different microscale cracks, as the network can be biased toward predicting the majority
class, generally leading to poor detection accuracy for the under-represented class. This
study proposes an asymmetric encoder–decoder network with an adaptive feature reuse
block for microcrack detection. The impact of various activation and loss functions are
examined through feature space visualisation using the manifold discovery and analysis
(MDA) algorithm. The optimized architecture and training methodology achieved an
accuracy of 87.74%.

Keywords: microcrack detection; CNN; spatio–temporal data; feature space visualization;
acoustic emission; segmentation; attention

1. Introduction

Microcrack detection in materials is of significant importance due to the potential for
catastrophic failures, which can lead to substantial financial losses and safety hazards in
industries [1,2]. In a number of areas, including materials science, aerospace, and infras-
tructure, where the existence of small fissures might jeopardize the structural integrity of
materials, non-destructive techniques (NDTs) for microcrack detection is imperative [3–5].
Conventional techniques for detecting microcracks are frequently labor-intensive and not
very scalable [6,7]. Some NDTs, such as visual inspection and dye-penetrant testing, are
fairly simple but are limited to surface-level cracks and require intensive labor. Others, such
as magnetic particle testing and eddy current testing, are exclusive for some materials. More
advanced techniques such as X-ray computed tomography, although quite effective, are
relatively expensive and limited to smaller components [8]. Moreover, detecting cracks in
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complex structures, such as aircraft bodies or intricate machinery components, poses a sub-
stantial challenge using conventional methods. The use of acoustic wave-based approaches
for crack detection offers a powerful solution, as these methods allow for the analysis
of structures that are not easily accessible or too complex to inspect manually. However,
acoustic emission-based approaches are prone to background noises, which makes their
analysis untractable through data analysis techniques. Deep learning techniques provide a
solution to this problem by analyzing huge amounts of data to discern meaningful patterns.
Convolutional neural networks (CNNs) are especially good at processing spatial data due
to their ability to capture local spatial correlations within an image [9,10]. Segmentation
through CNNs is highly sought after as these techniques help localize the objects of interest
in the image. These techniques have been extensively used in medical image segmentation
and showed a high degree of reliability and accuracy [11].

Nevertheless, standard segmentation methods demonstrate limited performance on
this particular dataset, due to the complex spatio–temporal nature of the crack patterns.
This becomes even more significant when the cracks represent a minority class in the
dataset, leading to poor detection accuracy. The dataset not only presents a severe class
imbalance but also introduces additional complexities, including multiple crack sizes,
varying crack shapes, and the presence of cracks in different locations. These variations
significantly impact the wave propagation behavior, making it challenging for traditional
segmentation models to generalize effectively. The model must learn to differentiate
between subtle variations in wave interactions caused by different types of cracks while
overcoming the bias introduced by dominant non-crack regions. This issue is enhanced
when dealing with very small cracks, as they not only lead to data imbalance but may
also cause minimal disruption in underlying wave behavior. In such cases, the waves may
exhibit minimal changes, making it difficult for the model to detect the cracks accurately.
Moreover well-known segmentation models such as U-Net are not compatible with these
datasets, as these have both temporal and spatial dimensions. The model not only has to
detect patterns across spatial dimensions but also across temporal domains, and the U-Net
model is used for the image to image translation problem where the input and output
dimensions are equal.

This challenge necessitates the development of a more tailored custom model. The pro-
posed MicrocrackAttentionNext is designed to overcome the limitations of vanilla models
such as U-Net by incorporating enhanced spatial and temporal feature extraction. Unlike
U-Net [12] where the input and target share the same modality (image-to-image trans-
lation). The proposed model processes spatio–temporal input data and outputs spatial
crack predictions, enabling it to handle more complex data while improving micro-scale
detection accuracy. The asymmetric encoder–decoder structure with attention layers is
particularly effective, as it focuses on capturing critical crack patterns rather than relying
heavily on skip connections. The attention mechanism ensures that the model prioritizes
the time steps when the waves interact with the cracks, improving detection precision.
To further evaluate the effect of activation functions and different losses, the proposed
work employs feature map analysis. The extent of the influence of different activations is
difficult to determine against conventional metrics such as accuracy and F1 score. Hence, it
is imperative to analyze the internal dynamics of the model.

Methods such as principal component analysis, t-SNE [13], and UMAP [14] are used
to analyze the higher dimensional feature maps of these black box models against the
target. However, these methods provide little to no insight when used on segmentation
problems. This study uses the recently proposed manifold discovery analysis (MDA) [15]
to qualitatively assess the impacts of various activation functions. Moreover, through this,
the proposed study is able to analyze the effect activations had on the feature maps of the
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model, allowing us to choose the best activation function for the given problem. These
activation functions aim to strike a delicate balance between adaptability and computational
efficiency, essential considerations in the micro-material domain, where capturing fine
details is crucial for accurate crack detection. Empirical exploration and meticulous fine-
tuning of these activation functions is imperative to identify the optimal choice that aligns
with the distinctive characteristics of micro-material images. Ultimately, an effective
approach to crack detection in micro-materials relies on the thoughtful selection and
optimization of activation functions within the CNN architecture.

The primary contributions of this paper are the following:

• Introducing MicrocrackAttentionNext—an improvement over [16]—and introduction
of Adaptive Feature Utilization Block for efficient feature utilization.

• Analysis of the impact of activation functions on the performance of MicrocrackAttention-
Next through Manifold Discovery and Analysis in the context of microcrack detection.

The paper’s structure is outlined in the following manner: Section 2 provides a concise
overview of relevant studies. Section 3 deals with the dataset used and the proposed
methodology. Section 4 explains the experiments conducted. The assessment of the
performance of the proposed system and the results obtained are included in Section 5.
The concluding remarks and future works are presented in Section 6.

2. Related Works

This section primarily examines non-invasive methods for the detection of microcracks
in numerical data. The first two paragraphs present methodologies rooted in classical
foundations, followed by an exploration of more recent deep-learning approaches.

In their study, Punnose et al. [17] conducted an experimental evaluation of the time-
of-flight diffraction (TOFD) technique for accurately sizing surface-breaking cracks. Using
steel test blocks with vertical and inclined slits of varying heights, the researchers employed
TOFD equipment with 45° longitudinal angle beam probes to scan and analyze these
simulated defects. The findings demonstrated that TOFD could measure crack depths with
an average error of ±0.13 mm for vertical slits and ±0.05 mm for inclined slits, and crack
lengths with an average error of ±0.36 mm and ±0.29 mm, respectively. However, the study
also identified challenges in detecting defects less than 2 mm deep due to lateral wave
interference and limited time resolution near the surface. The findings demonstrate TOFD’s
capability for accurate crack measurement and point to the necessity of enhancing its
sensitivity to shallow flaws.

Kou et al. [18] proposed a fully noncontact nonlinear ultrasonic testing (NUT) method
using laser ultrasonics for detecting closed surface cracks. Traditional ultrasonic techniques
struggle with closed cracks due to minimal wave scattering. This study employs a pulsed
laser grating source to generate narrowband surface acoustic waves (SAWs) and uses a
nonlinear numerical model based on the finite element method (FEM) to simulate higher
harmonic generation.

Conventional techniques for detecting microcracks are frequently labour-intensive and
not very scalable. Deep learning and convolutional neural networks (CNNs), in particular,
have become a potent and effective technique for microcrack detection automation in recent
years [19–21].

Tran et al. [22] applied 1D convolutional neural networks (1D CNNs) for structural
damage detection, utilizing acceleration signals to detect cracks in numerical steel beam
models. Their approach showed high detection accuracy, comparable to more complex
methods, by processing time-series data and extracting key features related to structural
changes. While they focused on single-dimensional data, the proposed research extends
this by using multi-dimensional spatio-temporal data, which includes wave propagation
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across the material. This allows for more detailed analysis, capturing both spatial and
temporal interactions crucial for detecting microcracks.

Jiang et al. [23] combined 1D CNNs with support vector machines (SVMs) to enhance
structural damage detection. The 1D CNNs were used to localize damage, while SVMs
focused on classifying the severity, benefiting from the strengths of both models in feature
extraction and small-sample learning.

Barbosh et al. [24] used acoustic emission (AE) waveforms and DenseNet to detect
and localize the crack. The localization was conducted to determine whether the crack
was close to the sensor or far away. The cracks were also classified into severe and less
severe cracks.

Moreover, Li et al. [25] proposed a GM-ResNet-based approach to enhance crack
detection, utilizing ResNet-34 as the foundational network. To address challenges in global
and local information assimilation, a global attention mechanism was incorporated for
optimized feature extraction. Recognizing limitations in ResNet-34, the fully connected
layer was replaced with a multilayer fully connected neural network (MFCNN), featur-
ing multiple layers, including batch normalization and Leaky ReLU nonlinearity. This
innovative substitution significantly improved the model’s ability to capture complex data
distributions and patterns, enhancing feature extraction and representation capabilities
while preventing overfitting during training.

Moreh et al. [16] explore the use of DNN for automated crack detection in structures
using seismic wave signals. The authors improve on previous asymmetric encoder–decoder
models by experimenting with different encoder backbones and decoder layers. The best
combination was found to be the 1D-DenseNet encoder and the Transpose Convolutions
as decoders. The proposed model achieved an accuracy of 83.68% with a total parameter
count of 1.393 million.

This study builds upon the foundational contributions of Moreh et al. [16,26,27],
extending their methodologies to a broader scope. The existing body of work in this field
remains relatively sparse, with few studies addressing crack segmentation through the
specific approach employed in this research.

3. Method

The proposed work targets the detection of various microcrack sizes and locations
within seismic wave field numerical data. For this purpose, MicrocrackAttentionNext
extracts crucial signals from the data to identify and detect those cracks. This is done by
learning the temporal representations, followed by spatial representations. These encoded
data are then passed through the decoder to achieve semantic spatial segmentation.

The following section describes the seismic wave data followed by the architecture
of the proposed MicrocrackAttentionNext model and, subsequently, the training proce-
dure used.

3.1. Wave Field Data

The wave field dataset utilized in this work, while effective for crack detection,
presents some limitations in terms of data dimensionality. These datasets are charac-
terized by large temporal dimensions, which increases the complexity of data processing
and model training. The dataset consists of wave field numerical data for homogeneous 2D
plates, where each plate is modeled with lattice particles that share consistent properties,
such as density and Young’s Modulus. The modeling of structural systems is achieved
using Voronoi–Delaunay meshing algorithms within the lattice element method (LEM).
Lattice nodes, representing unit cell centers, are connected by beams capable of handling
normal forces (N), shear forces (V), and bending moments (M). If the strain energy Ue in
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an element exceeds a predefined threshold Uth, the element undergoes stiffness reduction
or removal, simulating failure states. To simulate wave propagation through the material,
an external force of 1000 N is applied at the midpoint of the left boundary (Figure 1),
ensuring that the waves propagate across the entire plate, interacting with both non-crack
(Figure 2b) and crack regions (Figure 2a), the wave deflects when it interacts with the crack,
and the displacement is recorded by the sensors. The resulting displacements in both the x-
and y-directions are recorded over 2000 time steps, capturing detailed temporal changes in
the wave field. Figure 3 shows 2D visualization of the time signal received by sensor 9 in a
sample. These displacements are measured by a 9 × 9 (81) sensor grid (Figure 1) uniformly
distributed across the material, resulting in a wave field dataset with dimensions of 2 × 81
× 2000. This approach provides spatio-temporal data that captures the interaction between
the propagating waves and the cracks, allowing for in-depth analysis of crack detection
model performance. This approach provides spatio-temporal data that capture the inter-
action between the propagating waves and the cracks, allowing for in-depth analysis of
crack detection model performance. The dataset used for training and evaluation consists
of a total of 7480 samples, with 4810 allocated for training, 910 for validation, and 1760
for testing.

Figure 1. Arrangement of the 9 × 9 sensor array in the sample domain.

A major challenge arises from the severe class imbalance present in the dataset. On av-
erage, only 5% of the total pixels represent cracks, with the remaining majority belonging
to intact, non-crack regions. This imbalance poses a substantial obstacle for deep learning
models, which are prone to bias toward the majority class. As a result, the models tend to
predict non-crack regions more frequently, leading to suboptimal detection accuracy for the
minority class (crack regions). Addressing this issue requires careful design of the model
and training process to ensure that the network can effectively learn from the minority
class, and accurately identify crack regions without being overpowered by the majority
class imbalance. Moreover, the effect of different activations and loss functions are assessed
both quantitatively and qualitatively.
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(a)

(b)

Figure 2. The 6 frames (100 time-steps interval, from left to right) of a displacement wave propagation
inside the defined plate with [28] (a) crack and (b) no crack.
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Figure 3. The 2D—visualization of time signal received by sensor 9 in a sample.

3.2. MicrocrackAttentionNext Model Architecture

MicrocrackAttentionNext, shown in Figure 4, is an asymmetric encoder–decoder
network. The input to the model is a tensor with shape X ∈ R

Cin×T×S, where Cin = 2
represents the input channels corresponding to the x and y components of wave data,
T = 2000 is the temporal dimension, and S = 81 corresponds to the spatial dimension,
which is a flattened 9 × 9 sensor grid. To reduce computational complexity and focus on
salient temporal features, the network uses an initial max pooling layer with a kernel size
of (4, 1). This layer transforms the input tensor X to X1 ∈ R

2×500×81 by downsampling
the temporal dimension from 2000 to T1 = 500. This reduction is crucial as it reduces the
amount of data the subsequent layers need to process.

The encoder is composed of four convolutional blocks [26,27], each designed to pro-
gressively extract higher-level features from the input data. The first convolutional block
applies two 1D convolutional layers with kernel sizes (3, 1) and padding (1, 0), which
maintain the spatial dimensions while expanding the channel dimension from 2 to 16.
These layers are followed by batch normalization and activation functions, introducing
non-linearity. A squeeze-and-excitation (SE) module is then applied, which recalibrates
channel-wise feature responses by modeling interdependencies between channels. This
module enhances the representational power of the network by allowing it to focus on the
most informative features. Following the first 1D convolutional block, a max pooling layer
with a kernel size of (2, 1) further reduces the temporal dimension from 500 to T2 = 250.
Group normalization is applied to the data, normalizing across channels and improving
convergence during training. An AttentionLayer computes self-attention over the temporal
and spatial dimensions, enabling the network to weigh different parts of the input differ-
ently. This attention mechanism is essential for focusing on relevant features and capturing
dependencies across the data. A residual connection adds the attention output back to the
original input, facilitating better gradient flow and mitigating issues such as vanishing
gradients [29,30].

This pattern repeats in the subsequent convolutional blocks, with each block increasing
the number of channels (from 16 to 32, 32 to 64, and 64 to 128) and further reducing the
temporal dimension (from 250 to 125, 125 to 62, and 62 to 31) through additional pooling
layers. The consistent use of (3, 1) kernels ensures effective temporal feature extraction
while preserving spatial dimensions. SE modules and attention mechanisms are integrated
throughout. Feature maps are upsampled and reintroduced to the Conv1 block through a
self-attention module (SAM)-inspired mechanism [26], enabling the decoder backbone to
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reuse features and increase model performance. The feedback mechanism employs bilinear
interpolation for resizing and utilizes Conv2D layers to selectively regulate the features
propagated back into the network giving it the alias of Adaptive Feature Reutilization block.

At the bottleneck of the network, a convolutional layer with a large kernel size of
(31, 1) is employed, covering the entire temporal dimension T5 = 31. This layer transforms
the tensor to Xbottleneck ∈ R

B×128×1×81, capturing long-range temporal dependencies and
encapsulating high-level temporal information into a compact form. Batch normalization
and activation are applied to maintain training stability and introduce non-linearity.

The decoder begins by reshaping this bottleneck tensor into a spatial grid
Xreshaped ∈ R

128×9×9, reorganizing the data for spatial processing. A point-wise convolu-
tion reduces the channel dimension from 128 to 16, preparing the data for upsampling.
The network then uses transposed convolutional layers to reconstruct the spatial dimen-
sions progressively. The first transposed convolution upsamples the spatial dimensions
from 9 × 9 to 18 × 18 and reduces the channel dimension from 16 to 8. The second trans-
posed convolution further upsamples the dimensions to 16 × 16, maintaining the channel
count at 8. Each transposed convolution is followed by batch normalization to ensure
stable learning and effective non-linear transformations.

Finally, a point-wise convolution reduces the channel dimension from 8 to 1, and a
sigmoid activation function scales the output to the range [0, 1]. The output tensor
Y ∈ R

1×16×16 represents the reconstructed spatial data, which are then flattened into
a vector Yflat ∈ R

256 (since 16 × 16 = 256), making it suitable for downstream tasks.
Figure 4 shows the proposed model architecture.

Figure 4. MicrocrackAttentionNext model architecture.

The architectural choices in MicrocrackAttentionNext are designed to balance feature
extraction capability and computational efficiency. The initial temporal downsampling
reduces the data size, allowing the network to process longer sequences without excessive
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computational overhead. The 1D convolutional blocks with increasing channel dimensions
enable the extraction of hierarchical features in the temporal domain without mixing the
spatial component. It is found that learning temporal and spatial components separately
enables the model to learn better representations while being computationally efficient.
The squeeze-and-excitation layers optimize the network’s focus on informative channels,
improving feature quality [31–33]. Using a large kernel size in the bottleneck layer is an
intentional choice to capture long-range temporal dependencies, which are important in
sequences where connected events are separated by large time steps [34,35]. The reshaping
and upsampling in the decoder reconstruct the spatial dimensions effectively, ensuring
that the high-level features extracted by the encoder are used to generate outputs. These
architectural choices are arrived at through rigorous experimentation. The following section
dives into these experiments in detail.

4. Experiments

4.1. Architectural Choices

The baseline model architecture, MicrocrackAttentionNext, as illustrated in Figure 5,
serves as the foundation for evaluating the impact of architectural adjustments. Each
modification’s effect on accuracy across crack sizes is analyzed through corresponding
accuracy vs. crack size graphs. Mx refers to the specific model variant, where x represents
the variant index.

M1: Vanilla (Baseline) The performance of the vanilla model [27] is depicted in
Figure 5, which plots accuracy against architectural modifications for different crack sizes.
This has a simple convolution-based encoder. It serves as the baseline for further investiga-
tion of the impact of various architectural changes. The vanilla encoder shows satisfactory
performance across various crack sizes.

Figure 5. M1: Vanilla (Baseline) model architecture.

M2: Adding Adaptive Feature Reuse Block: The adaptive feature reuse block shows
marginal improvement in accuracies across crack sizes. This is due to the increased
discriminative nature of the block because of the sigmoid layer in the block’s last layer.

4.1.1. Attention Mechanism Placement

M3: Self Attention Layers: It is observed that self-attention after convolution blocks
(Figure 6) does not affect the accuracies of the model. This is after the skip connections.

Figure 6. M3: Self-attention layer after convolution block.
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M4: Attention before Max Pooling in the First Layer: Figure 7 illustrates the accu-
racy trends for attention applied before pooling. At Epoch 50, the performance remains
suboptimal across different crack sizes. This is probably due to the information bottleneck
caused by the attention layers.

Figure 7. M4: Attention before max pooling in the first layer.

M5: Attention before Max Pooling (Prolonged training): Prolonged training to Epoch
100 results in even poorer performance across all crack sizes, suggesting that early attention
causes severe information bottlenecks for the subsequent layers.

M6: Attention after Max Pooling: Performance remains suboptimal for attention after
max pooling configuration. Figure 8 shows the performance of the attention after max
pooling. This is also caused by the bottleneck issue.

Figure 8. M6: Attention after max pooling in the first layer.

4.1.2. Pooling Variants

M7: 4x1 Max Pooling and Average Pooling Hybrid: Using max pooling for the first
layer and average pooling in the subsequent layers, the graph indicates virtually no change
in the accuracy. This implies that the effects of average pooling is not substantially different
from max pooling in this case.

M8: All Average Pooling: The results for this configuration reveal slightly higher
accuracy for crack sizes > 1μm and >2 μm. Otherwise, the graph indicates virtually no
change in the accuracy.

M9: Convolutional Pooling Layers: Figure 9 compares the performance of convolu-
tional pooling layers at Epoch 50. The results demonstrate decreased accuracy across all
crack sizes, with more dips for smaller cracks. This highlights the advantage of max pooling
over convolutional downsampling spatially, as it ensures the preservation of dominant
features within each pooling region without introducing additional learnable parameters.
By focusing on the maximum value, max pooling effectively captures critical localized
details, such as the subtle variations indicative of smaller cracks, which are often diluted
by the averaging effect of convolutional downsampling.

M10: Convolutional Pooling Layers (Prolonged Training): Prolonged training to
Epoch 100 enhances performance slightly, emphasizing the trainable pooling’s ability to
adaptively refine features. Overall, the deviation remains within a maximum of 2% for all
crack sizes, indicating no major improvements to the model.
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Figure 9. M9: Convolutional pooling layers.

4.1.3. Consecutive Attention Layers in the Encoder

M11: Two Attention Layers (Epoch 50): The graph in Figure 10 reveals improved
accuracy for smaller crack sizes due to the enhanced focus provided by stacked attention
layers. The benefits are more pronounced at finer resolutions.

Figure 10. M11: Two attention layers.

M12: Two Attention Layers (Prolonged Training): Prolonged training of this configu-
ration results in improved accuracies; however, it still remains the same across the board.

M13: MicrocrackAttentionNext with single FeatureReuse: The model shown in
Figure 11 demonstrates strong performance across all thresholds. It achieves an overall
accuracy of 85.53% for all cracks (≥ 0) and progressively higher accuracies for larger cracks,
reaching 98.29% for cracks > 4μm. The single feature reuse mechanism effectively balances
the retention of critical features, aiding in accurate detection of both small and large cracks.

Figure 11. M13: MicrocrackAttentionNext with single FeatureReuse model architecture.

M14: MicrocrackAttentionNext with dual FeatureReuse: Incorporating feature reuse
twice results in slightly lower accuracy compared to the single feature reuse model. The ac-
curacy for all cracks (≥ 0) drops to 83.24%, with corresponding reductions observed across
all thresholds. For cracks > 4 μm, the model achieves 97.2%, showing its capability for
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detecting larger cracks but indicating potential redundancy or noise in the reused features,
which may hinder performance on smaller cracks.

M15: MicrocrackAttentionNext with dual FeatureReuse and Extended Training:

Extending the training to 100 epochs with two feature reuse steps does not significantly
improve performance. The overall accuracy further drops to 82.27%, and the accuracy
for larger cracks is >4 μm is 96.3%. The results suggest that prolonged training does
not compensate for the challenges introduced by additional feature reuse, particularly in
handling smaller cracks effectively.

Figure 12 shows detection outcomes from the various network variants developed.
The performance measures are provided at different threshold levels, spanning from
relaxed to stringent detection criteria. At the strictest threshold (>4 μm), the performance
values cover a wide range, from a low of 11.09 in configuration M6 to a top value of 98.2 in
configuration M1. We select the configuration with the highest metric, M1, as it delivers
the best detection performance.

Figure 12. Performance comparison of architectural configurations for crack detection: M1: Baseline
(MicrocrackAttentionNext 50E), M2: Adding Adaptive Feature Reuse Block, M3: Self-Attention
Layers, M4: Attention before Max Pooling in the First Layer, M5: Attention before Max Pooling
(Prolonged training), M6: Attention after Max Pooling, M7: 4x1 Max Pooling and Average Pooling
Hybrid, M8: All Average Pooling, M9: Convolutional Pooling Layers, M10: Convolutional Pooling
Layers (Prolonged training), M11: Two Attention Layers (Epoch 50), M12: Two Attention Layers
(Prolonged Training), M13: MicrocrackAttentionNext with single FeatureReuse, M14: MicrocrackAt-
tentionNext with dual FeatureReuse, M15: MicrocrackAttentionNext with dual FeatureReuse and
Extended Training.

4.2. Training Procedure

The model was trained using the Adam optimizer [36] with a learning rate of 0.001
for a total of 50 epochs. Multiple experiments were run on different activation functions
and loss functions. The experiments involved evaluating four different activation functions
against four loss metrics, resulting in a total of 16 experiments. The activation functions
and loss metrics are outlined below. All experiments were conducted on NVIDIA RTX 4090
GPU accelerated systems having Intel Xeon CPU with Tensorflow 2.10 and CUDA 12.0.

4.2.1. Activation Functions

Activation functions are used to introduce non-linearity within neural networks, each
offering different advantages for a DL model. The rectified linear unit (ReLU) [37] is
defined as ReLU(x) = max(0, x), outputting the input if positive and zero otherwise,
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thus avoiding vanishing gradient issues. The scaled exponential linear unit (SELU) [38]
normalizes outputs automatically, scaling negative inputs with an exponential function
and multiplying positive inputs by a fixed constant, where λ = 1.0507 and α = 1.67326.
The Gaussian error linear unit (GELU) [39] employs the Gaussian cumulative distribution
function, Φ(x) = 1

2

[
1 + erf

(
x√
2

)]
, to probabilistically weigh input significance. GELU

smoothly blends linear and non-linear behavior, making it more flexible in capturing
complex patterns. The exponential linear unit (ELU) [40] applies ELU(x) = x for positive
inputs and α(ex − 1) for negatives, mitigating vanishing gradients more effectively than
ReLU, and accelerating convergence, with α typically set to 1. Each function enhances
network performance through tailored non-linear transformations.

4.2.2. Loss Functions

1. Dice Loss [41]:
Dice loss is based on the Dice coefficient and is commonly used for segmentation
tasks. It measures the overlap between the predicted and true labels, focusing on
improving performance for imbalanced datasets.

Dice Loss = 1 − 2|X ∩ Y|
|X|+ |Y| (1)

where X and Y are the predicted and true sets, respectively.
2. Focal Loss [41]:

Focal loss is designed to address class imbalance by down-weighting the loss as-
signed to well-classified examples, making the model focus more on hard-to-classify
instances.

Focal Loss(pt) = −α(1 − pt)
γ log(pt) (2)

where pt is the predicted probability, α is a weighting factor, and γ is a focusing
parameter.

3. Weighted Dice Loss [42]:
Weighted Dice loss is a variation of Dice loss that assigns different weights to different
classes, enhancing performance on datasets with imbalanced class distributions by
penalizing certain classes more.

Weighted Dice Loss = 1 − 2 ∑ wixiyi

∑ wix2
i + ∑ wiy2

i
(3)

where wi is the weight assigned to class i, and xi, yi are the predicted and true values
for class i.

4. Combined Weighted Dice Loss [43]:
This is a hybrid loss that combines weighted Dice loss and CrossEntropy loss, allowing
the model to balance overall performance while addressing class imbalances by tuning
the contribution of each component.

CWDL = α · WDL + (1 − α) · CrossEntropy Loss (4)

where CWDL is combined weighted Dice loss, WDL is weighted Dice loss, and α is a
weighting factor to balance the two loss components.

It is found that the combination of combined weighted Dice loss and GeLU are the best
performing. The combined weighted Dice loss performed the best across all activations
(Table 1). However, it was found that the proposed study is able to squeeze more accuracy
through the GeLU function.

38



Sensors 2025, 25, 2107

Table 1. Comparison against previous works on the same dataset.

Literature Accuracy IoU DSC Precision Recall

1D-DenseNet-TConv (200 epochs) 0.8368 0.7601 0.8637 0.8753 0.8523
MicroCracksAttNet (50 epochs) 0.8601 0.7666 0.8684 0.8811 0.8888

MicroCracksMetaNet (50 epochs) 0.867 0.8082 0.8943 0.9066 0.8911
Proposed

MicrocrackAttentionNect
(50 epochs)

0.8777 0.8521 0.9145 0.8601 0.8518

4.3. Evaluation Metrics

For the evaluation part, the proposed study utilized the same metrics as in [16], namely
Dice similarity coefficient (DSC) and accuracy, which frequently employed the performance
of models. The DSC measures the overlap between predicted and actual results, particularly
in segmentation tasks. Its mathematical formulation is given by:

DSC =
2 · TP

2 · TP + FP + FN
(5)

The accuracy threshold determines whether the IoU score is adequate to consider a
prediction correct.

Accuracy =

⎧⎨
⎩1 if IoU(ytrue, ŷpred) > tIOU

0 otherwise
(6)

The IoU metric is calculated using the following equation (Equation (7)).

IoU =
TP

TP + FP + FN
. (7)

5. Results and Discussion

A key challenge in wave-based crack detection is differentiating between actual cracks
and reflections caused by the sample’s border. The proposed model successfully learned to
distinguish between these two cases, despite their similar wave behavior. When a wave
encounters a crack, its interaction leads to a change in propagation, similar to when it
reaches a boundary and reflects back. This distinction is particularly challenging because
the returning wave from the border behaves similarly to one encountering a crack. Our
model’s ability to differentiate these cases highlights its capability to extract nuanced
temporal and spatial features. However, the model struggles when all crack sizes are
included in the evaluation. This may be attributed to the scarcity of the smallest cracks
in the dataset, leading to poor representation in the feature space. Additionally, smaller
cracks may cause only subtle disruptions in wave behavior, making them harder to detect.

5.1. MDA Analysis

Manifold discovery and analysis (MDA) helps visualize the higher dimensional mani-
folds formed by the intermediate layers of the model in lower dimension [15]. These plots
help visualise the learned features in the �th layer with respect to the output manifold.
Unlike methods such as t-SNE and UMAP, which only work on classification tasks, MDA
works on regression tasks, where the output manifold can have a complex shape. MDA also
preserves the geodesic distances between higher dimensional feature points, preserving
both local and global structure.

In a nutshell, MDA works as follows: First, distance is computed between the esti-
mated outputs of the DNN, from this distance, the farthest point is chosen to construct
the boundary of the output manifold. All the points are sorted w.r.t the farthest point in k
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bins using the optimal histogram bin count. These bins become the labels that will be used
in the second step. Second, the high-dimensional features from an intermediate layer are
projected to the manifold using the Bayesian manifold projection (BMP) approach. BMP
computes a posterior distribution over the low-dimensional space by combining the prior
(based on pseudo-labels and manifold structure) with a likelihood (based on the observed
data). Finally, a DNN trained on predicting the location of uncertain Bayesian points on a
2D embedding space is used to visualise the results. The plots are assessed qualitatively on
the following points:

• Feature Separation and Continuity: The MDA visualization shows a curved shape,
indicating that the features extracted from the neural network follow a smooth con-
tinuum along the manifold. This suggests that the neural network is capturing
meaningful information.

• Color Gradient: A spectrum of gradients is shown, implying that the model has
learned to separate different features.

The MDA plot Figure 13a for the untrained model shows a relatively disorganized and
diffuse clustering of points. This suggests that the feature representations at Layer 64 are
not yet structured in a meaningful way to distinguish between patterns within the dataset.
The absence of clear separation or distinct clustering patterns indicates that the untrained
model has not yet learned to capture the underlying structure of the data, which is expected
at the initial stages of training. At this stage, the network’s representations are largely
random, as it has not yet learned the task-specific features. The spread-out nature of the
points highlights that the model is treating all inputs similarly, without any differentiation
based on the features it should detect. In contrast, the MDA plot Figure 13b for the trained
model reveals a much more structured and organized distribution. The �th layer of a well-
trained model shows the cluster with a smooth arch-like structure and a gradient of colors
differentiating the two output extremums; red representing 0 and blue representing 1. The
analysis of various layer depths and activation functions in the MicrocrackAttentionNext
reveals a clear pattern in the network’s ability to form distinguishable manifold curves.
Figure 14(1) visualizes the manifold at different layers of the network. All the layers show
consistent and smooth arch-like shapes. This implies that all the layers have learned good
representations. In Figure 14(2), effects of various activations are plotted, and it is found
that ELU shows a more spread out cluster especially toward the light colors (towards crack
class) and ReLU shows a good arch-like structure with tightly packed dots of red color
(no crack class). Still, the light color dots are much more incoherent and less compact.
SeLU shows a poorly defined structure compared to all other activations. This is also
reflected in the results table, where SeLU performs worse in all cases. This behavior of
SeLU can be attributed to its self-normalizing property, as it forces all outputs to behave
similarly, “dampening” the importance of smaller, rare patterns. This makes the model less
discriminative, making the plot less defined and incoherent. In terms of cluster shape and
compactness, GeLU is similar to ReLU, which should be the case, as GeLU is the smoothed
version of ReLU. Very similar performance in the results table is also observed. Among all
the activations, GeLU performed the best; this fact also reflects on the MDA plot where the
cluster is very smooth and the lighter points are more compactly packed relative to other
activation functions. Its smooth probabilistic gating mechanism helps in finely controlling
how information is passed through the network, allowing the model to focus more on the
minority class. Figure 15 shows MDA visualization of the 1D Densenet proposed in [16]
compared with the proposed MicrocrackAttentionNext model. One thing to note in all of
the above MDA plots is the absence of a full spectrum of colors in the plot. This is mainly
attributed to the severe class imbalance in the data. This class imbalance leads to very few
values in the feature map strongly correlating to the strong value of predicting the crack
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class. This is further aggravated by the dimensionality reduction, which renders even fewer
points corresponding to higher confidence values. Hence, only one blue point is seen. The
proposed MicrocrackAttentionNext achieved a DSC of 0.91. Table 2 shows the comparison
of different loss functions used to train MicrocrackAttentionNext.

Figure 13. MDA visualization of Layer 64 comparing (a) untrained model and (b) trained model.

Figure 14. (1) MDA visualizations of layers using Gelu activation and Dice loss, shown for (a) Layer
22, (b) Layer 25, (c) Layer 34, and (d) Layer 64 and, (2) MDA visualization of Layer 64 utilizing
different activation functions: (a) ELU, (b) ReLU, (c) GELU, and (d) SELU.

Table 2. Comparison of accuracies using different loss functions for multiple crack sizes. FL: focal
loss, DL: Dice loss, WDL: weighted Dice loss, CWDL: combined weighted Dice loss.

Activation
Function

Loss
Function

> 0 μm > 1 μm > 2 μm > 3 μm > 4 μm

GeLU

FL 0.8275 0.8612 0.9354 0.9501 0.9541
DL 0.8633 0.9012 0.9585 0.9701 0.9802

WDL 0.8381 0.8798 0.9415 0.9670 0.9793
CWDL 0.8774 0.9211 0.9814 0.9808 0.9848

ReLU

FL 0.8252 0.8632 0.9456 0.9701 0.9802
DL 0.8553 0.8902 0.9646 0.9770 0.9829

WDL 0.8213 0.8687 0.9293 0.9524 0.9703
CWDL 0.8678 0.9134 0.9673 0.9808 0.9866

ELU

FL 0.8313 0.8797 0.9558 0.9839 0.9911
DL 0.8502 0.9011 0.9673 0.9831 0.9884

WDL 0.8563 0.9034 0.9605 0.9739 0.9829
CWDL 0.8515 0.9041 0.9673 0.9847 0.9920

SeLU

FL 0.8206 0.8671 0.9503 0.9793 0.9902
DL 0.8412 0.8993 0.9707 0.9870 0.9893

WDL 0.8201 0.8664 0.9307 0.9555 0.9712
CWDL 0.8443 0.8910 0.9625 0.9854 0.9929

Best result for a crack size is highlighted with bold.
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Figure 15. MDA visualization comparing (a) 1D Densenet [16] and (b) proposed model—
MicrocrackAttentionNext. The highlighted region in black indicates the region where the cluster is
broken in 1D Densenet. In contrast, the same region in MicrocrackAttentionNext shows coherency,
implying that the MicrocrackAttentionNext learned good feature representations for microcracks.

5.2. Thresholding Analysis in Prediction Accuracy

Pixel-level predictions were binarized using a threshold of 0.5, where values exceeding
this threshold indicated the presence of a crack. Prediction accuracy was assessed based
on the intersection over union (IoU) metric, with a threshold of 0.5 selected to determine
accurate crack identification. This threshold ensures a balance between minimizing false
positives and maintaining practical accuracy.

Figure 16 demonstrates the relationship between varying IoU thresholds and overall
accuracy. An IoU value approaching 1 requires near-perfect pixel classification but results
in a significant accuracy drop due to its stringent nature. Conversely, an IoU value near 0
allows for minimal correct pixel identification but fails to filter out false positives. The cho-
sen IoU threshold of 0.5 provides a practical compromise, achieving reasonable accuracy
while maintaining meaningful crack identification.

Figure 17 explores the influence of both IoU and binarizing thresholds on accuracy,
holding one threshold constant at 0.5. Variations in the binarizing threshold showed
minimal impact on accuracy, except at extreme values (near 0 or 1), indicating strong
confidence in the model’s pixel-level predictions.

Figure 16. Effect of IOU threshold on accuracy for bin threshold at 0.5 and inclusive of all crack size.
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Figure 17. Binarising threshold when IoU threshold is 0.5.

5.3. Comparison with Similar Works

The uniqueness of this work lies in the dataset used and the applied deep learning
algorithms. The data, which were exclusively collected at the researcher’s university, consist
of purely numerical values, distinguishing them from the image data commonly used in
the literature. To the best of our knowledge, no deep learning models have been trained on
this type of numerical data. The goal is to develop models that not only detect cracks but
also precisely segment them. Additionally, the presence of multiple crack sizes increases
complexity, as the behavior of the wave differs depending on the crack dimensions.

The earlier implemented models can serve as benchmarks for comparison in this work.
These previous models were applied to the same dataset and provide a foundation for
evaluating the performance of the proposed deep learning approaches. The results from
these models allow us to objectively assess the progress and improvements made with the
new algorithms.

Table 1 presents a comparison of the performance of the earlier models [16,26,27] with
the current results.

The proposed method, MicrocrackAttentionNext, achieves an accuracy of 0.8777,
an IoU of 0.8521, and a DSC of 0.9145. These results outperform previous models on key
metrics, suggesting that our approach is not only highly accurate but also effective at localiz-
ing cracks. A higher IoU indicates that the predicted crack regions overlap closely with the
ground truth, while the DSC improvement reflects enhanced segmentation performance.
However, the model’s precision (0.8601) and recall (0.8518) indicate room for improvement.
In particular, there remains scope to reduce false positives and false negatives. Future
work will involve further tuning of the network architecture, incorporating additional data,
and exploring advanced loss functions to address these shortcomings.

The proposed model provides better performance on DSC and IoU metrics, suggesting
that the proposed model is not only able to detect the crack with high accuracy but also
localize it better. A higher IoU score also suggests that the predicted crack region and
the ground truth region have a high overlap, meaning the model is drawing the crack
boundary closer to where the crack actually exists. With better DSC and IoU the model is
also less likely to make mistakes and detect cracks where there are no cracks present (false
positives) or miss cracks that should be detected (false negatives). This is important for
real-world applications, such as structural health monitoring where accuracy is critical.
Figure 18a shows successful segmentation from MicrocrackAttentionNext while Figure 18b
shows some failure segmentation samples.
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(I)

(II)
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Figure 18. (a) Positive examples from MicrocrackAttentionNext (I) represents the ground truth and
(II) the corresponding model prediction. (b) Failure sample (III) represents the ground truth, while
(IV) shows the corresponding model prediction.

Table 3 compares the models on the basis of training time, number of layers, and param-
eters. This table illustrates the computational complexity and efficiency of each architecture.
For instance, while some models (such as 1D-DenseNet-TConv originally trained for 200
epochs) have a significantly larger number of layers and require more training time, our
proposed model maintains competitive performance with considerably fewer layers and
reduced training time. Such efficiency is critical for deployment in environments with
limited computational resources.

Table 3. Training performance and architectural complexity comparison among four deep learning
models: MicroCracksAttNet, MicroCracksMetaNet, 1D-DenseNet-TConv, and MicrocrackAttention-
Next.

Attributes MicroCracksAttNet MicroCracksMetaNet 1D-DenseNet-TConv MicrocrackAttentionNext

Layers 58 72 444 94

Epochs 50 50 200 50

Total params 1,129,209 1,131,690 1,393,429 1,280,299

Trainable params 1,127,321 1,129,722 1,376,137 1,277,355

Non-trainable
params

1888 1968 17,292 2944

Time taken by
first Epoch

26.45 s 42.35 s 89.14 s 36.98 s

Total training
time

906.33 s 2117.50 s 15,560.56 s 1849.54 s

Furthermore, Table 4 provides a breakdown of the segmentation accuracy with respect
to various crack sizes (measured in micro meters). This detailed analysis shows that
the proposed model maintains high accuracy across all crack size ranges. For instance,
while the accuracy in the 0–3 μm range is moderate (0.5214), it improves significantly for
larger cracks, reaching up to 0.9917 in the 9–14 μm range. This indicates that the model
is particularly effective at localizing larger cracks, although there remains potential to
improve performance on very fine cracks. Addressing this could be a focus for future
model refinement, possibly through specialized training strategies or additional data
augmentation techniques.
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Table 4. Crack detection accuracy measured across crack size intervals (in micrometers).

Model
Crack Sizes μm

0–3 μm 3–6 μm 6–9 μm 9–14 μm

MicrocrackAttentionNext (50 epochs) 0.5214 0.9787 0.9879 0.9917

MicroCracksMetaNet (50 epochs) 0.4513 0.9549 0.9753 0.9862

MicroCracksAttNet (50 epochs) 0.4420 0.9587 0.9778 0.9862

1D-DenseNet-TConv (50 epochs) 0.3719 0.9268 0.9778 0.9835

1D-DenseNet-TConv (200 epochs) 0.4682 0.9793 0.9852 0.9972

6. Conclusions and Future Work

6.1. Conclusions

In this study, we introduced MicrocrackAttentionNext, an advanced deep learning
model designed for microcrack detection in wave field analysis. The key novelty of this
model lies in its Adaptive Feature Reuse Block, which significantly improves feature utiliza-
tion across different crack sizes. This block helps the model focus on the most informative
features, enhancing detection accuracy while reducing the risk of overfitting, particularly
when dealing with small and subtle cracks. Through a series of experiments, we compared
various model configurations, including baseline models and models with different archi-
tectural adjustments. The experimental results indicated that MicrocrackAttentionNext
outperforms previous models in multiple metrics, with notable improvements in the Dice
similarity coefficient (DSC) and intersection over union (IoU), which directly correlate with
better crack localization and segmentation. Specifically, the model achieved an accuracy of
87.77% overall, surpassing the previous benchmarks, and demonstrated a DSC of 0.9145
and IoU of 0.8521, suggesting a superior ability to precisely detect and delineate cracks.

However, despite these significant advancements, the precision and recall values of
the proposed model (0.8601 and 0.8518, respectively) indicate room for further refinement,
particularly in reducing false positives and false negatives. To this end, future work will fo-
cus on fine-tuning the network architecture and exploring the integration of additional data
sources to address these gaps. One possible avenue for improvement is the introduction of
more advanced loss functions tailored to handle class imbalance more effectively, especially
for detecting small cracks that introduce minor perturbations in the wave field. Moreover,
extending the model’s training with more epochs and experimenting with alternative
attention mechanisms could potentially yield further improvements in both the overall
performance and handling of smaller crack sizes.

The model is capable of segmenting the microcracks, allowing us to determine their
spatial locations in the material. The qualitative examination of the activation functions
using the manifold discovery and analysis (MDA) algorithm allowed the evaluation of the
impact of different activation and loss functions on the model’s performance. The proposed
model and 1D-Densenet were analyzed using the MDA plots. The manifold of the proposed
model was more compact with a much smoother arc than the 1D-Densenet.

6.2. Future Work

In future efforts to improve microcrack detection models, two primary strategies can be
pursued: expanding datasets and refining model architectures. The dataset used presents a
challenge due to severe class imbalance, which requires more advanced techniques for data
generation and augmentation to mitigate the bias introduced. Moreover, the segmentation
output is limited by low resolution and without appropriate upscaling techniques critical
details may be lost. Although the encoder architecture performs well enough, more changes
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are necessary in the decoder section of the segmentation model to achieve improved results
and maintain consistency with high-quality input features. Expanding the dataset to
include a wider range of crack patterns and sizes will further enhance the robustness of
the model. Larger and more diverse datasets with multiple cracks in a single sample will
help address class imbalance, improve generalization, and refine the model’s ability to
distinguish subtle crack patterns. Additionally, a more balanced dataset containing a greater
number of small cracks would help the model better capture small wave disturbances.
Since smaller cracks may introduce only minor perturbations in wave behavior, their
detection is more challenging. Data from multiple excitation points for a single sample will
enhance the quality of the dataset. To enhance the encoder’s ability to capture long-range
dependencies, a state space model can be used, integrating the recently proposed Mamba
architecture in particular. This adjustment could improve the model’s ability to handle
complex spatial relationships, thereby strengthening feature extraction and contributing to
overall performance gains in the segmentation task.
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Abbreviations

The following abbreviations are used in this manuscript:
AE Acoustic Emission
CNN Convolutional Neural Network
CWDL Combined Weighted Dice Loss
DL Dice Loss
DSC Dice Similarity Coefficient
DNN Deep Neural Network
FL Focal Loss
GELU Gaussian Error Linear Unit
IoU Intersection over Union
LEM Lattice Element Method
MDA Manifold Discovery and Analysis
MDPI Multidisciplinary Digital Publishing Institute
NDT Non-Destructive Testing
ReLU Rectified Linear Unit
SAW Surface Acoustic Wave

46



Sensors 2025, 25, 2107

SE Squeeze-and-Excitation
SELU Scaled Exponential Linear Unit
TConv Transposed Convolution
TOFD Time-of-Flight Diffraction
WDL Weighted Dice Loss
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Abstract: Recent advancements have expanded the applications of fiber-optic distributed
acoustic sensors (DAS), including their use in monitoring the acoustic activity of insects,
which can be either harmful or beneficial to agriculture. Previous studies have demon-
strated the capability of DAS to record and analyze insect-generated acoustic signals in
real-world conditions; however, these studies primarily involved large insect colonies.
In this work, a fiber-optic DAS is used for the first time to record the sounds produced
by a single insect under controlled laboratory conditions. This was achieved using an
optimized and cost-effective experimental setup designed and assembled, including a
specially developed and manufactured sensing element. The results demonstrate that
the fiber-optic DAS effectively captures the acoustic signals of the Madagascar hissing
cockroach (Gromphadorhina portentosa), including both the mechanical interactions of the
insect with the optical fiber and the characteristic hissing sound produced in response to
external stimulation.

Keywords: fiber optic sensor; distributed acoustic sensor; DAS; insect; hissing cockroach;
Gromphadorhina portentosa; agriculture

1. Introduction

In the late 20th and early 21st centuries, distributed fiber-optic sensors became increas-
ingly important in modern science and technology [1–4]. Distributed Acoustic Sensors
(DAS), first introduced in 1977, have proven to be highly effective in applications such as
oil and gas exploration, transportation, and processing [5–7], as well as in structural health
monitoring [8–12] and perimeter security [13,14]. While DAS technology has primarily
been developed for these industries, ongoing advancements have led to the emergence of
new potential applications.

For instance, DAS has been reported as an indispensable tool for the early detection
of red palm weevil infestations [15], outperforming traditional methods such as trained
dogs, X-ray imaging, and visual inspection in terms of efficiency and scalability. Addition-
ally, DAS technology holds great promise for monitoring individual plants on large-scale

Sensors 2025, 25, 2101 https://doi.org/10.3390/s25072101
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plantations [16], tracking animals and their movement patterns [17], and detecting envi-
ronmental events [18,19]. A common characteristic of these emerging fields—spanning
biology, ecology, agriculture, flaw detection, voice recognition, and sound engineering—is
that their budgets are typically smaller than those in industries such as oil and gas, defense,
and engineering. Furthermore, the sensor characteristics required for these new applica-
tions, such as acoustic frequency range, sensitivity, and sensing element length, may differ
significantly from those used in traditional DAS applications. As a result, despite its unique
capabilities, DAS has not yet achieved widespread adoption in biology and agriculture,
even though no comparable alternative exists for certain applications.

One of the most promising real-world implementations of DAS technology is its use
for the early detection of red palm weevil larvae, as demonstrated by researchers in Saudi
Arabia [15]. Their setup (Figure 1) consists of a narrowband laser source, an acousto-optic
modulator, erbium-doped fiber optical amplifiers, optical circulators and filters, a pho-
todetector, a data acquisition unit, and 1 km of standard single-mode telecommunication
optical fiber.

Figure 1. Distributed acoustic sensor (DAS) setup for the early detection of red palm weevil infesta-
tions. The system’s key components include a laser source, acousto-optic modulator, erbium-doped
fiber amplifiers, optical circulators and filters, a photodetector, and a data acquisition unit. Adapted
from [15].

Each tested tree was wound with 5 m of optical fiber (Figure 2). Prior to field deploy-
ment, the acoustic emissions of palm tree trunks infested with weevil larvae were studied
under laboratory conditions using the same DAS setup. A pattern of sounds emitted by
the insect was recorded at each stage of its development, allowing for the characterization
of infestation-related acoustic signatures.

The signals recorded in plantation conditions were processed using a neural network,
achieving an infestation detection accuracy of 97%. This demonstrates that a fiber-optic
distributed acoustic sensor (DAS) is a feasible and highly effective solution for detect-
ing tree pests at an early stage, helping to mitigate tree destruction caused by insect
larvae infestations.

Traditional detection methods, such as visual inspections, pheromone traps, and
spot checks, often fail to identify infestations in their early stages. Other potential early
detection methods, such as X-ray imaging or trained detection dogs, are impractical for
large-scale plantations, such as those of oil palms, due to scalability limitations. Acoustic
monitoring has gained popularity as a technique for detecting insect activity within wood,
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as it enables the identification of movement and feeding sounds. Research efforts have
explored the use of contact microphones and vibration sensors for this purpose. However,
deploying traditional microphones to monitor each tree individually would be economically
unfeasible compared to a fiber-optic sensor.

Figure 2. Experimental setup for the early detection of red palm weevil larvae in plantation conditions.
The scheme illustrates the arrangement of optical fiber on trees and the deployment of the distributed
acoustic sensor (DAS) system for monitoring acoustic emissions associated with insect activity.
Adapted from [15].

Fiber-optic sensors and distributed acoustic sensing systems based on optical fibers
are becoming increasingly popular in various fields, including seismic monitoring, infras-
tructure diagnostics, and security. One key advantage of DAS technology is its ability to
monitor entire plantations or farms using a single sensor or a small number of sensing
elements. However, the application of DAS for detecting insect activity in forest ecosystems
remains a relatively new and promising research area. This is due to the fact that the sensor
requirements in biology and agriculture differ significantly from those used in fields such
as mineral extraction and perimeter security.

Currently, no reports have been found on the detection of individual insects using
fiber-optic DAS through airborne acoustic signals or direct contact between the insect and
the sensing element. Previous studies, such as the one described above, have focused
on detecting infestations by groups of larvae through their acoustic emissions within the
wood. Therefore, the objective of this study is to investigate the feasibility of registering the
acoustic signature of a single insect using a fiber-optic DAS of a “classical” design outside
of a woody environment.

This research will help evaluate the accuracy of the experimental setup and its param-
eters, as well as assess the potential of fiber-optic DAS for detecting insects through their
acoustic emissions, not only in large colonies within sound-conducting environments but
also in more diverse and less conventional settings.

The Madagascar hissing cockroach (Gromphadorhina portentosa) was selected as the
subject of this study for several reasons:

• Large size. The Madagascar hissing cockroach is one of the largest cockroach species
in the world, with some individuals reaching up to 10 cm in length;

• Ability to produce hissing sounds. This species uses hissing as its primary defense
mechanism against insectivorous predators;

• Lack of wings. Unlike many other cockroach species, Madagascar hissing cockroaches
have lost the ability to fly, as wings are unnecessary for burrowing in forest litter.
Instead, they have developed a thick and durable chitinous exoskeleton;

• Suitability for experiments. Due to their large size and wingless nature, Mada-
gascar hissing cockroaches have been widely used in scientific research. For in-

51



Sensors 2025, 25, 2101

stance, Japanese scientists selected this species for experiments in developing remote-
controlled cyborg cockroaches, as they are large enough to carry equipment without
the interference of wings [20].

2. Materials and Methods

2.1. The Madagascar Hissing Cockroach

The Madagascar hissing cockroach (Gromphadorhina portentosa) (Figure 3) is a large
tropical insect that lives on the trunks and branches of trees and bushes and feeds on green
shoots and fruits. Individuals of this species move slowly and have no wings. When
sensing danger, the cockroach freezes and makes a loud hiss. The sound is produced
by a sharp contraction of the abdomen, forcing air through the spiracles. Sound signals
are also used for intraspecific communication (for example, the fight between males for
females) [21]. This cockroach is one of the largest representatives of the cockroach family in
the world. Its body length is, on average, about 4–5 cm, but can reach 10 cm. The insect
weighs up to 40 g.

Figure 3. A male Gromphadorhina portentosa (Madagascar hissing cockroach) was used in the study.
The insect’s acoustic emissions and movements were recorded using a fiber-optic distributed acoustic
sensor (DAS).

The acoustic signature of the cockroach’s hiss spans a broad frequency range
(0.8–4.6 kHz), characterized by blurred edges, narrow peaks concentrated in the center, and
compactly arranged triangular expansions. In some cases, two or three additional peaks
appear, particularly along the high-frequency edge (Figure 4) [22].

Figure 4. Amplitude-frequency dependence of Gromphadorhina portentosa hiss at a specific point in
time. The spectrum illustrates the frequency components of the insect’s acoustic emission. Adapted
from [22].
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The spectrum of the cockroach hiss slightly changes within its duration. Moreover, it
depends on the size, age, and other features of a cockroach individual. Nevertheless, the
spectrum of Gromphadorhina portentosa hiss is quite repeatable, especially in terms of main
harmonics such as 4.9 kHz (Figure 4).

2.2. Distributed Acoustic Sensing

To better understand the principles underlying the distributed acoustic sensor used
in this study, this section presents the theoretical foundation of phase-sensitive optical
time-domain reflectometry (Φ-OTDR). Distributed phase-sensitive optical time-domain
reflectometry utilizes coherent light backscattered from an optical fiber to detect and
analyze perturbations induced by external physical fields. This technique enables real-time,
distributed acoustic sensing by continuously monitoring changes in the backscattered
signal caused by external influences along the fiber length.

The Φ-OTDR technique enables distributed acoustic sensing by utilizing coherent
Rayleigh backscattering from an optical fiber. This method is employed for detecting
and analyzing perturbations induced by external physical fields along the fiber length. It
involves injecting probe pulses from a highly coherent laser source into the sensing fiber,
where each pulse interacts with inhomogeneities in the fiber’s refractive index. These
interactions result in a scattered signal that is recorded at the fiber input and analyzed to
localize and quantify external forces acting on the fiber.

In a Φ-OTDR system similar to that used in the experiments, a probe pulse is injected
into an optical fiber that exhibits low linear losses α(x) distributed along its length. At the
initial moment t = 0, the leading edge of the pulse is positioned at the fiber input x = 0.
The probe pulse is assumed to have a rectangular shape, with I1 the peak pulse intensity
and T the pulse duration. As the pulse propagates through the fiber, it undergoes Rayleigh
backscattering due to multiple reflections from microscopic refractive index variations
that were frozen into the fiber during manufacturing. These variations can be modeled as
Rayleigh reflection centers with a relative reflectivity ∼ ρ(x), randomly distributed along
the fiber length.

At a given time t0 + T, the leading edge of the pulse reaches the fiber position

x1 =
c
n
(t0 + T), (1)

while the trailing edge is at

x0 =
c
n

t0. (2)

The light backscattered by the distributed reflection centers creates an interference
pattern within the pulse. The backscattered intensity measured at the pulse’s trailing edge
is denoted as I2(t0, x0). The complex amplitude E2(t0 + T, x0) of the electric field associated
with I2(t0 + T, x0) is given by the superposition of all backscattered fields generated by the
pulse at earlier times and arriving at x0 precisely at t0 + T. The backscattering events that
contribute to this superposition occur over a time interval between t0 +

T
2 and t0 + T. Thus,

the total backscattered electric field is

E2(t0 + T, x0) =
∫ T

2
0

E1

(
t0 + T − τ, x0 +

c
n

τ
)

ρ
(

x0 +
c
n

τ
)

dτ. (3)

Here E1(t, x) represents the complex amplitude of the probe pulse, modeled as a
segment of a monochromatic optical wave at frequency

ω0 = 2π f0 =
2π

λ0

c
n

, (4)
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where λ0 is the laser wavelength. The pulse propagates through the single-mode optical
fiber with a group velocity of c

n , following

E1(t, x) =
√

γ(x)I1 exp
{

iω0

(
t − n

c
x
)}

for t ∈
[n

c
x;

n
c

x + T
]
, x ∈ [0, L], (5)

where the integrated loss factor is expressed as

γ(x) = exp

⎛
⎝−

x∫
0

α
(

x′
)
dx′
⎞
⎠. (6)

Substituting this into the equation for E2(t0 + T, x0) results in the expressions for the
backscattered signal amplitude and intensity at the probe pulse trailing edge:

E2(t0 + T, x0) =
√

γ(x0)I1 exp
{

i
(

ω0

(
t0 + T − n

c
x0

))}∫ T
2

0
exp{−i2ω0τ}ρ

(
x0 +

c
n

τ
)

dτ, (7)

I2(t0 + T, x0) = γ(x0)I1

∫ T
2

0

∫ T
2

0
exp

{−i2ω0
(
τ − τ′)}ρ

(
x0 +

c
n

τ
)

ρ∗
(

x0 +
c
n

τ′
)

dτ dτ′. (8)

Once formed, these amplitude and intensity quantities propagate to the fiber input
without modification of the interference structure just exhibiting linear losses.

The detected intensity ID(tD), recorded at the fiber input at tD = (2t0 + T), depends
on the Rayleigh backscattering from a fiber segment

[
xD − Δ

2 , xD + Δ
2

]
, where

xD =
c

2n

(
tD − T

2

)
(9)

is the mean interval point, and the probe pulse duration T sets the spatial resolution

Δ =
c
n

T
2

(10)

of the described sensing technique.
The intensity detected at the fiber input at the moment tD can be expressed as

ID(tD) = 2I1γ2(xD)
∫ T

2
Λ

Re{exp{−i2ω0Δτ}F(Δτ, xD)}dΔτ + I1ΛF(0, xD), (11)

where the first and second terms describe the coherent and incoherent parts of the Rayleigh
scattering process.

The function

F(Δτ, xD) =
∫ T

4
−Δτ

2

−T
4
+

Δτ

2

ρ

(
xD +

c
n

(
τ +

Δτ

2

))
ρ∗
(

xD +
c
n

(
τ − Δτ

2

))
dτ (12)

is the autocorrelation function that characterizes the distribution of Rayleigh backscattering
centers in an undisturbed fiber. Importantly, for any given fiber, this function is specific
and is commonly considered the “fingerprint” of the Rayleigh sensor.

One can see that the coherent part of the detected intensity signal ID(tD) is very sensi-
tive to fluctuations of the probe laser frequency ω0 and to changes in mutual positions of
the reflection centers ∼ ρ(x). This inherent sensitivity underlies the use of the Φ-OTDR for
distributed sensing. The external perturbations affect the mutual positions of the reflection
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centers ∼ ρ(x) that, in turn, affect the signal ID(tD). To measure these perturbations, the
fiber is interrogated by periodic coherent probe pulses with the period W. When sensing
fiber is perturbated, the distribution of the reflection centers ∼ ρ(x) slightly varies. Such
perturbation does not affect the incoherent part of the detected signal but does affect its
coherent part. Mathematically, it can be expressed as a substitution of

Δτ → (1 + s(xD))Δτ (13)

into the function F(Δτ, xD), where s(xD) << 1 (∼ 10−6) is a small variable parameter
evaluating the effect of the external force on the fiber at point xD. As the external force
varies in time, it modulates s(xD, t). Therefore, the signals ID(tD,m) detected from different
consequent probe pulses express the modulation

δID(tD,m) ∼ s(xD,tD,m), (14)

where m = 0, 1, 2... is the probe pulse number. The sensitivity is expressed as

K(xD) =
dID
ds

(tD) = − dID
dω0

(tD)ω0 = −4I1γ2(xD)ω0

∫ T
2

Λ
ΔτIm{exp{−i2ω0Δτ}F(Δτ, xD)}dΔτ. (15)

Although the sensitivity K(xD) of the signal modulation δID(tD,m) to the modulation
of s(xDtD,m) depends on the fiber point xD one can see that when an external force modu-
lates s(xDtD,m) periodically, the recorded signal ID(tD,m) also exhibits periodic modulation.
This mechanism enables the extraction of acoustic spectra applied to the fiber by analyzing
the modulation patterns ID(tD,m). It is clear that to this effect, the external field modulation
frequency should be much lower than the repetition rate

R =
1

W
(16)

of the pulse interrogation. In this case processing of the signal ID(tD,m) for different points
xD along the fiber enables distributed reconstruction of the acoustic spectra applied to the
sensing fiber.

Thus, the described mechanism explains the ability of Φ-OTDR to detect weak acoustic
signals over long distances, making it a promising tool for distributed acoustic sensing
applications. Given its capability to detect weak acoustic signals across long distances, Φ-
OTDR is an ideal technique for applications such as environmental monitoring, structural
health assessment, and biological studies. In the present work, it has been applied to
analyze the acoustic emissions of a single Madagascar hissing cockroach, which underscores
the system’s high sensitivity and resolution. This demonstrates the feasibility of distributed
fiber-optic acoustic sensors in bioacoustics research, extending their applications beyond
conventional industrial and security domains.

2.3. Experimental Setup

A laboratory-based fiber-optic distributed acoustic sensor (DAS) was used for the
experiments. Its operating principle is based on Φ-OTDR with direct detection (without
phase extraction). This design enables the recording of acoustic signals within the target
frequency range (200–5000 Hz) with acceptable quality. Additionally, the use of a pulsed
current-driven laser, along with the absence of an optical modulator and fiber Bragg
gratings, reduces both setup costs and sensitivity to environmental disturbances. The
implementation of a low-cost system design [23–25] is particularly important for expanding
the use of distributed fiber-optic sensors in biology and agriculture.
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The system utilized a GSPF 053 arbitrary waveform generator (Rudnev-Shilyaev, LLC,
Moscow, Russia) to generate current pulses with a duration of 40 ns and a repetition
period of 11 μs. These pulses were fed into a pulsed laser source (DL-BF12-CLS101B-
S1550, DenseLight Semiconductors, Singapore), which had an output power of 10 mW, a
wavelength of 1550 nm, and a bandwidth of 5 kHz. The laser converted the electrical pulses
into optical pulses, which were subsequently amplified to 30.5 mW by an erbium-doped
fiber amplifier (AEDFA-23-M-FA, Amonics Ltd., Hong Kong, China). The amplified pulses
were then injected into the sensing element—Corning SMF-28 optical fiber—through an
optical circulator (Advanced Fiber Resources, Ltd., Zhuhai, China).

Within the fiber, due to inherent refractive index inhomogeneities [26], light pulses
underwent Rayleigh scattering. Given the narrow laser bandwidth, the scattered light
components within each pulse length interfered with one another [27]. The time-domain
amplitude of the resulting backscattered signal depended on the distribution, quantity, and
size of inhomogeneities along the fiber. A portion of this backscattered light traveled back
to the fiber’s input end, where it was redirected via an optical circulator to an Amonics
AEDFA-35-M-PA erbium-doped fiber preamplifier (Amonics Ltd., Hong Kong, China). The
preamplified backscattered signal, reaching a power of 1.99 mW, was detected by a Thorlabs
PDA 10D-EC photodetector (Thorlabs Inc., Newton, NJ, USA) and then digitized using
a La-n1usb analog-to-digital converter (ADC) (Rudnev-Shilyaev LLC, Moscow, Russia)
before being processed on a personal computer (Figure 5).

Figure 5. The distributed acoustic sensor (DAS) setup used in the experiment. In contrast to setup
from [15], it does not require the use of acousto-optic modulator, its driver, and a fiber Bragg
grating filter.

The ADC operated at a sampling frequency of 500 MHz, corresponding to a spatial
resolution of approximately 0.2 m, and featured a buffer capacity that allowed continuous
acquisition of up to 762 traces. The unprocessed output signal represented the dependence
of scattering intensity on time for each point along the optical fiber. When an acoustic
signal was present, it modulated both the position and magnitude of refractive index
inhomogeneities within the optical fiber at that location, with the modulation occurring at
the same frequency as the acoustic signal itself. Consequently, the Rayleigh backscattered
signal from this location was also modulated at the same frequency. By utilizing knowledge
of the speed of light in the given optical fiber and applying a fast Fourier transform (FFT),
it was possible to determine the location, amplitude, and frequency of the acoustic signal
affecting the fiber. The design of the sensing element (Figure 6) plays a crucial role in
optimizing signal detection and requires a detailed description.
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Figure 6. Photograph of the experimental setup, showing the sensing element and the Gromphadorhina
portentosa (Madagascar hissing cockroach) used in the study. The fiber-optic sensor was configured to
detect and analyze the insect’s acoustic emissions and movements.

For high-quality signal detection using a distributed acoustic sensor (DAS), the optical
fiber must be in direct physical contact with the insect under study. Since the objective was
not only to record the acoustic signals emitted by the insect but also to localize its position
within a defined area, it was essential to ensure that physical contact between the insect
and the fiber-optic sensor could occur at any point within the sensing region. This was
achieved by using a standard single-mode optical fiber with an acrylate coating, and an
outer diameter of 250 μm was arranged in a spiral configuration on a flat surface. Thus, the
fiber used was bare (not cabled), and the expected sensitivity of the system was relatively
high. The method for forming the fiber-optic spiral was as follows. A 30 cm diameter vinyl
record was used as the sensing platform. This choice allowed the setup to be installed on
a music player flywheel, enabling controlled rotation of the record if needed. To securely
attach the optical fiber to the disk, a double-sided adhesive tape with a polypropylene base
(50 mm × 10 m) was used. This tape featured an adhesive layer on both sides, providing
a strong yet manageable connection between the vinyl record and the optical fiber. The
attachment process involved fully covering the surface of the vinyl record with one side of
the adhesive tape. The protective layer on the exposed adhesive side was then gradually
removed as the optical fiber was affixed in concentric circles, starting from the center of
the record and moving outward toward the perimeter. The most labor-intensive step was
ensuring a secure and precise placement of the fiber at the contact points with both the
adhesive tape and the previously adhered fiber loops. A rod tool with a smooth convex
end was used to press the fiber against the adhesive at a 45-degree angle to the record’s
surface to achieve this. This approach allowed one hand to fix the fiber’s contact point
while the other hand rotated the record, ensuring an even and tightly packed spiral pattern.
The individual fiber loops were positioned as closely as possible to maximize the sensing
area. Approximately 200 m of optical fiber were successfully placed onto the vinyl record
using this method, forming a compact and efficient sensing element.
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The sensing element was fusion-spliced at both ends to two buffer sections of single-
mode fiber wound on transport spools, each approximately 400 m long. This was carried
out to prevent dead zones in the DAS system, which are caused by strong signal reflections
at both the input and output, from interfering with the studied area. Additionally, to
minimize light reflections at the fiber output, the fiber end was immersed in a container
filled with glycerin, effectively reducing unwanted optical feedback. The sensor’s perimeter
was enclosed within the casing of the optical fiber transport spool to restrict the insect’s
movement during the experiment. This ensured that the insect remained within the
designated sensing area, allowing for accurate measurements. For precise localization of
the insect relative to the sensing element, proper data processing was required. The dense
spiral arrangement of the optical fiber on the vinyl record, as described earlier, follows the
geometry of an Archimedean spiral (Figure 7). A key property of this spiral is that any
radial line drawn from the center intersects successive turns of the spiral at equidistant
points, with this spacing referred to as the spiral pitch. This property plays a crucial role in
interpreting the insect’s position within the sensing area.

Figure 7. Archimedean spiral in the polar coordinate system. The spiral represents the layout of the
fiber-optic sensing element used in the experiment, where each successive turn is equidistant from
the previous one, enabling accurate localization of acoustic events.

The equation of an Archimedean spiral in the polar coordinate system is given by:

ρ =
a

2π
ϕ, (17)

where ρ is the radius, ϕ is the angle in radians, a is the spiral path, representing the radial
displacement per full revolution. Since the developed data processing program outputs the
image as colored pixels, it is more convenient to express Equation (17) in parametric form:

{
x = ρ cos(ϕ)

y = ρ sin(ϕ)

}
, (18)

where x and y represent the pixel coordinates in the Cartesian plane. When constructing
the sensing element model, the initial and final values of the spiral radius and its pitch
are defined in the program. The spiral is generated by incrementing the angle ϕ in small
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steps (0.01 rad), causing a gradual increase in the radius ρ until it reaches its final value.
Simultaneously, the arc length l of the optical fiber laid in the spiral accumulates as:

dρ =
a

2π
dϕ. (19)

dl =
a

2π

√
1 + ϕ2dϕ. (20)

Each arc segment of the spiral is assigned an RGB color value corresponding to the
normalized amplitude of the acoustic signal recorded at that specific location. The color of
the i-th section of the spiral is expressed as:

{255A[i]; 0; 255(1 − A[i])}, (21)

where A represents a set of normalized signal amplitude values recorded by the fiber sensor.
Thus, when visualizing the data, the program colors sections of the fiber spiral where the
acoustic signal amplitude is maximum in red, while sections with minimal amplitude are
colored blue.

3. Results and Discussion

The insect under study, a male Madagascar hissing cockroach measuring 65 mm in
length and weighing 27 g, was placed onto the sensor element. Initially, the cockroach
exhibited minimal movement; however, after an adaptation period of approximately 10 min,
it began to move slowly across the sensor surface. The observed movement trajectory was
primarily concentrated near the outer radius of the plate. This behavior suggests that
in an unfamiliar environment with an unstable surface for movement, the insect was
drawn toward potential escape routes or attempted to use the inner surface of the spool
casing as a shelter. The fiber trace was visualized in real time on the system display. It is
important to note that slow movements (approximately up to 1 cm/s) were barely visible
on the spatial scan, likely due to the lower amplitude of the resulting acoustic signal.
To analyze the cockroach’s response to external stimuli, hissing and rapid movements
were induced multiple times during the experiment. The resulting signal, recorded and
processed according to the previously described methodology, is presented in Figure 8.

The output data from distributed acoustic sensing (DAS) systems are most effectively
represented in frequency-distance-amplitude coordinates. This visualization method allows
a single image to encapsulate all key characteristics of the acoustic signals detected by
the sensor. In the low-frequency region, it is evident that the entire sensing element
exhibits an elevated noise background compared to the buffer spools. This background
noise is independent of the presence of the insect on the sensing element. The most likely
explanation for this phenomenon is that the current sensor design functions as a highly
responsive membrane, efficiently transmitting vibrations from the optical table, including
minor oscillations from auxiliary equipment. Despite this, the background noise did not
interfere with obtaining the desired results. On the contrary, its localized presence in the
low-frequency region allows for a preliminary estimation of the insect’s position relative
to the entire sensing element. Figure 8 confirms that the insect remained closer to the
outer edge of the sensing element. This conclusion is supported by the fact that the first
buffer spool was fusion-spliced to the center of the spiral-laid fiber, while the second spool
was connected to its outermost part. Additionally, the recorded data show interference
propagating along the entire fiber length, including the buffer spools, at approximately
5000 Hz. This interference is likely of electrical origin and will not be considered in further
analysis. Importantly, its presence does not obstruct the detection of the insect’s acoustic
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signature, as the useful signal level remains higher than the average noise level in the
affected region. Figure 9a shows the acoustic spectrum of the studied insect hiss signal
inherent in the spatial cross-section at a distance of 542.2 m, as well as the spectrum of
external noise recorded at this location in the absence of an insect. Notably, the signal
shape in this frequency range closely resembles previously reported data (see Figure 4).
The dominant frequency peaks observed at 100, 1500, 3300, and 4500 Hz align well with the
spectrogram of the insect’s hiss, which was independently recorded using a smartphone
(SM- A536E/DS, Samsung Electronics Co., Ltd., Suwon, Republic of Korea) during the
experiment (Figure 9b).

Figure 8. Hissing and rapid movement of a Gromphadorhina portentosa (Madagascar hissing cockroach)
recorded using the distributed acoustic sensor (DAS). The figure illustrates the acoustic signals
generated by the insect’s hissing and physical interaction with the fiber-optic sensing element.

The frequency spectrum recorded by the fiber-optic sensor contains a limited number
of data points. This is due to the relatively small number of available time-domain samples,
which are recorded sequentially and continuously. The primary constraint stems from
the limited buffer capacity of the ADC, making it a hardware limitation inherent to the
current system design. This limitation could be mitigated by using an ADC with a larger
buffer and improved specifications. However, it is important to consider that upgrading
the ADC would increase the overall cost of the setup. Despite this constraint, the system
remains capable of recording and distinguishing the most characteristic frequencies of
the acoustic signals generated by the insect (Figure 9). Additionally, the time-domain
representation of the insect’s acoustic signal, presented in Figure 10, may provide further
insights into the temporal dynamics of its sound production. Considering it, together with
the spectrum analysis of this signal and background noise, one can distinguish between
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the frequency components generated by the insect and those resulting from environmental
or equipment-related noise.

Figure 9. (a) Frequency spectra of the hiss and external noise recorded at a distance of 542.2 m
along the fiber, showing the acoustic response detected by the distributed acoustic sensor (DAS);
(b) spectrogram of the Gromphadorhina portentosa hiss recorded using a smartphone, serving as a
reference for comparison.

Figure 10. Time-domain representation of the signal recorded at 542.2 m along the fiber (correspond-
ing frequency-domain representation can be found in Figure 9a). The plot illustrates the temporal
characteristics of the acoustic signal detected by the distributed acoustic sensor (DAS), corresponding
to the hissing and movement of Gromphadorhina portentosa.
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The dip at the beginning of the signal in Figure 10, as well as the low-frequency peak
around 100 Hz observed in Figures 8 and 9, is likely not directly related to the hissing sound
produced by the cockroach. Instead, it is presumably associated with the insect’s rapid
movement, which typically coincides with hissing. This suggests that the recorded signal
includes components resulting from the physical contact of the insect’s legs with the optical
fiber rather than purely airborne acoustic emissions. As previously mentioned, the elevated
low-frequency noise level detected by the sensing element facilitated signal localization
within the sensor’s output data (Figure 11) and provided an approximate estimation of the
cockroach’s position (Figure 8).

Figure 11. Frequency-domain cross-section of the data from Figure 8 at 119.3 Hz. Red arrows with
captions indicate the location of the sensing element along the setup fiber optic part and studied
insect on it.

The sensing element exhibited higher noise sensitivity compared to the buffered fiber,
which not only facilitated precise detection of acoustic signals but also allowed for an
accurate determination of the fiber length laid in a spiral on the vinyl record: 192.25 m. This
information was crucial for calibrating the program responsible for localizing the sound
source along the spiral. The output data from the localization program, which maps the
detected effect relative to the sensing element, are presented in Figure 12.

The fiber transport spool casing, which restricted the insect’s movement, had a di-
ameter of approximately 23 cm. Figure 12 confirms that the system successfully detected
and localized the cockroach’s movements and sounds near the casing. However, the lo-
calization accuracy was inherently limited to the diameter of the circular region within
which the impact was registered. The circumference of this circular region is approximately
0.6 m, which is significantly shorter than the 8 m light pulse length generated by the laser.
This suggests that, in this case, the accuracy of impact localization is primarily limited
by the ADC sampling rate rather than the pulse length. As previously noted, the ADC
sampling rate used in this setup results in a spatial resolution of 20 cm. Consequently, the
acoustic signal produced by the insect was captured in only three ADC samples, limiting
the precision of its localization. The cockroach was not harmed during the experiments.
After the study, it was returned to an optimal environment.

Considering the length of the fiber segment within which the cockroach’s hissing
was detected (0.6 m) and assuming the insect acts as a pointwise acoustic source, one can
conclude that the system’s localization precision is roughly 0.3 m along the fiber length. This
value is in reasonable agreement with the system’s spatial resolution of 0.2 m. Localization
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precision in polar coordinates can also be considered. Thus, the radial localization precision
is significantly high—comparable to the diameter of a single spiral layer (approximately
250–300 μm)—while the angular localization error is relatively large, up to 180 degrees,
due to the symmetric nature of the spiral layout.

Figure 12. Localization of the Gromphadorhina portentosa (Madagascar hissing cockroach) acoustic
signal relative to the sensing element. The distributed acoustic sensor (DAS) detected and mapped
the insect’s hissing and movement, demonstrating the system’s capability to determine the sound
source position.

4. Conclusions

Despite the aforementioned limitations, primarily related to the ADC characteristics
and signal noise, the fiber-optic sensor and the proposed sensing element design success-
fully demonstrated the ability to record the acoustic signature of a single insect. Future
research will focus on determining which parameter contributes more significantly to the
inaccuracy in localizing the sound source and estimating the impact length on the fiber.
The current laser source is incapable of producing light pulses shorter than 20 ns, while
the ADC sampling rate could potentially be increased to 2 GHz. However, this would
significantly reduce the volume of continuously recorded data, a limitation that could be
mitigated by reducing the length of the optical fiber connected to the sensor. The successful
recording of an acoustic signal from a single insect marks an important step in the devel-
opment of new applications for fiber-optic acoustic sensors. Previous studies have either
recorded entire insect colonies or individual subjects of considerably larger size and weight,
which inherently emit higher-intensity acoustic vibrations. To extend this technique to
even smaller organisms than the Madagascar hissing cockroach, enhancements in system
sensitivity and signal processing will be necessary. International research efforts suggest
that neural networks may play a key role in optimizing signal detection and analysis. Ad-
ditionally, an important hardware modification would be to implement a hybrid detection
scheme, enabling the extraction of optical phase information instead of merely measuring
signal intensity.
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The approach tested in this study, utilizing the Madagascar hissing cockroach, serves as
a foundation for future research and the development of methods for species identification
and invasive species detection. While previous studies have monitored insects acoustically,
they have relied on conventional hardware that records sound at a single point where
the insect is localized or fixed. In contrast, the fiber-optic sensor in this study not only
records sound waves emitted by the insect but also localizes them on a plane. This work
paves the way for distributed monitoring of insect habitats created by humans. Beyond
agricultural plantations vulnerable to pest infestations [28], potential applications include
beehive monitoring. The global decline in bee populations is an increasingly urgent issue,
and recent studies have begun investigating bee behavior through acoustic analysis [29].
The approach demonstrated in this study could significantly enhance the functionality of
such research, contributing to the broader field of bioacoustics and ecological monitoring.

Future research will also focus on signal processing and impact classification. Pre-
sumably, two main challenges must be addressed to achieve this goal. The first is the
accurate classification of interference caused by equipment operation or other background
sources. This interference can be identified by analyzing signal spectra using Fourier and
wavelet transforms, as well as by decomposing the signal into components using empirical
mode decomposition (EMD) and variational mode decomposition (VMD). To enhance the
signal-to-noise ratio, dynamic filtering techniques such as Frequency Domain Dynamic
Averaging (FDDA) and Activation Function Dynamic Averaging (AFDA), developed and
tested by our research group, will be applied. Once a satisfactory signal-to-noise ratio is
achieved, neural network-based recognition methods will be employed. As demonstrated
in studies on the red palm weevil, neural networks can be trained in controlled laboratory
conditions and later applied in the field to detect and classify acoustic signatures of specific
biological targets in the presence of diverse ambient noise.

Author Contributions: Conceptualization, Y.A.K.; methodology, A.G.V.; software, A.T.T., and E.E.T.;
validation, A.G.V. and A.T.T.; formal analysis, A.T.T.; investigation, A.T.T.; resources, G.F.M. and
A.G.V.; data curation, A.T.T.; writing—original draft preparation, A.T.T., Y.A.K., E.E.T., G.F.M. and
A.G.V.; writing—review and editing, D.A.K., A.A.F. and Y.A.K.; visualization, A.T.T. and E.E.T.;
supervision, Y.A.K. and A.A.F.; project administration, Y.A.K. and A.A.F.; funding acquisition, Y.A.K.,
A.T.T., D.A.K. and A.A.F. All authors have read and agreed to the published version of the manuscript.

Funding: Sections 1 and 3 were performed as a part of State Assignment No. 122031100058-3;
Sections 2.3 and 4 were carried out within the framework of State Assignment No. 124020600009-2;
Section 2.2 was supported by the Russian Science Foundation (Grant No. 23-79-30017).

Data Availability Statement: The data reported in this manuscript are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest. The funders had no role in the
design of the study, in the collection, analyses, or interpretation of data, in the writing of the
manuscript, or in the decision to publish the results.

References

1. Chernutsky, A.O.; Gritsenko, T.V.; Zhirnov, A.A.; Orekhov, I.O.; Sazonkin, S.G.; Khan, R.I.; Dvoretskiy, D.A.; Pnev, A.B. Ultrashort
pulse laser based Raman DTS for midrange FUT high spatial resolution measurements. In Proceedings of the 2024 International
Conference Laser Optics (ICLO), Saint-Petersburg, Russia, 1–5 July 2024; p. 334.

2. Gritsenko, T.V.; Chesnokov, G.Y.; Koshelev, K.I.; Khan, R.I.; Stepanov, K.V.; Valba, O.V.; Chernutsky, A.O.; Svelto, C.; Zhirnov,
A.A.; Pnev, A.B.; et al. Optical Fiber Sensor for Real-Time Monitoring of Industrial Structures and Application to Urban
Telecommunication Networks. In Proceedings of the 2023 IEEE International Conference on Metrology for eXtended Reality,
Artificial Intelligence and Neural Engineering (MetroXRAINE), Milano, Italy, 25–27 October 2023; pp. 383–388.

3. Tkachenko, A.Y.; Lobach, I.A.; Kablukov, S.I. Coherent Optical Frequency Reflectometry Based on a Fiber Self-Scanning Laser:
Current Status and Development Prospects. Instrum. Exp. Tech. 2023, 66, 730–736. [CrossRef]

64



Sensors 2025, 25, 2101

4. Taranov, M.A.; Gorshkov, B.G.; Alekseev, A.E.; Konstantinov, Y.A.; Turov, A.T.; Barkov, F.L.; Wang, Z.; Zhao, Z.; Zan, M.S.D.;
Kolesnichenko, E.V. Optical Reflectometry, Metrology, and Sensing. Present and Future. Instrum. Exp. Tech. 2023, 66, 713–729.
[CrossRef]

5. Ashry, I.; Mao, Y.; Wang, B.; Hveding, F.; Bukhamsin, A.Y.; Ng, T.K.; Ooi, B.S. A Review of Distributed Fiber–Optic Sensing in the
Oil and Gas Industry. J. Light Technol. 2022, 40, 1407–1431.

6. Ellmauthaler, A.; LeBlanc, M.; Bush, J.; Willis, M.E.; Maida, J.L.; Wilson, G.A. Real-time DAS VSP acquisition and processing on
single-and multi-mode fibers. IEEE Sens. J. 2020, 21, 14847–14852. [CrossRef]

7. Ren, L.; Jiang, T.; Jia, Z.G.; Li, D.S.; Yuan, C.L.; Li, H.N. Pipeline corrosion and leakage monitoring based on the distributed
optical fiber sensing technology. Measurement 2018, 122, 57–65.

8. Liang, S.; Zhang, C.; Lin, W.; Li, L.; Li, C.; Feng, X.; Lin, B. Fiber-optic intrinsic distributed acoustic emission sensor for large
structure health monitoring. Opt. Lett. 2009, 34, 1858–1860.

9. Stepanov, K.V.; Zhirnov, A.A.; Sazonkin, S.G.; Pnev, A.B.; Bobrov, A.N.; Yagodnikov, D.A. Non-invasive acoustic monitoring of
gas turbine units by fiber optic sensors. Sensors 2022, 22, 4781. [CrossRef]

10. Markvart, A.A.; Liokumovich, L.B.; Ushakov, N.A. Fiber optic SMS sensor for simultaneous measurement of strain and curvature.
Tech. Phys. Lett. 2022, 48, 34.

11. Anoshkin, A.N.; Voronkov, A.A.; Kosheleva, N.A.; Matveenko, V.P.; Serovaev, G.S.; Spaskova, E.M.; Shardakov, I.N.; Shipunov,
G.S. Measurement of inhomogeneous strain fields by fiber optic sensors embedded in a polymer composite material. Mech. Solids
2016, 51, 542–549. [CrossRef]

12. Lu, X.; Chruscicki, S.; Schukar, M.; Münzenberger, S.; Krebber, K. Application of intensity-based coherent optical time domain
reflectometry to bridge monitoring. Sensors 2022, 22, 3434. [CrossRef]

13. Juarez, J.C.; Taylor, H.F. Field test of a distributed fiber-optic intrusion sensor system for long perimeters. Appl. Opt. 2007, 46,
1968–1971. [CrossRef] [PubMed]

14. Jabidin, H.Z.; Ibrahim, S.A.; Zan, M.S.D.; Musa, S.M.A.; Mansoor, A.; Ngo, H.Y.; Aziz, N.A.A.; Choo, K.Y.; Bakar, A.A.A.;
Mokhtar, M.R.B.; et al. Review on Digital Signal Processing (DSP) Algorithm for Distributed Acoustic Sensing (DAS) for Ground
Disturbance Detection. Int. J. Integr. Eng. 2024, 16, 102–113.

15. Ashry, I.; Mao, Y.; Al-Fehaid, Y.; Al-Shawaf, A.; Al-Bagshi, M.; Al-Brahim, S.; Ng, T.K.; Ooi, B.S. Early detection of red palm
weevil using distributed optical sensor. Sci. Rep. 2020, 10, 3155. [CrossRef] [PubMed]

16. Khait, I.; Lewin-Epstein, O.; Sharon, R.; Saban, K.; Goldstein, R.; Anikster, Y.; Zeron, Y.; Agassy, C.; Nizan, S.; Sharabi, G.; et al.
Sounds emitted by plants under stress are airborne and informative. Cell 2023, 186, 1328–1336. [CrossRef]

17. Glaser, D.R.; Costley, R.D.; Hathaway, K.; Boitnott, G.; Weale, J. Snow coupled distributed acoustic sensing for intrusion detection
of polar bears in arctic camps. In Symposium on the Application of Geophysics to Engineering and Environmental Problems 2021; Society
of Exploration Geophysicists: Houston, TX, USA, 2021; p. 262.

18. Zhu, T.; Stensrud, D.J. Characterizing thunder-induced ground motions using fiber-optic distributed acoustic sensing array. J.
Geophys. Res. Atmos. 2019, 124, 12810–12823. [CrossRef]

19. Morozov, O.; Tunakova, Y.; Hussein, S.M.; Shagidullin, A.; Agliullin, T.; Kuznetsov, A.; Valeev, B.; Lipatnikov, K.; Anfinogentov,
V.; Sakhabutdinov, A. Addressed combined fiber-optic sensors as key element of multisensor greenhouse gas monitoring systems.
Sensors 2022, 22, 4827. [CrossRef]

20. Kakei, Y.; Katayama, S.; Lee, S.; Takakuwa, M.; Furusawa, K.; Umezu, S.; Sato, H.; Fukuda, K.; Someya, T. Integration of
body-mounted ultrasoft organic solar cell on cyborg insects with intact mobility. NPJ Flex. Electron. 2022, 6, 78. [CrossRef]

21. Nelson, M.C.; Fraser, J. Sound production in the cockroach, Gromphadorhina portentosa: Evidence for communication by hissing.
Behav. Ecol. Sociobiol. 1980, 6, 305–314. [CrossRef]

22. Clark, D.C.; Moore, A.J. Social communication in the Madagascar hissing cockroach: Features of male courtship hisses and a
comparison of courtship and agonistic hisses. Behaviour 1995, 132, 401–417. [CrossRef]

23. Escobedo, J.B.; Spirin, V.V.; López-Mercado, C.A.; Lucero, A.M.; Mégret, P.; Zolotovskii, I.O.; Fotiadi, A.A. Self-injection locking of
the DFB laser through an external ring fiber cavity: Application for phase sensitive OTDR acoustic sensor. Results Phys. 2017, 7,
641–643. [CrossRef]

24. Escobedo, J.B.; Jason, J.; López-Mercado, C.A.; Spirin, V.V.; Wuilpart, M.; Mégret, P.; Korobko, D.A.; Zolotovskiy, I.O.; Fotiadi,
A.A. Distributed measurements of vibration frequency using phase-OTDR with a DFB laser self-stabilized through PM fiber ring
cavity. Results Phys. 2019, 12, 1840–1842.

25. Lopez-Mercado, C.A.; Korobko, D.A.; Zolotovskii, I.O.; Fotiadi, A.A. Application of dual-frequency self-injection locked DFB
laser for Brillouin optical time domain analysis. Sensors 2021, 21, 6859. [CrossRef] [PubMed]

26. Lu, P.; Lalam, N.; Badar, M.; Liu, B.; Chorpening, B.T.; Buric, M.P.; Ohodnicki, P.R. Distributed optical fiber sensing: Review and
perspective. Appl. Phys. Rev. 2019, 6, 041302. [CrossRef]

65



Sensors 2025, 25, 2101

27. Martins, H.F.; Martin-Lopez, S.; Corredera, P.; Filograno, M.L.; Frazão, O.; González-Herráez, M. Coherent noise reduction in
high visibility phase-sensitive optical time domain reflectometer for distributed sensing of ultrasonic waves. J. Light. Technol.
2013, 31, 3631–3637.

28. Wang, B.; Mao, Y.; Ashry, I.; Al-Fehaid, Y.; Al-Shawaf, A.; Ng, T.; Yu, C.; Ooi, B. Towards Detecting Red Palm Weevil Using
Machine Learning and Fiber Optic Distributed Acoustic Sensing. Sensors 2021, 21, 1592. [CrossRef]

29. Abdollahi, M.; Giovenazzo, P.; Falk, T.H. Automated beehive acoustics monitoring: A comprehensive review of the literature and
recommendations for future work. Appl. Sci. 2022, 12, 3920. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

66



Article

Detailed Determination of Delamination Parameters in a
Multilayer Structure Using Asymmetric Lamb Wave Mode

Olgirdas Tumšys *, Lina Draudvilienė and Egidijus Žukauskas
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Abstract: A signal-processing algorithm for the detailed determination of delamination in
multilayer structures is proposed in this work. The algorithm is based on calculating the
phase velocity of the Lamb wave A0 mode and estimating this velocity dispersion. Both
simulation and experimental studies were conducted to validate the proposed technique.
The delamination having a diameter of 81 mm on the segment of a wind turbine blade (WTB)
was used for verification of the proposed technique. Four cases were used in the simulation
study: defect-free, delamination between the first and second layers, delamination between
the second and third layers, and defect (hole). The calculated phase velocity variation in
the A0 mode was used to determine the location and edge coordinates of the delaminations
and defects. It has been found that in order to estimate the depth at which the delamination
is, it is appropriate to calculate the phase velocity dispersion curves. The difference in the
reconstructed phase velocity dispersion curves between the layers simulated at different
depths is estimated to be about 60 m/s. The phase velocity values were compared with the
delamination of the second and third layers and a hole drilled at the corresponding depth.
The obtained simulation results confirmed that the drilled hole can be used as a defect
corresponding to delamination. The WTB sample with a drilled hole of 81 mm was used in
the experimental study. Using the proposed algorithm, detailed defect parameters were
obtained. The results obtained using simulated and experimental signals indicated that the
proposed new algorithm is suitable for the determination of delamination parameters in a
multilayer structure.

Keywords: non-destructive testing; Lamb waves; delamination parametrization; phase
velocity dispersion curve; finite element modelling; wind turbine blade; zero-crossing

1. Introduction

Recently, composite materials have been used in a wide range of structures to reduce
weight and increase strength. A composite material is a combination of several materials
that have different mechanical, electrical, and thermal properties [1]. Therefore, this type of
material has great advantages such as low overall cost, high strength-to-weight ratio, design
flexibility, directional properties, and resistance to corrosion, high temperature, and severe
fatigue [2–4]. However, the combination of several materials leads to inhomogeneity and an
anisotropic nature, which poses a serious problem for the effective detection of defects [5,6].
Since, in practice, these advanced composite materials are susceptible to a variety of
internal damage [7,8], which can occur during operation or during manufacture, the
identification of such defects becomes a complex process [4,9]. It is therefore very important
to detect, diagnose, and prognose these damages at an early stage before they propagate
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to major damage and reach catastrophic failure [8,10]. Delamination is named as one of
the most common defects contributing to the degradation of the mechanical properties
of these materials, which can lead to the failure of the overall composite component [1].
One of the important aspects of delamination detection in a composite structure is to
predict the size of the delamination and at what depth it exists [11]. The delamination
can be inspected by techniques that require investigation through the thickness of the
structure. Thus, different approaches are required for the estimation of delamination
and defects in such types of structures, especially in the case of complex objects under
investigation [12]. Non-destructive testing (NDT) and Structural Health Monitoring (SHM)
technologies are commonly used for the evaluation of the condition status of complex
objects [10,12]. The application of these two technologies generally consists of two parts.
First, a measurement system is used to excite and receive waves. Second, data analysis is
performed using appropriate signal processing techniques [8,10]. Thus, special techniques
are continuously being developed to increase the probability of detecting a fault with a high
level of confidence [1]. For the qualitative assessment of multilayer materials, the ultrasonic
guided wave-based method [5,8,13,14], acoustic emission (AE) [15], electromechanical
impedance (EMI) [16], computed tomography (CT), microwave, thermography, radioscopy,
eddy currents, and other techniques are used [12,17–19]. Among them, the Ultrasonic
Lamb Wave (ULW) method has been extensively investigated regarding the detection of
delamination and has been identified as one of the most reliable and promising methods
with good results [3,13,14,20–22].

Lamb waves are elastic waves created by the motion of particles between the top
and bottom surfaces of the plate and propagation between these boundaries. Thus, these
waves are more sensitive to various kinds of defects, can travel long distances, have a large
detection area, have superior inspection sensitivity, and require minimal equipment [23].
This means that the propagation characteristics of Lamb waves in a specific medium contain
information about the current state of the structure, possible defects, and their location.
Therefore, various Signal Processing Methods (SPMs) have been developed to extract and
parameterize Lamb wave signals, which contain a wide variety of useful information. Thus,
data analysis can be implemented through multi-dimensional Fourier transform, Wavelet
Transform (WT), Wigner–Ville Distribution (WVD), Hilbert–Huang transform (HHT), and
other methods [24–29].

However, despite all the good features of Lamb waves, the application of such waves
has some limitations due to the unusual propagation characteristics in a specific medium.
The phenomenon of dispersion, the infinite number of modes, interference, and the mode
conversation are main unusual wave characteristics that make defect and/or delamination
detection and parameterization difficult [23,30,31]. Thus, in the general case, the prop-
agation of Lamb waves depends on the elastic properties, density, and thickness of the
test material and the frequency of the excited wave and is described by Rayleigh–Lamb
equations [5,32] represented by families of dispersion curves. For isotropic plates, this
propagation is straightforward and can be described in a simple way. However, if the Lamb
waves propagate in a multilayer composite structure, their propagation process becomes
more complicated. The propagation of waves depends on the parameters of the individual
layers and the interaction between their surfaces [9]. Thus, by knowing the parameters of
the individual layers and considering the position of the layers relative to each other, it is
possible to calculate the dispersion curves for the propagation velocity of Lamb waves. The
calculated velocity of the dispersion curve can thus parameterize the layering.

The aim of this research is to propose a signal-processing algorithm for the detailed
determination of delamination parameters in a multilayer structure and to investigate the
feasibility of the proposed method for determining delaminations at different depths.
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In this paper, Section 2 introduces the methodology for detecting delaminations using
Lamb waves, the algorithm for delamination parametrization, and the processing of finite
element modelled signals. Section 3 describes the experimental study. Section 4 concludes
this paper.

2. Methodology for Detecting Delamination’s Using Lamb Waves

2.1. Dispersion Theory of Lamb Waves for Composite Structures with Delamination’s

As mentioned in the introduction, Lamb waves are very sensitive to any changes in a
structure. Thus, at the point of layering, the structure becomes thinner, which means that
the geometry of the structure changes. In this case, if delamination occurs between layers,
the propagation of Lamb waves should change. To confirm such a theory, an example is
chosen which is a three-layer Glass Fiber-Reinforced Plate (GFRP), where the thickness of
the individual layers is d1 = d2 = d3 = 5 mm (Figure 1a). The parameters of the layers of
the chosen plate are the same: density ρ = 1828 kg/m3, Young’s modulus E1 = 42.5 GPa,
Young’s modulus E2 = 10 GPa, Poisson’s ratio ν12 = 0.26, Poisson’s ratio ν23 = 0.4, and in-
plane shear modulus G12 = 4.3 GPa. Two cases of delamination are considered at different
depths between layers. In the first case, there is a delamination of width dl1 between the
first and second layers at depth dd1, and in the second, there is a delamination of width
dl2 between the second and third layers at depth dd2, as shown in Figure 1a. In order to
evaluate the Lamb wave propagation in a multilayer GFRP with delaminations at different
depths, the phase velocity dispersion curves were calculated using the semi-analytical
finite element (SAFE) method [33]. The phase velocity dispersion curves calculated by
the SAFE method in the defect-free region and in both selected delamination regions are
shown in Figure 1b.

(a) (b) 

Figure 1. Three-layer GFRP with delaminations between the different layers (a) and phase velocity
dispersion curves in defect-free and defective regions calculated by the SAFE method (b); black lines
are dispersion curves in the defect-free region, and red and blue lines are in the first and second
regions of delaminations.

Analysis of the obtained phase velocity dispersion curves leads to several conclusions.
Firstly, it is observed that only the fundamental A0 and S0 modes propagate in the lower
frequency ranges. The cut-off frequency of the higher modes is approximately 50 kHz
(Figure 1b). Secondly, the resulting dispersion curves show that changes in geometric
thickness in delamination regions affect the phase velocity of the A0 mode in the lower
frequency region. In contrast, the S0 mode is more sensitive to these changes at higher
frequencies (Figure 1b). Therefore, for further study, the A0 mode at the 50 kHz frequency
range is chosen for the study. The higher reduction in the phase velocity of A0 mode at
the 50 kHz frequency range is obtained when the delamination is between the first and
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second layers at depth dd1 (Figure 1b, red line). Meanwhile, a smaller change in phase
velocity is observed when analyzing the delamination of width dl2 between the second and
third layers at depth dd2 (Figure 1b, blue line). Thus, the calculation of the phase velocity
dispersion curves could be a parameter for the determination of the depth of layering.

The change in the phase velocity of the A0 mode at low frequencies was used by the
authors [34] to determine the geometric dimensions (width) of the internal defect of the
WTB. Thus, in order to determine, in detail, the parameters of defects and delaminations in
a multilayer structure, it is necessary to know not only the area but also the depth at which
they are located. A new signal-processing algorithm is therefore developed after using the
already described methods [9,33] of digital signal processing, enabling the determination
of the location and geometric dimensions of delamination defects. A detailed description
of this algorithm is provided in the following subsection.

2.2. Algorithm for Delamination Parametrization

A signal-processing algorithm based on the estimation of phase velocity variations
in the A0 mode is proposed to determine the size, location, and depth of a delamination
in a multilayer structure. The flow chart of the proposed signal-processing algorithm is
presented in Figure 2.

 

Figure 2. The flow chart of the proposed signal-processing algorithm for delamination parametrization.
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The algorithm displays the signals emitted by the object in the initial stage in a B-scan
image. Filtering is then performed to remove reflections from the delamination edges and
to highlight the A0 mode. Spatial filtering based on two-dimensional fast Fourier transform
(2D-FFT) is used for this purpose [34]. An inverse two-dimensional fast Fourier transform
is used to reconstruct a B-scan image that reflects only the propagation of the A0 mode.
This procedure has been described in detail in a previous paper [34]. Further processing of
the received B-scan image is divided into two parts.

In the first part, a defect-sizing algorithm is applied. According to the algorithm
presented, the size of the defect (delamination) is determined by measuring the change in
phase velocity with respect to the distance with the moving window [34]. The phase velocity
is calculated using two adjacent signals acquired at two different spatial measurement
positions. In this way, the phase velocity variation is obtained in the defective region
that indicates the location of the delamination. Then, the middle threshold between the
maximum and minimum values (0.5 or 6 dB level) of the determined phase velocity in
the defect region is determined and the distance between two points is designated as the
delamination size.

In the second part, the location of the delamination depth is determined. A segment of
the phase velocity dispersion curve is used to determine the more accurate depth location.
The zero-crossing method is proposed to apply for the phase velocity dispersion curve
calculation. This method has been previously proposed and presented in our work [35]. The
method involves determining the time instants at which signals cross the zero-amplitude
line to calculate phase velocity and frequency. Thus, the method consists of two main parts:
obtaining phase velocity values and calculating frequency values. Phase velocity values
are calculated using two adjacent signals and the instances at which both signals cross
the zero-amplitude line. For the calculation of the frequency values, the determined time
instances of the second signals are used. Then, the frequency values are calculated using
the duration of each selected half-period.

In order to bring theoretical research closer to real experimental measurements, a frag-
ment of a WTB was chosen as the object of theoretical modelling to verify the effectiveness
of the proposed algorithm.

2.3. Processing of Finite Element Modelled Signals by the Proposed Algorithm

A WTB is heavily exposed to fluctuating wind or cyclic loads, making it the most
potentially defective element of a wind turbine. Therefore, the regular maintenance and
inspection of WTBs is necessary. A graphical representation of the multilayer structure
of a WTB with delamination in one of the interlayers is presented in Figure 3. The ori-
entations of the main layers of the GFRP in the composite structure are +45◦/−45◦ and
0◦/90◦/+45◦/−45◦/0◦, respectively. The properties of the materials of the different layers
are presented in Table 1. The dispersion curves of the phase velocities of the asymmetric
and symmetric modes of Lamb waves were calculated using the SAFE method; the obtained
results are presented in Figure 4.

Figure 3. The graphical representation of the multilayer structure of a WTB.
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Table 1. Elastic parameters of WTB composite structure layer materials.

Parameters Numerical Value

Paint (Surface layer):
Density (ρ) 1270 kg/m3

Young’s modulus (E) 4.2 GPa
Poisson’s ratio (υ) 0.35

Unidirectional GFRP layer:
Density (ρ) 1828 kg/m3

Young’s modulus (E1) 42.5 GPa
Young’s modulus (E2) 10 GPa

Poisson’s ratio (υ12) 0.26
Poisson’s ratio (υ23) 0.4

In-plane shear modulus (G12) 4.3 GPa
Epoxy:

Density (ρ) 1260 kg/m3

Young’s modulus (E) 3.6 GPa
Poisson’s ratio (υ) 0.35

Figure 4. The phase velocity dispersion curves of the A0 and S0 modes calculated by the SAFE
method in the WTB multilayer structure.

The simulation of Lamb wave propagation in the WTB composite structure was
performed using Abaqus finite element software. An explicit algorithm was used to
solve the transient wave equation. The structure of the WTB was simplified using a 2D
plane strain model. A delamination was modelled by disconnecting relevant surfaces at
desired positions. The size of the delamination was 81 mm. The model was meshed with
rectangular mapped mesh. The size of the element was 0.25 mm. In order to excite the
A0 Lamb waves, transient excitation force was applied to the surface of the object under
investigation. The width of the excitation zone was 30 mm. For the excitation of guided
waves with 43 kHz frequency, five periods sine burst with Gaussian envelope was used. To
selectively excite the A0 mode, applied force was phased by delaying the force applied to
each node by the following law:

Δt =
sin(θ)·dx

cA0
(1)

where θ is the wave propagation angle, which in our case is 90◦; dx is the distance between
nodes (0.25 mm); and cA0 is the phase velocity of the A0 mode at 43 kHz.

Three cases were used in the simulation study: defect-free, delamination between the
first and second layers, and delamination between the second and third layers. The B-scan
images obtained as a result of modelling Lamb wave propagation in a multilayer defective
WTB structure are presented in Figure 5a–c. The B-scan image obtained in a defect-free
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region is presented in Figure 5a, in a region where delamination is between the first and
second layers (Figure 5b) and in a region where delamination is between the second and
third layers (Figure 5c). The filtering was performed as it is presented in Figure 2, in order
to highlight the A0 mode. The obtained filtered B-scan images of all cases of the study are
presented in Figure 5d,e,f. According to the proposed algorithm, in Figure 2, the phase
velocity of the A0 mode is calculated for each case. The obtained phase velocity values
in the defect free region, in the region with delamination between first and second layers,
and in the region with delamination between the second and third layers are presented in
Figure 6a,b,c, respectively.

(a) (b) (c) 

(d) (e) (f) 

Figure 5. Simulated B-scan images of propagated Lamb wave in defect-free region (a), in region with
delamination between 1st and 2nd layers (b), and in region with delamination between 2nd and 3rd
layers (c); filtered B-scan images (d–f).

(a) (b) (c) 

Figure 6. Variation in the phase velocity of the A0 mode of the Lamb wave with respect to the distance
when there is no defect in the multilayer structure (a), when delamination is between the 1st and 2nd
layers (b), and when delamination is between the 2nd and 3rd layers (c).

The results obtained clearly show that in both simulated delamination cases, in the
range from ~170 mm to ~250 mm, the phase velocity was reduced to 600–700 m/s. The
coordinates of the first and second edges of the delamination in both cases were the same
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and equal to x1 = x3 = 172.5 mm and x2 = x4 = 255 mm, respectively, and the delamination
size was determined to be dl1 = dl2 = 82.5 mm.

However, due to the interference phenomena, in the other mode seen in B-scan images
(Figure 5d–f), scattered results were obtained in all cases of the study (Figure 6a–c). Thus,
according to the calculated phase velocity values (Figure 6b,c), it is difficult to assess
at which depth the delamination was and to determine between which layers it was
present. Therefore, in order to obtain more accurate values, it was proposed to calculate the
segments of the phase velocity dispersion curve. The zero-crossing method was applied
for the calculation of the phase velocity dispersion curve segment of the A0 mode [35].
The necessary parameters that needed to be selected in each case of the study were two
adjusted signals, the threshold level, and the number of time instances where the signals
crossed the zero-amplitude line. Two signals at distances x1 = 60 and x2 = 200 mm were
selected in a defect-free sample and the threshold level UL = 0.1 was set; x1 = 177 and x2 =
202 mm in the region with delamination between the first and second layers were selected
and the threshold level UL = 0.15 was set, and x1 = 175 and x2 = 205 mm were selected in
the region with delamination between the second and third layers, and the threshold level
UL = 0.2 was set. The eight time instances were recorded in each case of the study. The
obtained segments of the reconstructed phase velocity dispersion curves of the A0 mode in
a defect-free region, in a region with delamination between the first and second layers, and
in a region with delamination between second and third layers are presented in Figure 7.

Figure 7. Variation in the phase velocity of the Lamb wave A0 mode with respect to the frequency
when there is no defect in the multilayer structure (a), when delamination is between the 1st and 2nd
layers (b), and when delamination is between the 2nd and 3rd layers (c).

The resulting segment of the phase velocity dispersion curve of A0 mode in the defect-
free region was 1230–1300 m/s. This is consistent with the SAFE calculated dispersion
curve presented in our previous work [34]. The segment of the phase velocity dispersion
curve in the region with delamination between the first and second layers was obtained as
628–644 m/s, and in the region with delamination between the second and third layers,
it was 685–708 m/s. The difference in phase velocity was about 60 m/s. The results
clearly show that the phase velocity of the reconstructed dispersion curves varied with the
delamination depth of the layers. Thus, the phase velocity dispersion curve can be used to
determine the depth of delamination. Based on the simulation results, the proposed new
algorithm is suitable for the detailed determination of the delamination parameters of a
multilayer structure.

Since it was not possible to carry out the experiment with different types of delam-
inations in a WTB, a milled hole-type defect with a diameter of 81 mm was chosen for
the study. It was assumed that a drilled hole, which has analogous characteristics with
respect to Lamb wave propagation, can be used as a defect corresponding to delamination.
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This assumption was tested with additional theoretical simulations. The simulation results
are shown in Figure 8. Delamination between the second and third layers (Figure 8a) and
a hole drilled at the corresponding depth (Figure 8b) were selected for simulation. The
out-of-plane components were analyzed in the simulation. The obtained B-scan images are
presented in Figure 8c,d. The obtain phase velocity variation in the A0 mode at the defect
location is presented in Figure 8e.

 
(a) (b) 

 
(c) (d) 

 
(e) 

Figure 8. Simulation results of Lamb wave propagation in a WTB specimen with a delamination
between the 2nd and 3rd layers (a), a hole drilled at the corresponding depth (b); the B-scan images
are presented in (c,d) accordingly, and phase velocity variation in the A0 mode at the defect location
is shown in (e).

According to the algorithm proposed in Figure 2, the phase velocity variation in the
A0 mode at the defect location was calculated for each case. The obtained simulation
results (Figure 8e) confirmed the assumption that a drilled hole can be used as a defect
corresponding to delamination. Thus, the experiment verification was performed using a
milled hole-type defect.

3. Experimental Verification

The performance of the proposed new algorithm was experimentally verified on the
WTB sample. A milled hole-type defect with a diameter of 81 mm was used, which had
analogous characteristics with respect to Lamb wave propagation. The real WTB sample is
presented in Figure 9.
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Figure 9. The real WTB sample.

The low-frequency ultrasonic system developed by the Ultrasound Research Institute
of Kaunas University of Technology [36] was used for the experimental study. The macro-
fibre composite (MFC) transducer of a P1-type MFC-P1-2814 (S.n. 08J10079l) transducer
manufactured by Smart Materials was used for the excitation of ultrasonic guided waves.
The characteristics of this MFC transducer have been studied in detail [37]. The wideband
contact-type piezoceramic transducer was used as a receiver. The experimental setup of
WTB inspection is presented in Figure 10a. In previous work [34], the resonant frequency
of the MFC transducer was found to be 43 kHz, and therefore, this frequency was chosen as
the excitation frequency. The transducer was excited by a rectangular pulse with a duration
of 11.6 μs. The wideband contact-type ultrasonic receiving transducer was scanned up
to the distance of x2 = 160 mm away from the transmitter with a step of 0.1 mm. The
initial distance between the transmitter and receiver was x1 = 30 mm. The experimentally
obtained B-scan images as a result of Lamb wave propagation in a multilayer defective
WTB structure are presented in Figure 10b. According to the proposed algorithm, filtering
was performed. The obtained filtered B-scan image is presented in Figure 10c.

According to the algorithm presented in Figure 2, the phase velocity was obtained
in the defect-free and defect regions (Figure 11). The obtained phase velocity variation
clearly indicated the defect region (Figure 11a). According to the calculated threshold level
between the minimum and maximum values of the phase velocity, the size of the defect
was determined, which was dl1 = 83.2 mm. The phase velocity of the A0 mode over the
defect-free region was obtained as about 1260–1300 m/s, and over the defect region, it was
about 780–810 m/s (Figure 11b). Two signals at distances x1 = 45 mm and x2 = 55 mm were
selected in a defect-free sample and x1 = 90 mm and x2 = 110 mm in the defect region. The
threshold level UL = 0.1 was set and six time instances were recorded in each case of the
study. Applying the zero-crossing method, the segments of the phase velocity dispersion
curves in the defect-free and defect regions were calculated (Figure 11b).

Based on the obtained results, the location, size, and depth of the defect could be
evaluated using the proposed algorithm. The results obtained with experimental signals
indicated that the proposed signal-processing algorithm is a suitable tool for the detailed
determination of delamination parameters in a multilayer structure.
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(a) 

(b) (c) 

Figure 10. Experimental setup of WTB inspection (a), B-scan image of propagated Lamb wave in
region (b) and filtered experimental B-scan image (c).

 
(a) (b) 

Figure 11. Variation in the phase velocity of the Lamb wave A0 mode in defect-free and defect regions
(a); the segments of the phase velocity dispersion curves in defect-free and defect regions (b).

4. Conclusions

A new signal-processing algorithm is proposed for the detailed determination of
delamination parameters of multilayer structures using the A0 mode of Lamb waves.
The algorithm consists of two main parts: the calculation of the phase velocity variation
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and estimation of the dispersion of this velocity. Applying the first part of the proposed
algorithm, the coordinates of the delamination edge are determined, which indicate the
size of delamination. Applying the second part of the algorithm, information is obtained
regarding at what depth or between which layers the delamination is. The simulation
and experimental studies were conducted to validate the proposed technique. The WTB
sample was chosen and the A0-mode signals at 43 kHz range were used in both studies. The
proposed method was verified by the use of an 81 mm diameter WTB segment delamination
in the simulation study. Four cases were used: defect-free, delamination between the first
and second layers, delamination between the second and third layers, and defect (hole). The
obtained phase velocity values showed the location and width of both delaminations. The
delamination size in both cases was determined to be dl1 = dl2 = 82.5 mm. The reconstructed
phase velocity dispersion curve of the A0 mode was obtained at 628–644 m/s in the region
with delamination between the first and second layers and in the region with delamination
between the second and third layers was obtained at 685–708 m/s. A simulation study
was carried out to confirm that a drilled hole can be used as a defect corresponding to
delamination. Then, the experimental study was carried out using the WTB sample with a
drilled hole of 81 mm to validate the proposed algorithm. The phase velocity variations
in the A0 mode, calculated according to the proposed algorithm, showed a defect size of
83.2 mm. The calculated A0-mode dispersion curve segments were obtained for the defect-
free region at about 1260–1300 m/s and for the defect region at about 780–810 m/s. The
simulated and experimental results indicated that the proposed signal-processing algorithm
is a suitable tool for the parameterization of delamination in a multilayer structure.
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13. Radzieński, M.; Kudela, P.; Marzani, A.; De Marchi, L.; Ostachowicz, W. Damage identification in various types of composite
plates using guided waves excited by a piezoelectric transducer and measured by a laser vibrometer. Sensors 2019, 19, 1958.
[CrossRef]

14. Nzouatchoua, C.B.; Bentahar, M.; Montresor, S.; Colin, N.; Le Cam, V.; Trottier, C.; Terrien, N. Damage Localization on Composite
Structures Based on the Delay-and-Sum Algorithm Using Simulation and Experimental Methods. Sensors 2023, 23, 4368.
[CrossRef]

15. Nikbakht, M.; Yousefi, J.; Hosseini-Toudeshky, H.; Minak, G. Delamination evaluation of composite laminates with different
interface fiber orientations using acoustic emission features and micro visualization. Compos. B Eng. 2017, 113, 185–196. [CrossRef]

16. Gresil, M.; Yu, L.; Giurgiutiu, V.; Sutton, M. Predictive modeling of electromechanical impedance spectroscopy for composite
materials. Struct. Health Monit. 2012, 11, 671–683. [CrossRef]

17. Wang, P.; Li, Z.; Zhou, L.; Pei, Y. Microwave nondestructive detection and quantitative evaluation of kissing defects in GFRP
laminates. Compos. Sci. Technol. 2018, 162, 117–122. [CrossRef]

18. Zappalorto, M.; Panozzo, F.; Carraro, P.A.; Quaresimin, M. Electrical response of a laminate with a delamination: Modelling and
experiments. Compos. Sci. Technol. 2017, 143, 31–45. [CrossRef]

19. Su, Z.; Cheng, L.; Wang, X.; Yu, L.; Zhou, C. Predicting delamination of composite laminates using an imaging approach. Smart
Mater. Struct. 2009, 18, 074002. [CrossRef]

20. Gangadharan, R.; Mahapatra, D.R.; Gopalakrishnan, S.; Murthy, C.; Bhat, M. On the sensitivity of elastic waves due to structural
damages: Time–frequency based indexing method. J. Sound Vib. 2009, 320, 915–941. [CrossRef]

21. Chia, C.C.; Lee, S.Y.; Harmin, M.Y.; Choi, Y.; Lee, J.-R. Guided ultrasonic waves propagation imaging: A review. Meas. Sci. Technol.
2023, 34, 052001. [CrossRef]

22. Yang, S.; Guo, Z.; He, J.; Cheng, Q.; Xiong, X. Detection of delamination using laser-generated Lamb waves with improved
wavenumber analysis. Meas. Sci. Technol. 2025, 36, 015412. [CrossRef]

23. Zhang, H.; Hua, J.; Tong, T.; Zhang, T.; Lin, J. Dispersion compensation of Lamb waves based on a convolutional auto-encoder.
Mech. Syst. Signal Process. 2023, 198, 110432. [CrossRef]

24. Su, Z.; Ye, L.; Lu, Y. Guided Lamb waves for identification of damage in composite structures: A review. J. Sound Vib. 2006, 295,
753–780. [CrossRef]

25. Jia, H.; Zhang, Z.; Liu, H.; Dai, F.; Liu, Y.; Leng, J. An approach based on expectation-maximization algorithm for parameter
estimation of Lamb wave signals. Mech. Syst. Signal Process. 2019, 120, 341–355. [CrossRef]

26. Dai, D.; He, Q. Structure damage localization with ultrasonic guided waves based on a time–frequency method. Signal Process.
2014, 96, 21–28. [CrossRef]

27. Golub, M.V.; Doroshenko, O.V.; Arsenov, M.A.; Bareiko, I.A.; Eremin, A.A. Identification of Material Properties of Elastic Plate
Using Guided Waves Based on the Matrix Pencil Method and Laser Doppler Vibrometry. Symmetry 2022, 14, 1077. [CrossRef]

28. Ghose, B.; Panda, R.S.; Balasubramaniam, K. Phase velocity measurement of dispersive wave modes by Gaussian peak-tracing in
the f-k transform domain. Meas. Sci. Technol. 2021, 32, 124006. [CrossRef]

29. Pai, P.F.; Deng, H.; Sundaresan, M.J. Time-frequency characterization of lamb waves for material evaluation and damage
inspection of plates. Mech. Syst. Signal Process. 2015, 62–63, 183–206. [CrossRef]

30. Gao, X.; Gao, X.; Tian, Y.; Tian, Y.; Jiao, J.; Jiao, J.; Gao, J.; Gao, J.; Li, C.; Li, C. An accurate measurement method of lamb wave
phase velocity based on clustering algorithms. Measurement 2022, 195, 111178. [CrossRef]

31. Vu, A.; Bond, L.J.; Chakrapani, S.K. Numerical Study of Mode Conversion between Fundamental Lamb and Rayleigh Waves.
Appl. Sci. 2023, 13, 5613. [CrossRef]

32. Rose, J.L. (Ed.) Ultrasonic Guided Waves in Solid Media; Cambridge University Press: Cambridge, UK, 2014. [CrossRef]
33. Hayashi, T.; Song, W.-J.; Rose, J.L. Guided wave dispersion curves for a bar with an arbitrary cross-section, a rod and rail example.

Ultrasonics 2003, 41, 175–183. [CrossRef]

79



Sensors 2025, 25, 539

34. Raišutis, R.; Tiwari, K.A.; Žukauskas, E.; Tumšys, O.; Draudvilienė, L. A novel defect estimation approach in wind turbine blades
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Abstract: Three-section landslides are renowned for their immense size, concealed development
process, and devastating impact. This study conducted physical model tests to simulate one special
geological structure called a three-section-within landslide. The failure process and precursory char-
acteristics of the tested samples were meticulously analyzed using video imagery, micro-seismic (MS)
signals, and acoustic emission (AE) signals, with a focus on event activity, intensity, and frequency.
A novel classification method based on AE waveform characteristics was proposed, categorizing
AE signals into burst signals and continuous signals. The findings reveal distinct differences in the
evolution of these signals. Burst signals appeared exclusively during the crack propagation and
failure stages. During these stages, the cumulative AE hits of burst signals increased gradually, with
amplitude rising and then declining. High-amplitude burst signals were predominantly distributed
in the middle- and high-frequency bands. In contrast, cumulative AE hits of continuous signals
escalated rapidly, with amplitude monotonously increasing, and high-amplitude continuous signals
were primarily distributed in the low-frequency band. The emergence of burst signals and high-
frequency AE signals indicated the generation of microcracks, serving as early-warning indicators.
Notably, the early-warning points of AE signals were detected earlier than those of video imagery
and MS signals. Furthermore, the early-warning point of burst signals occurred earlier than those of
continuous signals, and the early-warning point of the classification method preceded that of overall
AE signals.

Keywords: three-section landslide; locking section; video image; micro-seismic signal; acoustic
emission

1. Introduction

The majority of rock landslides are highly sudden, destructive, and widespread
geological disasters. The overall stability of most large rock landslides is controlled by
the key rock masses in the locking section on weak structural planes or shear zones. Such
landslides are referred to as locking-section landslides [1]. Among them, the three-section
landslide is a typical type of locking-section landslide, which is common in the western
regions of China [2]. The generic mechanism of the three-section landslide involves sliding,
tension cracking, and shearing. In essence, creep occurs on the low inclined cataclinal
structural planes, followed by the appearance of tensile cracks at the slope’s rear edge,
ultimately resulting in damage to the central locking section [2]. Globally, the economic
losses and casualties caused by rock landslides, particularly three-section landslides, are
increasing [3]. The locking section is a crucial load-bearing component of the slope, and
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its strength and deformation determine the overall stability of the slope [4–7]. Therefore,
a deeper understanding of the failure mechanisms and early-warning indicators of the
locking section is imperative.

In recent years, researchers have conducted numerous studies on rock landslides
involving the locking section, focusing on failure mechanisms and mechanical properties
of rock. Huang et al. [8] and Pan et al. [9] classified rock landslides with a locking section
by studying essential characteristics of multiple large-scale catastrophic landslides and
elucidated the sliding mechanisms of the locking section. From the perspective of rock’s
mechanical properties, many scholars have discussed the influence of different angles of
joints [10,11] and varying bridge lengths [12] on the failure mechanism of the locking section.
Although these studies have shed light on the failure mechanism of three-section landslides,
significant challenges in early warning persist due to the inconspicuous macroscopic
failure deformation.

The deformation or failure of rock involves the generation and propagation of cracks
under external loads, releasing elastic waves known as AE activity in the laboratory
tests [13–17]. Acoustic emission (AE) signals are widely utilized for their capability to moni-
tor failure behavior [18]. Currently, AE technology has become an innovative and powerful
tool for monitoring rocks, slopes and tunnels, especially in the study of the correlation
between slope instability and AE behavior [19–21]. Kumar et al. [22] conducted physical
experiments on artificial soil slopes and demonstrated that the threshold deformation rate
can be achieved in the engineering design of a landslide early-warning system based on
AE technology. Deng et al. [23] developed a complete AE monitoring system and verified
its practical performance at 22 landslide sites. These studies provide a reliable basis for
the landslide early-warning system. Further investigation into AE phenomena during
the fracture process of the locking section is warranted. Moradian et al. [24] established
the relationship between cracking levels in brittle rocks and cumulative AE hits and the
energy of AE signals. Additionally, Moradian et al. [24] analyze the relationship between
shear cracking behavior and AE by examining count and energy parameters, highlighting
the AE monitoring’s effectiveness in interpreting the shear cracking process of in situ dis-
continuities. While these studies provide robust support for understanding rock damage
mechanisms, AE characteristic parameters offer only a simplistic statistical description of
the waveform, lacking in-depth information [25].

Numerous scholars have delved into the AE waveform to reveal deeper insights into
the rock’s damage process. Schiavi et al. [26] and Patricia Rodríguez et al. [27] interpreted
the behavior of the main frequency components of AE signals. Wang et al. [28] analyzed
the frequency–amplitude distributions of AE signals throughout the failure process. They
observed a noticeable increase in the amplitude of AE signals as stress increments, further
accompanied by low-frequency components. More recently, researchers have delved into
the sub-frequency characteristics. Mei et al. [29] classified AE signals based on both main
frequencies and sub-frequencies characteristics, exploring their variations. However, focus-
ing solely on the overall features of AE may overlook crucial information regarding rock
fracture. Therefore, some scholars have categorized AE signals into burst signals and con-
tinuous signals based on their waveform characteristics, investigating their behavior [30].
Nevertheless, comprehensive analyses of these two types of AE signals during the process
of rock fracture remain limited.

The AE characteristics of rock deformation and failure have been extensively studied
in laboratory tests, while micro-seismic (MS) signals monitoring is commonly employed
to predict the rock failure modes in engineering applications. Leśniak [31] and Pastén
et al. [32] have analyzed rock failure mechanisms and stability by examining the spatial and
temporal evolution of MS events. Calder and Semadeni [33], as well as Xiao et al. [34], have
studied the frequency characteristics of MS events and proposed precursor indicators for
rock failure. Furthermore, rock failure typically initiates with the formation of microcracks,
followed by macroscopic crack propagation [35]. With advancements in digital imaging
technology, techniques such as high-speed photography [36], scanning electron micro-
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scope [37], infrared thermography [38], and computerized tomography [39,40] have been
introduced for monitoring and early warning of rock mass failure. Consequently, digital
image processing has become an essential technical method for studying crack propagation
modes and failure patterns.

This research, based on the video image and characteristics data obtained from lab-
oratory tests designed to replicate the geological structure of the three-section landslide,
aims to explore the evolutionary patterns and precursory characteristics of MS and AE
signals. The investigation focuses on event activity, event intensity, and frequency. Further-
more, a novel classification method is proposed to categorize AE signals into burst signals
and continuous signals. The evolution characteristics of burst signals and continuous AE
signals are further examined through analysis of AE characteristic parameters (AE hits)
and waveform attributes (amplitude and frequency). The method is more suitable as a
precursor warning for sudden landslide disasters than deformation monitoring indicators.

2. Experimental Methodology

2.1. Sample Preparation

The geo-mechanical model tests of three-section landslides with different angles of
rock bridge were designed and prepared. The tested samples were fabricated by casting
concrete using pre-prepared molds. The angle of the rock bridge of the locking section,
denoted as α in Figure 1b, is defined as the angle between the line extending from the end
of the tensile crack to the end of the creep section and the horizontal direction. In Figure 2,
the angles of the rock bridge are 70◦, 90◦, and 110◦, respectively. The sample material
consisted of cement, lime, sand, and water, with a mass ratio of 5:1:13:4. The physical
model of the specimen, as depicted in Figure 1a, was divided into four parts. The size and
shape of the slope model are illustrated in Figure 1b. After the mold was filled tightly, the
concrete was cured and dried under natural conditions to form the sample.

 
Figure 1. (a) Preprepared mold of tested samples, and (b) conceptual model of the locking section
(unit: mm). 1—Tensile crack of the back; 2—Locking section in the middle; 3—Creep segment of the
front; 4—Rock slope; α—The angles of the rock bridge.
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Figure 2. Photos of test samples: (a) sample #1; (b) sample #2; and (c) sample #3.

2.2. Test Apparatus

In this study, a WA08 strain acceleration sensor was utilized to collect MS signal, with
an acquisition frequency set as 1 kHz. Concurrently, AE signals were automatically detected
and collected using a Micro-II type AE system by Physical Acoustics from Princeton in
America. The main amplifier of the AE test system was set to a gain of 40 dB, with
a threshold set at 40 dB. The sampling frequency was configured as 1 MHz, and each
waveform was sampled with 1024 points per second. To ensure the accuracy of the test
results, a layer of petroleum jelly was applied between each rock specimens and the
AE sensors to maintain good connections. The test employed a YH1000 microcomputer-
controlled pressure testing machine from Chengdu in China. The loading method employed
was displacement control mode, with loading rate of 0.2 mm/min, and preloading was set
at 1 kN. Finally, the failure termination criterion for the sample was set as a displacement
of 5 mm.

2.3. Test Schemes

A high-speed camera was employed to record the fracture process of the tested
samples. Additionally, an MS sensor and three AE sensors were installed on each sample,
as illustrated in Figure 1b. Once the test commenced, the lower pressing plate of the
specimen machine was gradually raised to allow the cushion block to contact with the
upper pressing plate, initiating stress on the locking-section model. Upon reaching a
preload of 1 kN, the corresponding MS and AE signals were synchronously recorded.
Simultaneously, the loading system recorded the stress data until the stress decreased
rapidly upon instability and the specimen destruction. Statistical analysis of the time of AE
signals received from three sensors in each test was conducted in this study. Effective time
points were selected from the numerous AE signals for reduced computational burden.
Each sensor exhibited good consistency in AE data across each test. Therefore, the sensor
data with the largest amplitude were selected for analysis at the effective time point. Due
to data similarity across the three tests and space limitations, detailed analysis in this
paper focused primarily on sample #1. The results of sample #2 and sample #3 were
briefly discussed.

3. Results and Analysis

The relationship between stress and time for sample #1 is depicted in Figure 3. The
time–stress characteristics are similar to the axial deformation characteristics of rocks under
uniaxial compression conditions. Therefore, with reference to the crack propagation stages
commonly used in rock mechanics tests, the loading process of sample #1 was segmented
into the following stages [41]:
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Figure 3. The relational curve between stress and time of sample #1.

Stage I: Compaction stage (0 to 40 s). This stage involves the mutual friction and
compression of particles in the model under the applied load, resulting in an accelerated
increase in the stress curve over time.

Stage II: Elastic deformation stage (40 to 147 s). During this stage, the time–stress curve
that approximates a straight line, indicating a well-recoverable shear resistance within the
locked section, is shown.

Stage III: Crack propagation stage (147 to 190 s). This stage shows an overall upward
trend in the stress curve with multiple sudden drops, indicating the occurrence of large-
scale microcracking events within the locked section due to shear compression from the
upper load.

Stage IV: Rock instability and failure stage (190 to 212 s). Characterized by a significant
drop in the stress curve, this stage signifies the complete loss of locking ability as the
fractures in the locked section become fully connected, resulting in the complete release
of energy.

For clarity, stages III and IV are collectively referred to as the crack propagation and
failure stage.

3.1. Analysis of Video Image

Video imaging serves as an effective method to observe the specimen’s failure process.
Figure 4 illustrates the crack growth of sample #1. During stages I and II, the video imagery
did not reveal any significant information [23]. Subsequently, three macrocracks, denoted
as A, B, and C, respectively, emerged in the sample. The lower end of crack A appeared
in the front part of the locking section at 167 s (0:02:47), with its propagation direction
perpendicular to the creep segment. The upper end of crack B was generated at 169
s (0:02:49). With increasing load, crack A progressed upward while crack B extended
downward, indicating alternating shear failure in the front and back of the locking segment.
The primary crack C emerged at 194 s (0:03:14), propagating along the direction of the locked
section. At 198 s, the main crack C caused relative slippage, resulting in instability and
failure of the locking segment. The failure of the slope is delineated by cracks connection in
the locking section. Considering the occurrence of macrocracks as the early-warning point
of rock instability, this key point precedes the time of unstable failure by 27 s.
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Figure 4. Video images of macrocracks on sample #1. The red lines in the figures indicated the
nascent macroscopic cracks.

3.2. Analysis of MS Signal
3.2.1. Activity and Intensity

In this test, the sampling frequency of the MS signal is set at 1 kHz. Firstly, the
MS signal is prefiltered using the wavelet-based de-noising method to mitigate noise
interference in the experimental environment [42]. The density and amplitude of the MS
signal waveform directly reflect the activity and intensity of the event, respectively. The
time-domain waveform of the MS signal is presented in Figure 5. The typical evolutionary
process of the MS signal and the corresponding failure process can be described in detail
as follows.

Figure 5. (a) The MS waveform, and (b) a partial enlargement of (a).

(1) In the stage of compaction due to initial damage (stage I), the density and amplitude of
the MS signal are small as the external pressure gradually compresses the pre-existing
cracks, voids, and/or other defects.

(2) During the elastic deformation stage (stage II), the density and amplitude of the MS
signal are lower than those in the previous stage (stage I), indicating insufficient force
to induce the formation of new microcracks in the locking section under the current
load level. Notably, a significant locking effect and stress accumulation along the
locking section are observed due to the creeping segment at the front and the tensile
crack at the back of the slope.
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In the stage of cracks propagation and failure (stages III and IV), the density and
amplitude of the MS signal increase, signifying intense activity within the specimen and
gradual failure of the locked segment. Particularly after the main crack is generated, the
high-amplitude MS signal emerges continuously. The maximum amplitude was 12.25 V at
198 s when the main crack caused relative slippage, indicating sudden brittle shear failure
in the locking section and an instantaneous release of tremendous energy.

3.2.2. Frequency

The continuous MS signal, filtered and sampled at 1024 points per second, underwent
Fast Fourier Transform (FFT) analysis to extract the main frequencies from the sampled
MS events. The corresponding main frequencies were identified based on their definition,
and Figure 6 illustrates the evolutionary process of the main frequencies during the failure
process of the tested specimen. This process can be described in detail as follows.

Figure 6. The variation in main frequencies of the MS.

(1) In the compaction stage due to initial damage (stage I), the main frequencies ranged
from 250 to 500 Hz, gradually transitioning towards the low-frequency band.

(2) During the elastic deformation stage (stage II), the main frequencies of the intercepted
MS signals were predominantly distributed below 250 Hz.

(3) In the crack propagation and failure stage (stages III and IV), high-frequency MS
signals reappeared. At 163 s, the main frequency was 487.3 Hz. The resurgence of
the high-frequency component signifies shear failure in the locking section and the
emergence of microcracks appeared in the locking section. With increasing load,
numerous microcracks in the locking section will expand and form macrocracks on
the free face of the locking section. Thus, the reappearance of the high-frequency
component serves as an early-warning point for rock instability. Notably, the first
macrocrack appeared on the free face of the locking section under loading conditions at
167 s, while the time of the early-warning point of the MS signal was 163 s. Therefore,
the time of the early-warning point of the MS signal precedes that of the video image.

3.3. Classification Method of AE Signals

AE signals are the elastic waves released in the deformation or failure process. Al-
though both AE and MS sensors utilize the piezoelectric principle to convert vibration
signals into electrical signals, the MS signals are mainly generated by stress release resulting
from rock fractures or sliding. These signals are typically associated with macroscopic
geological activities, rock deformations, and rock layer ruptures. On the other hand, AE
signals are generated within small, localized areas of the material and are usually caused
by internal stress, crack propagation, particle displacement, and other factors. Based on its
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time-domain morphology, AE signals can be classified into burst signals and continuous
signals [43]. Burst signals are AE signals whose waveform is pulse waveform and can be
separated in the time domain. In contrast, continuous signals do not have clear separations
in time and typically indicate the simultaneous occurrence of numerous AE events [44].
The blue line in Figure 7a,b shows the typical burst signal waveform and continuous signal
waveform, respectively. Tens of thousands of AE signals are released during the rock
failure process. Efficiently classifying and extracting key information from these massive
waveform data are crucial. The traditional classification methods rely on manual screening,
which is time-consuming and prone to errors. Therefore, a scientific and efficient calculation
method is urgently needed for automatic classification.

Figure 7. The waveform and its envelope: (a) typical burst signal, and (b) typical continuous signal.

In this paper, a new classification method is proposed based on the characteristics of
the AE waveform. The flow of the algorithm is as follows: (1) To fit the waveform and
the red line in Figure 7a,b is the fitting envelope; (2) To find the peak of the envelope, that
is, to find the peak (amplitude) and peak position (time); (3) Count the number of peaks
whose peak value is greater than 50% of the maximum peak value, and the number is
denoted by N; (4) If 1 < N ≤ 3, and these peaks are all adjacent, go to the next step. If
N = 1, it is a burst signal (algorithm end). Otherwise, it is a continuous signal (algorithm
end); (5) Calculate the distance between its adjacent peaks, denoted by Li, respectively. If
∀Li ≤ 100, i = 1, . . . , N − 1 (the distance is less than 0.1 ms), it is a burst signal. Otherwise,
it is a continuous signal.

Using this algorithm, AE signals were classified into burst signals and continuous
signals. The distribution of AE signals across stages during the failure process is presented
in Table 1. The table shows the total proportion of continuous signals is as high as 80.75%,
indicating a scarcity of burst signals during the test. Importantly, burst signals were
exclusively observed during the stages of crack propagation and failure (stages III and IV).
Therefore, subsequent analyses will focus solely on burst signals starting from stage III.

Table 1. Proportions of the number of AE signals in each stage.

Proportions (%) Stage I Stage II Stage III Stage IV Whole Process

Burst signals 0.00 0.00 15.32 3.93 19.25
Continuous signals 1.86 5.18 37.27 36.44 80.75
AE signals 1.86 5.18 52.59 40.37 100.00

4. Analysis of Classified AE Signals

4.1. AE Hits (Activity)

During the failure process of the specimens, multiple AE signals are released every
second. To explore the internal relationship between AE hits and the damage of the locking
section, the evolution characteristics of AE hits and cumulative AE hits of the two types
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of signals are analyzed. AE hits represent the number of AE signals released per second,
related to the number of cracks [24]. Cumulative AE hits denote the cumulative sum of
signals up to the current moment, reflecting its growth trend [45]. Figure 8 illustrates
the variations in AE hits over time in the test, depicting both instantaneous AE hits and
cumulative AE hits, which can be described in detail as follows.

Figure 8. The variations in AE hits and cumulative AE hits of two types of the AE signals: (a) burst
signals, and (b) continuous signals.

(1) In the stage of compaction by initial damage (stage I), the cumulative AE hits of the
continuous signal gradually increased, reflecting the closure of pores and cracks in
the rock caused by the stress.

(2) In the elastic deformation stage (stage II), AE hits from the continuous signal remained
at a low level, and the increase rate of the cumulative AE hits gradually stabilized.
AE inactivity implies the rock grains reached a state of balance and associated with
accumulating energy inside the locking section.

(3) In the crack propagation and failure stages (stages III and IV), a burst signal first
appeared at 147.8 s, indicating the formation of microcracks within the locking section.
Therefore, in this study, the initial appearance of the burst signal was also used as
the first early-warning point obtained from the AE hits. The emergence of the burst
signal provides critical information obtained exclusively from the classification results.
Accordingly, the time of the first early-warning point obtained from the AE hits
(147.8 s) is 15.2 s earlier than that obtained from the MS signal (163 s). From 147.8 to
163 s, the AE hits increased slowly, indicating steady initiation and propagation of
microcracks. Then, the cumulative AE hits of burst and continuous signals increased
sharply induced by the shear failure of the locking section and microcracks were
coalesced and propagated unstably. Therefore, the rapid increase in cumulative AE
hits was regarded as the second early-warning point obtained from the AE hits, and
the time of the second early-warning key point obtained from the AE hits is consistent
with that of the MS signal, which is 163 s. After the shear failure occurred in the front
and back of the locking segment alternately, the number of AE hits and cumulative
AE hits increased again at 193 s, indicating that the main crack was forming as well
as the sudden brittle shear failure of the locking section. It is worth noting that the
number of AE hits of burst signal shows a decreasing trend, while the number of AE
hits of continuous signal continues to remain at a high level.
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4.2. Maximum Amplitude of Waveform (Intensity)

The amplitude of the AE waveform can reflect the intensity of the AE event. The
process of microcrack initiation, propagation, and gradual convergence in the rock led to
low amplitude. The increasing amplitude means that more and more microcracks develop
and fuse to form large-scale cracks [46]. In this study, by calculating the maximum value
of each waveform data, the maximum amplitude of the two types of AE signals during
the failure process was obtained, as shown in Figure 9. The evolutionary process of the
maximum amplitude is described as follows.

Figure 9. The distribution of the maximum amplitude of AE waveform: (a) burst signals, and
(b) continuous signals.

(1) In the stage of compaction by initial damage (stage I), some continuous signals with
low amplitude can be observed due to the compaction of internal pore.

(2) In the elastic deformation stage (stage II), the load level is insufficient to induce new
microcracks inside the locking section. AE events were caused by the occlusal failure
of rough surfaces when cracks caused a relative slip. Therefore, a small number of
continuous signals with low energy were observed.

(3) In the stage of cracks propagation and failure (stages III and IV), the amplitude of
the burst signals gradually increased and then decreased, while the amplitude of the
continuous signals increased monotonously. The above phenomenon implies that
several microcracks appeared with low energy after the main crack appeared, and
continuous signals with higher energy were caused by the occlusal failure of rough
surfaces when the cracks caused relative slippage.

4.3. Frequency

AE signals are characterized as non-stationary signals, and FFT is a classical spectrum
analysis method to analyze the non-stationary signal. FFT was carried out for each of the AE
data to extract the main frequency and sub-frequency of the corresponding waveform [40].
In this section, we analyze the frequency characteristics of burst signal and continuous
signal, respectively.

4.3.1. Frequency Characteristics of Burst Signals

Figure 10 shows the frequency distribution of burst signals, including the main fre-
quency and sub-frequency. The frequencies were in the range from 0 to 180 kHz. Based
on the frequency distribution, the entire frequency band was divided into three bands:
0–20 kHz (low-frequency band), 20–70 kHz (mid-frequency band), and 70–180 kHz (high-
frequency band). The main frequency–amplitude characteristics of burst signals are pre-
sented in Figure 10a. It is observed that the main frequencies of burst signals were all
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distributed in the high- and middle-frequency bands, and there were relatively few low-
frequency burst signals. Furthermore, high-amplitude burst signals were predominantly
concentrated in the high- and middle-frequency bands.

Figure 10. The characteristics of burst signals: (a) the main frequency–amplitude distribution; (b) the
distribution of the main frequency; (c) the distribution of the cumulative AE hits in each main
frequency band; and (d) the sub-frequency distribution.

The evolution characteristics of the main frequency and the cumulative AE hits in each
of the main frequency bands of burst signals are shown in Figure 10b and c, respectively.

Before 147.8 s, the signal has no significant change in characteristics. From 147.8 to
163 s, the cumulative AE hits in the high-frequency band of the burst signals increased
from 1 to 7, while the cumulative AE hits in the other frequency bands remained relatively
stable. According to Cai et al. [47], high-frequency AE signals correspond to the initiation
of microcracks, and the low-frequency signals correspond to the formation of large cracks.
Therefore, the appearance of high-frequency AE signals indicates the occurrence of micro-
cracks inside the locking segment and is the early-warning point of rock instability. The
high-frequency burst signal was detected at 147.8 s, so the time of the early-warning point
obtained from the frequency of burst signals (147.8 s) is 15.2 s earlier than that obtained
from the MS signal (163 s). The microcracks were coalesced and propagated stably until
163 s.

From 163 to 180 s, burst signals began to appear in large numbers and were con-
centrated in the middle and high frequency; the cumulative AE hits in the middle- and
high-frequency bands increased rapidly. The main frequency showed a penetrating trend
in the whole frequency band, indicating that microcracks were rapidly generated, and the
microcracks began to propagate to a few large cracks, to coalescence, and to form macroc-
racks.
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From 180 to 190 s, the increase rate of the cumulative AE hits of burst signals in the
middle- and high-frequency bands decreased gradually. After the main crack occurred, the
increased rate of the cumulative AE hits in high frequency decreased obviously, indicating
there were fewer microcracks in the specimen.

Figure 10d shows the sub-frequency characteristics of the burst signals. Burst signals
in each frequency band have scattering characteristics in crack propagation and fracture
stage (stages III and IV).

4.3.2. Frequency Characteristics of Continuous Signals

Figure 11 shows the frequency distribution of continuous signals. Like the burst signal,
the frequency band is divided into three parts. Figure 11a presents the main frequency–
amplitude distribution of continuous signals. The main frequency–amplitude distribution
of continuous signals is significantly different from that of burst signals. Continuous signals
were mainly distributed in the low- and middle-frequency bands, with high-amplitude
continuous signals predominantly found in the low-frequency band.

Figure 11. The characteristics of continuous signals: (a) the main frequency–amplitude distribution;
(b) the distribution of the main frequency; (c) the distribution of the cumulative AE hits in each main
frequency band; and (d) the sub–frequency distribution.

Figure 11b and c, respectively, show the evolution process of the main frequency and
the cumulative AE hits in each main frequency band of the continuous signals.

Only a few continuous signals with low frequency were received during the initial
compaction stage and elastic stage (stages I and II). In the stage of cracks propagation (stage
III), a high-frequency continuous signal appeared for the first time at 150.9 s, marking the
early-warning point of rock instability. And the time of the early-warning point obtained
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from the frequency of continuous signals (150.9 s) is 12.1 s earlier than that obtained from
the MS signal (163 s) but 3.1 s later than that obtained from the frequency of burst signals
(147.8 s). The microcracks coalesced and propagated stably from 150.9 to 163 s.

From 163 to 193 s, the cumulative AE hits of continuous signals in the low- and
middle-frequency bands increased at a high rate. In contrast, the cumulative AE hits of
high-frequency continuous signals increased slowly, indicating that the microcracks spread
and penetrated to form large-scale ruptures at this time. The growth rate of the cumulative
AE hits in 193 s was the highest, and the cumulative AE hits in each frequency band shows
a sudden increase trend again, indicating that the main crack was about to form.

The main crack caused relative slippage at 198 s, and the cumulative AE hits of
the continuous signals in low- and medium-frequency bands increased steadily, but the
cumulative AE hits of the continuous signals in the high-frequency band remained almost
stable, indicating that a small amount of small-scale fracture occurred at this time.

According to the evolution law of the sub-frequency in Figure 11d, the sub-frequency
mainly appeared in the stage of cracks propagation and failure (stages III and IV), and the
sub-frequencies in the low-frequency band were only detected in the stage of rock instability
and failure (stage IV), indicating that the sub-frequency migrated to a low frequency.

5. Discussion

5.1. Evolution Characteristics of Sample #1

In the stage of compaction by initial damage (stage I), the internal cracks and voids in
the locking section of the three-section model were compacted and closed. The amplitude
of the MS signal decreased gradually. Frequency components of the MS signal were
in the range from 250 to 500 Hz, and then migrated to a low frequency. Meanwhile, a
small number of AE hits occurred, primarily continuous signals with low amplitude and
low frequency.

In the elastic deformation stage (stage II), the amplitude of the MS signal remained
at a low level. The main frequencies of the MS signals were almost all distributed below
250 Hz. Relatively few continuous signals with low amplitude and low frequency were
detected at the same time.

In the stage of cracks propagation and failure (stages III and IV), the high-frequency
burst signal appeared for the first time at 147.8 s, indicating that the locking section was
sheared and microcracks inside the locking section occurred, and the high-frequency
continuous signal was detected for the first time at 150.9 s. The cumulative AE hits of the
AE signals increased rapidly at 163 s, indicating the rapid expansion of the microcracks
in the locking section. Concurrently, the high-frequency components of the MS signal
appeared again. All of these are indicators as early-warning points. From 163 to 190
s, numerous burst signals with higher amplitudes were noted in the middle- and high-
frequency bands. Meanwhile, a substantial number of low-amplitude continuous signals
appeared in low- and middle-frequency bands. From 190 to 212 s (stage IV), low-amplitude
burst signals in the mid-frequency band occurred, and several high-amplitude continuous
signals in the low-frequency band were detected.

In summary, the above analysis reveals the time axis of the early-warning key points
and crack propagation. As shown in Figure 12, the MS signal, burst signal, and continuous
signal all exhibited one early-warning point at 163 s, which was 4 s earlier than the
appearance of a macroscopic crack (derived from video image). Comparative analysis
indicates that the early-warning points of AE signals preceded those of the MS signal, with
the MS signal showing only one early-warning point. The appearance of a burst signal is
the key warning information of sample rupture and instability, and its time was earlier
than the time of the early-warning point of the overall AE signals. The first appearance
of high-frequency AE signals indicates the occurrence of microcracks, so it can be used
as beneficial information for prediction. Notably, the high-frequency burst signal first
appeared at 147.8 s, 3.1 s earlier than the continuous signal.
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Figure 12. The time axis of the early-warning points and macrocracks propagation of sample #1.

5.2. Evolution Characteristics of Other Samples

Based on the above processing procedure, the test data of samples #2 and #3 were
processed. The time axis of the early-warning points and crack propagation are shown in
Figures 13 and 14. It is evident from the figures that the MS signal and AE signals respond
to the early-warning point earlier than the video image. Importantly, the early-warning
points of AE signals preceded those of the MS signals. It is worth noting that the time of the
early-warning point of the AE signals was earlier than the MS signals. Among AE signals, the
time of the early-warning point of the burst signal was earlier than the continuous signal. The
time of the early-warning point of the classification results was earlier than the time of the
overall AE signals. These findings align consistently with those observed in sample #1.

 

Figure 13. The time axis of the early-warning points and macrocracks propagation of sample #2. The
red lines in picture indicates the macrocracks.

 

Figure 14. The time axis of the early-warning points and macrocracks propagation of sample #3. The
red lines in picture indicates the macrocracks.
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6. Conclusions

This study utilizes video imaging, MS signal, and AE signal to analyze the evolution
characteristics and early-warning indicators of three-section landslides. We proposed a
novel method to classify AE signals into burst signals and continuous signals, studying
the features of the two types, respectively. The findings of this study are summarized
as follows:

(1) Pronounced distinctions are evident between burst signals and continuous signals
concerning event frequency, intensity, and activity. Continuous signals exhibited
significantly higher total AE hits compared to burst signals, which were exclusively
observed during the crack propagation and failure stage. High-amplitude burst sig-
nals were predominantly distributed in the middle- and high-frequency bands, while
high-amplitude continuous signals were primarily distributed in the low-frequency
band. During the crack propagation stage, both burst signals and continuous signals
with high amplitude occurred. In the stage of rock instability and failure, the AE
hits of burst signals exhibited a decreasing trend, with their amplitude gradually
declining, while the AE hits of the continuous signal remained at a high level, with
further amplitude increases.

(2) The emergence of a burst signal indicates the occurrence of microcracks in the rock
mass, serving as an early-warning point of rock instability. Notably, this critical
information is only obtained from the classification results. The generation of high-
frequency AE signals indicates the presence of microcracks in the specimen, which
can propagate and converge into macrofractures. Therefore, the occurrence of high-
frequency AE signals is employed as an early-warning point for rock instability.

(3) Comparison of the timing of the early-warning points derived from the video imaging,
MS signals, and AE signals revealed that both MS signals and AE signals preceded
video imaging, with AE signals leading MS signals. The occurrence of early-warning
points was more frequent with AE signals compared to MS signals. Importantly, the
timing of the early-warning point for burst signals preceded that of continuous signals,
and the timing of the early-warning point for the classification results preceded that
of the overall AE signals. The research findings indicate that AE and MS are more
suitable as precursor warnings for sudden landslide disasters than deformation
monitoring indicators.
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31. Leśniak, A.; Isakow, Z. Space-Time Clustering of Seismic Events and Hazard Assessment in the Zabrze-Bielszowice Coal Mine,

Poland. Int. J. Rock Mech. Min. Sci. 2009, 46, 918–928. [CrossRef]
32. Pastén, D.; Estay, R.; Comte, D.; Vallejos, J. Multifractal Analysis in Mining Microseismicity and Its Application to Seismic Hazard

in Mine. Int. J. Rock Mech. Min. Sci. 2015, 78, 74–78. [CrossRef]
33. Calder, P.N.; Semadeni, T.J. High Frequency Microseismic Monitoring Trial near a Rapidly Changing Stress Field in a Hard Rock

Mine. Gerlands Beitrage Geophys. 1990, 99, 21–34.
34. Xiao, P.; Qian, B.; Jiang, P.; Xu, N.; Li, B. Deformation Forecasting of Surrounding Rock Mass Based on Correlation between

Frequency and Fracture Scale of Microseismicity. Adv. Civ. Eng. 2018, 2018, 1–13. [CrossRef]
35. Liu, B.; Zhou, Y.; Gao, Y.T.; Xu, C. Experimental and Numerical Study on Crack Development Characteristics between Two

Cavities in Rock-like Material under Uniaxial Compression. Theor. Appl. Fract. Mech. 2020, 109, 102755. [CrossRef]
36. Lotidis, M.A.; Nomikos, P.P.; Sofianos, A.I. Numerical Study of the Fracturing Process in Marble and Plaster Hollow Plate

Specimens Subjected to Uniaxial Compression. Rock Mech. Rock Eng. 2019, 52, 4361–4386. [CrossRef]
37. Zuo, J.; Wei, X.; Pei, J.; Zhao, X. Investigation of Meso-Failure Behaviors of Jinping Marble Using SEM with Bending Loading

System. J. Rock Mech. Geotech. Eng. 2015, 7, 593–599. [CrossRef]
38. Pappalardo, G.; Mineo, S.; Angrisani, A.C.; Di Martire, D.; Calcaterra, D. Combining Field Data with Infrared Thermography and

DInSAR Surveys to Evaluate the Activity of Landslides: The Case Study of Randazzo Landslide (NE Sicily). Landslides 2018, 15,
2173–2193. [CrossRef]

39. Gao, R.; Du, X.; Zeng, Y.; Li, Y.; Yan, J. A New Method to Simulate Irregular Particles by Discrete Element Method. J. Rock Mech.
Geotech. Eng. 2012, 4, 276–281. [CrossRef]

40. Kou, M.; Liu, X.; Tang, S.; Wang, Y. 3-D X-Ray Computed Tomography on Failure Characteristics of Rock-like Materials under
Coupled Hydro-Mechanical Loading. Theor. Appl. Fract. Mech. 2019, 104, 102396. [CrossRef]

41. Zhao, K.; Yang, D.; Gong, C.; Zhuo, Y.; Wang, X.; Zhong, W. Evaluation of Internal Microcrack Evolution in Red Sandstone Based
on Time–Frequency Domain Characteristics of Acoustic Emission Signals. Constr. Build. Mater. 2020, 260, 120435. [CrossRef]

42. Zhu, X.; Xu, Q.; Zhou, J.; Tang, M. International Journal of Rock Mechanics & Mining Sciences Experimental Study of Infrasonic
Signal Generation during Rock Fracture under Uniaxial Compression. Int. J. Rock Mech. Min. Sci. 2013, 60, 37–46. [CrossRef]

43. Zhao, J.R. Acoustic Emission Signal Processing System and Source Recognition Methods; Jilin University: Changchun, China, 2010.
44. Liu, H.D.; Zhang, Y.B.; Lu, L.P. Types of the Locked Section Landslide in the Western Henan Province. J. North China Univ. Water

Resources Electr. Power 2018, 39, 2018. [CrossRef]
45. Wang, C.Y.; Chang, X.K.; Liu, Y.L.; Guo, W. Bin Spectrum Evolution Characteristics of Acoustic Emission during the Rupture

Process of Marble under Uniaxial Compression Condition. Rock Soil Mech. 2020, 41, 51–62. [CrossRef]
46. Zhang, G.K.; Li, H.B.; Wang, M.Y.; Li, J.; Deng, S.X. Comparative Study on Damage Characterization and Damage Evolution of

Rock under Uniaxial Compression. Chin. J. Geotech. Eng. 2019, 41, 1074–1082.
47. Cai, M.; Kaiser, P.K.; Morioka, H.; Minami, M.; Maejima, T.; Tasaka, Y.; Kurose, H. FLAC/PFC Coupled Numerical Simulation of

AE in Large-Scale Underground Excavations. Int. J. Rock Mech. Min. Sci. 2007, 44, 550–564. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

97



sensors

Article

Three-Dimensional Reconstruction and Visualization of
Underwater Bridge Piers Using Sonar Imaging

Jianbin Luo 1, Shaofei Jiang 1,*, Yamian Zeng 2 and Changqin Lai 1

1 College of Civil Engineering, Fuzhou University, Fuzhou 350108, China; ljb312@fzu.edu.cn (J.L.)
2 College of Civil Engineering, Quanzhou University of Information Engineering, Quanzhou 362008, China
* Correspondence: cejsf@fzu.edu.cn

Abstract: The quality of underwater bridge piers significantly impacts bridge safety and long-term
usability. To address limitations in conventional inspection methods, this paper presents a sonar-based
technique for the three-dimensional (3D) reconstruction and visualization of underwater bridge piers.
Advanced MS1000 scanning sonar is employed to detect and image bridge piers. Automated image
preprocessing, including filtering, denoising, binarization, filling, and morphological operations,
introduces an enhanced wavelet denoising method to accurately extract the foundation contour
coordinates of bridge piers from sonar images. Using these coordinates, along with undamaged pier
dimensions and sonar distances, a model-driven approach for a 3D pier reconstruction algorithm
is developed. This algorithm leverages multiple sonar data points to reconstruct damaged piers
through multiplication. The Visualization Toolkit (VTK) and surface contour methodology are
utilized for 3D visualization, enabling interactive manipulation for enhanced observation and analysis.
Experimental results indicate a relative error of 13.56% for the hole volume and 10.65% for the spalling
volume, demonstrating accurate replication of bridge pier defect volumes by the reconstructed
models. Experimental validation confirms the method’s accuracy and effectiveness in reconstructing
underwater bridge piers in three dimensions, providing robust support for safety assessments and
contributing significantly to bridge stability and long-term safety assurance.

Keywords: underwater bridge pier; sonar imaging; three-dimensional reconstruction

1. Introduction

To ensure the safety and reliability of underwater bridge piers, regular physical exami-
nations and monitoring are crucial. The harsh hydrogeological environment and long-term
exposure to water erosion and human activities make these foundations susceptible to vari-
ous issues that can compromise the safety of bridge operations. Therefore, it is imperative
for the highway department to prioritize research on underwater bridge piers’ detection
technology. This research enables the timely detection and assessment of problems in
underwater bridge piers, allowing for necessary repairs and reinforcements. Inspection
techniques such as sonar and diving equipment can be utilized to conduct comprehensive
evaluations of structural integrity, load-bearing capacity, and durability. The results of
these inspections inform repair and reinforcement efforts, thereby ensuring the normal
operation of the bridge and traffic safety.

Due to the challenging environment of underwater bridge piers, conventional methods
for bridge pile detection, such as ultrasonic pulse detection, drilling coring, and low-strain
methods, are difficult to apply effectively. Instead, various methods based on detecting the
geometric characteristics of surface defects are commonly used. These methods include
artificial diving/underwater optical imaging technology [1,2], underwater laser imaging
technology [3], and underwater sonar imaging technology [4,5].

In the field of underwater detection, the underwater sonar imaging technology has
significant advantages compared to other techniques [6]. The underwater sonar imaging
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technology employs a sonar array to emit sound pulses into the water. When the sound
pulse encounters a detection object, it generates a reflected echo. By receiving and analyz-
ing the information from the reflected echo, one can determine the distance between the
detection object and the sonar and generate corresponding images. Compared to optical
imaging technology, underwater sonar imaging technology has a longer sound wave wave-
length (in the megahertz range), weaker scattering, slower propagation, and attenuation
in water. It provides a broad imaging range and is unaffected by illumination [7]. These
advantages make underwater sonar imaging technology a critical method for underwater
bridge detection.

Currently, underwater sonar imaging technology is widely used in various fields,
including engineering structure inspection [4,5], underwater pipelines [8,9], seabed topog-
raphy [10,11], and riverbed exploration. In the context of underwater bridge inspection,
relevant research and applications have been conducted. De et al. [12] conducted experi-
ments on bridge scour conditions to study riverbed evolution. Topczewski et al. [13] per-
formed the sonar scanning and imaging of underwater bridge piers and nearby riverbeds,
obtaining information on pier outlines and adjacent riverbeds through acoustic image
processing. Clubley et al. [14] conducted sonar imaging scans of elevated bridge piers and
identified multiple defects that divers had not detected, indicating a higher reliability of
sonar detection compared to diver inspections. Hunt et al. [15] analyzed the impact of
scour on bridges and developed scour monitoring systems using sonar devices.

Meanwhile, three-dimensional (3D) reconstruction technology uses modern measure-
ment techniques to acquire 2D data and, through computer image processing, reconstructs
3D models that include detailed surface information [16]. Three-dimensional imaging
sonar technology offers more detailed descriptions and stereoscopic positioning, providing
significant advantages over traditional 2D sonar. Typically, this technology involves a series
of processes such as data acquisition, image preprocessing, registration and fusion, and the
generation of three-dimensional surfaces. It has a wide range of applications in fields like
cultural heritage preservation [17], clinical medicine [18], architectural modeling [19], game
development [20], and film special effects [21]. Davis et al. [22] used the Coda Echoscope
3D sonar for high-speed underwater inspections in ports and harbor security, generating
real-time 3D images of underwater scenes. Other studies include sonar scanning and imag-
ing detections of railway bridge substructures, dock piles, and bridge foundation scour.
Regarding the 3D reconstruction of underwater bridge piers, it can be broadly classified
into two categories of methods: model-driven and data-driven. Model-driven approaches
involve matching known 3D model information with data obtained from scanning to
generate authentic 3D models. In contrast, data-driven methods directly generate planar
images from the scanned data and subsequently combine these planar images to construct
3D models. Model-driven methods are suitable for relatively simple structural models,
exhibiting generally moderate effectiveness for complex structural models. Conversely,
data-driven methods demand a higher data quality but can achieve 3D reconstruction of
complex structures.

In conclusion, in the field of underwater bridge pier detection, while many scholars
have devoted considerable effort and made significant progress, there are still several
pressing challenges. For example, interpreting sonar images depicting surface defects on
underwater bridge piers can prove to be quite daunting, especially for individuals lacking a
background in sonar technology. Relying solely on a single 2D sonar image for diagnosing
these surface defects is often insufficient. Instead, a comprehensive diagnosis necessitates
the integration of multiple 2D sonar images captured from various angles. Moreover, it
requires inspection personnel to possess a fundamental understanding of sonar imaging
principles and to draw upon their expert experience to render accurate diagnoses. This
situation bears some resemblance to the way medical doctors must grasp the fundamental
principles of CT imaging and rely on their professional expertise to make precise diagnoses
based on CT scans of patients.
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The sonar image data obtained from single-beam scanning is relatively sparse and
of lower accuracy. Additionally, practical engineering constraints limit the range of ob-
servation angles, and underwater bridge piers are relatively simple. Therefore, to quickly
achieve a 3D model with sufficient engineering accuracy, it seems more appropriate to
combine known pier dimensions and use the model-driven approach in this situation.
In this approach, we propose a methodology that involves matching the sonar images
acquired through scanning with established bridge pier models. We collaboratively re-
construct the underwater bridge piers by combining information sourced from multiple
measurement points within the sonar images. Compared to Reference [4], this approach
capitalizes on the correspondence between 2D sonar image features of surface defects and
3D shapes, facilitating the precise reconstruction of 3D models depicting surface defects on
underwater bridge piers. Subsequently, we use triangular mesh techniques to reconstruct
the topology of underwater bridge piers, enabling an approximation of the representation
of underwater bridge piers’ surface information. Additionally, we develop specialized
digital reconstruction system software tailored for this purpose.

This paper is organized as follows: Section 2 presents an introduction to the mechanism
underlying the 3D reconstruction of sonar images of underwater bridge piers. Section 3
introduces an automated recognition method specifically tailored for extracting surface
profiles from 2D sonar images. Section 4 focuses on the algorithm employed for the 3D
reconstruction of underwater bridge piers. It revolves around the reconstruction of cross-
sections of the piers and the generation of a 3D model of the undamaged pier using known
information such as dimensions and sonar distance. The identified contour coordinates
serve as control points, significantly enhancing the accuracy of the reconstruction process.
Section 5 facilitates digital analysis and the observation of surface defects in the 3D models,
enabling actions such as 360◦ rotation, multi-angle viewing, and digital management. This
section also discusses how the 3D reconstruction algorithm contributes to the foundational
data necessary for 3D model visualization. Section 6 provides a detailed description of
the underwater sonar detection experiments conducted on a pier model with man-made
surface defects. The reconstructed pier model is subsequently compared with actual
measurements to validate the proposed reconstruction and visualization techniques.

2. Mechanism of 3D Reconstruction of Sonar Images of Underwater Bridge Piers

To achieve the 3D reconstruction of surface defects on underwater bridge piers using
sonar images, it is evident that relying solely on the 2D information derived from individual
sonar images of pier contours is insufficient. This limitation becomes particularly pro-
nounced when dealing with underwater bridge piers that exhibit surface defects. Therefore,
it becomes imperative to integrate data obtained from multiple sonar image acquisition
points and combine them to facilitate recognition and reconstruction. During the fusion and
reconstruction process, it is crucial to delve deeper into understanding how information
gathered from multiple sonar image acquisition points synergistically contributes to the
generation of a 3D model of the underwater bridge piers. This section will begin with an
introduction to the imaging principles underlying the MS1000 sonar. Subsequently, it will
provide a comprehensive explanation of the mechanism involved in fusing information
originating from multiple sonar image acquisition points. It will delve into the analysis of
the correspondence between the 2D characteristics of various surface defects within sonar
images and their corresponding 3D shapes, presenting potential scenarios. By harnessing
the 3D reconstruction mechanism that relies on multiple sonar image acquisition points,
we can achieve a more precise determination of potential scenarios, thereby enabling a
more accurate reconstruction of the 3D model representing surface defects.

2.1. The MS1000 Mechanical Scanning Imaging Sonar

The MS1000 mechanical scanning imaging sonar, proudly crafted by the Canadian
company Kongsberg, stands out as a global leader in sonar technology due to exceptional
performance characteristics, characterized by precision and resolution.
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As a representative of active sonar systems, the MS1000 sonar possesses the capa-
bility to generate sonar images by analyzing echo data. At its core lies the transducer, a
vital element within the sonar system. This transducer emits sonar beam pulses into the
submerged target area following mechanical rotation to a specific angle. These pulses
interact with underwater targets, subsequently reflecting back to the sonar system, thereby
generating echo signals. The MS1000 sonar effectively processes and analyzes these echo
signals to produce high-quality sonar images, capturing the characteristics and structures
of the underwater environment. Notably, the standout feature of the transducer is its ability
to achieve a maximum scanning range of 360◦, as depicted in Figure 1’s schematic diagram
of single-beam scanning sonar.

Figure 1. Schematic diagram of acoustic imaging.

Figure 1 elucidates the fundamental principles of sonar imaging, where the sonar
transducer, when rotated to a specific angle, begins to receive and process reflected waves
from identified targets. The collected information correlates with the intensity of the
reflected waves, ultimately manifesting as color variations within the sonar image. Regions
with higher reflected wave intensities display vibrant colors, while those with lower
intensities appear darker. Through a 360◦ scanning rotation, the sonar transducer constructs
a comprehensive sonar image.

Single-beam scanning imaging sonar operates in distance, azimuth, and intensity
modes, generating 2D planar images of the underwater environment. While this sonar
device is adept at detecting 3D objects, its primary function remains the production of
planar images, and it does not provide complete 3D information.

2.2. Mechanism of 3D Reconstruction Using Multi-Point Sonar Imaging

To achieve precise 3D reconstructions of bridge piers and explore the connection
between 2D sonar image features and 3D structures, we initiate by establishing a mapping
relationship between the 2D sonar image data and the actual scanning space. As illustrated
in Figure 2, we define a spherical coordinate system, denoted as ρθϕ, within the spatial
domain, with the sonar’s position serving as the origin. Key parameters encompass the
sonar’s detection range, denoted as “Range”, the present sonar azimuth angle, represented
as θ, the current sonar elevation angle, designated as ϕ, and the sample count for each
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beam, referred to as “NumBins.” The equation characterizing the spatial region associated
with the nth sample point b in spherical coordinates is succinctly described as Equation (1).⎧⎪⎪⎨

⎪⎪⎩
θ − 0.45◦ ≤ θb ≤ θ + 0.45◦

ϕ − 15◦ ≤ ϕb ≤ ϕ + 15◦

Range ×
[
ρ×NumBins

Range

]
NumBins ≤ ρb ≤ Range ×

[
ρ× NumBins

Range + 1
]
/NumBins

(1)

Figure 2. Schematic diagram of single-beam scanning imaging sonar scan.

Sonar images encapsulate temporal, angular, and intensity data. It is noteworthy that
for data points where different angles correspond to identical time-of-arrival instances,
such as points A and B (See Figure 2), the sonar is incapable of distinguishing between
them.

Figure 3 illustrates that when the sonar is positioned at measurement point C1, the
transducer emits sonar beam pulses towards the underwater bridge pier region. Points A
and B reside on the same beam arc, and at the peak of reverse-scattered echo intensity along
the direct linear distance, they concurrently reach the sonar. In this scenario, the sonar
cannot differentiate between points A and B, leading to their coalescence in the sonar image,
manifesting as a single pixel. Nonetheless, when the sonar scans from an alternative mea-
surement point, C2, points A and B occupy disparate beam pulse arcs, causing variations
in their arrival times at the sonar. Consequently, the sonar distinguishes between points A
and B, representing them as distinct pixels in the sonar image. Analogously, points that
are indistinguishable when the sonar is positioned at measurement point C2 can typically
be discerned when positioned at measurement point C1. Leveraging this complementary
relationship between measurements at points C1 and C2 facilitates the derivation of 3D
information concerning the underwater bridge piers.

When conducting sonar scanning imaging on cylindrical bridge piers, a multi-point
approach is utilized to generate multiple 2D sonar images, as illustrated in Figure 4. Eight
designated measurement points, labeled C1, C2, . . ., C8, are strategically positioned. The
dashed lines in the figure represent the emitted beam pulses originating from measurement
points C1, C2, . . ., C8. By performing the multiplication of intensity data corresponding
to pixels at the intersection of these two beam pulses, a dataset is generated. If a specific
region is covered by multiple beam pulses and exhibits a heightened reflection intensity, the
result of the multiplication will increase, indicating the presence of an underwater bridge
pier in that region. Conversely, if a region displays a substantial reflection intensity on only
one beam pulse while the other beam pulse indicates no significant reflection intensity, the
result of the multiplication will decrease, implying the absence of an underwater bridge
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pier in that area. Consequently, the determination of underwater bridge pier presence or
absence can be made based on these multiplication values.

Figure 3. Schematic diagram of imaging principle.

Figure 4. Schematic of measurement point beam coverage area.

In simpler terms, this means that if the sonar image data acquired from one measure-
ment point are converted into 3D spatial data and then multiplied with 3D spatial data
derived from sonar image data obtained from another measurement point, and both results
demonstrate a high reflection intensity, they will form spatial data with peak regions. This
facilitates the accurate spatial localization of underwater bridge piers. By adopting this
method, the actual direction of the beam pulse can be ascertained using data obtained from
two sonar images, as depicted in Figure 5.

Figure 5. Schematic of actual target point directional beam.

Hence, by multiplying sonar image data from multiple measurement points, along
with utilizing pre-existing knowledge of undamaged bridge pier models and the established
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correspondence between specific surface defect features in 2D sonar images and their 3D
morphologies, it becomes feasible to achieve the 3D reconstruction of underwater bridge
piers afflicted with surface defects.

3. Automated Recognition of 2D Sonar Images for Underwater Bridge Piers Surface
Profile

The recognition of underwater bridge piers’ surface profiles plays a pivotal role in
the field of 3D digital reconstruction, as it directly influences key factors such as efficiency,
complexity, and precision in the 3D digital reconstruction process. In this section, we
introduce an automated recognition method designed to extract underwater bridge pier
surface profiles from 2D sonar images. The workflow for this method is visually depicted
in Figure 6, and it encompasses the following primary steps:

Figure 6. Flowchart of automated recognition of 2D sonar images for underwater bridge piers surface
profile.

(1) Histogram equalization for enhancement: As an initial step, we employ the his-
togram equalization method to broaden the grayscale range of sonar images with the goal
of enhancing the data. This step is undertaken to bolster image contrast and quality.

(2) Improved wavelet threshold denoising: Subsequently, we apply an enhanced
wavelet threshold denoising function to the sonar images. This step serves to mitigate
noise in the images and elevate the accuracy of subsequent processing stages.

(3) Fixed threshold segmentation and binarization: We employ a fixed thresholding
approach to segment underwater bridge piers information and subsequently convert
it into binary images, thus facilitating superior differentiation between targets and the
background.

(4) Region growing for hole filling: To ensure the integrity of the bridge piers’ informa-
tion, we implement a region-growing method to autonomously fill gaps within the sonar
images.

(5) Mathematical morphology denoising: Further refinement of image quality is
achieved through the use of mathematical morphology operations designed to eliminate
protrusions and indentations along the edges of bridge piers.

(6) Contour identification: Finally, we leverage the findContours function to identify
the surface profile of underwater bridge piers, extracting both the inner and outer contour
information of the piers and the upper and lower contour data of the riverbed.

In summary, we have successfully integrated this methodology into digital detection
software, resulting in the automated recognition of 2D sonar images for underwater bridge
piers’ surface profiles.

In this section, we illustrate the automated recognition process of the 2D sonar image
for the surface profile of underwater bridge piers using an example of original pseudocolor
sonar images of underwater bridge piers. The dimensions of the original pseudocolor sonar
image of underwater bridge piers are 450 pixels by 900 pixels, with the sonar positioned
500 mm away from the center of the pier, and the underwater portion of the pier measuring
1085 mm in length and 245 mm in diameter, as depicted in Figure 7.
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Figure 7. Original pseudo-color sonar image of an underwater bridge pier.

3.1. Histogram Equalization for Enhancement

Sonar images are typically grayscale images, and their grayscale information plays a
crucial role in the intelligent recognition of surface anomalies and 3D digital reconstruction.
Histogram equalization is a process that involves statistically analyzing grayscale values
in sonar images to remap them into a uniform distribution. This process stretches and
compresses the grayscale levels of the image, thereby expanding the dynamic range of
grayscale values to achieve data enhancement [23].

Let f and g represent the original image and the image after histogram equalization,
respectively, with image dimensions of m × n and a grayscale value range of 0 to 255, i.e.,
L = 256. The steps for histogram equalization are as follows:

(1) Calculate the grayscale histogram of the sonar image f, denoted as h.
(2) Calculate the cumulative grayscale distribution frequency v(μ), defined by the

following formula:

v(μ) =
μ

∑
k=0

h(k)
m × n

(2)

Here, h(k) represents the number of pixels with the k-th grayscale level, and m×n
represents the image size.

(3) Determine the minimum cumulative grayscale distribution frequency vmin.
(4) Calculate the grayscale values ω for g using the following formula:

ω =

⌊
(L − 1)(

v(μ)− vmin

1 − vmin
)

⌋
(3)

Here,  � represents floor rounding.
Insufficient contrast in an image is often manifested by a concentration of the pixel

values in the histogram. Images with lower illumination tend to have their histogram
components concentrated in the low grayscale levels, while images with higher illumination
and distinct grayscale tend to have their histogram components concentrated in the high
grayscale levels. Figure 8 illustrates an example of grayscale histogram statistics after
grayscale processing for some original pseudocolor sonar images. From Figure 8, it is
evident that the grayscale distribution of underwater bridge piers sonar images is uneven.
Hence, it is necessary to apply local histogram equalization.
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(a) (b)

(c) (d)

Figure 8. Histogram statistical examples of partial bridge pier sonar grayscale images. (a) Grayscale
sonar image of actual bridge pier. (b) Grayscale sonar image of bridge pier experimental model.
(c) Actual bridge pier sonar grayscale image histogram. (d) Bridge pier experimental model sonar
grayscale image histogram.

Figure 9 displays the results after applying histogram equalization. Through this
process, the contrast of sonar images is significantly enhanced, the grayscale distribution
range is widened, and the bridge piers’ contour information becomes clearer.

(a) (b)

Figure 9. Cont.
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(c) (d)

Figure 9. Results after histogram equalization. (a) Processed grayscale image of actual bridge pier.
(b) Processed grayscale image of bridge pier experimental model. (c) Processed histogram of actual
bridge pier. (d) Processed histogram of bridge pier experimental model.

3.2. Improved Wavelet Threshold Denoising

Sonar images are a type of vector signal, and thus, spatial domain filtering methods
like mean filtering and median filtering have limited effectiveness in removing noise from
such stationary random vector signals [24].

In this section, we have improved and combined the Garrote function and soft thresh-
old function to create an enhanced wavelet threshold denoising function, which can be
mathematically expressed as follows:

d̂j,k =

⎧⎨
⎩

dj,k − mλsgn
(

dj,k

)
− (1 − m) λ2

dj,k
,
∣∣∣dj,k

∣∣∣ ≥ λ, m ∈ [0, 1]

0,
∣∣∣dj,k

∣∣∣ < λ
(4)

Here, the parameter “m” is used for adjustment. The enhanced function possesses
the characteristics of both the soft threshold function and the Garrote function. When
m = 1, it takes the form of a soft threshold function, and when m = 0, it resembles the
Garrote function. When m falls within the range of (0, 0.5), the enhanced function tends
to exhibit the characteristics of the Garrote function, resulting in image smoothing while
preserving edge features. When m falls within the range of (0.5, 1), the enhanced function
leans more towards the soft threshold function, with a more continuous function curve,
leading to smoother images. The improved wavelet threshold denoising function combines
the advantages of the Garrote function and the soft threshold function, allowing for flexible
selection of the parameter “m” based on the denoising requirements.

According to research findings, the use of the improved wavelet threshold denoising
function in filtering, compared to basic mean filtering, basic median filtering, and traditional
wavelet threshold denoising methods, results in the smallest mean squared error and the
highest signal-to-noise ratio and peak signal-to-noise ratio. Therefore, this study employs
this filtering method for denoising. As shown in Figure 10, the denoised results are
presented, clearly illustrating that the denoised image is smoother compared to the original
image.

To validate the denoising effectiveness of the improved wavelet threshold function,
this paper objectively compares and analyzes various denoising methods using empirical
data. Initially, Gaussian white noise is added to sonar images of underwater bridge piers.
Subsequently, denoising techniques are applied to these noisy sonar images, followed
by numerical evaluation using the mean square error (MSE), peak signal-to-noise ratio
(PSNR), and signal-to-noise ratio (SNR). The denoising methods evaluated include basic
mean filtering, basic median filtering, as well as hard thresholding, soft thresholding,
Garrote function, and the improved wavelet threshold function for wavelet denoising.
Evaluation metrics are summarized in Table 1. Analysis of Table 1 reveals that the improved
wavelet threshold function achieves the lowest MSE and highest SNR and PSNR values,
demonstrating a superior denoising performance. Consequently, this paper adopts the
improved wavelet threshold function for preprocessing image denoising.
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Figure 10. Filtering of sonar image.

Table 1. Evaluation metrics of different denoising methods.

Denoising Methods MSE PSNR SNR

Noisy Sonar Images 0.0071 69.6331 1.8188
Basic Mean Filtering 0.0042 72.968 5.1538

Basic Median Filtering 0.002 75.138 7.3237
Hard Thresholding Function 0.0032 74.968 6.1538
Soft Thresholding Function 0.0018 76.7792 8.9649

Garrote Function 0.0036 73.5295 5.7152
Proposed Algorithm 0.0017 76.9467 9.0899

3.3. Fixed Threshold Segmentation and Binarization

Following the previous histogram equalization process, the histogram exhibits a
bimodal distribution, representing two distinct object classes with significant grayscale
differences. This corresponds to an image consisting of a darker background and brighter
targets, as depicted in Figure 9d. By carefully selecting an appropriate threshold value “T”
at the trough point between the two histogram peaks, it becomes possible to effectively
separate the bridge pier from the background. Consequently, for image segmentation
in this section, we have opted for the fixed threshold method, configuring “T” to 220.
Simultaneously, the image undergoes binarization, where pixels less than or equal to the
threshold are assigned a grayscale value of zero, while pixels exceeding the threshold are
assigned a grayscale value of 255. Figure 11 illustrates the results of applying the fixed
threshold segmentation to Figure 10.

By comparing Figures 10 and 11, it becomes evident that after the process of image
segmentation and binarization, the image presents a distinct black-and-white effect. This ef-
fectively accentuates the contour information of the underwater bridge pier while faithfully
representing the mirrored reflection of the underwater pier.

Figure 11. Binarization of sonar image.
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3.4. Region Growing for Hole Filling

Due to the uneven surface of the bridge pier, non-reflective areas exist on its surface.
Within the bridge pier region, dark areas with grayscale values lower than the ideal
threshold are present. Furthermore, due to noise and the reflection and refraction of the
water surface, white regions appear outside the bridge pier area, as depicted in Figure 11.
Achieving precise recognition necessitates filling these data gaps and removing both the
dark and white regions. This task is accomplished using a region-growing method [25].

Specifically, for the removal of dark regions in the underwater bridge piers’ sonar
image, the entire image is scanned. White pixels are considered valid, and a 4-neighbor
detection is utilized to calculate the number of pixels in each region. If the total count
falls below a predetermined threshold, the region is cleared, effectively filling the dark
regions, as illustrated in Figure 12a. When eliminating white regions, a subsequent scan
of the entire image is conducted, with black background pixels being deemed valid. An
8-neighbor detection scheme is employed to compute the pixel count in each region. If the
total count falls below a predefined threshold, the region is cleared, resulting in the filling
of white regions, as shown in Figure 12b.

(a) (b)

Figure 12. Removal of black and white regions in sonar image. (a) Sonar image after black region
removal. (b) Sonar image after white region removal.

Upon comparing Figure 12a,b, it becomes evident that by removing the dark and
white regions from the sonar image, extraneous noise information is further eliminated.
The sonar image now exclusively retains the underwater bridge pier area, consequently
reducing computation time for subsequent defect extraction and 3D digital reconstruction
processes.

3.5. Mathematical Morphology Denoising

Despite the removal of dark and white regions, the edges of the bridge pier still exhibit
numerous jagged protrusions, leading to elongated edge contours. These protrusions
increase the computational complexity during subsequent contour recognition and can
potentially cause misidentification. To address this issue, mathematical morphology opera-
tions, such as erosion and dilation, are commonly employed to smooth out these jagged
features along the bridge pier’s edges.

Mathematical morphology serves as a valuable tool for nonlinear image (signal)
processing and analysis, with its primary focus on the geometric structure and interrelation-
ships within images. By employing various “structuring elements”, it is possible to measure
or extract corresponding shapes and features from the image. Morphological operations
encompass erosion and dilation, and a variety of practical morphological algorithms can
be developed and combined based on these two fundamental operations. Erosion and
dilation operations in binary images are dual operations. The erosion of X by S, denoted
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as X � S, is defined as the set of all points x for which the translation of S by x is entirely
contained within X:

X � S = {x|S + x ⊆ X} (5)

Dilation of X by S, denoted as X⊕S, is defined as the set of all points x for which the
translation of S by x has a non-empty intersection with X:

A ⊕ S = {x|S + x ∪ x �= ∅} (6)

In this study, a 3 × 3 square structuring element is employed for further morphological
erosion and dilation operations on the binary image, as illustrated in Figure 13. Figure 13a
showcases the outcome following the erosion operation. When compared to the binary
image in Figure 12b, it is evident that the white isolated noise points along the underwater
bridge pier’s edge have been significantly reduced in the sonar binary image after the
erosion operation. Figure 13b presents the image following the application of the dilation
operation to the image from Figure 13a. In contrast to Figure 13a, the white pixels appear
more concentrated, indicating stronger connectivity within the underwater bridge pier’s
edge region. Post-processing, when compared to the original image, results in smoother
edges with fewer jagged features, thus facilitating subsequent data extraction. Furthermore,
a substantial portion of the internal and external noise is eliminated, thereby reducing the
potential for misjudgment.

(a) (b)

Figure 13. Morphological erosion and dilation. (a) Erosion treatment to eliminate edge spikes. (b)
Dilation treatment to preserve spikes.

3.6. Contour Identification

To meet the requirements for subsequent 3D reconstruction, it is necessary to further
extract the contours of the underwater bridge pier and riverbed. This involves identifying
both the inner and outer contours of the bridge pier in the sonar image and the upper and
lower contours of the riverbed. The automated steps for sonar image contour recognition
are as follows:

(1) In the sonar image, the underwater bridge pier and riverbed form a connected
structure and represent the largest target contours in the sonar image. Therefore, the
“findContours” function provided by OpenCV is utilized to identify the contours of image
regions. The area of each contour is recorded, and the contour with the largest area is
identified as the target, which is the bridge pier, as shown in Figure 14a.

(2) Determine the coordinates of the uppermost contour and the lowermost contour.
(3) For the outer contour, trace the next contour coordinate point to the left from

the uppermost contour coordinate, continuing until the lowermost contour coordinate is
reached.
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(4) For the inner contour, trace the next contour coordinate point to the right from
the uppermost contour coordinate, continuing until the lowermost contour coordinate is
reached.

(5) Repeat the above steps for another sonar image until all sonar images have been
processed.

(a) (b) (c)

Figure 14. Bridge pier contour recognition. (a) Extracted contour information. (b) Comparison with
the original sonar image. (c) Comparison with the binarized sonar image.

Finally, the extracted underwater bridge pier contour information is overlaid onto
the original sonar image and the binary sonar image. To emphasize the contours, they
are marked in red, as shown in Figure 14a,b. From Figure 14a,b, it can be observed that
the extracted underwater bridge pier contour information closely aligns with the actual
contour information, demonstrating the accuracy of this method in extracting underwater
bridge pier contours. In the end, all the inner and outer contours of the bridge piers in the
sonar images and the upper and lower contours of the riverbed are obtained for subsequent
3D digital reconstruction purposes.

4. Underwater Bridge Piers 3D Reconstruction Algorithm

This algorithm is centered around the reconstruction of underwater bridge pier cross-
sections. It generates a 3D model of the bridge pier in its undamaged state, leveraging
known information like the pier’s dimensions, the distance between the sonar device and
the pier, and more. Furthermore, it utilizes the identified coordinates of the bridge pier’s
contours as control points and combines them with the multiplication of multi-point sonar
data to further refine potential scenarios. Ultimately, it culminates in the reconstruction of
the authentic 3D model of the underwater bridge pier with surface defects. Here are the
detailed algorithm steps:

Step 1: Based on actual measurements of the bridge pier’s dimensions, create a three-
dimensional array V to represent the undamaged bridge pier’s 3D model. The elements
of the array Vxyz are defined according to Formula (7), with a visual representation as
depicted in Figure 15.

{
Vxyz = 255 when

√
x2 + y2 ≤ R and 0 ≤ R ≤ H, inside the bridge pier

Vxyz = 0 when
√

x2 + y2 ≥ R or R < 0 or R > H, outside the bridge pier
(7)

Step 2: Set Z to a value m and select Vxyz to represent a cross-section of the bridge pier.
Proceed to intersect the coordinates of n measurement points with the current cross-section.
As illustrated in Figure 16, the aim of this step is to derive potential scenarios for the 3D
morphological analysis of continuous sonar images gathered from multiple measurement
points, each of which contains information that cannot be ascertained solely from a single-
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point sonar image. Op is the center of the bridge pier cross-section; R is the radius of the
bridge pier; Os is the position of the sonar transducer; possible bridge pier profile shapes
such as ABC, a’cb, ac’b, acb’ are obtained based on the distance of the profile.

Figure 15. Undamaged bridge pier model.

(a) (b)

Op R
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a
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c b
B

a c bOp R

Os

a
A

C
c b

B

Figure 16. Schematic representation of possible 3D shapes of continuous measurement points. (a)
Measurement Point 1. (b) Measurement Point 2.

Step 3: Within the current cross-section, perform a multiplicative assessment of the 3D
morphological scenarios obtained in Step 2, using data from multiple measurement points.
The scenario yielding the highest multiplication result is chosen as the final outcome,
and the cross-sectional contour of the current bridge pier is adjusted accordingly. For
instance, hole contour reconstruction can be accomplished by utilizing sonar images from
neighboring measurement points, as depicted in Figure 16. All key points from Figure 16a
and Figure 16b are combined, as displayed in Figure 17a. Then, based on the relative
positions of the measurement points, select the surface defect contour on the side close to
Os2 and the one close to Os1, resulting in a contour shape that best matches the key points,
as shown in Figure 17b. Ultimately, the constructed surface defect contour is presented in
Figure 17c.

Step 4: Set Z to values 0, 1, . . ., H, and then repeat Step 2 and Step 3 to obtain the
bridge pier contours for all cross-sections. In the end, these contours will be employed for
the reconstruction of the 3D model of the bridge pier, as depicted in Figure 18.
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Figure 17. Schematic representation of surface damage reconstruction for adjacent measurement
points. (a) All control points corresponding to the measurement point. (b) Excluded contour. (c) Final
surface damage contour.

Figure 18. Fitting the bridge piers contour for the current cross-section.
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5. Three-Dimensional Visualization of Underwater Bridge Piers Sonar Images Using
VTK

Three-dimensional visualization provides an intuitive and dynamic representation
of underwater bridge pier models on a computer, aiding researchers in digitally analyz-
ing surface defects. However, the 3D reconstruction algorithm described earlier focuses
primarily on fitting cross-sectional contours and obtaining raw data. These data serve as
foundational for 3D model visualization but do not convey detailed 3D model information.

To achieve computer-based 3D visualization of underwater bridge pier models, we
utilize the Visualization Toolkit (VTK). This section compares different 3D visualization
algorithms, focusing on surface rendering methods for displaying surface defects in the
bridge pier model. The visualization program is integrated into digital inspection software.

There are various 3D reconstruction algorithms, broadly categorized into volume
rendering and surface rendering. Surface rendering, chosen here for its suitability in
handling underwater bridge pier surface defects with reduced computational complexity,
employs VTK’s Marching Cubes (MC) algorithm. This approach involves extracting
isocontours, reducing triangles, smoothing data, generating normals, and triangulating
isocontours to achieve 3D visualization.

Furthermore, leveraging sonar image data processing and 3D reconstruction algo-
rithms, we developed the Digital Inspection System Software for Underwater Bridge Pier
Surface Defects. This software, developed in C++ with an interface in QT and using VTK
for visualization, supports parameter setting, image processing, 3D visualization, feature
extraction, result analysis, and model export (Figure 19).

Figure 19. The visualization software.

As shown in Figure 19, this software serves as a platform for processing sonar images
and 3D reconstruction of underwater bridge piers. It enables 3D visualization of underwater
bridge pier models and offers interactive functions such as translation, scaling, and rotation,
facilitating the analysis and observation of surface defects in the 3D models of underwater
bridge piers by researchers.

6. Underwater Bridge Piers’ 3D Reconstruction Experiment

To validate the feasibility and accuracy of the 3D reconstruction technology, this section
conducts underwater bridge pier sonar scanning experiments in a controlled environment.
The sonar images obtained from the scans are used as input for the 3D reconstruction
process. The previously described 3D reconstruction algorithm and visualization methods
are employed to reconstruct the 3D model of the underwater bridge pier. Finally, the
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dimensions of the reconstructed 3D model are measured and compared with the actual
model dimensions for analysis and validation.

6.1. Experimental Environment

A laboratory environment was set up to simulate underwater inspection conditions.
A water tank measuring 7.1 m × 5.1 m × 1.5 m was constructed and filled with water, as
depicted in Figure 20. To facilitate hoisting large concrete column models, we installed a
miniature overhead crane with horizontal movement capabilities and a rotatable lifting
rod, as shown in the water tank hoisting system illustrated in Figure 21.

Figure 20. Schematic diagram of the 7.1 m × 5.1 m × 1.5 m water tank structure.

Figure 21. The water tank hoisting system.

For the stability and safety of the sonar equipment during inspections, a set of auxiliary
devices, depicted in Figure 22, were designed and constructed. This testing auxiliary device
includes an angle steel frame, a movable operating platform, and a turntable. The angle
steel frame enables adjustments in the sonar angle and height within the water environment,
as seen in Figure 22a. The movable operating platform, positioned above the water tank,
supports the angle steel frame, allowing its free movement, as depicted in Figure 22b. At
the bottom of the tank, a turntable holds the underwater bridge pier model, allowing us to
alter the positions of the sonar measurement points by rotating the turntable, as shown in
Figure 22c.
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(a)

(b) (c)

Figure 22. Experimental auxiliary device diagram. (a) Schematic of sonar fixed on angle steel frame.
(b) Test tank and mobile operating platform. (c) Underwater turntable.

6.2. Concrete Column Bridge Pier Models

Concrete column bridge pier models were designed in the laboratory, simulating two
types of surface defects: holes and spalling. A concrete column bridge pier model was cast
using C30 concrete with a diameter of 490 mm and a height of 1500 mm. The pier model
was reinforced with longitudinal bars and hoop bars. The longitudinal bars consisted of
6 B16 steel bars, and the hoop bars consisted of 5 A8 steel bars. Additionally, the bridge
pier model was designed to incorporate two types of surface defects: holes and spalling.
Photos of the bridge pier model are shown in Figure 23, and detailed dimensions and the
sizes of the surface defects are illustrated in Figure 24.

(a) (b)

Figure 23. Concrete column with surface defects. (a) Hole. (b) Spalling.
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(a) (b)

(c) (d)

(e) (f)

 
(g) 

Figure 24. Surface defect dimensions (Unit: mm). (a) Hole dimensions. (b) Spalling dimensions. (c)
Section p1. (d) Section p2. (e) Section p3. (f) Section p4. (g) Section p5.

6.3. Layout of Measurement Points

The layout of measurement points involves determining the sonar scanning param-
eters, scanning distances, and the number and positions of measurement points, and
calculating the azimuth and elevation of points.

(1) Azimuthal layout of measurement points

117



Sensors 2024, 24, 4732

To obtain multi-point data for the underwater bridge pier model, the azimuthal layout
of measurement points is calculated based on the requirements [4], known bridge pier
model information, and the set sonar scanning parameters. Generally, the higher the sonar
scanning frequency, the better the quality of the sonar image, but the scanning speed is
relatively slower and the scanning range becomes smaller. To obtain clear sonar images, the
scanning frequency is set to the maximum of 1.2 MHz, with a scanning speed of one sonar
image every 5 s, which is acceptable. Due to the close scanning distance, the beamwidth at
this frequency is 28◦ × 0.6◦, which is also an acceptable scanning range. According to the
previous model design, the radius of the pier is known to be r = 0.245 m.

Assuming that the horizontal beam angle’s edge line is tangent to the bridge piers
surface, we can calculate l0 as follows:

l0 = r

(
1

sin
(α0

2
) − 1

)
= 0.245 ×

⎛
⎝ 1

sin
(

28◦
2

) − 1

⎞
⎠ = 0.768 m

To obtain detailed apparent information from the pier’s surface, the distance l between
the sonar measurement point and the pier’s surface is set to 0.5 m. Consequently, we can
calculate β as follows:

β = 2arcsin
[(

1 +
l
r

)
sin
(α0

2

)]
− α0 = 66.7◦

Considering that the scanning range of the measurement points must completely
cover the entire pier, and adding 2 more points for full coverage, we can determine the
number of scanning points, n, as follows:

n =

⌊
360◦

β
+ 0.5

⌋
+ 2 =

⌊
360◦

66.7◦ + 0.5
⌋
+ 2 = 7

Here,  � represents the floor function. Of course, to increase the overlapping area, n
can be further increased.

Once α, β, l, and n are determined, the points are evenly distributed along the circular
cross-section, with each point at the same distance from the pier’s edge. The angular
distance between adjacent measurement points is equal, resulting in the azimuthal layout
of measurement points for the bridge pier model, as shown in Figure 25.

Figure 25. Azimuthal layout of measurement points.

(2) Vertical layout of measurement points
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Given that the height of the bridge pier model is 1.088 m, the water depth is h = 1.400
m, and the sonar scanning radius is R = 1m, and considering the small size of the pier in
the vertical direction, all measurement points are placed just 0.8 m below the water surface
to ensure effective imaging.

6.4. Experimental Procedure

The experimental procedure involved several steps:
(1) Firstly, the turntable device was installed at the designated location. Next, the

bridge pier model was suspended onto the turntable device using a hoisting bar. During
the experiment, the turntable was rotated to change the position of the measurement points.

(2) Setting up the sonar system: Afterward, the sonar system was connected, and the
sonar was mounted on the angle steel frame. The angle steel frame was securely fixed to
the movable platform. Scanning of the bridge pier model was performed using horizontal
and lateral scanning methods.

(3) Configuration of sonar parameters: The relevant parameters of the sonar system
were configured using computer control software. The 1.2 MHz frequency, which provided
better imaging results, was selected for scanning.

(4) Imaging scans: The imaging scans began at the 0◦ position, and the bridge pier
model was scanned. After completing the scan at this point, the bridge pier model was
rotated to 52◦, and scanning at this measurement point commenced. This process continued,
with imaging scans carried out at each measurement point, until all points were scanned.

The experimental setup and process are depicted in Figure 26 for reference.

Figure 26. Test scene image.

6.5. Experimental Results

The bridge pier model was subjected to imaging scans following the scanning plan,
resulting in sonar images corresponding to various measurement points. These sonar
images are shown in Figure 27.

When the bridge pier model at a measurement point did not exhibit any defects, the
inner and outer contours of the bridge target in the sonar image appeared as straight lines,
as seen in Figure 27f. This indicates that the bridge pier in that area has no surface defects.

However, when there were surface defects in the bridge pier model at a measurement
point, both the inner and outer contours of the bridge target in the sonar image showed
varying degrees of concavity and convexity, indicating the presence of surface defects in
the bridge pier in that area.

Based on the sonar images, preliminary conclusions can be drawn as follows:
(1) Sonar images at 0◦, 52◦, and 312◦ correspond to areas with cavity surface defects.
(2) Sonar images at 52◦, 104◦, 156◦, and 208◦ correspond to areas with spalling surface

defects.
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Figure 27. Sonar image of bridge pier model. (a) Sonar image of 0◦. (b) Sonar image of 52◦. (c) Sonar
image of 104◦. (d) Sonar image of 156◦. (e) Sonar image of 208◦. (f) Sonar image of 260◦. (g) Sonar
image of 312◦.

(3) The sonar image at 260◦ corresponds to an area with no surface defects.
These observations help to identify the presence or absence of surface defects in

different regions of the bridge pier model.
By obtaining this set of sonar images, they can serve as input for the 3D reconstruction

system. After undergoing image preprocessing in Section 3, sonar image 3D reconstruction
in Section 4, and visualization in Section 5, the 3D model representing the surface defects
in the underwater bridge pier has been reconstructed, as depicted in Figure 28.
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Figure 28. Reconstructed 3D model of the bridge pier.

6.6. Three-Dimensional Model Measurements

Using the generated underwater bridge pier 3D model, measurements of the surface
defect portions were conducted to obtain positional information, 1D (distance measure-
ment), 2D (area measurement), and 3D (volume measurement) data.

6.6.1. Distance Measurement

As shown in Figure 28, the pixels on the reconstructed 3D model were converted
into distances (with a conversion factor of 2.07 mm per pixel) and compared to the actual
measurements from Figure 23, as presented in Table 2. It can be observed that there is a
significant difference (15.04% difference) in identifying the exposed reinforcement as having
no surface defects in the 0◦ sonar image. However, for the other geometric dimensions, the
error does not exceed 12.00%. The reconstructed 3D model accurately represents the size of
the actual bridge pier in most cases.

Table 2. Distance measurement results.

Actual
Distance A

(mm)

3D Model
Distance B

(mm)

Relative Error
(%) (1 − A/B) ×

100

Hole maximum height 680 682 0.29
Hole maximum arc height 428 395 −8.35

Hole maximum depth 113 133 15.04
Spalling maximum height 738 751 1.73

Spalling maximum arc height 680 682 0.29
Spalling maximum depth 428 395 −8.35

6.6.2. Area Measurement

Using the scanned arc length of holes and spalls in the cross-section on the cylinder,
the surface area can be calculated as follows:

S =
x

∑
i=1

li · Δx (8)

where S is the surface area. li is the arc length on the cylinder when x = i. Δx = 2.07 mm is
the distance between two pixels in the x-direction.

A comparison of the calculated surface area of the model’s surface defects with the
surface area obtained from actual measurements is shown in Table 3. The relative error for
the hole area is −8.08%, and for the spalling area, it is −0.52%. The reconstructed model
accurately reproduces the surface area of the bridge pier’s surface defects.

121



Sensors 2024, 24, 4732

Table 3. Comparison of defects surface area between reconstructed model and actual pier.

Actual Pier Surface
Area

Sa(m2)

3D model Surface
Area Sb/(m2)

Relative Error (%)
(1 − Sa/Sb) × 100

Hole 0.20009 0.18513 −8.08
Spalling 0.36310 0.36123 −0.52

6.6.3. Volume Measurement

Based on the surface area calculation Formula (8), we can calculate the volume using
the following formula:

V =
z

∑
j=1

Sj · Δz (9)

where V is the volume. Δz = 2.07 mm is the distance between two pixels in the z-direction.
Sj is the arc surface area when z = j.

A comparison of the calculated volume of the model’s defects with the volume ob-
tained from actual direct measurements is shown in Table 4. The relative error for the
hole volume is 13.56%, and for the spalling volume, it is 10.65%. The reconstructed model
accurately reproduces the volume of the bridge pier’s defects. In practical engineering
applications, when the defect size is small, it has a relatively minor impact on the pier’s
load-bearing capacity and safety. When the defect size is large, despite the higher relative
error, it still remains within acceptable limits. This is because, based on the load capacity
experimental calculations, it is below the 15% safety assessment requirement [4]. This
method has been successfully applied to actual engineering projects, including the Fuzhou
Wulongjiang Bridge and the Fuqing Xizixiang Bridge sonar inspections, where the actual
measurement results are consistent with the laboratory model test results.

Table 4. Comparison of defects volumes between the reconstructed model and the actual pier.

Actual Pier Volumes
Vcal (m3)

3D Model Volumes
Vmeas (m3)

Relative Error (%) (1
− Vcal/Vmeas) × 100

Hole 0.20009 0.18513 −8.08
Spalling 0.36310 0.36123 −0.52

The piers used in the experiment are scaled-down models of real bridge piers, and
the accuracy of the 3D reconstruction algorithm depends on precise data. With sufficient
accuracy, the research findings can be extrapolated beyond the confines of the specific
experimental setup. The accuracy of sonar images depends on the frequency of the sonar;
higher frequencies provide higher precision. In our experiment, we selected the highest
frequency available for this particular sonar model.

7. Conclusions

This study has summarized the research on the 3D digital reconstruction and visualiza-
tion of sonar images depicting surface defects on underwater bridge piers. The following
key conclusions have been drawn from this research:

(1) We have introduced an automated method for recognizing the surface contours of
underwater bridge piers. This method incorporates a series of steps in sonar image process-
ing, including histogram equalization, wavelet threshold denoising, image segmentation,
binarization, hole filling, mathematical morphology operations, and contour extraction.
Importantly, this automated recognition method has been seamlessly integrated into digi-
tal inspection software, facilitating the accurate and automated extraction of underwater
bridge pier surface contours.

(2) The study has presented a 3D reconstruction algorithm tailored for underwater
bridge piers’ surface defects. Leveraging contour information extracted from sonar images
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as control points and combining it with existing non-destructive bridge pier model data,
this algorithm effectively reconstructs various 3D models representing different types of
surface defects.

(3) We have developed 3D visualization software for underwater bridge piers based
on sonar images, utilizing the Visualization Toolkit (VTK). This software adopts surface
rendering techniques and leverages VTK’s visualization capabilities to display 3D models
of underwater bridge piers. Furthermore, it offers interactive functionalities such as
translation, scaling, and rotation, enhancing the convenience of researchers in analyzing
and observing surface defects within underwater bridge pier 3D models.

(4) The effectiveness of the proposed 3D model reconstruction technology has been suc-
cessfully validated through experiments. The experimental results unequivocally demon-
strate the capacity of the reconstructed models to faithfully represent the 3D surface defects
on underwater bridge piers. Importantly, the relative errors in surface defect measurements
remain within acceptable limits, affirming the reliability and efficacy of this technology.

In conclusion, this research has furnished robust tools and methodologies for digitally
detecting and managing surface defects in underwater bridge piers. The practical engi-
neering applications of this research hold substantial promise for the field. In conclusion,
this study has equipped us with robust tools and methodologies for digitally detecting
and managing surface defects in underwater bridge piers. The practical engineering
applications of this research show substantial promise for the field. Nonetheless, there
remain unresolved issues, such as integrating optical and acoustic detection technologies
to develop integrated opto-acoustic devices capable of operating effectively in complex
underwater environments, thereby accurately locating and identifying surface defects on
underwater bridge piers. The 2D sonar image-based 3D reconstruction method proposed in
this paper relies on recognizing bridge pier cross-sectional profiles. It was initially designed
to accurately reconstruct various types of basic defects with minimal image data. However,
compared to 3D reconstruction methods using 3D sonar, the resulting 3D models are still
relatively coarse.
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Abstract: The influence of acoustic anisotropy on ultrasonic testing reliability poses a challenge in
evaluating products from additive technologies (AT). This study investigates how elasticity constants
of anisotropic materials affect defect signal amplitudes in AT products. Experimental measurements
on AT samples were conducted to determine elasticity constants. Using Computational Modeling and
Simulation Software (CIVA), simulations explored echo signal changes across ultrasound propagation
directions. The parameters A13 (the ratio between the velocities of ultrasonic transverse waves with
vertical and horizontal polarizations at a 45-degree angle to the growth direction), A3 (the ratio
for waves at a 90-degree angle), and Ag (the modulus of the difference between A13 and A3) were
derived from wave velocity relationships and used to characterize acoustic anisotropy. Comparative
analysis revealed a strong correlation (0.97) between the proposed anisotropy coefficient Ag and
the amplitude changes. Threshold values of Ag were introduced to classify anisotropic materials
based on observed amplitude changes in defect echo signals. In addition, a method leveraging deep
learning to predict Ag based on data from other anisotropy constants through genetic algorithm
(GA)-optimized neural network (NN) architectures is proposed, offering an approach that can reduce
the computational costs associated with calculating such constants.

Keywords: additive technologies; selective laser melting; ultrasonic inspection; anisotropy; deep
learning

1. Introduction

Additive manufacturing (AM) is a modern technology for creating complex three-
dimensional objects. AM is becoming increasingly common in various industries [1–3].
One reason is that additive manufacturing allows for the creation of parts with complex
geometric shapes that may be labor-intensive or even impossible to create by traditional
manufacturing methods. Materials produced by additive technologies have fundamental
differences in terms of their morphology [4] compared to materials produced by traditional
methods such as casting or forging. In all cases, it is important to ensure that manufactured
parts meet the required quality standards.

In order to reliably detect internal flaws in products produced by additive manufac-
turing, non-destructive testing (NDT) methods must be used. Depending on the stage of
application, inspection of additive manufacturing products can be divided into two main
types: direct inspection during the manufacturing process of the product [5], and inspection
after production of the product [6]. Among the main NDT methods used to inspect the AM
parts are X-ray computed tomography (XCT), eddy current testing, infrared thermography,
acoustic emission, and ultrasonic testing (UT). In these methods, the most promising are
XCT and ultrasonic testing [6–8]. These inspection methods are not interchangeable; in
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certain cases, combinations of methods are used for more effectively flaw detection. In this
article, we study the use of ultrasonic testing for the inspection of finished AM products.

Metal AM is a rapidly advancing technology poised to transform product design
across the biomedical, aerospace, automotive, marine, and offshore industries. While
early adopters have demonstrated significant performance gains, a comprehensive un-
derstanding of the microstructure and mechanical properties of additively manufactured
metals is lacking. In order to fully harness the design potential of metal AM, especially for
structural components, it is vital to address the anisotropic and heterogeneous nature of
the microstructures and mechanical properties of metal AM parts. Kok et al. [9] reviewed
various metal AM technologies and discussed factors contributing to anisotropy and het-
erogeneity, offering insights into overcoming these challenges for improved performance
and reliability.

Ultrasonic automation offers precise control over particle size and shape for metal
powders used in additive manufacturing. Sridharan et al. [10] observed cavity formation
and droplet generation using high-speed imaging techniques. Cavitation events were
found to play a crucial role in the atomization process. Experiments with liquid alu-
minum produced spherical particles, with particle size influenced by vibration amplitude.
Their research provides insights into ways of optimizing powder production for additive
manufacturing applications.

Du et al. [11] examined the anisotropic microstructure of a nickel IN718 sample fabri-
cated using additive manufacturing (AM) and direct laser deposition (DLD). Ultrasonic
scattering measurements employing longitudinal-to-transverse (L-T) mode conversion
and the continuous wavelet transform (CWT) revealed increasing anisotropy towards
the AM-forged interface. These results demonstrate the method’s stability in character-
izing microstructural anisotropy, suggesting its suitability for additive manufacturing
quality control.

Sol et al. [12] utilized pulse-echo ultrasonic testing to investigate anisotropy in AlSi10Mg
samples produced by selective laser melting (SLM) additive manufacturing. Various ul-
trasonic analyses were conducted, revealing anisotropy in both transverse wave velocity
and attenuation relative to the build direction. This anisotropy was symmetric around the
build direction and persisted after heat treatments. These findings suggest that transverse
wave velocity and frequency-dependent attenuation are sensitive tools for detecting subtle
changes in additive manufacturing products.

Thevet et al. [13] investigated the anisotropic elastic properties of a Ti6 Al4V alloy un-
der various manufacturing methods, including additive manufacturing (AM) and wrought
alloy. Using dynamic pulse-echo ultrasonic techniques, the study measured sound wave
velocities to derive elastic constants and Young’s module maps. Minor anisotropy was
found in AM materials, while the wrought alloy exhibited higher density and ultrasonic
anisotropy due to a thin phase layer along the grain boundaries. Understanding these
variations is crucial for product design.

Gou et al. [14] proposed an ultrasonic peening treatment (UPT) in three directions
to refine large columnar prior-β grains and secondary α grains in the cold-metal transfer
additive manufacturing process of Ti6 Al4V thin-walled structures, thereby enhancing the
tensile property anisotropy. Their experimental results revealed significant grain refine-
ment post-UPT, along with minimal surface deformation. Microstructural changes and
dislocations were observed, which were attributed to the mechanical effects of ultrasonic
treatment within the α′ dissolution temperature range. Specimens treated with UPT exhib-
ited improved properties, including higher load capacity in nano-indentation tests along
with increased ultimate tensile strength and reduced anisotropic percentage in tensile tests.

Inter-layer ultrasonic impact (UI) strengthening in wire and arc additive manufactur-
ing (WAAM) has been found to effectively reduce anisotropy in both microstructure and
mechanical properties [15]. In this study, columnar microstructures were transformed into
fine and uniform equiaxial ones, leading to improved stress distribution during tensile test-
ing. Anisotropy in the tensile and yield strength decreased significantly, from 4.2% to 1.6%
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and from 10.1 to 2.3%, respectively. UI treatment promoted dislocation movement, leading
to substructure formation and grain refinement. It also reduced local misorientations and
refined the grain size while weakening the texture orientation strength.

Several studies [6,16,17] have shown the presence of anisotropy in AM materials.
The properties of anisotropic materials depends on the direction. In [2,18], the authors
showed that the amplitude of a signal reflected from artificial reflectors during ultrasonic
testing of TC18 titanium alloy using a phased array depends on the sound beam’s direction
relative to the direction of sample growth. In other works [16,19], it was found that the
velocities of compression and shear waves in Inconel 718 and AlSi10Mg materials obtained
by selective laser melting (SLM) changed symmetrically when changing the direction
of ultrasonic wave propagation relative to the direction of samples growth. In [16], the
dependence of the ultrasonic wave speed on the direction was shown to be preserved even
after heat treatment. The directional dependence of acoustic properties with respect to
the growth direction may be caused by the characteristics of the crystallographic texture
of additive materials. Several works [20,21] have shown that grains have a predominant
orientation along the growth direction when using SLM. The crystallographic texture is
noted for many materials manufactured by additive methods, for example Inconel 718,
AlSi10Mg, 316L, etc. [20,22,23].

Table 1 provides an overview of articles related to defect detection using ultrasonic and
other related methods along with their limitations in the context of additive technologies
(AT).

Table 1. Summary and limitations of approaches to studying anisotropy and quality control in
additive manufacturing.

Source Proposed Approach Limitations

Sridharan et al. [10]
Investigation of ultrasonic atomization of
metals using high-speed imaging to control
particle size and shape.

Research is limited to aluminum, and the
influence of cavitation events needs further
study for other metals.

Du et al. [11]
Use of ultrasonic methods to measure
anisotropy in nickel alloy IN718 fabricated by
AM and DLD.

Methodology focuses on a specific material
(IN718) and needs validation for other
materials and additive manufacturing
methods.

Sol et al. [12]
Application of pulse-echo ultrasonic testing to
study anisotropy in AlSi10 Mg samples
produced by selective laser melting (SLM).

Limited to one type of material (AlSi10 Mg)
and requires additional studies for other
additive materials.

Thevet et al. [13]
Study of anisotropic elastic properties of
Ti6 Al4V alloy using dynamic pulse-echo
ultrasonic techniques.

Focuses on Ti6 Al4V alloy and needs validation
for other materials and manufacturing
methods.

Gou et al. [14]

Use of ultrasonic peening treatment to enhance
anisotropy of mechanical properties and
microstructure in cold metal transfer process
of Ti6 Al4V.

Primarily addresses one process (cold metal
transfer) and material (Ti6 Al4V), requiring
further research for other processes and
materials.

Sun et al. [15]
Inter-layer ultrasonic impact strengthening in
wire and arc additive manufacturing (WAAM)
to reduce anisotropy.

Limited to one manufacturing process
(WAAM) and needs validation on other
additive manufacturing methods and
materials.

Markanday et al. [16], Aleshin et al. [6,17],
Li et al. [18], Kransutskaya et al. [2]

Investigation of anisotropic material properties
dependency on direction using ultrasonic
methods.

Combines different studies and materials but
requires a systematic approach for
standardizing methods and generalizing
results.

Simonelli et al. [20], Sufiiarov et al. [21]
Study of crystallographic texture and its
impact on anisotropy of materials produced by
additive manufacturing methods.

Textural studies focus on a few materials and
methods, requiring broader validation.

A symmetrical change in acoustic properties depending on the direction is common
for anisotropic single crystals [24]. The additive materials discussed in this work are
polycrystalline. Anisotropy of acoustic properties in polycrystalline materials is largely
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determined by the presence of a crystallographic texture. Because of the influence of the
growth direction on the structure, AM materials are usually considered orthotropic [25].
The propagation of an acoustic wave in a three-dimensional anisotropic medium is gener-
ally described by the following Equation (1):

Cijkl
∂2uj

∂xk∂xl
= ρ

∂2ui
∂t2 (1)

where ρ represents the material’s density and Cijkl denotes its elasticity modulus tensor.
As per Equation (1), the acoustic properties of the material are contingent upon its

elastic properties. From the standpoint of the elastic properties, an orthotropic material
behaves in a manner akin to the crystals of an orthorhombic system [16]. Crystals in
an orthorhombic system possess three mutually perpendicular axes with second-order
symmetry. The tensor Cijkl from Equation (1) exhibits symmetry in the first and second pair
of indices, and its elements can be represented as a 6 × 6 matrix. In the case of orthotropy
or the rhomboid system, the elastic moduli matrix consists solely of the nine independent
constants C11, C22, C33, C44, C55, C66, C12, C13, C23, and can be delineated as shown below.

[C] =

⎡
⎢⎢⎢⎢⎢⎢⎣

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

⎤
⎥⎥⎥⎥⎥⎥⎦

(2)

Hence, in certain instances the nature of acoustic anisotropy in additive materials
can parallel the anisotropy observed in single crystals. Ultrasonic testing of anisotropic
single crystals differs significantly from ultrasonic testing of isotropic materials [6,19].
The propagation of ultrasonic waves is heavily reliant on the orientation of the sound beam
relative to the crystal’s axis of symmetry. When an ultrasonic wave is incident obliquely to
the sample boundary, three elastic waves typically arise, each propagating at its distinct
speed. Waves propagating in an anisotropic material are not purely compressional or shear.
Due to the aforementioned characteristics, when ultrasonic oscillations propagate in an
anisotropic material, deviations in the acoustic field’s propagation direction relative to
the principal acoustic axis may ensue, along with alterations in the focusing and energy
distribution of the ultrasonic beam [17].

For additive materials, a direct correlation exists between the parameters of part
growth and microstructure. Factors such as scanning speed, laser beam power, and atmo-
spheric conditions during the AM process, among others, can impact the thermal processes
occurring during layer-by-layer material deposition, consequently affecting the resultant
microstructure [26,27] and the anisotropy of acoustic properties. Consequently, the de-
gree of anisotropy among samples fabricated from the same material but under different
production conditions can vary significantly.

During the development of ultrasonic testing procedures, accounting for anisotropy
of the material’s properties is imperative. In most instances, the amplitude of the ultrasonic
signal serves as the primary informative feature for ultrasonic testing. However, when
inspected from different angles relative to the symmetry axis of properties, the impact
of anisotropy on the signal amplitude reflected from flaws is contingent upon numerous
factors, and is rather intricate. An approach for testing anisotropic single-crystalline
materials is elucidated in [26], involving the generation of ultrasonic waves normal to
the surface of the test object (TO) followed by inspection along the symmetry axis of
the property. While effective for single-crystalline materials, this approach often proves
impractical for ultrasonic testing of additive manufacturing products due to their geometric
complexity. In such scenarios, the undesirable effects of anisotropy may impede reliable
ultrasonic testing. In this study, deep learning is employed to predict Ag based on other
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acoustic characteristics of the material. This approach is advantageous because deep
learning models can capture complex nonlinear relationships within high-dimensional
data, leading to accurate and generalizable predictions.

This article delves into the challenge of determining an effective method for eval-
uating the influence of property anisotropy on the characteristics of an ultrasonic wave
in AM product materials. An expedient method for assessing the anisotropy of acoustic
properties could facilitate preliminary evaluations for conducting reliable ultrasonic testing
on additive materials.

2. Materials and Methods

2.1. Experimental Study
2.1.1. Sample Description

Samples were fabricated from the heat-resistant nickel alloys Inconel 718, VG159,
and EP648 using the selective laser melting (SLM) method on a Concept Laser M2 Cusing
device. The growth parameters for SLM samples are presented in Table 2. Additionally,
Sample No. 2 underwent further processing by hot isostatic pressing (HIP).

Table 2. Growth parameters for SLM samples.

Sample No Growth Technology Material
Laser Parameters

Power, V Scan Speed, mm/s Hatch Type

1 SLM EP648 170 800 Solid
2 SLM + HIP EP648 180 800 Staggered
3 SLM Inconel 718 180 700 Staggered
4 SLM VG159 300 805 Staggered

Samples were also fabricated from Inconel 718 and AISI 321 using direct laser melting
deposition (DLMD) technology. The DLMD setup utilized an IPG Photonics LS-3 fiber
laser, and the process was conducted in an argon protective environment. The growth
parameters for the DLMD samples are detailed in Table 3.

Table 3. Growth parameters for the DLMD samples.

Sample No Growth Technology Material Power, V Process Speed, mm/c Spot Diameter, mm Layer Step, mm

5 DLMD AISI 321 2200 25 3.2 0.6

6 DLMD Inconel 718 1570 25 2.2 0.6

The samples were designed as cubes with side lengths of 25 mm. Before the exper-
iment, the surfaces of the samples were ground to achieve a roughness level of Rz40.
The cube shape was chosen to facilitate the measurement of ultrasonic wave velocities
in various directions, which is essential for calculating the coefficients of the elasticity
matrix (C11 to C66). After measuring the necessary ultrasonic speed values, chamfers were
removed at a 45° angle to create additional plane-parallel surfaces. Figure 1 shows the
general view of the samples before and after processing.

Flat surfaces oriented at a 45° angle relative to directions 1–3 were also necessary
for measuring the velocities of ultrasonic waves in order to calculate the elasticity matrix
coefficients C12, C13, and C23.
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Figure 1. General view of the printed samples: (a) sample before machining; (b) sample after
mechanical processing; (c) photos of sample after processing.

2.1.2. Acoustic Characteristics Measurement

To measure the acoustic properties of additive samples, A-scans were obtained using
an Omniscan MX flaw detector. Figure 2 shows an example scan for Inconel 718 SLM with
a transcript showing the pulse-echo numbers. Time-of-flight measurements of echo signals
were performed using the contact method with a C543SM 5 MHz direct compression-wave
transducer and a V155RB direct shear-wave transducer. The time of flight of the echo
signal was measured using the maximum amplitude technique. The error in measuring the
speeds of ultrasonic waves corresponded to about 0.5%.

Measurements of longitudinal wave attenuation coefficients were performed using an
immersion contact on cubic samples prior to chamfer removal. The measurement technique
corresponded to that described in [28], method 2.

Figure 2. A-scan obtained for an Inconel 718 SLM sample at frequency f = 5 MHz with the C543SM
longitudinal wave transducer.

2.1.3. Calculation of Elasticity Matrix Coefficients Cij

Nine independent coefficients of the elasticity matrix Cij for the orthotropic case were
determined for the six studied samples. These coefficients were calculated after measuring
the speed of ultrasonic waves using the dependencies shown below.

C11 = ρ · V2
1/1 (3)

C22 = ρ · V2
2/2 (4)

C33 = ρ · V2
3/3 (5)
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C44 = ρ · V2
2/3 (6)

C55 = ρ · V2
1/3 (7)

C66 = ρ · V2
1/2 (8)

C23 =
√
(C22 + C44 − 2ρ · V2

23/23) · (C33 + C44 − 2ρ · V2
23/23)− C44 (9)

C13 =
√
(C11 + C55 − 2ρ · V2

12/12) · (C33 + C55 − 2ρ · V2
12/12)− C55 (10)

Here, Vi/i represents the speed of a longitudinal wave in direction i, Vi/j represents
the speed of a transverse wave propagating in direction i with polarization in direction j,
and Vij/ij represents the speed of a quasi-longitudinal or quasi-transverse wave propagating
and polarized in the ij plane, while ρ denotes the density of the material. A detailed
description of the methodology used to calculate the coefficients Cij is provided in [13].
Sample density measurements were not conducted in this study; therefore, the ρ values of
materials provided by the manufacturer of samples manufactured under these conditions
were utilized. The values of ρ are presented in Table 4.

Table 4. Density values used to calculate Cij coefficients.

Material ρ, g/cm3

EP648 8.0
Inconel 718 8.2

VG159 8.2
AISI 321 7.9

2.1.4. Porosity Analysis

X-ray tomography (X-ray CT) was conducted using a General Electric v|tome|x
m300 tomograph equipped with a tube to achieve micrometer resolution tomography.
The parameters of the X-ray CT performance modes are outlined in Table 5. The results
were processed using specialized VGSTUDIO MAX software employing algorithms for
visualizing pores and solid inclusions. Based on the sample material and voxel size,
the minimum reliably detectable pore size in all samples was approximately 40 μm.

Table 5. X-ray CT performance modes.

Sample Number
Cathode Voltage,

kV
Current, μA

Focal Spot Size,
μm

Number of
Projections

Voxel Size, μm

VG159 SLM 220 70 15.4 1700 15.38
AISI321 DLMD 220 70 15.4 1700 15.22
EP648 SLM 220 70 15.4 1700 15.45
EP648 SLM+HIP 220 70 15.4 1700 15.22
Incinel718 DLMD 220 70 15.4 1700 15.22
Inconel718 SLM 220 70 15.4 1700 15.22

2.2. Computer Modelling
2.2.1. Assessment of Changes in the Amplitude of the Echo Signal Reflected from the Flaw

As previously noted, the anisotropy of acoustic properties can significantly impact test
results. When the difference in signal amplitudes from identical reflectors in different ultra-
sound propagation directions exceeds permissible error limits, concerns arise regarding
the reliability of ultrasonic testing due to uneven sensitivity. This issue has been exten-
sively documented for Austenitic materials and welded joints [17,27,29,30]. In developing
inspection techniques for Austenitic materials, a preliminary assessment of testability is
conducted to determine the feasibility of reliable ultrasonic testing. Testability is typically
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evaluated based on several criteria, including the signal-to-noise ratio and the deviation
from rectilinear ultrasonic beam propagation.

This study proposes assessing the change in the amplitude of the reflected signal from
an artificial reflector when inspected in different directions as an indirect indicator of the
feasibility of reliable ultrasonic testing of anisotropic additive materials. In a previous
study [31], it was demonstrated using Inconel 718 SLM samples that the amplitude change
of the reflected signal from a side drill hole (SDH) at a depth of 13.5 mm when inspected
from different angles can reach 4 dB. Experimentally determined elasticity matrix coeffi-
cients Cij of Inconel 718 were used as input data for modeling in the CIVA UT Simulation
Tool. A quantitative comparison of the simulation results with experimental data showed
that the maximum deviation between the results did not exceed 1 dB, indicating high
accuracy of the amplitude change estimates obtained from CIVA simulations using these
elastic constants.

Based on these findings, it can be argued that for the samples studied in [19], the crys-
tallographic texture significantly contributes to the change in the echo signal amplitude
from the SDH. The directional dependence of the amplitude change was determined by
modeling using only experimentally derived coefficients of the Inconel 718 elasticity ma-
trix. Using the CIVA modeling package and known elasticity matrix coefficients as input
data, the influence of the material’s anisotropy on the ultrasonic testing results can be
preliminarily assessed [32]. The experimental setup of the approach is shown in Figure 3.

Experimental Setup

Immersion Tank

Transducer
(5 MHz, 6 mm)

31 mm

Anisotropic
Material Sample

(Inconel 718)

Flat-Bottomed
Hole (2 mm)

at 30 mm Depth
Distance: 31 mm

Figure 3. Schematic diagram of the experimental setup for assessing changes in echo signal amplitude.

2.2.2. Description of CIVA Algorithms

The ultrasonic propagation simulation tools in the CIVA UT Simulation Tool are based
on semi-analytical solutions used to calculate the ultrasonic field within a material and its
interaction with flaws. CIVA utilizes ray tube theory [33] to model the acoustic field and the
ray tracing method for visualization. The calculation of the field emitted by the transducer
occurs by representing the field as a sum of fields created by elementary point sources on
the surface of the piezoelectric plate. Using this method, it is possible to determine the time
of flight, wave type transformations, and ray amplitudes. When calculating the amplitude
and phase of the field reflected from defects, CIVA employs the Kirchhoff approximation
method, variable separation method, and the geometric theory of diffraction [34].
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2.2.3. Model Description

To calculate the change in the signal amplitude from a defect for different directions
of ultrasound propagation in an anisotropic material, an immersion ultrasonic model
was employed. A flat-bottomed hole (FBH) with a 2 mm diameter located at a depth of
30 mm was used as a defect model for calculations. The general diagram of the model is
presented in Figure 4. The amplitude of the reflected signal from the FBH was calculated for
different positions of the material properties’ symmetry axes, simulating various directions
of ultrasound propagation with respect to the properties’ symmetry axes. The calculation
of the echo signal amplitude from the FBH was carried out by rotating the coordinate
system (1, 2, 3) with a step of 15◦ separately relative to each of the three axes, as shown
in Figure 4a. A model of an unfocused piezoelectric transducer was used as a source of
ultrasonic vibrations with a frequency of 5 MHz and a piezoelectric element diameter of 6
mm. The distance between the probe and the sample surface was 31 mm, ensuring that the
near zone was completely in the immersion layer.

(a) (b)
Figure 4. (a) Model diagram for calculation of amplitude changes and (b) rotation of property
symmetry axes.

For each calculated value of the reflected FBH echo signal amplitude, the change in
amplitude ΔA was determined relative to the amplitude value for the initial position of the
axes shown in Figure 4. This calculation was performed for all studied materials using the
measured single-crystal coefficients of the elasticity matrix as input data.

2.3. Assessment of Acoustic Anisotropy
2.3.1. Methods Used to Assess Acoustic and Elastic Anisotropy

To conduct a comparative analysis of the effectiveness of different anisotropy coeffi-
cients for assessing amplitude changes obtained as a result of CIVA simulations, the follow-
ing anisotropy coefficients were considered and calculated for the studied materials.

Many studies [35–38] have been devoted to assessing the anisotropy of the elastic
properties of rocks. Similar to additive materials, rocks are generally orthotropic media;
therefore, methods for assessing elastic anisotropy using acoustic methods can in some
cases be applied to polycrystalline materials.

For transversely isotropic media, the following coefficients which allow for estimating
the elastic anisotropy were proposed in [38]:

δ =
(C13 + C44)

2 − (C33 − C44)
2

2C33(C33 − C44)
≈ 4

(
νp(

π
4 )

νp(0)
− 1

)
−
(

νp(
π
2 )

νp(0)
− 1

)
(11)
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ε =
C11 − C33

2C33
≈ νp(

π
2 )− νp(0)
νp(0)

(12)

γ =
C66 − C44

2C44
≈ νSH(

π
2 )− νSH(0)
νSH(0)

(13)

where Cij are the coefficients of the elasticity matrix; νp(0), νp(
π
4 ), and νp(

π
2 ) are the

velocities of longitudinal waves, measured in the direction of the property’s symmetry
axis at an angle of 45◦ relative to the symmetry axis and perpendicular to the property’s
symmetry axis, respectively; and νSH(0) and νSH(

π
2 ) are the velocities of the transverse

wave with horizontal polarization, measured in the direction of the property’s symmetry
axis and perpendicular to its symmetry axis, respectively.

For orthotropic rock media, the following coefficients are used to estimate anisotropy
based on the birefringence factor of shear waves [35]:

B1 =
2(V1/2 − V1/3)

V1/2 + V1/3
=

2(
√

C55 −
√

C66)√
C55 +

√
C66

(14)

B2 =
2(V2/1 − V2/3)

V2/1 + V2/3
=

2(
√

C66 −
√

C44)√
C66 +

√
C44

(15)

B3 =
2(V3/1 − V3/2)

V3/1 + V3/2
=

2(
√

C55 −
√

C44)√
C55 +

√
C44

(16)

BS =
√

B2
1 + B2

2 + B2
3 (17)

where Vi/j is the velocity of the transverse wave in direction i with polarization j.
There is also a method for estimating the anisotropy of crystals [39] through the

coefficient G:

G =
2C44

C11 − C12
=

(
ν2[100]
ν2[110]

)2

(18)

where ν2[100] and ν2[110] are transverse wave velocities propagating along the [100] and
[110] directions, respectively, with polarization perpendicular to [001].

2.3.2. Proposed Method for Estimating Acoustic Anisotropy

In this work, we propose evaluating the anisotropy of additive samples using the
birefringence factor, similar to the method described in [35], but focused on two directions
of ultrasonic vibration propagation, i.e., 45◦ and 90◦ relative to the direction of the additive
sample growth. Specifically, we introduce the following coefficients:

• A13: The percentage ratio between the velocities of ultrasonic transverse waves with
vertical (SV) and horizontal (SH) polarizations, propagating at a 45-degree angle to
the growth direction.

• A3: The similarity ratio for ultrasonic waves propagating at a 90-degree angle relative
to the growth direction.

• Ag: The modulus of the difference between A13 and A3, indicating the extent of
variation in the deviation between the velocities of transverse waves with mutually
perpendicular polarizations in the two directions, i.e., at a 45-degree angle and normal
to the growth direction.

These coefficients are determined with the following formulas:

A13 =
(νSH(

π
4 )− νSV(

π
4 ))

νSH(
π
4 )

× 100% =
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=

√
C44 + C66 −

√
C44 +

1
2 (C33 + C11)−

√
1
4 (C11 − C33)2 + (C13 + C44)2

√
C44 + C66

× 100% (19)

A3 =
(νSH(

π
2 )− νSV(

π
2 ))

νSH(
π
2 )

× 100% =

√
C44 −

√
C66√

C44
× 100% (20)

Ag = |A3 − A13| (21)

where νSH and νSV are the velocities of transverse waves with horizontal and vertical
polarization, respectively. We propose using the coefficient Ag as the general indicator of a
material’s anisotropy. To calculate the coefficients, use a special cube-shaped sample with
removed chamfers at 45◦ relative to the growth direction, as shown in Figure 5.

Figure 5. Sample for determining anisotropy coefficients using Formulas (19)–(21).

3. Results

3.1. Ultrasonic Speed and Attenuation

The values of the velocities of longitudinal and transverse ultrasonic waves measured
for various directions on the samples described in Section 2.1.1 are presented in Table 6.
The values of the measured attenuation coefficients of longitudinal waves measured in three
mutually perpendicular directions are presented in Table 7. The values of the calculated
elasticity matrix coefficients Cij are provided in Table 8. It should be noted that in all the
studied materials a difference of approximately 1–3% was noted between the measured
velocities of longitudinal waves in the growth direction and normal to it.

Table 6. Ultrasound wave velocity values.

Measured
Velocity, km/s

EP648 SLM EP648 SLM+HIP Inconel718 DLMD Inconel718 SLM VG159 SLM AISI 321 DLMD

ν(1/1) 5.69 5.82 5.40 5.62 5.53 5.66
ν(2/2) 5.80 5.95 5.60 5.72 5.48 5.75
ν(3/3) 5.80 5.92 5.57 5.72 5.48 5.73
ν(3/2) 2.64 2.84 2.92 2.96 3.42 2.96
ν(1/3) 3.08 3.14 3.10 3.25 3.48 3.18
ν(1/2) 3.07 3.17 3.04 3.25 3.44 3.20
ν(13/13) 5.78 5.89 5.60 5.85 6.03 5.77
ν(12/12) 5.82 5.92 5.56 5.85 6.03 5.79
ν(23/23) 5.54 5.76 5.57 5.72 5.99 5.62
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Table 7. Values of the longitudinal wave attenuation coefficients f = 5 MHz, dB/cm.

Material EP648 SLM EP648 SLM+HIP Inconel718 DLMD Inconel718 SLM VG159 SLM AISI 321 DLMD

Direction

1 0.17 0.5 1.66 0.11 0.63 0.72
2 0.12 0.3 1.59 0.32 0.83 0.59
3 0.43 0.14 1.61 0.25 1.18 0.69

Table 8. Values of the elasticity matrix coefficients Cij, GPa.

Coefficients Cij EP648 SLM EP648 SLM+HIP Inconel718 DLMD Inconel718 SLM VG159 SLM AISI 321 DLMD

C11 259 271 259 257 251 253
C22 269 283 269 255 246 261
C33 269 281 269 239 246 259
C44 56 66 72 76 96 71
C55 75 79 87 75 98 79
C66 75 79 87 70 97 81
C23 110 119 125 115 151 97
C13 121 121 125 108 152 113
C12 127 125 125 113 154 110

The most significant velocity differences are noted for transverse waves. For instance,
in EP648 SLM the velocity difference between waves ν1/3 and ν1/2 from Table 6 is about
17%. The largest deviation for longitudinal waves is observed in VG159 SLM, with a
10% difference between ν1/1 and ν13/13. The attenuation coefficients measured in three
perpendicular directions (Table 7) are relatively low compared to heat-resistant alloys
produced by traditional methods, where they are twice as high [29]. An F-test showed
a statistically significant relationship between direction and attenuation coefficients for
Inconel718 SLM, EP648 SLM, EP648 SLM+HIP, and VG159 SLM at a 5% significance level.
This relationship can affect the amplitude of the reflected echo signal, which is important
for ultrasonic testing of these materials.

3.2. Porosity Analysis

A small number of pores were found in almost every sample. The corresponding
results are shown in Table 9.

Table 9. Values of porosity analysis.

Sample
Volume Porosity

(%)
Presence of

Cracks
Other Defects

Maximum Defect
Volume (mm3)

Quantity of
Founded Defects

VG59 SLM 0.00087 No No 0.000419 47
AISI 321 DLMD 0.00061 No No 0.001291 25
EP648 SLM 0.00113 No No 0.000872 78
EP648 SLM+HIP 0 No No - -
INCONEL718
DLMD 4.97 No No 0.03789 51,638

Inconel 718 SLM 0.00002 No No 0.000158 2

In the Inconel 718 DLMD sample, a significant number of large-volume voids were
observed; these were almost completely spherical in shape and were distributed evenly
throughout the entire volume of the sample. The high level of porosity in Inconel 718
DLMD is likely the reason for the longitudinal wave velocities measured in three mutually
perpendicular directions being lower than in the SLM sample of the same alloy. In addition,
it should be noted that the attenuation coefficients of longitudinal waves in the Inconel 718
SLM sample are significantly lower than in the Inconel 718 DLMD sample. These results
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are consistent with studies of the relationship between the level of porosity of additive
samples and the values of acoustic characteristics [4,5].

3.3. Maximum Change in Echo Signal Amplitude and Degree of Anisotropy

Using the method described in Section 2.2.3, changes in the amplitude ΔA of the echo
signal from the FBH were calculated for the six samples and for varying values of the angle
between the direction of propagation of vibrations and the properties’ axes of symmetry.
Among the values of ΔA obtained by modeling, the values of the maximum changes in the
amplitude ΔAmax were selected for each material under study. To increase the set of data
under study, we used the coefficients Cij from [13] for the Ti6Al4V alloy produced using
SLM technology and metal forming (MF), as well as the elastic coefficients determined
experimentally in [16] for the Inconel 718 and Inconel718NbC materials produced using
DLMD technology. Calculations performed in CIVA showed that the largest changes in the
amplitude of the echo signal occur when the angle between the propagation direction of
the vibrations and the properties’ axis of symmetry co-directed with the direction of the
material growth is approximately 45◦ or 90◦. For all samples, anisotropy coefficients and
maximum changes in amplitude ΔAmax were calculated using the methods described in
Section 2.3. The values of the anisotropy coefficients and maximum changes in amplitude
ΔAmax are provided in Table 10 along with the maximum changes in amplitude and degree
of anisotropy for each material.

Table 10. Maximum changes in amplitude and degree of anisotropy.

Material
ΔAmax

(dB)
BS ε δ γ G Ag (%)

EP648 SLM 2.9 0.21 0.02 0.071 −0.126 0.94 11.2
EP648 SLM+HIP 2 0.14 −0.004 −0.023 −0.001 0.99 6
Inconel718 SLM 4.3 0.14 0.018 0.168 −0.084 1.2 16.1
Inconel718 DLMD 2.1 0.06 0.036 0.097 −0.043 1.06 9.2
VG159 SLM 9.5 0.02 −0.01 0.518 −0.01 2.06 30
AISI 321 DLMD 2.5 0.09 −0.011 −0.035 0.085 0.97 9.6
Ti6Al4V SLM [13] 1 0.1 0.026 −0.019 0.075 0.86 4.11
Ti6Al4V MF [13] 0.4 0 0 −0.019 0 1.02 1.4
Inconel 718 DLMD [16] 6.1 0.21 0.057 0.066 −0.131 0.9 20.1
Inconel718NbC DLMD [16] 8 0.26 0.074 0.058 −0.159 0.88 25.4
AlSi10Mg SLM [40–42] 3.4 0.19 0.012 0.049 −0.097 1.1 12.5
316L SLM [43–45] 2.2 0.15 0.008 0.35 −0.065 1.03 9.0
17-4 PH SLM [46,47] 2.7 0.13 0.02 0.067 −0.089 0.96 10.4
CoCrW SLM [48,49] 3.9 0.18 0.015 0.056 −0.105 1.08 14.3
Hastelloy X SLM [50–52] 4.6 0.22 0.023 0.074 −0.111 1.2 17.0
18Ni-300 MS [53–55] 3.1 0.17 0.019 0.061 −0.092 1.05 13.2
AlSi12 SLM [41,56] 2.8 0.16 0.011 0.048 −0.086 1.09 11.7
CuSn10 SLM [57–59] 3.5 0.20 0.014 0.055 −0.095 1.12 13.6
Al7075 SLM [60,61] 4.0 0.21 0.018 0.062 −0.108 1.15 15.2
Al2024 SLM [62,63] 3.6 0.19 0.016 0.057 −0.102 1.11 13.8
NiTi SLM [64,65] 4.4 0.23 0.025 0.073 −0.114 1.17 16.8

To compare the effectiveness of various coefficients for estimating the value of ΔAmax,
the correlation coefficients R between the degree of anisotropy and the change in amplitude
were calculated. The values of the calculated correlation coefficients are provided in
Table 11.

Table 11. Correlation coefficients between the degree of anisotropy and change in amplitude.

ε δ γ G BS Ag

ΔAmax 0.31 0.74 −0.50 0.58 0.31 0.97
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These values were calculated using the Pearson correlation coefficient r using the
formula

r = ∑(xi − x̄)(yi − ȳ)
nσxσy

, (22)

where xi and yi represent individual sample points, x̄ and ȳ are the means of the samples,
σx and σy are the standard deviations of the samples, and n is the number of sample points.

This analysis allows for the determination of which anisotropy parameter most effec-
tively predicts ΔAmax. By evaluating the Pearson correlation coefficient for each anisotropy
parameter, it is possible to identify the parameter that exhibits the strongest linear rela-
tionship with the change in amplitude. As shown in Table 11, the results highlight the
comparative effectiveness of these coefficients in estimating ΔAmax, providing insights for
optimizing the evaluation of anisotropy in additive manufacturing materials.

It can be seen from Table 11 that the maximum value of 0.97 for the correlation
coefficient was found for our proposed anisotropy coefficient Ag, which indicates that the
coefficient Ag has the strongest correlation with the change in amplitude.

3.4. Criteria for Classifying Anisotropic Additive Materials by Assessing the Magnitude of the
Amplitude Change

To develop a criterion based on the Ag coefficient which can allow for the classification
of anisotropic materials depending on the magnitude of the change in amplitude, more data
were needed. To solve this problem, data obtained as a result of numerically calculating the
coefficients Cij from the system of Equations (13) and (14) for given values of the anisotropy
coefficients A13 and A3, varying in the range from −15% to 15%, were added to the array of
data in Table 7. The use of data obtained by modeling the parameters of anisotropic media
was necessary in order to obtain estimated information about the relationship between the
coefficient Ag and the magnitude of the possible change in amplitude ΔAmax in materials
where the anisotropy coefficients A13 and A3 differ significantly from those calculated
on experimental samples. The total set of data obtained as a result of modeling and
experimental samples included 59 points. A scatterplot of the data between the anisotropy
parameter Ag and the magnitude of the maximum amplitude change ΔAmax for the overall
dataset is shown in Figure 6.

Figure 6. Scatterplot of the data between the anisotropy parameter Ag and the magnitude of the
maximum amplitude change ΔAmax.

The scatterplot in Figure 6 shows that the data are distributed along a conditional
inclined line (trend line), indicating a strong positive relationship between ΔAmax and Ag.
The regression equation has the following form:

ΔAmax = 0.24Ag + 0.48 (23)
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while the R2 coefficient equals 0.74. Significance testing for linear regression was per-
formed using Fisher’s test of significance. At a 5% significance level, the p-value equals
2.4 × 10−13 < 0.05.

Based on Equation (23), the following criteria are proposed:

• If Ag < 6.5%, the estimated change in the amplitude of the echo signal reflected from
the FBH with a 2 mm diameter and located at a depth of 30 mm does not exceed 2 dB
when the propagation direction of the vibrations changes relative to the axis of the
properties’ symmetry.

• If 6.5% ≤ Ag < 23%, the estimated change in the amplitude of the echo signal reflected
from the FBH with a 2 mm diameter and located at a depth of 30 mm can take values
from 2 to 6 dB when the vibrations’ propagation direction changes with respect to the
axis of the properties’ symmetry.

• If Ag ≥ 23%, the estimated change in the amplitude of the echo signal reflected from
the FBH with a 2 mm diameter and located at a depth of 30 mm can take values in
excess of 6 dB when the vibrations’ propagation direction changes relative to the axis
of the properties’ symmetry. In this case, it is permissible to inspect the material by
exciting ultrasonic waves only normally to the surface, with propagation along the
axis of the material properties’ symmetry.

3.5. Deep Learning Approach for Predicting the Anisotropy Indicator Ag

Based on the data presented in Table 10, our objective in this section is to develop
a machine learning model capable of accurately predicting the anisotropy indicator Ag.
To achieve this, we employ an approach based on optimizing TensorFlow Keras neural
network (NN) hyperparameters using a genetic algorithm (GA) [66,67].

A possible architecture of the suggested approach is shown in Figure 7. This archi-
tecture is designed to effectively capture the relationships between the input features and
the target output. The input layer comprises nodes representing acoustic features. The ar-
chitecture includes multiple hidden layers with varying numbers of neurons which are
optimized via the GA. These hidden layers are responsible for learning complex patterns
and interactions between the input features through nonlinear transformations. The output
layer [68] contains a single node representing Ag. This output is the primary target of
the model, providing insights into the effectiveness of ultrasonic testing under varying
conditions. The architecture leverages the strengths of each input feature [69], transforming
them through a series of hidden layers to generate an accurate prediction of the output.
The specific design and depth of the hidden layers are determined through hyperparam-
eter optimization, ensuring that the model captures the underlying relationships within
the data.

Figure 7. Example showing possible optimized NN architecture.
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The methodology involves defining the the hyperparameter space to consider various
configurations, including different numbers of layers ranging from one to five, neurons per
layer ranging from four to sixty-four in increments of four, and a diverse set of activation
functions, including softmax [70], elu [71], selu [72], softplus [73], softsign [74], relu [75],
tanh [76], sigmoid [77], hard sigmoid [78], exponential [79], and linear [80]. This defines
the space in which the GA searches for the optimal hyperparameters.

The fitness function [81] used to build and trained the neural network is based on the
following specified hyperparameters: layers, neurons per layer, and activation functions.
The model is initialized with a specified input shape and trained using the Adam optimizer
and mean squared error loss function for 100 epochs. The model’s performance can then
be evaluated based on maximization of the R-squared (R²) score, calculated by comparing
the true and predicted values on a test dataset comprising 20% of the overall sample.

The genetic algorithm (GA) optimizes the neural network’s hyperparameters through
a series of structured operations, namely, population initialization, crossover, mutation,
and parent selection.

The process begins by initializing a population of chromosomes, each of which repre-
sents a unique set of hyperparameters randomly selected from predefined search spaces.
This initial population serves as the foundation for the evolutionary search process.

During the crossover phase, new chromosomes are generated by combining the
hyperparameters of two parent chromosomes. This operation fosters genetic diversity
within the population, as offspring inherit characteristics from both parents, potentially
combining advantageous traits that enhance performance.

Mutation introduces variability into the population by randomly altering one or more
hyperparameters within a chromosome [82]. This stochastic modification ensures a compre-
hensive exploration of the search space, preventing premature convergence on suboptimal
solutions and enhancing the algorithm’s ability to discover globally optimal hyperparame-
ters.

Parents are selected based on their fitness scores [83–85], which reflect the perfor-
mance of the neural network using the corresponding set of hyperparameters. Several
strategies exist for parent selection, such as roulette wheel selection, tournament selec-
tion, and rank-based selection, which ensure that higher-performing chromosomes have a
greater probability of contributing to the next generation.

This iterative process of selection, crossover, and mutation is repeated over multiple
generations. Each cycle refines the population to gradually optimize the hyperparameters
and enhance the neural network’s predictive performance.

Through these iterative evolutionary operations, the genetic algorithm effectively
navigates the hyperparameter space, converging on configurations that yield superior
predictive accuracy and generalization capabilities for the neural network.

To optimize the parameters of the neural network for determining the anisotropy
indicator, we ran several iterations of the GA with different parameters. For instance,
Figure 8a shows the results of the first two generations, where the population size was
10, the number of generations was 3, and the number of parents for selection was 5.
Figure 8b depicts the results of the third generation, where the parameters were altered;
the population size remained 10, but the number of generations increased to 5 and the
number of parents for selection was set to 10. Subsequently, Figure 8b displays the results
for the fourth generation, where the population size was increased to 20, the number
of generations to 10, and the number of parents for selection to 15. It can be observed
that as the number of iterations increases, the R2 score becomes more stable, indicating
enhancement of the model’s performance.

The advantage of this method lies in its ability to automatically optimize the parame-
ters of the neural network to achieve maximum prediction accuracy. This helps to reduce
the time and resources spent on manual parameter tuning and ensures more stable and
reliable results.
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In order to validate the effectiveness of our method, we performed spatial cross-
validation [86] on the neural networks with the best R2 scores (>0.9).

(a) (b)
Figure 8. Change in R2 score as a function of the number of GA generations during fine-tuning of
the neural network hyperparameters: (a) the orange and blue curves represent experiments with a
population size of 10, three generations, and five parents selected per generation; (b) the red curve
corresponds to experiments with a population size of 20, ten generations, and fifteen parents selected
per generation, while the green curve indicates experiments with a population size of 10, eight
generations, and ten parents selected per generation.

Figure 9 depicts the R2 scores obtained from spatial cross-validation, reflecting the
performance of the neural network architecture. Each point in the plot corresponds to
a specific combination of neurons and layers within the network. The plot captures the
relationship between the number of neurons, the number of layers, and the resulting R2

score, providing insights into the model’s predictive capability. Each data point represents
the R2 score obtained from spatial cross-validation for the respective neural network
architecture, highlighting the influence of architectural choices on model performance.

Figure 9. Cumulative R2 scores obtained from spatial cross-validation for various neural network
architectures, represented by different combinations of neurons and layers.
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Table 12 summarizes the key statistics of the R2 scores obtained from different con-
figurations. These configurations varied in terms of the number of layers, neurons per
layer, and activation functions used. The median R2 score, along with the standard devi-
ation, minimum, and maximum R2 values, provides insights into the overall predictive
performance and variability across different network architectures.

Table 12. Summary statistics of R2 scores for different neural network configurations.

Number of
Layers

Neurons per
Layer

Activation
Function

Median R2 Standard Deviation of R2 Minimum R2 Maximum R2

2 48 relu 0.699986 0.205056 0.360193 0.927981
5 32 relu 0.928194 0.120986 0.657188 0.986920
4 32 relu 0.949115 0.123375 0.643705 0.968744
3 32 relu 0.906979 0.172669 0.506309 0.985874
5 56 relu 0.757946 0.199017 0.430448 0.987120

4. Discussion

Traditional methods for evaluating the acoustic properties of materials often involve
direct measurements of the velocity (V) and attenuation coefficient (α) of ultrasound waves
propagating through the material [87,88]. These measurements are fundamental in calcu-
lating acoustic parameters such as elastic moduli and anisotropy coefficients. The velocity
V and attenuation coefficient α are related to the material’s properties through equations
such as

V =
ω

k
and α =

ω

2Q
,

where ω is the angular frequency of the wave, k is the wave number, and Q is the qual-
ity factor.

Another common approach involves employing standard elasticity models tailored
for anisotropic materials [89,90]. These models often utilize elasticity tensors or compliance
matrices to describe the material’s response to stress and strain. The elastic constants can
be derived from these models using equations such as

σij = Cijklεkl ,

where σij and εkl represent the stress and strain components, respectively, and Cijkl denotes
the elasticity tensor components.

Some methods rely on theoretical models such as elasticity theory or wave propagation
models. These theoretical frameworks provide insights into how ultrasound signals interact
with the material [91,92], allowing for prediction of wave behaviors based on mathematical
and physical models.

In contrast to traditional methods, the approach proposed in this study introduces
the Ag coefficient, which is based on evaluating the ratio of the velocities of transverse
ultrasound waves with perpendicular polarizations at specific angles relative to the ma-
terial’s growth direction [93]. The proposed coefficient Ag demonstrates a strong linear
correlation with changes in defect echo signal amplitudes. This method allows for more
precise identification and classification of anisotropic properties in materials produced by
additive manufacturing technologies.

To ensure the robustness and reliability of the proposed method using the Ag coeffi-
cient for assessing acoustic anisotropy in additive manufacturing materials, it is crucial to
thoroughly analyze potential error sources that could influence the experimental results.
Minor deviations in measurement angles or velocity measurements can significantly impact
the accuracy of ultrasound wave velocity and polarization angle measurements, thereby
affecting the calculated Ag coefficient. Techniques for improving measurement accuracy
include precise angle alignment and calibration methods.
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Variations in sample preparation [94], such as surface roughness [95], thickness uni-
formity [96], and material porosity [97], can introduce discrepancies in ultrasound wave
propagation characteristics. These variations may lead to inconsistent Ag values between
different samples. Moreover, the assumption of material homogeneity [98] across the sample
volume may not always hold true, especially in complex additive manufacturing structures.
Variations in material composition and microstructure could influence ultrasound wave
propagation and subsequently impact Ag measurements. Advanced imaging techniques
and microstructural analysis can aid in accurately assessing materials’ homogeneity.

Additionally, external environmental conditions [99] such as temperature and hu-
midity fluctuations during measurements can alter the material’s properties and affect
ultrasound wave behavior. These factors must be carefully controlled or accounted for in
order to minimize their influence on Ag calculations and ensure reliable results.

Understanding potential error sources is necessary in order to assess their influence on
the accuracy and reliability of Ag coefficients and subsequent analyses. These errors may
introduce uncertainties into the correlation between Ag and defect echo signal amplitudes,
potentially affecting the predictive capability of the method.

For instance, inaccuracies in velocity measurements could lead to misinterpretation
of anisotropy levels, while inconsistencies in sample preparation might obscure the true
anisotropic effects [100]. By acknowledging and mitigating these potential error sources
through rigorous experimental protocols and calibration procedures, the reliability of Ag
as an anisotropy indicator can be enhanced.

5. Conclusions

Our study investigated the acoustic properties of samples made from Inconel 718,
EP648, AISI 321, and VG159 produced using additive technologies. Ultrasound wave
velocities and attenuation coefficients were measured for six samples, and the elasticity
coefficient matrices were obtained.

A review of existing methods for assessing acoustic anisotropy was carried out, on the
basis of which we propose a new anisotropy indicator, the Ag coefficient. The method for
estimating anisotropy through the Ag coefficient is based on determining the ratio between
the velocities of transverse waves of mutually perpendicular polarization measured in two
directions: at a 45-degree angle, and normal to the growth direction.

A comparison of methods for assessing acoustic anisotropy was carried out for the
problem of establishing a relationship between anisotropy coefficients and the magnitude
of the change in the echo signal amplitude from a defect when the direction of ultrasonic
wave propagation changes relative to the axis of the properties’ symmetry. The results
showed that the proposed Ag anisotropy index had the strongest linear relationship with
the change in amplitude. The value of the correlation coefficient was equal to 0.97.

We propose that threshold values of the Ag anisotropy index can make it possible to
distinguish between anisotropic additive materials depending on the magnitude of the
estimated change in the echo signal amplitude from the defect when the inspection angle
changes relative to the axis of the properties’ symmetry.

Additionally, we propose an approach for predicting Ag using deep learning. Specifi-
cally, based on the optimization of neural network architecture hyperparameters using a
genetic algorithm, it is possible to identify the architecture that can most accurately predict
the anisotropy. This approach leverages the power of machine learning to efficiently ana-
lyze complex relationships between material properties and ultrasonic inspection outcomes,
offering a promising avenue for enhanced defect detection in additive manufacturing pro-
cesses.
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Abstract: The multimodal and dispersive character of ultrasonic guided waves (UGW) offers the
potential for non-destructive evaluation of fiber-reinforced composite (FRC) materials. In this study,
a methodology for in situ stiffness assessment of FRCs using UGWs is introduced. The proposed
methodology involves a comparison between measured wave speeds of the fundamental symmetric
and antisymmetric guided wave modes with a pre-established dataset of UGW speeds and translation
of them to corresponding stiffness properties, i.e., ABD-components, in an inverse manner. The
dispersion relations of guided waves have been calculated using the semi-analytical finite element
method. First, the performance of the proposed methodology has been assessed numerically. It has
been demonstrated that each of the independent ABD-components of the considered laminate can
be approximated with an error lower than 10.4% compared to its actual value. The extensional and
bending stiffness properties can be approximated within an average error of 3.6% and 9.0%, respec-
tively. Secondly, the performance of the proposed methodology has been assessed experimentally.
This experimental assessment has been performed on a glass fiber-reinforced composite plate and the
results were compared to mechanical tensile and four-point bending tests on coupons cut from the
plate. Larger differences between the estimated ABD-components according to UGW and mechanical
testing were observed. These differences were partly attributed to the variation in material properties
across the test plate and the averaging of properties over the measurement area.

Keywords: ultrasonic guided waves; structural stiffness assessment; glass fiber-reinforced compos-
ites; semi-analytical finite element method

1. Introduction

Fiber-reinforced composite (FRC) materials have been gaining great popularity in ma-
rine structures over the past couple of decades because of their excellent strength-to-weight
ratio [1,2], low density [3], corrosion resistance [1], and additional degrees of freedom in
the design process [4]. However, the non-isotropic material properties in combination
with rather complex manufacturing procedures provoke uncertainties in material proper-
ties and structural integrity of FRC materials after production and during their use [5,6].
Process-induced defects, such as voids, fiber misalignment, and delamination are common
problems encountered during composite manufacturing [7–9]. The formation of these
irregularities can significantly affect the mechanical performance of FRCs [9–12]. More-
over, structural degradation arises during service of the structure due to (cyclic) loading,
the operating environment, and/or human errors.

To fully exploit the advantages of FRC materials, non-destructive evaluation (NDE)
techniques have been proposed to analyze structural properties and identify damage [13].
These techniques utilize mechanical, chemical, or electromagnetic forces to disrupt the
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structure and measure the response. By anticipating that any internal irregularity will
alter the returned signal, this signal offers insight into the material properties or structural
damage [14]. Commonly used techniques for damage detection and structural integrity
assessment are visual inspection and tap testing [15], radiographic testing [16,17], electro-
magnetic testing [18–20], shearography [21], vibration-based testing [22], acoustic emission
testing [23,24], and ultrasonic testing [25–30]. However, these inspection methods are
often limited by their insensitivity to small forms of damage and/or by their inability to
detect damage that is not in close proximity to the inspection point. Additionally, these
methods may not accurately assess the severity of the detected damage, making it difficult
to determine the appropriate course of action for repairs or mitigation [31].

Over the past decade, ultrasonic guided wave (UGW) inspection methods have
emerged as a promising technique for NDE due to their notable advantages. These meth-
ods offer a cost-effective, rapid, and repeatable means of inspecting large areas in a short
amount of time without requiring the motion of transducers. UGWs are sensitive to small-
size damage and can quantitatively evaluate both surface and internal damages that have a
size greater than half its wavelength. Additionally, UGW devices can have a low power
consumption, making them well-suited for use in remote or hard-to-reach locations [31–33].

The multimodal and dispersive character of UGW propagation is sensitive to the
structural properties and has therefore been the basis of multiple studies on damage
detection [29,32,34–37] and elastic properties characterization [38–40] of FRCs. Combining
these features with their non-destructive nature shows the high potential of UGWs in the
field of NDE [41,42]. Several studies have been conducted on the stiffness determination
of FRC materials using UGWs [39,43]. Most of these methods involve a computationally
intensive optimization process between the results obtained from experiments and the
predictions generated by a forward numerical model [44].

This study introduces an enhanced non-destructive method for in situ stiffness as-
sessment of FRCs using UGWs. The proposed methodology utilizes a computationally
efficient inversion algorithm to evaluate the structural stiffness of FRCs by comparing
experimentally measured UGW speeds with a pre-established dataset of UGW speeds and
corresponding stiffness properties. The approach offers potential for future rapid in situ
assessment of large-scale composite structures.

The performance of the proposed methodology was initially evaluated through a
numerical evaluation. To demonstrate its practical feasibility for in situ applications, a glass
fiber reinforced sample plate was fabricated and subjected to the assessment methodology.
Subsequently, the plate was cut into coupons and mechanical tests were conducted to
evaluate the stiffness properties obtained from this new assessment methodology.

The proposed methodology and evaluation procedure are described in Section 2.
The experiments consisting of UGW testing and mechanical testing are discussed in
Section 3. The results and discussion are presented in Section 4. Lastly, Section 5 presents
the conclusions.

2. Methodology

The zero-order symmetric (S0) and antisymmetric (A0) wave modes are most often
used in guided wave NDE techniques [45,46]. The main reason for that is their sensitivity
to structural damage and strong correlation to mechanical stiffness [35,36,47]. Next to that,
these wave modes are more straightforward to excite and measure than the higher-order
guided wave modes.

The classical laminate theory (CLT) is commonly used to describe the behavior of
composite materials under different types of loading conditions through use of the ABD-
matrix, as described in Equation (1) [4].

{ {N}
{M}

}
=

[
[A] [B]
[B] [D]

]{ {ε0}
{κ0}

}
(1)
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Here, {N} and {M} are the external forces and moments applied on the structure,
respectively, {ε0} and {κ0} denote the internal strains and curvatures. Aij represents the
in-plane stiffnesses, Bij captures the coupling between in-plane forces and out-of-plane
deformations, and Dij signifies the out-of-plane bending stiffnesses. Using these ABD
stiffness components, a generic expression for group wave propagation in anisotropic
media is formulated as:

cg = G(m, ω, Aij, Bij, Dij, I0, I1, I2) (2)

Here, m denotes the guided wave mode, ω denotes the wave frequency, and I0, I1,
and I2 denote the first, second, and third mass moments of inertia, describing the total
mass, center of mass, and moment of inertia, respectively. Generally, it can be expected that
symmetric wave modes are predominantly influenced by the extensional stiffness, while
antisymmetric wave modes are dominated by bending stiffness.

Establishing an analytical solution for Equation (2) is not deemed feasible due to
the complexity of the governing equations for guided waves in anisotropic media. This
research investigates the possibility of utilizing an approximate description of cg in terms
of the ABD-components using a set of coupling coefficients (ci). For an arbitrary guided
wave mode m propagating at frequency ω, this relationship is given as

cm,1 A11 + cm,2 A12 + cm,3 A16 + · · ·+ cm,SD66 = c2
g,m + em (3)

Here, subscript S denotes the total number of unknown ABD-components and em
denotes the approximation error. This error is dependent on the wave mode, material
properties, and wave frequency, and may not be considered generally negligible. When
dealing with symmetric wave modes, the error is expected to be fairly small for laminates
with weak axial-bending coupling. However, for antisymmetric wave modes, a larger
error may be expected, as the relationship between material stiffness and cg is generally
more complex and involves higher-order terms [48,49]. Increased axial-bending coupling
is expected to further increase the approximation error. Equation (3) can also be expressed
in matrix-vector format:

[C]{Ψ}T = {c2
g}+ {e} (4)

In this system of equations, [C] represents the matrix of coupling coefficients, while
{c2

g} and {e} denote the vectors containing the squared group speeds and approximation
errors, respectively. At sufficiently low frequencies where only the S0 and A0 wave modes
are involved, the vector {c2

g} reduces to

{c2
g} = { c2

g,S0,1 c2
g,S0,2 c2

g,S0,j · · · c2
g,S0,W | c2

g,A0,1 c2
g,A0,2 c2

g,A0,j · · · c2
g,A0,W }T (5)

Here, subscript W indicates the total number of S0 and A0 wave velocities included.
Vector {Ψ} (size [1 × S]) in Equation (4) represents the unknown stiffness properties of the
FRC plate under analysis, structured as

{Ψ} = { A11 A12 · · · A66 | B11 B12 · · · B66 | D11 D12 · · · D66 } (6)

Based on this system, it would be possible to estimate {Ψ} using an inverse procedure
when matrix [C] (size [2W × S]) is known and the squared group speed vector {c2

g} (size
[2W × 1]) is obtained through measurements.

2.1. Calculation of the Coupling Coefficients

To calculate the coupling coefficients (cm,i) in matrix [C], a specific composite plate of
interest is considered. The design process for composite laminates allows for a wide range
of possible stiffness properties resulting from design properties, such as material type,
stacking sequence, and plate/ply thickness. By utilizing prior information (for example,
a known stacking sequence and/or E1 ply stiffness) of the plate of interest, this wide range
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of possible stiffness properties can be narrowed down to a reduced range of stiffness possi-
bilities. The proposed method captures this range of stiffness possibilities in the coupling
coefficients. To achieve this, the coefficients are numerically determined by analyzing a set
of R reference laminates pr, where 1 ≤ r ≤ R. These reference laminates are chosen so that
their stiffness properties fall within the range of stiffness possibilities. By using a sufficient
number of reference laminates to sufficiently cover the range of stiffness possibilities, it
is expected that a converged stiffness approximation can be obtained. Determination of
the set of coupling coefficients {cm} related to wave mode m (Equation (3)) is described
as follows:

Ψre f {cm} = {c2
g,m,re f } (7)

where

Ψre f =

⎡
⎢⎢⎢⎢⎢⎣

A11,p1 A12,p1 A16,p1 · · · D66,p1

A11,p2 A12,p2 A16,p2 · · · D66,p2

A11,pr A12,pr A16,pr · · · D66,pr
...

...
...

...
A11,pR A12,pR A16,pR · · · D66,pR

⎤
⎥⎥⎥⎥⎥⎦ (8)

{cm} = { cm,1 cm,2 · · · cm,S }zT (9)

{c2
g,m,re f } = { c2

g,m.p1
c2

g,m,p2
c2

g,m,pr · · · c2
g,m,pR }T (10)

Here, each row of matrix Ψre f (size [R × S]) consists of the ABD-components of a
single reference laminate pr, which is calculated using the CLT. Similarly, each element
of vector {c2

g,m,re f } (size [R × 1]) consists of the squared group speed of wave mode m of
reference laminate pr. Equation (7) is solved in a least-squares sense.

There is generally a large difference in magnitude of the extensional stiffness com-
ponents Aij, coupling stiffness components Bij, and bending stiffness components Dij.
To improve the condition of the numerical operations, matrix Ψre f is column-wise normal-
ized by the absolute maximum component included in the column. This matrix scaling can
be expressed as

Ψre f = Ψre f �
(
1/Ψre f ,max

)
(11)

Here, vector Ψre f ,max contains the absolute maximum stiffness component of each
column of matrix Ψre f and � indicates the element-wise matrix multiplication. This results
in the following modified version of Equation (7):

Ψre f {cm} = {c2
g,m,re f } (12)

Consequently, vector {Ψ} in Equation (4) is column-wise normalized, resulting in the
following modification of Equation (4):

[C]{Ψ}T = {c2
g} (13)

where

{Ψ} = {Ψ} � 1/
(
Ψre f ,max

)
(14)

Dispersion Analysis Using the Semi-Analytical Finite Element Method

The reference velocities in {c2
g,m,re f } (Equation (12)) are calculated from Ψre f by using

the semi-analytical finite element method (SAFEM). SAFEM is a particularly efficient tool
for calculating phase and group speed dispersion curves of guided waves in multilayered
composite laminates and is commonly used as forward numerical model in NDE [50–55].
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SAFEM operates under the assumption of plane strain behavior, employing finite element
discretization along the thickness direction or cross section of the waveguide. The dis-
placement in the direction of wave propagation is analytically described using harmonic
exponential functions. This makes it more computationally efficient than conventional 3D
FEM [56]. Figure 1 shows a discretization of wave propagation in the x-direction used in
1D SAFEM, assuming an infinitely wide plate and three-node elements. The equations of
motion are expressed by Hamilton’s equation [57] and the SAFEM solutions are obtained in
a stable manner from an eigenvalue problem. A detailed description of SAFEM is provided
by Barazanchy [50] and Bartoli [51].

1

2

3

z

x

y

(a)

uz3

uz2
ux3

uy3

ux2

uy2

ux1

uy1uz1

(b)
Figure 1. (a) Schematic representation of SAFEM for wave propagation in x-direction. (b) Degrees of
freedom of the ith node element.

2.2. Robustness of the Algorithm

When applied in practice, the measured squared group speed vector {c2
g} (used in

Equation (13)) may be affected by environmental conditions and/or measurement errors.
To study the robustness of the algorithm with respect to imperfect input data, a numerical
sensitivity study is performed. In this sensitivity study, different system configurations
are considered. These configurations vary in the number of unknown ABD-components
(S) included in Equation (13) and are discussed in Section 2.3.3. For each configuration
the effect of the presence of measurement errors on the approximation of {Ψ} is studied.
The group speed vector, including measurement errors {cg,ME}, is defined as follows:

{cg,ME} = {cg}+ {Δcg} (15)

Here, vector {cg} is the original group speed vector as defined in Equation (13). Vector
{Δcg} includes the measurement errors and is calculated as:

{Δcg} = {cg} � { fME} (16)

Here, the original velocity vector is element-wise multiplied by error vector { fME}
defined as:

{ fME} = { e1 e2 ei · · · e2W }T where, − Emax ≤ ei ≤ Emax (17)

Here, ei denotes an arbitrary value between −Emax and +Emax, which defines the
maximum possible measurement error included in the error vector.

2.3. Evaluation Procedure

The potential of the proposed methodology is demonstrated in a numerical and exper-
imental evaluation. For this evaluation procedure, a stiffness approximation is performed
on a glass fiber-reinforced plate that is manufactured by vacuum infusion processing. First,
a numerical evaluation is performed, in which conclusions are drawn on (i) the convergence
of the ABD-approximation as function of the number of reference laminates (R) and (ii) the
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robustness of the algorithm as function of the number of unknown ABD-components
(S). The findings of this numerical evaluation are used in the experimental evaluation in
which the stiffness of the manufactured panel is assessed by measuring the UGW velocities.
Afterwards, the test panel will be cut into test coupons and subjected to bending and tensile
tests to obtain the stiffness properties according to mechanical testing.

2.3.1. Plate Specifications

The plate in this investigation is a cross-ply laminate consisting of transversely
isotropic plies made of glass fibers and vinyl ester resin with the specifications given
in Table 1. The general properties of the panel are given in Table 2. The expected ply prop-
erties are provided by manufacturing and are given in Table 3. Based on these expected
plate properties, the dispersion curves are derived using SAFEM and presented in Figure 2.

Table 1. Material components used.

Component Name Vf /Vm

Fiber Seartex U-E-640 g/m2 48%
Resin Atlac E-Nova MA 6215 52%

Hardener Curox CM-75 -

Table 2. General plate properties.

Width Length ρresin ρfiber ρoverall Fiber Type ttotal

[mm] [mm] [kg/m2] [kg/m2] [kg/m2] [-] [mm]

600 600 1200 2600 1872 UD 600 9.30

Table 3. The expected ply properties of the test panel according to manufacturing.

E1 E2, E3 G12, G13 G23 ν12, ν13 ν23 Layup tply ρ

[GPa] [GPa] [GPa] [GPa] [-] [-] [-] [mm] [kg/m3]

46.2 13.1 4.1 5.1 0.29 0.28 [05/905]S 0.465 1872

Figure 2. Group speed dispersion curves for the produced glass fiber-reinforced laminate with wave
propagation in the 0°-direction. The S0, A0, and SH0 wave modes are labeled, higher order waves
modes emerge above 80 kHz.

2.3.2. System Configuration

Equation (3) is established for waves propagating at three different frequencies and
along five different directions, resulting in a total of 30 equations included in the system
of equations of Equation (13) (2W = 30). Given the symmetric and balanced cross-ply
layup, it can be inferred that there is no coupling stiffness (Bij = 0), no stretching–shearing
coupling (A16 = A26 = 0), and no bending–twisting coupling (D16 = D26 = 0). As a result,
coefficient matrix [C] in Equation (13) reduces in dimensions to [2W × S] = [30 × 8].
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Reference Laminates

For this evaluation procedure, the stacking sequence, ply thickness (tply), and density
(ρ) of the test panel are assumed to be known and the panel is defect-free. Furthermore, it
is assumed that the actual properties of the plies (E1, E2 = E3, G12 = G13, G23, ν12 = ν13,
and ν23) are unknown but located within a range of ±20% with respect to a set of expected
ply properties (the so-called baseline laminate). The unknown ply stiffness properties are
arbitrarily generated within the range of expected ply properties. This arbitrary process is
for E1 described as

E1,pr = E1,BL + ΔE1 where, ΔE1 = αE1 · E1,BL (18)

Here, E1,pr is the randomly generated value of E1 for the reference laminate pr, E1,BL
is the value of E1 of the baseline laminate, and αE1 is a randomly generated value between
−20% and +20%. The same approach is used for all unknown ply properties. The ply
properties of each reference laminate pr are randomly generated, independently of the
other reference laminates. In this manner a set of 3100 reference laminates is generated. It
is expected that this amount sufficiently covers the range of stiffness possibilities.

For this evaluation procedure, two sets of reference laminates are generated, each
using a different baseline laminate. The first set of reference laminates (the manufacturer’s
set) uses the expected ply properties provided by the manufacturer (Table 3). The second
set (the mechanical testing set) uses the ply properties according to the mechanical tensile
and four-point bending tests, which will be discussed in Section 4.2

2.3.3. Robustness of the Algorithm

The robustness of the algorithm with respect to imperfect input data is investigated
in the numerical evaluation. Three system configurations are considered, as defined in
Table 4. Configuration 1 includes all the unknown stiffness components of the panel under
investigation. In configurations 2 and 3, a subset of these components has been selected to
shed light on the possibilities of reducing the system size based on the expected relationship
between stiffness components and wave modes.

Table 4. The system configurations considered for the numerical sensitivity study.

Configuration {Ψ}
1 { A11 A12 A22 A66 | D11 D12 D22 D66 }
2 { A11 A22 A66 | D11 D22 D66 }
3 { A11 A12 A22 | D11 D12 D22 }

3. Experiments

The procedure for measuring the ultrasonic guided waves on the test panel and the
performance of mechanical tests afterwards are described in Sections 3.1 and 3.2, respec-
tively.

3.1. Ultrasonic Guided Wave Testing

An overview of the experimental setup for measurement of the ultrasonic guided
waves is provided in Figure 3a. A close-up of the measurement device is given in Figure 3b.
The waveform generator creates an input wave signal that is amplified and emitted through
a piezoelectric transducer, indicated as the actuator in Figure 3a. In total, three different
wave signals are used. These signals are narrow-banded Hann-windowed sinusoidal
pulses with a center frequency of 70, 80, and 90 kHz. The signals are recorded in five
directions (0°, 30°, 45°, 60°, and 90° with respect to the reference axis of the laminate) by
two dry point contact transducers. Each measurement set consists of a total of 30 input
signals that are emitted and recorded one after another and then averaged. This procedure
helps to improve the signal-to-noise ratio and mitigates the presence of background noise
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components in the signal. Moreover, all experiments are conducted at room temperature
(20 °C), aligning with the conditions under which the reference velocities are calculated.
Temperature variation was below 1 °C during the measurement period, making the effect
on wave speed insignificant [58].

(a) (b)
Figure 3. (a) Overview of the experimental setup including the (1) RS PRO RSDG1032X wave
generator, (2) Falco Systems WMA-300 high-voltage amplifier, (3) Vallen Systeme VS600-Z1 actuator,
(4) ACS Group S2803 dry-point contact transducers, (5) Vallen Systeme AEPH5 pre-amplifiers,
(6) Vallen Systeme AMSY-6 data acquisition system chassis type MB6, and (7) Vallen Systeme AE-
Suite software version R2023.1218.2. (b) Topview of the measurement device.

An example of an averaged wave signal recorded by the two transducers is given in
Figure 4. This signal corresponds to an 80 kHz wave propagating in the 0°-direction. In this
figure, the dispersion effect of the S0 wave, propagating faster than the A0 wave, is clearly
visible. Based on the arrival time of the wave at both transducers, the group wave speed of
the A0 and S0 wave modes can be calculated using Equations (19) and (20), respectively.

cg,A0 =
d12

tA02 − tA01
(19)

cg,S0 =
1

1
cg,A0

− tS02−tA02
d02

(20)

Here, tA01 and tA02 represent the arrival time of the A0 wave mode at the first and
second transducer, respectively; tS02 represent the arrival time of the S0 wave mode at the
second transducer. Lastly, d12 and d02 denote the distance between the first and second
transducer and between the actuator and the second transducer; respectively, see Figure 3b.

Figure 4. Example of an averaged wave signal recorded by the two transducers. The signal corre-
sponds to a 80 kHz wave propagating in the 0°-direction.
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3.2. Mechanical Testing

To assess the obtained stiffness properties using UGW testing, the test panel is sub-
jected to mechanical testing. Test coupons are cut from the panel and subjected to both
tensile and four-point bending tests to determine the stiffness components A11, A22, D11,
and D22. The tests were performed in accordance with ASTM D3039/D3039M [59] and
ASTM D6272 [60] with a minor deviation in the coupon dimensions driven by the limita-
tions of the available test facilities. The coupon dimensions for the tensile and four-point
bending tests were 150 × 50 mm and 130 × 25 mm, respectively. Nevertheless, these
dimensions are considered reasonable and not expected to have influenced the outcomes.

The cutting plan of the panel is depicted in Figure 5. Here, orange coupons represent
those used for tensile testing and green coupons are utilized for four-point bending testing.
The mechanical tests are carried out on a test bench (Figure 6) that has a maximum tensile
capacity of 250 kN. In Figures 7 and 8, pictures of a tensile and bending test coupon are pro-
vided, respectively. During the tensile tests, axial strain is measured using an extensometer,
while transverse strain is measured using strain gauges. During the four-point bending tests,
only strain gauges are used to measure longitudinal and transverse strain. Unidirectional
strain gauges are employed, requiring the transverse strain gauges to be placed slightly
off-center, as depicted in Figure 8. Nevertheless, it is considered that the measured strain
at these positions is indicative of the strain at the center of the coupon. Figures 9 and 10
illustrate a tensile and bending coupon, respectively, during the measurement.

Figure 5. Cutting plan mechanical test coupons.

Figure 6. The Zwick 250 kN test bench.
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Figure 7. Tensile test coupon.

Figure 8. Four-point bending test coupon.

Figure 9. Tensile test coupon clamped in the test bench.

Figure 10. Four-point bending test coupon positioned in the test setup.
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4. Results and Discussion

4.1. Numerical Evaluation

In the numerical evaluation, the convergence of the stiffness approximation as function
of the number of reference laminates (R) and the robustness of the algorithm as function of
the number of unknown ABD-components (S) are investigated. The manufacturer’s set of
reference laminates is used for the numerical evaluation.

4.1.1. Convergence Study

For the convergence study, system configuration 1 of the robustness study (Table 4)
is used. Each reference laminate pr included in the manufacturer’s set is used as test
case for the convergence study. Velocity-squared vector {cg

2}, which is calculated using
SAFEM, is input for the methodology; see Equation (4). For each test case, the size of R is
increased from 2 up to 3100 reference laminates to conclude what set size is sufficient to
obtain a converged ABD approximation. For each value of R, the reference laminates pr are
arbitrarily selected from the manufacturer’s set. The approximated ABD-components (Ψr)
are compared to the results according to the CLT (Ψre fn ). Eventually, the mean absolute
percentage error (MAPE) of the total of test cases (TC) is calculated as follows:

MAPE =
∑TC

r=2| Ψr
Ψre fr

| · 100%

TC
where, r ∈ [2, 3100] (21)

The results of the convergence study are shown in Figure 11. It can be observed that
the approximation of all ABD-components is converged around 2000 reference laminates.
The approximation of components A11 and A22 shows the fastest convergence around
1500 reference laminates. In the figure, significant peaks are observed in the range of R
lower than 1000 reference laminates. These peaks are mainly the result of the arbitrary
selection procedures of the reference laminates pr included in R and indicate insufficient
coverage of the range of stiffness possibilities. Repeating this convergence study with
again an arbitrary pr selection will lead to a shift in the peak locations with respect to R.
The generated set of 3100 reference laminates is considered sufficient to obtain converged
results. In Figure 12, the error distributions of the test cases are shown as well as the
MAPE value for each ABD-component. These results are obtained using the complete set
of 3100 reference laminates. It is shown that each ABD-component can be approximated
within a MAPE of 10.4%. The pure extensional and bending stiffness properties can be
approximated with an average MAPE of 3.6% and 9.1%, respectively. This difference in
MAPE between the extensional and bending stiffness properties may be related to the
quality of the approximation in Equation (3), leading to a larger error for the antisymmetric
wave modes than for the symmetric wave modes.

Figure 11. Convergence study with respect to the size (R) of the manufacturer’s set of reference
laminates. The MAPE of 3100 test cases compared to CLT is calculated using Equation (21).
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Figure 12. The distribution of the absolute error for each ABD-components for the 3100 test cases as
well as the MAPE value.

4.1.2. Robustness of the Algorithm

The sensitivity of the algorithm on measurement errors in the UGW input data is
evaluated by analyzing the MAPE (Equation (21)) of the approximated A11, A22, D11,
and D22 stiffness components for increasing Emax. For this study the complete set of
3100 reference laminates is used and the range of Emax is set from 0% to 10%.

The results are presented in Figure 13. The results indicate that system configuration 3
(Table 4) is least sensitive to measurement errors and can offer the best robustness in
practical environments. Configuration 3, like configuration 1, provides a converged stiff-
ness approximation for a set size of 3100 reference laminates, as illustrated in Figure 14.
Therefore, this configuration is employed in the experiments, implying that [C] and Ψ of
Equation (13) are of dimensions [2W × S] = [30 × 6] and [1 × S] = [1 × 6], respectively.

Figure 13. Sensitivity study on the robustness of the algorithm on measurement errors in the input
data. The MAPE of 3100 test cases compared to CLT is calculated using Equation (21).

159



Sensors 2024, 24, 2747

Figure 14. Convergence study with respect to the size of the manufacturer’s set of reference laminates
of system configuration 3. The MAPE of 3100 test cases compared to CLT is calculated using
Equation (21).

4.2. Experimental Evaluation
4.2.1. Stiffness Assessment by Mechanical Testing

The results of the tensile tests and four-point bending tests are presented in
Tables 5 and 6, respectively.

Table 5. Results of tensile tests.

Coupons Mean Std

E1m [GPa] 3 25.81 0.69
E2m [GPa] 4 29.78 6.47
ν12m [-] 3 0.14 0.01
ν21m [-] 4 0.16 0.03

Table 6. Results of four-point bending tests.

Coupons Mean Std

E1b [GPa] 3 34.21 0.58
E2b [GPa] 4 15.68 1.31
ν12b [-] 3 0.18 0.01
ν21b [-] 4 0.10 0.01

Figure 15 displays the results of the mechanical tests, along with the expected laminate
stiffness properties of the plate of interest according to manufacturing (Table 3) represented
as red lines. These expected properties according to manufacturing are calculated using
the following equations [61]:

E1m =
1

ha11
E2m =

1
ha22

ν12m = − a12

a22
ν21m = − a12

a11
(22)

E1b =
12

h3d11
E2b =

12
h3d22

ν12b = −d12

d22
ν21b = −d12

d11
(23)

Here, h denotes the thickness of the plate, and aij and dij denote the elements of the
inverse ABD-matrix which is calculated using CLT and the properties in Table 3.

The tensile properties in the 0°-direction (E1m) and the bending properties in both the
0°- and 90°-directions (E1b and E2b, respectively) show a reasonable variation. However,
there is a larger variation in the tensile properties of the 90°-coupons (E2m). Furthermore,
the extensional stiffness E1m is 13% lower than E2m, indicating that the actual laminate
does not behave as a balanced laminate as initially assumed. Lastly, the higher stiffness
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properties of the laminate of interest (red lines) suggest that the overall stiffness of the
sample plate is lower than expected according to the manufacturer’s data.

(a) Young’s Modulus (b) Poisson Ratio
Figure 15. Results of mechanical testing. The expected laminate stiffness properties of the plate of
interest according to manufacturing are indicated by the red lines.

Mechanical Testing Set of Reference Laminates

Using the findings from the mechanical tests, the mechanical testing set of reference
laminates is constructed. The assumption for this set is that the lower overall stiffness
properties are caused by lower E1 and E2 values for all plies. Additionally, it is assumed that
the stiffness imbalance is caused by a difference in E1 between the 0°- and 90°-plies, while all
other known and unknown properties remain the same as those in the manufacturer’s set
(Table 3). The resulting ply stiffness properties for the laminate of interest, used as baseline
laminate, in the mechanical testing set of reference laminates are provided in Table 7.

Table 7. Ply stiffness properties for the baseline laminate in the mechanical testing set of
reference laminates.

E1 E2,E3 G12,G13 G23 ν12, ν13 ν23 Layup tply ρ

[GPa] [GPa] [GPa] [GPa] [-] [-] [-] [mm] [kg/m3]

29.6 (0°)
39.6 (90°) 10.5 4.1 5.1 0.29 0.28 [05/905]S 0.465 1872

4.2.2. Stiffness Assessment by Ultrasonic Guided Waves Testing

The stiffness assessment using UGW is performed at four distinct locations on the
panel, as depicted in Figure 16. These locations are selected with the consideration to
minimize interference of the emitted wave signals with reflections from the boundaries of
the structure. At each location, the average group wave speed is determined of 30 emitted
wave signals.

Figure 16. The four assessed locations on the plate labeled as 1-4 and distinguished by different
line patterns.
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The resulting mean group wave speeds and the range over the four locations are
presented in Figure 17. The figure indicates that there are minimal variations in wave speed
of the A0 mode across the panel. The wave speed of S0 exhibits greater variations across
the panel.

Figure 17. The mean A0 and S0 group wave speeds along with their range, measured at the
four locations on the panel.

Results Using the Manufacturer’s Set of Reference Laminates

Figure 18 displays the stiffness properties approximated by implementing the algo-
rithm using the manufacturer’s set of reference laminates (labeled as UGW). The figure
also shows the results of mechanical testing (labeled as Tensile and Bending) and the range
of stiffness properties included in the set of reference laminates (labeled as Set). The exten-
sional stiffness A22 as well as the bending stiffness D11 show reasonable agreement with
the mechanical tests, with an average deviation of +2% and +7%, respectively. However,
extensional stiffness A11 and bending stiffness D22 have a larger deviation from mechanical
testing, being +17% and +52%, respectively. Furthermore, the range of D11 is relatively
large, indicating the algorithm approximates the stiffness properties with considerable
variations across the panel. Lastly, it can be observed that the laminate stiffness properties
according to mechanical testing only marginally fall within the range of stiffness properties
included in the set of reference laminates.

Figure 18. The approximated stiffness properties using the set of reference laminates based on the
manufacturer’s data (UGW) as well as the stiffness properties according to mechanical testing (Tensile
& Bending). Also, the range of stiffness properties included in the set of reference laminates (Set)
is shown.

Results Using the Mechanical Testing set of Reference Laminates

Figure 19 presents the stiffness approximation using the mechanical testing set of
reference laminates. The figure demonstrates that this set of reference laminates more
accurately covers the plate stiffness properties according to mechanical testing. Moreover,
the approximation of D22 shows a significant improvement. Nonetheless, notable differ-
ences between the approximated stiffness properties using UGW testing and those obtained
from mechanical testing still exist. Furthermore, the results obtained using the algorithm
show large variations in the stiffness approximation for D11 and D22.
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Figure 19. The approximated stiffness using the set of reference laminates based on the mechanical
testing data (UGW) as well as the stiffness properties according to mechanical testing (Tensile and
Bending). Also, the range of stiffness properties included in the set of reference laminates (Set)
is shown.

These differences in stiffness assessment between the algorithm and mechanical testing,
as well as the wide range of approximated stiffness properties by the algorithm, can be
partly attributed to the moderate quality of the manufactured test panel. Orientation of plies
may be subject to inaccuracy and additionally the plies may not be perfectly transversely
isotropic. Mechanical testing revealed that stiffness variations were mainly observed in
E2m across the panel. Furthermore, the area over which a single measurement is performed
(Figure 16) is relatively large compared to the size of the panel and the coupons used for
mechanical testing (Figure 5). As a result, the stiffness variations across the measured
area are averaged by the measurements, and the algorithm provides an average stiffness
approximation of this measured area. Therefore, an ideal comparison of the stiffness
properties of a single mechanical testing coupon to those of the algorithm is not possible.
To achieve this, the minimal required area for UGW testing should be reduced; this might
pose, however, additional challenges in separating the two fundamental wave modes, as
well as performing measurements along multiple directions.

4.3. Limitations and Practical Remarks

The methodology presented in this study estimates the average stiffness properties
over the measurement area, which is determined by the position of the source and receivers.
Consequently, if any damaged area of interest is not covered by the wave propagation
path, no change in the stiffness properties will be detected either. In addition, defects
that are present in the measurement area will be captured by their effect on the average
stiffness properties. It is believed that this will not hamper the intended applications
of the methodology for rapid inspection or scanning of designated areas of large-scale
composite structures.

When applying the methodology in practice, the influence of environmental conditions
should be taken into account. At first, the effect of temperature on wave propagation
velocities should be considered. In the experimental evaluation and as mentioned earlier,
all experiments were conducted at room temperature (20 °C). In case measurements are
performed at notably different temperatures, application of temperature compensation
algorithms for the extracted wave velocities may be necessary. Examples of such algorithms
can be found in literature [62–66]. Secondly, the presence of background noise interfering
with the input signal may influence the measurement accuracy. To mitigate the presence of
background noise components, e.g., due to environmental and electromagnetic interference,
a total of 30 signals were averaged in the experimental evaluation. When implementing
the technology in circumstances with significant background noise, such as machinery,
electrical systems, waves and wind, the number of averaged wave signals may need to
be increased.

5. Conclusions

In this research, a new methodology for assessing the structural stiffness of FRC
materials is proposed. The methodology uses an inversion algorithm that couples UGW
speed to structural stiffness. The performance of the methodology is demonstrated in a
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numerical and experimental evaluation. For this evaluation, a glass fiber plate consisting
of a symmetric and balanced cross-ply layup is manufactured. The following conclusions
are drawn from the numerical evaluation:

- The stiffness approximation provides converged results when the size of the set of
reference laminates is sufficiently large. A set of 2000 reference laminates is concluded
sufficient for the stiffness assessment of a balanced and symmetric laminate for which
the actual properties of the plies are known within a range of ±20%. The numerical
evaluation showed that each ABD-component can potentially be approximated within
a MAPE of 10.4% compared to its actual value for 3100 test cases. The extensional
stiffness can be approximated with an average MAPE of 3.6%. The bending stiffness
properties have an average MAPE of 9.1%.

- To apply the technology in typical in situ environments, it is found that a system
configuration which includes all ten ABD-components is sensitive to measurement
errors in the input data. To deal with this, it is concluded that a system configura-
tion excluding the shear stiffness components A66 and D66 provides better system
robustness against measurement errors.

The findings of the numerical evaluation are implemented in the experimental eval-
uation. Measurements are performed on the test panel and compared to the stiffness
approximation according to mechanical testing. The results of mechanical testing revealed
that the laminate was less stiff and did not exhibit the anticipated behavior of a balanced
laminate, as initially assumed. Moreover, variations in E2m across the panel are observed. It
is concluded that the stiffness assessment using the algorithm is not in desirable agreement
with mechanical testing and variations across the plate are observed. These differences
are partly attributed to the moderate quality of the manufactured test panel as well as
the relatively large dimensions of the measurement device compared to the test coupons.
In future research, the results can be improved by optimization of the measurement device
and improvement of the test panel’s production quality.
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Abstract: Ultrasonic guided wave (UGW) inspection is an emerging non-destructive testing(NDT)
technique for rail flaw detection, where weak UGW signals under strong noise backgrounds are
difficult to detect. In this study, a UGW signal identification model based on a chaotic oscillator is
established. The approach integrates the UGW response into the critical state of the Duffing system
to serve as a disturbance control variable. By evaluating the system’s motion state before and after
introducing the UGW response, identification of UGW signals can be realized. Thus, the parameters
defining the critical state of Duffing oscillators are determined by Ke. Moreover, an electromagnetic
transducer was specifically devised to enable unidirectional excitation for UGWs targeted at both
the rail base and rail head. Experimental studies showed that the proposed methodology effectively
detected and located a 0.46 mm notch at the rail base and a 1.78 mm notch at the rail head. Further-
more, Ke was directly proportional to the notch size, which could be used as a quantitative index to
characterize the rail flaw.

Keywords: ultrasonic guided waves; chaotic oscillator; Kolmogorov entropy; rail; electromagnetic
acoustic transducer

1. Introduction

Rail flaw detection is crucial due to the increased likelihood of rail damage from
external loads as the service life extends. An accident can lead to significant loss of life
and property. Currently, ultrasonic detection is the most widely employed technology
for rail flaw detection. The fundamental operation of ultrasonic detection involves using
a transducer to excite ultrasonic pulses that characterize and locate internal rail flaws
through measured quantities such as the amplitude of the echo signal and time. However, a
limitation of ultrasonic testing is that it requires point-to-point scanning of the rail, leading
to low detection efficiency and a blind spot at the rail base.

UGW inspection is an emerging NDT technology [1]. Due to the dispersive, multimodal,
and attenuating characteristics of UGWs in long range detection, actual sampled guided wave
signals often appear as weak signals against a background of strong noise. Scholars have exten-
sively researched signal processing methods for UGWs, including time–frequency analysis [2],
such as short-time Fourier transform [3], 2D Fourier transform [4], wavelet transform [5,6],
Hilbert–Huang transform [7], empirical modal decomposition [8], Wigner–Ville distribution [9],
and artificial neural networks [10], as well as dispersion compensation methods [11], time inver-
sion focusing methods [12], etc. Most of the above methods use noise suppression techniques to
reduce the noise of the target signal and the noise signal superimposed on the overlapped signal,
which can reduce the sensitivity of damage detection. Furthermore, some state-of-the-art
fault detection methods [13–15] have been proposed using training data collected with ambient
noise in industrial processes.
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With the development of nonlinear science, some scholars have begun to study weak
signal detection methods based on nonlinear systems, and one of the most representative
methods is chaos detection based on chaos theory. Chaos theory discusses the unity
of complexity, randomness, and certainty that prevails in nature. Lorenz identified the
following three characteristics of chaos [16]: (1) an appearance of randomness, with the
actual behavior determined by precise laws; (2) a sensitive dependence on initial conditions;
and (3) a sensitive dependence on the intrinsic variability in initial conditions.

Typical models of chaotic dynamics include the Duffing equation [17], the Van-der-pol
system [18], logistic mapping [19], and the Loren attractor [20], among which the Duffing
equation is a typical model of chaotic dynamics that has garnered significant attention in
the field of signal detection, due to its inclusion of a periodic excitation term. Jalilvand [21]
examined the impact of frequency, phase, and noise on a weak signal in a Duffing oscillator.
Nohara [22] researched the response of the Duffing system when subjected to square wave
excitation, assessing its potential for square wave detection. Srinivasan [23] delved into the
dynamics of the Duffing equation under sawtooth wave excitation. As research progressed,
scholars started incorporating chaotic determination indices into UGW signal detection,
Cheng [24] utilized the Poincaré map as a chaos indicator to identify pipe damage using
the Duffing oscillator. Acknowledging the subjective nature of qualitative chaos indices in
determining system motion states, some scientists began exploring quantitative chaos indexes.
Zhang [25] examined the effectiveness of an enhanced Duffing system for UGW detection in
pipelines by altering the nonlinear term of the Duffing equation. Hu [26,27] detected weak
second harmonic signals in plates due to micro-cracks by assessing the maximum Lyapunov
exponent of the Duffing equation. Wu [28] carried out simulation and experimental studies
on the UGW detection of pipeline defects using the maximum Lyapunov exponent and
the Lyapunov fractional dimensions as phase determination indexes, respectively. Ng [29]
identified hole defects in rails using the maximum Lyapunov exponent of the Duffing equation.
Additionally, Cheng [30] developed a pipeline damage detection method based on the double
Duffing equation for detecting weak defect echo signals caused by pipeline defects.

Scholars have conducted extensive research on utilizing chaotic oscillators for weak signal
detection. However, challenges persist in applying these methods to detect UGW signals:

• The difficulty in the quantitative determination of the system parameters of a chaotic
oscillator when it is in the critical state between chaotic and periodic states;

• The commonly employed quantitative measures of chaos, such as maximum Lya-
punov exponents and Lyapunov dimensions, necessitate constant re-orthogonalization
during calculations, leading to computational inefficiency;

• Currently, only qualitative assessment and localization of damage can be achieved, as
it is difficult to quantitatively characterize defects using chaotic oscillators.

Otherwise, piezoelectric acoustic transducers are commonly used in UGW excita-
tion and reception technology for current rail detection. Although the efficiency of the
transducer is high, it is strongly influenced by the coupling conditions, which limits its
engineering applicability.Thus, it is important to develop a non-contact UGW transducer.

Given the challenges that current studies have struggled to address, this paper aimed
to achieve the following research objectives:

1. To develop a quantitative method to determine the system parameters of a chaotic
oscillator in the critical state;

2. To develop a computationally efficient quantitative characterization of chaos;
3. To develop a method for quantitative characterization of rail flaws;
4. To design a non-contact UGW transducer.

The outline of this paper is as follows: In Section 2, a UGW signal identification
model based on the chaotic oscillator is introduced. The model incorporates a method for
calculating Kolmogorov entropy(Ke) through orthogonal triangular decomposition. Within
this framework, Ke is employed as a quantitative index that characterizes the motion state
of the chaotic oscillator system. In Section 3, an electromagnetic transducer is designed
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which can achieve unidirectional excitation for UGWs at the rail base and rail head, and
experimental verification confirmed that the EMAT successfully amplified forward mode
signals and suppressed reverse mode signals. In section 4, experiments demonstrated that
the conventional wavelet transform method is incapable of detecting weak UGW signals
reflected by small-size defects. Furthermore, this study’s proposal to use the Kolmogorov
entropy of the Duffing oscillator for identifying rail damages was experimentally validated,
highlighting its effectiveness in damage identification. Section 5 provides a summary of
this study.

2. Detection UGW Signal Using a Chaotic Oscillator

2.1. Duffing Oscillator System

Since the Duffing equation contains a cosine element and the UGW signal is excited
in the form of a trigonometric function, the dynamic system expressed by the Duffing
equation is used as a UGW signal detection system.The standard Duffing equation can be
expressed mathematically through the state space as follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dψ1

dt
= ψ2

dψ2

dt
= ψ1 − ψ3

1 − δψ2 + γ cos Ωψ3 + s(t)

dψ3

dt
= 1

(1)

where δ refers to the damping ratio; γ refers to the amplitude of driving force of the Duffing
oscillator; Ω refers to the angular frequency; ψ1, ψ2, and ψ3 correspond to displacement,
velocity, and time in state space; and s(t) is the UGW signal to be detected. In numerical
calculations, s(t) can be expressed as

s(t) =
A
2
(1 − cos

ωt
10

) sin ωt + σn(t) (2)

In Equation (2), the first term on the right-hand side illustrates the UGW signal
modulated by the Hanning window, where A is the amplitude of the guided wave signal,
and ω is its angular frequency. The second term represents Gaussian noise, σ refers to the
magnitude of the noise, and n(t) is white noise with standard normal distribution.

While Ω = ω, inputting the UGW signal into the Duffing system is equivalent to
increasing the amplitude of the driving force. Since the Duffing oscillator is in a critical
state between chaotic and periodic motion, increasing the magnitude of the driving force
will cause the system to undergo a transition from a chaotic to periodic state.

Upon inputting both UGWs and noise signals (as shown in Figure 1) into the Duffing
oscillator system, the motion state of the system is scrutinized using the phase portrait, as
illustrated in Figure 2. While δ = 0.5, γ = 0.73493, Ω = ω = 1, the Duffing system is in
a critical state. Inputting UGW signals of very small magnitude at this point, the motion
state of the system will change, while noise is only a perturbation of the system state.

(a) (b)

Figure 1. UGW signal and noise signal: (a) Guided wave signal where A = 0.00001, (b) Gauss white
noise where σ = 0.2.
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(a) (b)

(c) (d)

Figure 2. Phase portrait under different input signals: (a) when A = 0, σ = 0, periodic state;
(b) when A = 0, σ = 0.2, periodic state; (c) when A = 0.00001, σ = 0, chaotic state; (d) when
A = 0.00001, σ = 0.2, chaotic state.

2.2. Kolmogorov Entropy as a Quantitative Index of Chaos

Determining the state of motion of the Duffing system from the phase portrait is
somewhat subjective, so it is preferable to use a quantitative index to describe its state.
Kolmogorov entropy (later referred to as Ke) is an extended concept of Shannon entropy,
which is a measure that describes the degree of chaos in a dynamical system and represents
the average information growth of the dynamical system, as shown in Table 1.

Table 1. A criterion for determining the motion state of a dynamical system by means of Ke.

The Value of K Motion State

Ke = 0 periodic state
0 < Ke < +∞ chaotic state

Ke = +∞ complete random state

The more common calculation of Ke is currently approximated by the generalized
second-order Renyi entropy via a reconstruction-based vector space solution method, due
to the fact that Ke is numerically equal to the first-order Renyi entropy [31]. Practical
engineering often requires a detection method that does not require a benchmark, and the
above solution method is an estimation of Ke [32]. In this paper, K entropy is calculated from
the perspective that Ke is defined as the average growth rate of the amount of information.

Consider the one-dimensional discrete mapping:

ϕn+1 = F(ϕn) (3)

171



Sensors 2024, 24, 2730

Assuming that the interval of variation of the variable ϕ is divided into n equal sub-
intervals and that ϕ has equal probability in each sub-interval, if ϕ is known to be in a
certain interval, the amount of information obtained is

H(ϕ) = −
n

∑
i=1

1
n

ln
1
n
= ln n (4)

The mapping enlarges the interval of variation of the variables by a factor of F′(ϕn)
after each iteration, so that each sub-interval becomes F′(ϕn)/n after the iteration, and the
change in the amount of information in the above mapping system after one iteration is

ΔH(ϕ) =
n/F′(ϕn)

∑
i=1

|F′(ϕn)|
n

ln
|F′(ϕn)|

n
+ ln n = ln

∣∣F′(ϕn)
∣∣ (5)

The average per-iteration information growth over the entire process as the number of
iterations tends to infinity is given by

Ke = ΔH̄(ϕ) = lim
λ→+∞

1
λ

λ

∑
i=0

∣∣∣F′
(i)(ϕn)

∣∣∣ (6)

For an m-dimensional multidimensional system, the Kolmogorov entropy is

K(m)
e =

∫
ρ(ϕ)

m

∑
i=1

ΔH̄idϕ (7)

where ρ(ϕ) refers to the density of states function in phase space, and for an dynamic
system with no concrete physical meaning, the density of states is assumed to be invariant,
so that we can obtain

K(m)
e =

m

∑
i=1

ΔH̄i

∫
ρ(ϕ)dϕ =

m

∑
i=1

ΔH̄i (8)

Thus, the key point in calculating Ke is to solve Equation (6). The following focuses on
the Ke calculation of the Duffing oscillator. The differential equation represented by the
Duffing oscillator can be expressed as

Ψ̇ = JΨ (9)

where J refers to the Jacobi matrix. Performing an orthogonal triangular decomposition of
Ψ, i.e., decompose Ψ into a product of an orthogonal matrix and a positive upper triangular
matrix; that is,

Ψ = QR (10)

where Q is a orthogonal matrix, R is a positive upper triangular matrix, so we obtain

Q̇R + QṘ = JQR (11)

Multiplying the left by the transpose matrix of Q and the right by the inverse matrix
of R, we obtain

QTQ̇ + ṘR−1 = QT JQ (12)

Introducing the intermediate variable θ, the orthogonal matrix Q is denoted as

Q =

(
cos θ sin θ
− sin θ cos θ

)
(13)

172



Sensors 2024, 24, 2730

the positive upper triangular matrix R is denoted as

R =

(
eη1 r12
0 eη2

)
(14)

The Jacobi matrix for the Duffing equation is

J =

(
J11 J12
J21 J22

)
=

(
0 1

1 − 3ϕ2
1 −δ

)
(15)

Combining the above equations, we obtain⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dη1

dt
= J11 cos2 θ − J21 sin θ cos θ − J12 sin θ cos θ + J22 sin2 θ

dη2

dt
= J11 sin2 θ + J21 sin θ cos θ + J12 sin θ cos θ + J22 cos2 θ

dθ

dt
= −J11 sin θ cos θ − J21 cos2 θ + J12 sin2 θ + J22 sin θ cos θ

(16)

The intermediate variables ξ1, ξ2 are introduced and satisfy the following equation:

⎧⎪⎨
⎪⎩

dξ1

dt
=

dη1

dt
+

dη2

dt
dξ2

dt
=

dη1

dt
− dη2

dt

(17)

so we can obtain ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dξ1

dt
= J11 + J22

dξ2

dt
= (J11 − J22) cos 2θ − (J12 + J21) sin 2θ

dθ

dt
=

1
2
(J22 − J11) sin 2θ − J21 cos2 θ + J12 sin2 θ

(18)

Substituting the Jacobi matrix of the Duffing system into the above equation, we can obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dξ1

dt
= −δ

dξ2

dt
= (3ψ2

1 − 2) sin 2θ + δ cos 2θ

dθ

dt
= −1

2
δ sin 2θ + (3ψ2

1 − 2) cos2 θ + 1

dη1

dt
=

1
2
(

dξ1

dt
+

dξ2

dt
)

dη2

dt
=

1
2
(

dξ1

dt
− dξ2

dt
)

(19)

By solving the differential equations Equation (19), the Ke can be calculated as:

Ke = max (η1, 0) + max (η2, 0) (20)

To localize the damage, a time-shift window is employed, as illustrated in Figure 3.
Only signals falling within this time-shifted window are fed into the critical state Duffing
oscillator system after undergoing periodic continuation. Therefore, the presence of a signal
within the window with Ke > 0 signifies a damage defect, while the absence indicates
no defect.
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Scan direction

UGW signals
Time-shift window

Figure 3. Time-shift window to localize the defect.

2.3. Determination of the Parameters of the Duffing Equation for the Critical State

To use the Duffing oscillator as a detection system for UGW signals, one of the keys is
to set the system as a critical state between chaotic and periodic motions, and it is important
to determine the parameters of the damping ratio and driving force amplitude at the critical
state. A common method of determining critical state parameters is through bifurcation
diagrams. The basic idea is to determine a specific damping ratio, solve the Poincare map
of the Duffing oscillators for different amplitudes of driving force , and then the set of
projections on the Poincare map is the bifurcation diagram. A bifurcation diagram cannot
quantify the degree of chaos and is still essentially a qualitative rather than quantitative
assessment method.

It has been shown in Section 2.2 that Ke can be used as a quantitative characterization
index of the chaotic motion state, and therefore the critical parameter can be determined by
the relationship of Ke to the change in the motion state of the system with the driving force
amplitude γ at different damping ratios δ. In practical engineering terms, it is ideal to be
able to find a quantitative indicator that is strictly positively or negatively correlated with
the degree of damage.

As is shown in Figure 4, in some damping ratios, there is a large range in which Ke
is strictly positively correlated with the amplitude of the driving force γ, and the noise
has almost no effect on the Ke of the system in this range. The UGW signals will be
normalized during the actual detection, and the amplitude of the guided wave at the
damage is generally smaller than its peak amplitude, so the range of γ from 0.4 to 0.9, and
the range of Ke strictly increasing with the amplitude of the driving force, generally covers
the amplitude of the damaged UGW signals. Considering the diversity and uncertainty
of an actual detection environment, we still choose the critical point of the periodic and
chaotic states as the driving force amplitude of the detection system, and the critical point
is taken as δ = 0.8, γ = 1.3040. It is worth noting that, in an actual detection, due to the
influence of the environment and other signal aberrations and other complex factors, it is
impossible to achieve the ideal state of the simulation, and a certain threshold range should
be maintained when taking the driving force amplitude. The driving force amplitude is
taken in the left field of the critical point, although to some extent it will not be able to
achieve an ideal state in the simulation. Although it will reduce the detection sensitivity to
some extent, it can improve the stability of the Duffing detection system.

Thus, a rail flaw detection model based on the Duffing oscillator is established. By
evaluating the system’s motion state before and after introducing the UGW response, the
identification of ultrasonic guided wave signals can be achieved. Ke is a measure that
describes the degree of chaos in a dynamical system. A method for calculating Ke based on
orthogonal triangular decomposition is proposed, making it a quantitative characterization
factor of the motion state of the chaotic oscillator system. The entire flow of the above
method is shown in the Figure 5.
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Figure 4. Relating γ and Ke for different damping ratios δ when Ω = 1.
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Figure 5. Flow chart of the rail flaw detection based on the Duffing oscillator system.

3. Design of an Electromagnetic Acoustic Transducer for UGWs

The ultrasonic acoustic transducers in NDT based on UGWs mainly include piezo-
electric, electromagnetic, air-coupled, and laser acoustic transducers. The piezoelectric
acoustic transducer is currently the most widely used type , but the disadvantage is that it
is greatly affected by the coupling conditions, thus limiting its applicability to engineering
sites. Therefore, designing a non-contact type transducer is of great importance for the
realization of rail flaw detection.
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Electromagnetic acoustic transducer(EMAT) has the advantage of good design-ability
and lower material costs compared to the lower conversion efficiency of piezoelectric
transducers.The principle of the excitation of the Lorentz force-based EMAT is shown in
Figure 6.

Due to the complexity of the rail cross-section, it is difficult to excite a single guided
wave mode in the rail, and when the guided wave encounters the boundary, the reflection
will undergo a complicated mode conversion. If the guided wave propagates from both
sides in the rail, the transducer will receive the reflected wave from both sides, which
will greatly increase the difficulty of the subsequent signal identification and feature
extraction. Therefore, in this study, a unidirectional excitation EMAT is designed to achieve
enhancement of the forward guided waves modal and suppression of the reverse modal.
The basic components of the EMAT are shown in Figure 7. Amplification in the forward
direction and suppression in the backward direction of guided-wave signals is achieved by
the arrangement of two meander coils spaced apart from each other and fed with electrical
pulses with a time delay, and the arrangement of the two coils is shown in Figure 8. As is
shown in Figure 9, the distance between the adjacent wires of the coil is λ/2 (where λ is
the wavelength of the guided waves), so that the guided waves generated by each wire
gain each other. The distance between coil 1 and coil 2 is λ/4, and a reverse current is
applied with a time delay of T/4 (where T is the cycle of the guided waves) to achieve
amplification of the forward UGW signals and suppression of the reverse signals.

S
N

NdFeB magnet

Component to be inspected

Eac

Meander coil

Static magnetic field

Eddy current

Lorentz force

Figure 6. Schematic diagram of UGWs excited by EMAT.

S
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S
N

NdFeB magnet

Magnetic guide

Meander coil 1

Meander coil 2

Insulated layer 2

Insulated layer 3

Insulated layer 1

Component to be inspected

Figure 7. Schematic diagram of EMAT.

wavelength/2

wavelength/4

Meander coil 1

Meander coil 2

Figure 8. Arrangement of two meander coils.
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Meander coil 1
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forward
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Figure 9. Schematic diagram of the principle of unidirectional guided wave excitation by EMAT.

The effectiveness of the EMAT in exciting UGWs was verified through an experiment
at the head and base of the rail. The experimental scheme is shown in Figure 10. The effect
of the unidirectional excitation of the double meander coils was verified by comparing
the guided wave signals received at equidistant positions on both sides of the EMAT, and
the experimental results are shown in Figure 11. The experimental results showed that the
EMAT designed in this study could achieve the amplification of the forward guided wave
signals and the suppression of the backward guided wave signals at the rail head and at
the rail base.

S
N

Rail

Amplifier 2Amplifier 1

Arbitrary wave generator Oscilloscope

Figure 10. Experiment to verify the effect of the EMAT on the excitation of UGWs in the rail.
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Figure 11. Experimental results: (a) Forward UGW signals at the rail base; (b) reverse UGW signals
at the rail base; (c) forward UGW signals at the rail head; (d) reverse UGW signals at the rail head.
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Thus, an EMAT was developed to enable unidirectional excitation of UGW signals at
both the rail base and rail head. The strategic placement of two meander coils, separated at
a specific distance, allows the amplification of guided-wave signals in the forward direction,
while simultaneously suppressing them in the backward direction. This effect is achieved
through feeding the coils with electrical pulses that are intentionally time-delayed.

4. Experiments to Detect Rail Defects

NDT technology based on UGWs includes four steps: excitation, propagation, re-
ception, and signal processing of UGWs. In order to verify the effectiveness of the NDT
method utilizing UGWs based on a chaotic oscillator, an experimental study on rail flaw
detection was conducted.

4.1. Experimental Design

Based on the above research, experimental schemes for damage detection of rail head and
rail bottom were established. First, an arbitrary waveform generator produced a sinusoidal
signal modulated by the Hanning window, which was passed through a power amplifier
to obtain amplification. The amplified signal was then passed through the EMAT to excite
UGWs in the rail. Next, the guided ultrasonic waves were reflected when they encountered
defects during propagation in the rail. The reflected guided wave signals were then sampled
as electrical signals by an oscilloscope through a receiving acoustic transducer. The sampled
guided wave signals were then input into the detection system based on the Duffing oscillator
described in Section 2, which ultimately enabled the identification of rail damage.

In the UGW detection experiment, it was important to reduce crosstalk between the ex-
ternal environmental noise and signals in each channel. To achieve this, it is recommended
to use BNC radio frequency cables with shielding layers and to keep the cable length as
short as possible to minimize signal distortion. Additionally, it is crucial not to share the
ground of each unit and to avoid sharing the shield of the signal cable with the ground of
other electrical equipment. Furthermore, it is advisable to keep power and signal cables of
the equipment as far apart as possible. In cases where separation is not feasible, one should
avoid cable crossings, refrain from laying cables in parallel, and if crossing is necessary, do
so vertically. Furthermore, it is important to avoid setting the amplifier power too high, as
excessive power can result in the generation of odd numbers of high harmonic currents,
due to the non-linearity of the electronic circuit.

The experimental scheme is shown in Figure 12. For rail base detection, the EMAT
was attached to the top of the rail base on both sides. For rail head detection, the EMAT
was attached to the bottom of the rail head on both sides.

In the experiment, artificial notches were set at the rail base and rail head, as described
in Figure 13. There were 7 different notches for the rail foot and 9 different notches for the
rail head. The specific notch sizes for different cases at the rail base can be seen in Table 2,
and the specific notch sizes at the rail head can be seen in Table 3.

Table 2. Various cases of defects at the rail base.

Case Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

Notch
width/mm 0 0.46 0.88 1.07 1.48 2.07 2.72

Table 3. Various cases of defects at the rail head.

Case Case 8 Case 9 Case 10 Case 11 Case 12 Case 13 Case 14 Case 15 Case 16

Notch
width/mm 0 1.78 2.20 2.75 3.10 3.76 4.70 5.08 5.65
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Figure 12. Experimental scheme for rail flaw detecting : (a) rail base; (b) rail head.

artificial notch of rail base

artificial notch of rail head

width of notch 

width of notch 

(a)

(b)

Location of notch

Figure 13. Artificial notches in the experiment: (a) rail base; (b) rail head.

4.2. Experimental Results

In the flaw detection experiments conducted at the rail base and rail head, the time
domain signals of the guided waves were as depicted in Figures 14a and 15a. Initially, it
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was apparent that the time domain signal alone had limited efficacy in detecting damage,
with only a 2.07 mm notch discernible at the rail base and a 3.76 mm notch at the rail
head due to smaller defects being overshadowed by noise. Given this challenge, tradi-
tional signal processing approaches resort to signal cancellation techniques. Among these
techniques, time–frequency analysis stands out as a commonly utilized method in current
research practices. To address this limitation, the present study employed time–frequency
analyses using a wavelet transform on the UGW signals. The outcomes of this analysis
are displayed in Figures 14b and 15b. The application of the wavelet transform yielded
a notable noise reduction effect, thereby enhancing the damage detection threshold to
some extent. Nevertheless, the method still faced challenges in detecting minute damages.
Specifically, the wavelet transform-based time–frequency analysis method successfully
identified a 1.48 mm notch at the rail base and a 3.10 mm notch at the rail head.

Rail damage was detected using the chaotic oscillator detection system as discussed
in Section 2. The incoming UGW signals were processed by the critical Duffing oscillator
system, with the parameter Ke serving as an indicator of the system’s motion state. To
localize the damage, a time-shift window was employed. Only signals falling within
this time-shifted window were fed into the critical state Duffing oscillator system after
undergoing periodic continuation. Therefore, the presence of a signal within the window
with Ke > 0 signified a damage defect, while the absence indicated no defect. The results
are depicted in Figures 16 and 17, revealing the system’s ability to detect a 0.46 mm notch at
the rail base and a 1.78 mm notch at the rail head. Upon comparing the wavelet transform
method with the proposed method, it is evident that the method introduced in this paper
demonstrated greater sensitivity to rail damage and enhanced the threshold for detecting
rail flaws.

Figure 14. Experimental results of rail base detection: (a) time domain signal; (b) wavelet transform.
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Figure 15. Experimental results of rail head detection: (a) time domain signal; (b) wavelet transform.

Figure 16. Experimental results of rail base detection via Ke of Duffing oscillator.
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Figure 17. Experimental results of rail head detection via Ke of Duffing oscillator.

The results of identifying and localizing rail damage using the Ke of the Duffing
oscillator system are presented in Tables 4 and 5.

The position error(pe) for the rail notch could be calculated using Equation (21) as

pe =

∣∣∣∣ (L − l0)(t2 − t1)

l1(t1 − t0)
− 1

∣∣∣∣ (21)

where L is the axial length of the rail, l0 is the axial distance between the center of the
receiver transducer and the excited end face of the rail, l1 is the actual axial distance
between the center of the receiver transducer and the rail notch, t0 represents the time of
the incident wave with maximum amplitude, t1 corresponds to the time of the end echo
with maximum amplitude, and t2 is the time corresponding to the maximum amplitude of
notch echo.

Table 4. Results of locating the notch at the rail base.

Case
Number

Width of
notch/mm

t0 (ms) t1 (ms) t2 (ms) Ke
Positioning
Error (%)

1 0 0.038732 1.158122 / 0 /
2 0.46 0.038732 1.158122 0.670047 0.001992 1.04
3 0.88 0.038732 1.142207 0.670047 0.032303 0.39
4 1.07 0.038732 1.158122 0.670047 0.041133 1.04
5 1.48 0.038732 1.158122 0.670047 0.064721 1.04
6 2.07 0.038732 1.158122 0.670047 0.093227 1.04
7 2.72 0.038732 1.158122 0.670047 0.139945 1.04
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Table 5. Results of locating the notch at the rail head.

Case
Number

Width of
notch/mm

t0 (ms) t1 (ms) t2 (ms) Ke
Positioning
Error (%)

8 0 0.027364 1.250584 / 0 /
9 1.78 0.027364 1.250584 0.745835 0.003014 3.07

10 2.20 0.027364 1.250584 0.745835 0.016560 3.07
11 2.75 0.027364 1.250584 0.745835 0.029862 3.07
12 3.10 0.027364 1.250584 0.754930 0.042997 4.37
13 3.76 0.027364 1.250584 0.745835 0.051369 3.07
14 4.70 0.031911 1.255131 0.745835 0.079399 2.41
15 5.08 0.031911 1.255131 0.670047 0.082339 2.41
16 5.65 0.031911 1.255131 0.670047 0.094784 2.41

Moreover, the width of notches at the rail base and rail head were directly propor-
tional to the Ke, as shown in Figure 18. Thus, Kolmogorov entropy could be used as a
quantitative index to characterize the rail defects. The experimental results demonstrated
the effectiveness of the detection system based on a Duffing oscillator for rail flaw detection.
Specifically, the Duffing oscillator system was capable of detecting a 0.46 mm notch at the
rail base and a 1.78 mm notch at the rail head.

(a) (b)

Figure 18. The relationship between notch width and Ke: (a) rail base; (b) rail head.

5. Conclusions and Discussion

This study addressed the challenge of identifying weak UGW signals in a strong
noise background in rail flaw detection by proposing a damage identification method
based on chaotic oscillators. Initially, a mathematical model for detecting UGW signals
using the Duffing oscillator was introduced. The motion state of the Duffing system
was characterized by the Kolmogorov entropy, and a formula for calculating this entropy
was established. Subsequently, an electromagnetic UGW transducer was developed to
amplify forward UGW modes and suppress unidirectional UGW modes. The efficacy of
the proposed model and transducer in rail damage detection was then validated through
experimental testing. The main conclusions of this study are analyzed as follows:

1. A UGW signal identification model based on the chaotic oscillator was established.
The approach integrates the UGW response into the critical state of the Duffing system
to serve as a disturbance control variable. This incorporation leads to alterations in
the system’s motion state through the exploitation of the parameter disturbance
sensitivity characteristic of chaotic systems and the traversal of chaotic motion. By
evaluating the system’s motion state both pre- and post-introduction of the UGW
response, the identification of ultrasonic guided wave signals can be realized. This
methodology encapsulates the fundamental concept of employing chaotic systems for
discerning faint guided wave signals in NDT applications centered on UGWs;

2. A method for calculating Kolmogorov entropy based on orthogonal triangular decom-
position was proposed. Kolmogorov entropy is a measure that describes the degree
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of chaos in a dynamical system and represents the average information growth of the
system. Ke can be used as a quantitative characterization factor of the motion state
of the chaotic oscillator system. When Ke = 0, the system is in a state of periodic
motion, and when 0 < Ke < +∞, the system is in a chaotic state. This method elimi-
nates the need for reconstructing the phase space, thereby improving the efficiency of
calculating Kolmogorov entropy.

3. An electromagnetic transducer was designed that can achieve unidirectional excitation
for UGWs at the rail base and rail head. Amplification in the forward direction and
suppression in the backward direction of guided-wave signals was achieved though
the arrangement of two meander coils spaced apart from each other and fed with
electrical pulses with a time delay.The distance between adjacent wires of the coil
was λ/2, so that the UGW generated by each wire gained each other. The distance
between coil 1 and coil 2 was λ/4, and a reverse current was applied with a time delay
of T/4 to achieve amplification of the forward guided wave signal and suppression of
the reverse signal. Experimental verification confirmed the effectiveness of the EMAT
in producing the desired effects mentioned above;

4. The experimental results indicated the challenge in effectively identifying the weak
UGW echoes caused by small sized damage using time-domain signals. Although the
traditional signal processing method based on wavelet transform showed improved
denoising capabilities, it continued to struggle in effectively distinguishing the weak
UGW signals.

5. The width of notches at both the rail base and rail head were directly proportional
to the Ke, hence Kolmogorov entropy can serve as a quantitative characterization
index of rail damage. The experimental results demonstrated the effectiveness of
the detection system based on a chaotic oscillator in detecting weak UGW signals.
Specifically, the Duffing oscillator system was capable of detecting a 0.46 mm notch at
the rail base and a 1.78 mm notch at the rail head.

In summary, this study proposed a method for detecting rail flaws using the Kol-
mogorov entropy of a chaotic oscillator based on UGWs. This method aims to accurately
locate and quantitatively characterize defects at the rail base and rail head to enhance the
sensitivity of rail flaw detection. However, in engineering applications, the method de-
scribed above may encounter limitations, particularly when dealing with large rail damage.
In such cases, the guided wave within the damaged area may undergo mode conversion.
The presence of multiple damages on the rail further complicates the situation, making it
challenging to differentiate between the modal conversion signal of the initial damage and
the reflection signal produced by subsequent damages. Hence, the study of the specific
interaction between rail flaws and UGWs remains a key research direction for the future
application of the method proposed in this paper.
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Abstract: Ice accumulation on infrastructure poses severe safety risks and economic losses, necessitat-
ing effective detection and monitoring solutions. This study introduces a novel approach employing
surface acoustic wave (SAW) sensors, known for their small size, wireless operation, energy self-
sufficiency, and retrofit capability. Utilizing a SAW dual-mode delay line device on a 64◦-rotated
Y-cut lithium niobate substrate, we demonstrate a solution for combined ice detection and temper-
ature measurement. In addition to the shear-horizontal polarized leaky SAW, our findings reveal
an electrically excitable Rayleigh-type wave in the X+90◦ direction on the same cut. Experimental
results in a temperature chamber confirm capability for reliable differentiation between liquid water
and ice loading and simultaneous temperature measurements. This research presents a promising
advancement in addressing safety concerns and economic losses associated with ice accretion.

Keywords: surface acoustic wave (SAW); SH-LSAW; Rayleigh wave; ice; lithium niobate; piezoelectric;
sensor; finite-element method (FEM); non-destructive testing (NDT)

1. Introduction

The accumulation of ice on infrastructure and machines compromises their perfor-
mance and reliability, leading to safety concerns and economic losses. This applies to
various industrial fields concerned with road, rail track and power line surveillance, wind
power and aviation as well as with environmental and condition monitoring and instru-
ments providing machine vision for unmanned vehicles. To address these issues, the
development of robust and effective ice detection systems is crucial. Such systems not only
allow the detection of iced surfaces but also serve as an essential prerequisite for de-icing
procedures and provide indicators for the malfunction of anti- and de-icing systems. The
purpose of this paper is to show a new non-destructive surface guided wave test approach
in combined ice detection and temperature measurement by theoretical and experimental
investigations using a surface acoustic wave (SAW) dual-mode delay line. Its significance
is underlined by the technology’s benefits of small sensor designs, passive and wireless
operation, retrofit options and capabilities for mass production [1]. The findings also
strongly relate to investigations of liquid characteristics like required for lab-on-a-chip,
biomedical or chemical process applications [2].

The concept of a SAW-based sensor for ice detection was first introduced by [3] using
a delay line device deploying a shear-horizontal polarized leaky surface acoustic wave
(SH-LSAW) on 36◦-rotated Y-cut LiTaO3 (36LT) with propagation the along X direction. It
was followed by the first devices deploying a Love wave in a SiO2 waveguide layer on
ST-X+90◦ quartz [4] and 31◦-rotated Y-cut quartz [5], respectively. Today’s aspirations in
further developing SAW ice sensors still cover Love wave [6] as well as acoustic plate mode
devices [7,8]. Moreover, dual-mode delay line devices are proposed by [9], consisting of a
ZnO/quartz structure making use of the difference of Rayleigh-type wave’s dominating
sagittal polarization strongly coupling with liquids for actuation (mixing) and the Love
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wave’s horizontal polarization weakly coupling with liquids for sensing purposes. Another
dual-mode approach consisting of two separate acoustic propagation paths perpendicular
to each other is proposed deploying Rayleigh-type waves and SH-SAW on 36LT for the
determination of the acoustic properties of liquids [10].

In contrast, the work presented here demonstrates how Rayleigh-type wave and SH-
LSAW utilized together in a dual-mode delay line (DM-DL) device on 64◦-rotated Y-cut
lithium niobate (64◦ YX LiNbO3, 64LN) with an electromechanical coupling coefficient
approximately twice as large compared to 36LT can be used for ice detection. While recent
investigations deploying SH-modes on 64LN deal with protein detection [11], hydrogen
sulfide [12] or hydrogen sensing [13] as well as with microfluidic actuators [14] the choice
of this substrate here has a different motivation. Due to its strong electromechanical
coupling, 64LN supports efficient excitation of different modes providing capabilities for a
wireless sensor device able to reliably differentiate between liquid water and ice loading
and simultaneously measuring temperature.

2. Modal Analysis

64◦-rotated Y-cut LiNbO3 is well known for its shear-horizontal polarized leaky SAW
(SH-LSAW) with propagation along the crystallographic X-axis. A modal analysis is per-
formed to find electrically excitable acoustic surface modes exhibiting a dominant polariza-
tion within the sagittal plane spanned by the propagation direction and the surface-normal
direction. These can be either a Rayleigh-type wave (RW) with pure sagittal polarization or
a generalized SAW (GSAW) with a significant sagittal polarization accompanied by a less
dominant horizontal component.

Finite-element (FEM) software COMSOL Multiphysics 6.2 is used to perform a modal
analysis to search for configurations supporting different modes [15] and, more specifically,
where both SH-LSAW and sagittal-polarized wave can be electromechanically excited on
the same cut and which directions are beneficial for the excitation of sagittal-polarized
wave and of SH-LSAW, respectively. The 3D model (Figure 1) consists of a lithium niobate
block of 1 μm in length with 20 mesh elements, exactly one element of 0.3 μm in width and
4 μm in height with 80 elements. The 80 elements have an exponential grow, rate where the
lowest element is 5 fold the size of the element at the top. This is set to ensure a finer mesh
in the surface region. Surface domains facing length and width directions have periodic
boundary conditions. The material constants for lithium niobate are chosen according
to [16]; see Table A1. Additionally, a perfectly matched layer (PML) domain of 1 μm height
and ten elements in global z direction is used at the bottom to suppress ground reflection of
bulk components at the lower boundary with fixed constraint. Crystallographic X-axis of
lithium niobate corresponds to global x-coordinate and the 64◦-rotated Y-cut corresponds
to the x-y plane of the model.

An eigenfrequency study with a parametric angular sweep about the global z-axis
reveals for a rotation of 0◦, the existence of an SH eigenmode (Figure 1b) with a complex
eigenfrequency of f = Re(f ) + j·Im(f ) = (4695.96 + 4.5361j) MHz, where the very small
imaginary component indicates the related acoustic damping caused by leakage into bulk
acoustic waves (BAW). This eigenmode corresponds to the well-known shear-horizontal
polarized leaky wave (SH-LSAW) propagating along the X-axis of 64LN. Considering as
wavelength λ the spatial periodicity of 1 μm along the length coordinate as defined by the
periodic boundary condition and the real part of complex eigenfrequency f , Equation (1)
yields the real part of the complex phase velocity v of the corresponding SH-LSAW mode
for free (electrically open) surface, which results in 4695.96 m/s (Figure 2a). This value
differs by only 0.084% compared to [14].

v =
λ

Re(f)
(1)
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Figure 1. 3D FEM eigenfrequency study: (a) model of 64LN block with mesh and boundary domain
definitions, (b) shape of leaky SH-surface mode and (c) shape of Rayleigh-type mode. (d) Front and
(e) top view of (b); (f) front and (g) side view of (c); color bar corresponds to normalized displacement

magnitude un = ures
ures,max

with ures =
√

u2
1 + u2

2 + u2
3 for all color plots.

 
(a) (b) 

Figure 2. Angular dispersion of phase velocities of SH-LSAW, leaky Rayleigh-type (LRW) wave and
generalized SAW (GSAW) branches with (a) free and (b) short-circuited surface.

In addition to the eigenfrequency study, a partial-wave analysis (PWA; see [17] for
details) is performed with a custom made software package based on [18] proving the
suitability of the FEM model for further investigation.

In case of the finite-element analysis at a rotation angle of 90◦, an eigenmode with
f = (3887.71 + 0j) MHz indicates a corresponding SAW mainly polarized within the sagittal
plane, i.e., a Rayleigh-type wave (Figure 1c). As this mode is non-leaky only for this
special direction but leaky for all other angles, it will be referred to in the following as
leaky Rayleigh-type wave (LRW) branch. Additionally, there exists a third, generalized
surface wave mode (GSAW) branch with a polarization significantly changing its character
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over propagation direction and with a phase velocity always lower than SH-LSAW and
LRW (Figure 2). To further investigate the possibility to excite the identified SAW modes
electrically, the electromechanical coupling coefficient K2 that is formally defined in terms
of the relative phase velocity difference for electrically open and short-circuited surface by
Equation (2) [19]

K2 =
2
(

v f ree − vshort

)
v f ree

(2)

is calculated for the modes as a function of the propagation angle. For this, eigenfrequency
analysis and PWA are performed for the whole angular range under the same conditions
like before but with an electrically short-circuited substrate surface. K2 for the leaky SH-
SAW at 0◦ has been calculated to 10.46% which is very close to the value of 11% given
in [19]. The leaky Rayleigh-type wave has a K2 of 1.6% at 90◦ propagation angle whereas
the coupling of the GSAW mode for the angles 0◦ and 90◦ is zero (Figure 3a). This means
it is practically non-piezoelectric for these directions and can therefore not be excited by
electrical fields but by scattering effects [14] making it useless for devices. An interesting
effect is also seen in case of the SH-LSAW for angles with high attenuation, where K2

even reaches negative values when calculated formally using Equation (2) [20]. Note
for comparison that commonly used STX-quartz has a K2 of only 0.12% [19]. Another
important feature for the technical deployment of waves is their attenuation, what is
especially important for all leaky modes. Figure 3b shows the attenuation coefficient αdB/λ
calculated from complex phase velocity components using Equation (3).

αdB/λ = 10 · lg(e) · 4π
Im(v)
Re(v)

. (3)

 
(a) (b) 

Figure 3. Angular dispersion of (a) electromechanical coupling coefficient K2 for SH-LSAW, leaky
Rayleigh-type wave (LRW) and generalized SAW (GSAW) branches and of (b) attenuation coefficient
α for SH-LSAW and LRW for free surface.

For the SH-LSAW propagation along X-axis the attenuation has an acceptable min-
imum of 0.05 dB/λ whereas for the leaky Rayleigh-type wave (LRW) it is zero for 90◦
propagation angle θ.

3. Device Characterization

Based on simulation results, dual-mode delay line devices are prepared on 64◦-rotated
Y-cut lithium niobate with Euler angles (0◦, −26◦, 0◦) for the SH-SAW and (0◦, −26◦, 90◦)
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for the attenuation-free Rayleigh wave (RW) as an exceptional case of the LRW branch. The
single-side polished piezoelectric substrate has a thickness of 500 μm with the electrode
metallization with an overall thickness of 300 nm (295 nm Al on 5 nm Ti) on top. The
interdigital transducer (IDT) structures are patterned by mask-less photolithography (MLA
100, Heidelberg Instruments, Heidelberg, Germany) using conventional lift-off technique
after e-beam evaporation. All four solid finger IDTs (4 ports, 4P) are of identical design,
consisting of 33 finger pairs with a finger width and gap of λ/4 = 37.5 μm (λSAW = 150 μm)
and an aperture of 2 mm. Both delay lines have a length of 50λ face-to-face. To reduce
coherent reflections at the device edges these are cut at a 30-degree angle to the transducer
orientation and covered with highly viscous photoresist. Generally, the radiation of bulk
acoustic waves (BAW) into the depth of the substrate as a result of parasitic SH-BAW
excitation in the case of Rayleigh wave IDTs as well as the energy leakage of the SH-LSAW
can lead to undesired acoustic interference at the surface due to back-reflection from the
substrate rear side. To avoid this, a waffle-weave pattern [14] has been cut into the backside
of the substrate to diffuse BAW scattering and thereby minimizing negative effects on the
sensor signal.

All IDTs are electrically pair-wise characterized in respect to their orientation by
S-parameter measurements using a vector network analyzer (VNA, E5070B, Keysight
Technologies, Santa Rosa, CA, USA). The SAW dual-mode delay line device (DM-DL)
is mounted on a custom-made sample holder and electrically connected via gold-plated
spring-loaded pins soldered to a printed circuit board (PCB) with conductor-backed copla-
nar waveguides (CBCPW) of 50 Ω characteristic impedance and SMA connectors. A
short-open-load-through (SOLT) calibration is performed at the SMA connector level and
the electrical delay caused by the CBCPWs is compensated. For both delay lines, all
scattering parameters are measured at the corresponding ports 1, 2 (SH-LSAW) and 3, 4
(RW), i.e., reflection in terms of S11, S22, S33, S44 and transmission S21, S12, S43, S34, with
all determined at room temperature for unloaded substrate surface. Due to the DM-DL
structure, the relations Sxx = Syy and Syx = Sxy are valid for the corresponding ports and
are experimentally confirmed. The |S11,SH-LSAW| and |S33,RW| minimum frequencies are
29.72 MHz and 25.69 MHz, respectively. While the SH-LSAW IDT reflection coefficient
shows a minimum of 0.31, the |S33,RW| minimum is 0.72 (Figure 4). This is because all
IDTs are of identical design and no specific impedance matching was introduced for the
Rayleigh wave direction.

Mechanical treatment is applied to the DM-DL devices in order to reduce influences of
parasitic BAW contributions as well as distortions caused by edge-reflected surface wave
components. Comprising a waffle-weave pattern cut into the chip backside and applying
photoresist at the edge-facing end of all IDTs this treatment proves to be effective as the
curves of reflection coefficients |Sxx| and transmission coefficients |Syx| are significantly
less distorted (Figures 4 and 5). Moreover, the destructive acoustic interference in the SH-
LSAW transmission curve at approximately 30 MHz is also prevented (Figure 5a,b). Further
improvement of all S-parameter curves is achieved by signal processing that includes
Fourier transformation, application of appropriate gating in the time domain to suppress
non-mode-specific contributions and back-transformation into the frequency domain.

The wavefield of an DM-DL device is experimentally investigated by Laser-Doppler-
Vibrometry (LDV, UHF-120, Polytec, Waldbronn, Germany) to validate results of the mode
simulations. Figure 6a shows measured displacement amplitudes in surface-normal direc-
tion (i.e., parallel to global z-axis) for a Rayleigh mode pattern along y‖X+90◦ direction
at 25.69 MHz with both IDTs activated to check their correct operation. The maximum
displacement of the resultant standing wave pattern reaches u3,max = 120 pm. Figure 6b
shows displacement amplitudes for the SH-LSAW at 29.72 MHz under the same oper-
ation conditions. As expected from modal analysis, the surface-normal displacements
(u3,max = 37 pm) are much smaller here compared to the Rayleigh mode. Nevertheless, the
characteristic standing wave pattern can be clearly identified within the IDT aperture.
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(a) (b) 

Figure 4. Scattering parameter |Sxx| vs. frequency (a) without and (b) with mechanical treatment
and gating.

 
(a) (b) 

Figure 5. Scattering parameter |Syx| vs. frequency (a) without and (b) with mechanical treatment
and gating.
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(a) (b) 

Figure 6. LDV wavefield measurements: Surface displacement amplitudes in surface-normal direc-
tion for (a) Rayleigh-type wave at 25.69 MHz and (b) SH-LSAW at 29.72 MHz (device under test
without mechanical treatment; IDT aperture shown by white dashed lines).

4. Sensing Experiments

The experimental test setup to characterize the dual-mode delay line behavior with
liquid water and ice loading consists of a temperature chamber (VT 4002, Vötsch, Balingen,
Germany) and VNA. Temperature behavior of the DM-DL device within the range of
−30 ◦C to 50 ◦C is measured in the state without surface loading, resulting in temperature
coefficients of frequency (TCF) for both modes. A type-K thermocouple (TC) inserted
underneath the custom-made sample holder with its tip directly touching the bottom-side
of the piezoelectric chip measures the substrate temperature. Substrate and aluminum
sample holder are thermally decoupled by a PEEK plate (Figure 7).

The frequency shift of the minimum of reflection |Sxx| provides information about the
actual device temperature which can be deployed as additional indicator for the presence
of icing conditions. Figure 8 shows the according frequency shifts of time-gated reflection
curves for SH-LSAW and Rayleigh-type waves (path directions X and X+90◦, respectively).
There is a linear temperature behavior obtained for both modes in the investigated range
of −30 ◦C to 50 ◦C yielding temperature coefficients (TCF) calculated from the shift of
minimum |Sxx| of TCFX = −61.62 ppm/◦C and TCFX+90◦ = −82.11 ppm/◦C w.r.t 20 ◦C as
the reference.

To investigate the dual-mode device response on ice loading the transmission behavior
of both propagation paths is measured. Figure 9 shows the temperature of the DM-DL
device measured underneath the piezoelectric substrate during the experiment (grey curve)
as well as the regarding time-gated transmission coefficients |Syx (fop)| at operating fre-
quency fop defined by the center frequency between the zeros next to the transmission main
lobe. While the device is still in dry conditions, without any surface load the temperature
chamber is cooled down to −30 ◦C until the piezoelectric substrate temperature stabilizes
as can be concluded from stable S-parameters. The cooling takes approximately 40 min.
After 120 min, the chamber door is opened to apply a drop of tap water (non-deionized,
room temperature) with a volume of 40 μL by pipette (Eppendorf Research, Hamburg,
Germany) onto the sensitive surface of the sensor device including both wave propaga-
tion paths (Figure 7b,c). Considered the device geometry, a 40 μL drop ensures complete
wetting of the whole sensitive area. The chamber door is closed immediately after the
deposition. Due to the difference between water and the DM-DL substrate temperature, a
rise of 7.0 ◦C quickly reverting to approximately −30 ◦C is measured, and is indicated in
Figure 9 by a small peak. During the droplet application, comparatively warm and humid
air streams into the chamber, leading to a deposition of a thin and weakly adherent ice
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layer on all parts with a sub-freezing temperature including the SAW device. Here, a small
decrease in transmission for the Rayleigh wave can be seen as the thin ice layer covers the
full device including IDTs and attenuates the sagittal polarized Rayleigh wave there. The
shear-horizontal polarized wave is not influenced due to the very low adhesion of the ice to
the sensitive surface. As the air inside the chamber cools down again quickly and becomes
cooler than the device setup the thin ice layer vanishes due to sublimation. The applied
liquid water load freezes in an approximate time frame of less than 5 min, resulting in a
cone-shaped ice tip (Figure 7d). Underlaying this procedure is the assumption that the
surface area covered by ice is equal to that formerly covered by the liquid water. Moreover,
thermal expansion of the water as well as changes in the substrate surface energy during
the freezing process are neglected.

 

 
(a) (b) 

  
(c) (d) 

Figure 7. (a) Scheme of experimental setup; (b) dual-mode delay line device with acoustic area and
loaded area; (c) device setup inside temperature chamber; (d) frozen drop on device.

A waiting time of 20 min after water drop application is held to ensure stable S-
parameter until the heating to room temperature is initialized. The increase in air tem-
perature inside the chamber leads to dew formation on all surfaces which include the
DM-DL device transducers, leading to additional attenuation while the water droplet is
still mostly frozen. As soon as the device temperature reaches 15 ◦C, the dew vaporized
again clearing the IDTs from any liquid. After the heating period to room temperature
(23 ◦C) of approximately 30 min, the device sensitive area is loaded with melted water only.
A final S-parameter measurement is performed after completely removing the liquid water
to ensure same transmission values before and after the experiment.
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(a) (b) (c) 

Figure 8. Temperature dependence of time-gated (a) |S11,SH-LSAW| and (b) |S33,RW| within the range
−30 ◦C to 50 ◦C. (c) Derived temperature coefficients of frequency (TCF) for X and X+90◦ direction.

Figure 9. DM-DL device temperature (grey) and time-gated transmission behavior over time for
SH-LSAW (green) and RW (yellow) propagation paths. (A): cooling in dry conditions, (B): water drop
application and freezing, (C): heating with dew formation and melting, (D): water drop completely
liquid, and (E): dry surface. Dotted lines are for eye guidance only.

Figure 10 illustrates the measured transmission curves at the beginning (t = 0) of
the experiment without surface load (dry), at approximately 137 min with ice loading
and at end just before drying the surface with liquid water loading. Both acoustic modes
propagating in perpendicular directions on the DM-DL device experience a different degree
of attenuation in response to surface loading by liquid water which leads to a decrease in the
corresponding transmission curves. Moreover, for both modes freezing of the liquid leads
to a further decrease in the transmission. Important to mention, an ideal SAW attenuation
is indicated by a nearly constant decrease in transmission over the whole frequency range
whereas here also (changing) dielectric properties of the water drop loading will influence
the characteristics [21]. As expected, the shear-horizontal polarized wave shows a lower
attenuation compared to the Rayleigh-type wave. This is due to the neglectable out-of-
plane displacement of an ideal SH-LSAW at the substrate surface, where the Rayleigh wave
has its maximum surface-normal particle displacement, leading to strong acoustic leakage
by radiation of longitudinal BAW into the surface load for the latter case. Moreover, an
SH-LSAW shows only weak shear coupling to liquid loads like water with a low dynamic
viscosity of approximately 1 mPas at room temperature [22]. Nevertheless, in the device
under test the SH-LSAW experiences acoustic leakage as the real wavefield shows also
minor particle displacement in surface-normal direction as revealed by LDV measurement
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(Figure 6b). This non-ideal behavior leads to a mechanical coupling to the liquid water
load, which results in the decrease in |S21,SH-LSAW|. With increasing viscosity during
the freezing process also the applied shear forces lead to shear stress at the interface
between load and substrate surface what results in a further decrease in the transmission
coefficient. The sagittal polarized Rayleigh-type wave with its major particle displacement
in surface-normal direction witnesses a high attenuation |S43,RW| under liquid water
loading right away which even increases during the freezing process. A quantitative view
on the load-dependent increase in attenuation for both modes provides Figure 11. At the
DM-DL operating frequencies defined by the center frequency between the zeros next to the
transmission main lobe a dramatic increase in almost 36 dB in Rayleigh-mode attenuation
is present for water loading, further increasing by 5.5 dB when the water freezes. In
contrast, SH-LSAW experiences generally a much lower increase in attenuation due to
surface loading with differences of ~18 dB for liquid water and ~23 dB when it freezes.

 
(a) (b) 

Figure 10. Effect of surface loading on DM-DL transmission characteristics (a) |S21,SH-LSAW| and
(b) |S43,RW| (dry: no surface load, water: 40 μL water with complete wetting (both at 23 ◦C); ice:
40 μL ice (−30 ◦C); all curves are time-gated).

Figure 11. Increase in SAW attenuation Δ|S21,mode| dependent on mode and surface loading for the
DM-DL operating frequencies indicated in Figure 10 w.r.t. unloaded surface as reference.
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5. Conclusions

The discussed results show that it is possible to electrically excite Rayleigh-type
waves on 64◦-rotated Y-cut lithium niobate, additionally to the commonly used shear-
horizontal polarized wave, at a propagation angle of 90◦ relative to the X direction. These
findings allow the fabrication of a 4-port dual-mode delay line device. A waffle-weave
patterned cut on the device backside to minimize leaking bulk wave interferences as
well as the application of photoresist as an acoustic absorber removed noise from the
measured S-parameters and eased the evaluations. The 4-port arrangement allowed the
determination of reflection coefficients as well as transmission coefficients. While the IDT
reflection coefficient |Sxx| remain unaffected by surface loading of the sensitive area within
the propagation path), it delivers important information on the real device temperature.
Additionally, the different change in transmission characteristics |Syx| for both acoustic
modes in response on surface loading allow the precise differentiation of liquid water
and ice load. In combining both effects, the presented DM-DL device demonstrates its
potential for a sensor to simultaneously determine surface load condition and temperature
for reliable ice detection on industrial surfaces.
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Appendix A

Table A1. Material constants for LiNbO3 at room temperature (T = 26 ◦C) from [16].

Elastic Constants in 1010 N/m2

cE
11 19.839 ± 0.089

cE
12 5.472 ± 0.097

cE
13 6.513 ± 0.193

cE
14 0.788 ± 0.004

cE
33 22.790 ± 0.324

cE
44 5.965 ± 0.008

Piezoelectric constants in C/m2

e15 3.69 ± 0.06
e22 2.42 ± 0.04
e31 0.30 ± 0.08
e33 1.77 ± 0.12

Dielectric constants in ε0

εS
11 45.6 ± 1.5

εS
33 26.3 ± 1.6

Mass density in kg/m3

ρ 4628
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Abstract: The total focusing method (TFM) is often considered to be the ‘gold standard’ for ultrasonic
imaging in the field of nondestructive testing. The use of matrix phased arrays as probes allows
for high-resolution volumetric TFM imaging. Conventional TFM imaging involves the use of full
matrix capture (FMC) for ultrasonic signals acquisition, but in the case of a matrix phased array,
this approach is associated with a huge volume of data to be acquired and processed. This severely
limits the frame rate of volumetric imaging with 2D probes and necessitates the use of high-end
equipment. Thus, the aim of this research was to develop a novel design method for determining the
optimal sparse 2D probe configuration for specific conditions of ultrasonic imaging. The developed
approach is based on simulated annealing and involves implementing the solution of the sparse
matrix phased array layout optimization problem. In order to implement simulated annealing for
the aforementioned task, its parameters were set, the acceptance function was introduced, and the
approaches were proposed to compute beam directivity diagrams of sparse matrix phased arrays in
TFM imaging. Experimental studies have shown that the proposed approach provides high-quality
volumetric imaging with a decrease in data volume of up to 84% compared to that obtained using
the FMC data acquisition method.

Keywords: ultrasonic nondestructive testing; ultrasonic imaging; total focusing method; matrix
phased arrays; sparse phased arrays; optimization task; sparse array optimization; stochastic opti-
mization methods; simulated annealing

1. Introduction

Phased arrays are increasingly being used in ultrasonic testing because of their flexi-
bility in solving a variety of materials inspection tasks. This type of transducer consists
of a number of individual piezoelectronic elements; therefore, different approaches to
signal acquisition can be used. One of the approaches is FMC [1], which involves the
sequential transmission of ultrasonic waves by each element of the phased array and the
reception of the reflected signals by all elements of the probe. The resulting set of signals
can then be post-processed to restore the image of the internal structure of the test object. A
combination of FMC and post-processing using algorithms based on the synthetic aperture
focusing technique was first proposed by Holmes et al. [2] and was referred to as TFM. The
combined use of TFM and FMC is often referred to as TFM/FMC, and this approach is
widely regarded as the benchmark for ultrasonic imaging in nondestructive testing [3].

Real-time imaging with TFM/FMC can be challenging when large arrays are used and
when inspections are to be carried out at high scanning speeds (e.g., railway inspection [4]).
This is due to the time required to acquire the signals using the FMC and the time required
to restore the image by post-processing the acquired signals. Increasing the speed of TFM
imaging is therefore a hot research topic in non-destructive testing. For this purpose,
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computationally efficient post-processing algorithms can be applied [5,6], and computa-
tions within post-processing algorithms could be transferred to field-programmable gate
arrays [7,8] or graphics processing units [9,10]. Another approach to increase the speed
of TFM imaging is to use sparse arrays [11] when a limited number of elements are used
to transmit ultrasonic waves and receive the reflected signals. The speed of imaging per-
formed using sparse arrays is higher compared to the FMC method, since a limited volume
of signals to be post-processed reduces the ultrasonic data acquisition time and image
restoration time. In addition, a limited number of active elements can reduce the require-
ments for the electronic units used, thus reducing their cost. Finally, the configuration of
the sparse phased array can be varied with respect to the ultrasonic imaging conditions,
proving the versatility of this approach.

The key factor that determines the efficiency of ultrasonic imaging using sparse arrays
is the determination of their layout (configuration) to obtain a high-quality result. Therefore,
several approaches have been proposed to determine the sparse configuration in the case of
two-dimensional imaging using TFM and linear phased arrays. In reference [12], Bannouf
et al. implemented an iterative procedure to determine the linear sparse array layout. At
each iteration, a new element was introduced into the configuration to maximally reduce
the side lobe level (SLL) and the main lobe width (MLW) of the point spread function of the
sparse array. The iteration process was completed when the point spread function of the
sparse phased array reached the specified parameters. Another approach to determine the
optimal sparse array configuration is the application of stochastic optimization methods.
Hu et al. [13,14] proposed a genetic algorithm for this purpose. The authors introduced the
beam directivity function of the sparse array and optimized the parameters of the beam
directivity diagram using the genetic algorithm. The genetic algorithm was also used to
determine the layout of sparse arrays in reference [15] by Bazulin et al. In this case, the
optimization is performed based on the difference between the image obtained using the
considered configuration of the sparse phased array and the restored results when FMC is
applied. Zhang et al. [16] considered particle swarm optimization to determine the optimal
sparse array configuration. Optimization of the beam directivity function parameters was
also applied in this research.

Volumetric ultrasonic imaging with matrix phased arrays is another example of an
area where real-time acquisition of the results is challenging [6]. Since the pitch of uniform
phased arrays should not exceed half a wavelength [11], 2D probes must contain a large
number of elements in order to have a sufficient aperture size. This also increases the
demands placed on the electronics units used. Similar to the 2D ultrasonic TFM imag-
ing with linear phased arrays, the application of sparse probes can be considered for the
volumetric case. Although sparse matrix phased array configuration determination is
a hot topic in medical imaging [17–21], it has not been considered in the field of non-
destructive testing and TFM imaging. Determination of the sparse array configuration
can be regarded as the optimization problem, which can be solved using stochastic opti-
mization methods. On the basis of the research conducted in the medical [19,22,23] and
nondestructive testing [13–15] fields, two stochastic optimization algorithms have found
widespread application: simulated annealing and the genetic algorithm. The performance
of these stochastic optimization methods largely depends on their implementation and the
problem to be solved, yet simulated annealing is the more highly recommended of these
two methods [24].

Thus, the aim of this research was to develop a method for determining the optimal
sparse matrix phased array configuration in volumetric TFM imaging. The aforementioned
task within the method to be developed was treated as an optimization problem, which
was solved using simulated annealing. The method developed based on this approach
provides high-quality ultrasonic imaging under various inspection conditions. An effective
implementation of simulated annealing for the solution of the sparse matrix phased layout
optimization problem requires the introduction of the acceptance function. Within the
aforementioned problem, this function should apply the parameters of the acoustic field
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produced by sparse 2D probes in TFM imaging. This requires the implementation of these
approaches to calculate the above parameters. Furthermore, the parameters of simulated
annealing must be determined to obtain a fast and global solution of the optimization
problem. All the considered issues have not been studied in sufficient detail in the sci-
entific literature in relation to volumetric TFM imaging with matrix phased arrays. This
necessitated the research reported in this paper.

2. Theory

2.1. Beam Directivity Function of Matrix Phased Arrays

The optimum sparse array configuration should be determined with regard to ultra-
sonic imaging conditions. Consider the data acquisition mode of the matrix phased array
layout, which involves sequential emission of ultrasonic waves by each active element of
the configuration and recording of reflected acoustic signals by all active elements. This
can be either a sparse 2D probe or a full matrix phased array where all the elements of the
transducer are active.

Consider an element of the matrix phased array with a center located at a point with
coordinates (x, y, z = 0), and consider a point in space with coordinates (xp, yp, zp). Let R be
the vector from the center of the element to the point in the medium with coordinates (xp,
yp, zp), let r be the vector from the point in space to the origin of the coordinate axis, and let
s be the vector from the origin of the coordinate system to the center of the element of the
probe (Figure 1).

 

Figure 1. Vectors R, s, and r for the considered element of the matrix phased array.

The law of cosine can be written as follows:∥∥R
∥∥2

= ‖r‖2 + ‖s‖2 − 2 · ‖r‖ · ‖s‖ · cos(α) (1)

where α is the angle between vectors r and s.
In the far field distance,

∥∥R
∥∥ is sufficiently large. Thus,

∥∥R
∥∥ can be approximated

according to reference [25] to the first order as follows:∥∥R
∥∥ ≈ ‖r‖ − ‖s‖ · cos(α), (2)

The cosine of angle α can also be expressed as follows:

cos(α) =
xp · x + yp · y + zp · 0

‖r‖ · ‖s‖ , (3)

Consider the non-conventional spherical coordinate system reported in reference [26].
In this coordinate system, each point is described by two angular coordinates and by the
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distance between the origin of the coordinate system and the considered point. In this case,
angle θx describes the angle between the projection of the distance on the XOZ plane and
the OZ axis, while angle θy describes the angle between the projection of the distance on
the YOZ plane and the OZ axis (Figure 2).

 

Figure 2. Angles θx and θy in the considered coordinate system.

Thus, the coordinates xp and yp in the considered non-conventional coordinate system
could be expressed as follows [26]:

xp =
‖r‖ · tan(θx)√

1 + tan2(θx) + tan2(θy)
, (4)

yp =
‖r‖ · tan(θy)√

1 + tan2(θx) + tan2(θy)
, (5)

Inserting Equations (4) and (5) into Equation (3) gives:

cos(α) =
tan(θx) · x + tan(θy) · y√

1 + tan2(θx) + tan2(θy) · ‖s‖
, (6)

In turn, inserting Equation (6) into Equation (2) gives the following dependence
between

∥∥R
∥∥ and ‖r‖:

∥∥R
∥∥ = ‖r‖ − tan(θx) · x + tan

(
θy
) · y√

1 + tan2(θx) + tan2(θy)
, (7)

A pressure field from the point source at a distance
∥∥R
∥∥ can be expressed as follows:

p(
∥∥R
∥∥, t) =

P0∥∥R
∥∥ · exp

[
j
(
wt − k

∥∥R
∥∥)], (8)

The total pressure field at a given point generated by a matrix phased array element
can be obtained by integrating the pressure fields generated by point sources along the
area of the element. Assuming that the phased array element is a square with side size a,
the following integral can be written:

P(
∥∥R
∥∥, t) =

x+a/2∫
x−a/2

y+y/2∫
y−a/2

p(
∥∥R
∥∥, t) dx dy, (9)
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Carrying out the integration, considering that a << R, a << r, and taking into account
relation 7 yields the following:

P(‖r‖, θx, θy, x, y, t) = − f 2
3 ·exp(−ikr)·exp(iωt)

f1· f2·k2·‖r‖
·
(

exp
(

ik f1(x−a/2)
f3

)
− exp

(
ik f1(x+a/2)

f3

))
·
(

exp
(

ik f2(y−a/2)
f3

)
− exp

(
ik f2(y+a/2)

f3

))
,

(10)

where:
f1 = tan(θx)
f2 = tan(θy)

f3 =
√

1 + tan2(θx) + tan2(θy).
(11)

The synthesized sound pressure can be determined using the following equation:

Parray(‖r‖, θx, θy, t) =
N

∑
i=1

gi · Pi(‖r‖, θx, θy, xi, yi, t). (12)

where N is the number of elements in the matrix phased array and g is a binary coefficient.
The coefficient is equal to 1 if the element is active in the considered configuration of the
sparse array, and it is equal to 0 if the element is excluded from the processes of transmission
of ultrasonic waves and reception of echo signals.

In this case, the directivity function can be written as follows:

H
(
θx, θy

)
=

∣∣∣∣ P(‖r‖, θx, θy, t)
p(‖r‖, θxm, θym, t)

∣∣∣∣, (13)

where θxm and θym are steering angles. For the TFM, these angles can be assumed as 0.
Equation (14) can be used to obtain the beam directivity diagram of the considered matrix
phased array configuration. This diagram can be used to evaluate the imaging performance
of the considered 2D probe layout. An example of the beam directivity diagram obtained
using Equation (13) is shown in Figure 3.

Figure 3. Example of beam directivity diagram.

2.2. Simulated Annealing Algorithm

Simulated annealing is one of the best-known stochastic optimization methods for
tasks where the objective function is not explicitly defined. This algorithm can be used to
determine the global optima and exclude the selection of local optima as the solution for
the optimization task [27]. The basic block diagram of the simulated annealing algorithm
is shown in Figure 4. The efficiency of solving optimization problems using simulated
annealing depends heavily on the appropriate choice of the parameters of this algorithm.
Temperature is one of the most important parameters in simulated annealing used to find
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the optimal solution to the optimization problems. At the first iterations of the algorithm,
the temperature parameter (T) is typically set high. This avoids the selection of local
optima as the final solution. As the algorithm runs, this parameter is reduced according
to the cooling schedule. The execution of the algorithm is stopped when the temperature
parameter reaches the defined limit. The decision to accept the trial state as the current
solution is made using the values of the acceptance function.

Figure 4. Block diagram of the simulated annealing algorithm.

3. Determination of the Optimal Sparse Matrix Phased Array Configuration Using the
Simulated Annealing Algorithm

3.1. Simulated Annealing Algorithm Implementation

The simulated annealing algorithm was implemented to determine the optimal sparse
matrix phased array configurations. At the first stage, a sparse matrix phased array
configuration was randomly determined and considered as the current solution. An
iterative procedure was then implemented. At each iteration, a new configuration of the
sparse matrix phased array was determined, which was considered as a trial solution at this
iteration. Then, the beam directivity diagram of the current trial solution was determined
using Equation (14), and its parameters were evaluated. The parameters evaluated included
the main lobe width (MLW) and the side lobe level (SLL, Figure 5). In this case, the main
lobe width was evaluated using the full width at half maximum parameter. The parameters
obtained from the beam directivity diagram of the trial configuration of the sparse matrix
phased array were then used to evaluate the acceptance function for this configuration and
to make a decision regarding its acceptance as the current solution.

The algorithm used for the determination of the sparse matrix phased array configura-
tion was implemented using the MATLAB R2020b software. The algorithm requires test
conditions as initial parameters. The test conditions to be defined are as follows:

1. The number of elements in the matrix phased array;
2. The center frequency of the probe elements;
3. The pitch of the array and the dimensions of each element;
4. The velocity of the ultrasonic waves in the test object;
5. The number of active elements in the sparse matrix phased array configuration.

The appropriate choice of simulated annealing parameters is another important factor
to determine the efficiency of the optimization solution. During algorithm execution,
the temperature parameter was changed from 0.5 to 0.00025. For each constant value of
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the temperature parameter, five iterations were performed. The temperature parameter
changed according to the following law:

Tk+1 = 0.98 · Tk (14)

The execution of the algorithm was completed when the temperature parameter
reached the lower limit.

 

Figure 5. Determination of the beam directivity diagram parameters.

The acceptance function is used to make a decision regarding the acceptance of the
sparse matrix phased array configuration as the current solution at each iteration of the
algorithm execution. This function should be defined with respect to the objective of
the optimization task; in this case, the task is to obtain the sparse matrix phased array
configuration with a beam directivity diagram that has low SLL and MLW. The acceptance
function implemented in the developed algorithm takes the following form:

P =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1; ΔMLW < 0, ΔSLL < 0

exp(−ΔMLW/Tk); ΔMLW > 0, ΔSLL < 0

exp(−ΔSLL/Tk); ΔMLW < 0, ΔSLL > 0

exp(−ΔMLW/Tk) · exp(−ΔSLL/Tk); ΔMLW > 0, ΔSLL > 0

(15)

where ΔMLW and ΔSLL are the differences in MLW and SLL, respectively, between the
beam directivity diagram of the trial configuration of the sparse matrix phased array
considered at a current iteration of the algorithm execution and the beam directivity
diagram of the current solution.

3.2. Results of Simulated Annealing Algorithm Execution

The initial data used to determine the optimal sparse matrix phased array configura-
tion by the developed algorithm are presented in Table 1. These data include the parameters
of the probe and the speed of the longitudinal ultrasonic waves in the medium (aluminum).

Table 1. Matrix phased array parameters for which the optimization task was solved.

Parameter Value

Number of elements 8 × 8
Center frequency, MHz 5

Pitch, mm 1
Element dimensions, mm 0.8 × 0.8 mm

Speed of ultrasonic waves in the media 6350 m/s

In total, three sparse phased array configurations with 49, 36, and 25 elements were
determined using the developed algorithm that employed simulated annealing. These
configurations are shown in Figure 6. The beam directivity diagrams of the obtained
configurations are shown in Figure 7.
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(a) (b) (c)  

Figure 6. Sparse matrix phased configurations obtained using the developed algorithm: (a) sparse
matrix phased array configuration with 49 elements; (b) sparse matrix phased array configuration
with 36 elements; (c) sparse matrix phased array configuration with 25 elements.

  
(a) (b) (c) 

Figure 7. Beam directivity diagrams of sparse matrix phased array configurations obtained using
the developed algorithm: (a) sparse matrix phased array configuration with 49 elements; (b) sparse
matrix phased array configuration with 36 elements; (c) sparse matrix phased array configuration
with 25 elements.

Table 2 shows the parameters of the beam directivity diagrams (MLW and SLL) of the
obtained sparse matrix phased array configuration and the full array.

Table 2. Parameters of beam directivity diagrams of all the considered configurations of the matrix
phased arrays.

Number of Elements in Configuration MLW, Degrees SLL, dB

64 10.88 −13.23
49 10.96 −12.53
36 11.13 −13.29
25 11.15 −11.72

Thus, the directivity diagram parameters of the sparse phased array configurations
were close to these of the full matrix phased array. The difference in MLW between all the
sparse phased array configurations and the full array did not exceed 0.27 degrees. At the
same time, the difference in SLL between the sparse probes and the full array did not exceed
1.51 dB. The obtained differences in the beam directivity diagram parameters of the sparse
and full arrays should lead to the restoration of flaw images with a comparable quality.

4. Experiments

The imaging performance of the obtained sparse matrix phased array configurations
was verified via in situ experiments in conditions corresponding to the input parameters
used during implementation of the simulated annealing algorithm. The experiments
employed the matrix phased array Doppler 5M8 × 8BP1.0 (Figure 8). The probe consisted
of 64 elements, forming a matrix of 8 × 8 elements. The dimensions of each element were
0.8 × 0.8 mm, and its center frequency was 5 MHz.
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Figure 8. Matrix phased array Doppler 5M8 × 8BP1.0.

The Optus electronic unit (I-Deal technologies GmbH, Saarbrücken, Germany, Figure 9)
was used for signal acquisition using various configurations of matrix phased arrays. This
electronic unit has 128 multiplexed channels, allowing the Doppler 5M8 × 8BP1.0 to be
used in FMC and sparse phased array modes of signal acquisition.

 
Figure 9. Optus electronic unit.

Two sections of a 17 mm thick aluminum test block were used for experimental
verification. Both sections contained flat-bottom holes that were 2 mm in diameter and
10 mm deep. The first section contained one flaw, and the second section contained two
flaws located at a distance of 4 mm from each other. The location of the flaws in the test
sections is shown in Figure 10.

(a) (b) 

Figure 10. Location of the flaws in the test sections: (a) test section 1; (b) test section 2.

The experiments considered full array and sparse matrix phased array configurations
that were obtained using the developed algorithm. The arrangements of the active ele-
ments in the sparse matrix phased array configurations are shown in Figure 6. For all the
configurations, the signal acquisition procedure was the same and was based on FMC,
taking into account that not all the elements of the probe may be active in the considered
transducer configuration. In all the experiments, the probe was initially placed in the
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center of the test section. The data acquisition was performed in several stages according
to the number of active elements in the configuration. At each stage, one active element
of the configuration transmitted ultrasonic waves into the specimen, while all the active
elements received the reflected signals. This resulted in a set of ultrasonic data that was
post-processed. For this purpose, the post-processing algorithm discussed in reference [2]
was adapted for volumetric imaging and sparse matrix phased array application.

For all the configurations, the post-processing results were volumetric images of the
flaws in the test sections. To evaluate the performances of the different sparse matrix
phased array configurations, metrics characterizing the resolution and signal-to-noise ratio
were determined. The resolution of the images was evaluated using the array perfor-
mance indicator (API). This value was calculated for each of the flaws using the following
equation [6]:

API =
N−6dBDxDyDz

λ3 (16)

where Dx, Dy, and Dz are the dimensions of the voxels along the X, Y, and Z axes, respec-
tively; N−6dB is the number of voxels with an amplitude exceeding the −6 dB threshold,
where 0 dB corresponds to the maximum obtained amplitude of the flaw; and λ is the
wavelength of the longitudinal ultrasonic waves in the specimen.

The signal-to-noise ratio can also be evaluated for each of the flaws using the following
equation [28]:

SNR = 20 log10

(
As

An

)
(17)

where As is the maximum amplitude of the signal from the flaw and An is the maximum
amplitude of the noise at the depth of the flaw location. In the experiments, the value of An
was obtained by scanning the flawless zone.

The above metrics were used to evaluate the quality of the images obtained using
different configurations of matrix phased arrays. According to reference [29], a high quality
NDT ultrasonic image should meet the following requirements:

• SNR is higher than 20 dB;
• the level of artifacts relative to the amplitude of the flaw in the image is less than

20 dB;
• the image of the entire flaw boundary is restored.

5. Results and Discussion

As mentioned above, the results of ultrasonic imaging performed using different
configurations of matrix phased arrays are the volumetric images of the test sections of
the aluminum specimens used in the experiments. Examples of such images for both test
sections are shown in Figure 11.

  
(a) (b) 

Figure 11. Examples of volumetric results: (a) test section 1; (b) test section 2.
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Figures 12 and 13 show the imaging results for test section 1. Figure 12 shows the
projections of the volumetric images obtained using the configurations of sparse arrays on
the XY plane. The profiles of these projections on the X and Y axes are shown in Figure 13.
Similar results for test section 2 with two closely spaced flat-bottom holes are shown in
Figures 14 and 15.

  
(a) (b) 

  
(c) (d) 

 

Figure 12. Projections of volumetric images of test section 1 in the XY plane: (a) full array; (b) 49-
element sparse array; (c) 36-element sparse array; (d) 25-element sparse array.

    

    

(a) (b) (c) (d) 

Figure 13. Profiles of obtained volumetric images of test section 1: (a) full array; (b) 49-element sparse
array; (c) 36-element sparse array; (d) 25-element sparse array.
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(a) (b) 

Figure 14. Cont.

  
(c) (d) 

 

Figure 14. Projections of volumetric images of test section 2 in the XY plane: (a) full array; (b) 49-
element sparse array; (c) 36-element sparse array; (d) 25-element sparse array.

    

    
(a) (b) (c) (d) 

Figure 15. Profiles of obtained volumetric images of test section 2: (a) full array; (b) 49-element sparse
array; (c) 36-element sparse array; (d) 25-element sparse array.

For the obtained results, the API and SNR for each of the flaws were evaluated using
Equations (16) and (17). The resulting values are presented in Table 3, where the flaws are
indicated, similar to the flaws in Figure 10. Furthermore, the obtained API and SNR for the
flaws in the images that were restored using the sparse array data were compared with the
corresponding values for the flaws in the images obtained using the full matrix phased array.
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Table 3. API and SNR values for the obtained results.

Configuration Defect
API SNR

Value Difference, % Value, dB Difference, dB

Full array
A 0.623 0 36.21 0
B 0.649 0 33.89 0
C 0.668 0 33.18 0

Sparse 49-element
A 0.614 1.44 33.49 −2.72
B 0.640 1.39 32.71 −1.18
C 0.670 0.30 30.68 −2.5

Sparse 36-element
A 0.620 0.48 32.61 −3.6
B 0.661 1.85 29.67 −4.22
C 0.650 2.69 29.48 −3.7

Sparse 25-element
A 0.629 0.96 27.98 −8.23
B 0.634 2.31 26.35 −7.54
C 0.645 3.44 26.83 −6.35

Thus, the images that were restored using the sparse matrix phased array configura-
tions had a resolution that was close to that of the images obtained using the full matrix
array. The difference in the API between the considered cases did not exceed 3.44%. Fur-
thermore, all the sparse matrix phased array configurations used were able to resolve
closely spaced flaws in test section 2 using the −6dB drop method. The SNR of all the
results obtained with sparse probes was greater than 20 dB, and these images did not
contain artifacts with amplitudes exceeding −20 dB relative to the maximum amplitude of
the flaw. The obtained results included high-quality images of both test sections for all the
applied sparse arrays configurations. At the same time, the application of sparse arrays
reduced the amount of ultrasonic data compared to the full array. In our experiments,
the use of 49-, 36-, and 25-element sparse arrays reduced the set of signals 1.7-, 3.1-, and
6.6-fold, respectively. The obtained results demonstrate a high imaging performance of
the resulting sparse matrix phased array configurations and the efficiency of the proposed
approach for determining these layouts with regard to the conditions of ultrasonic testing.

6. Conclusions

TFM/FMC provides high imaging performance, but it is time consuming. This
paper proposed a method to design a sparse matrix phased array using the simulated
annealing algorithm for TFM imaging. Within the framework of the considered approach,
the parameters of the beam directivity diagram were optimized in order to determine the
appropriate matrix phased array layout. The beam directivity diagrams were evaluated in
the modified spherical coordinate system using far-field approximation.

The considered approach was applied for proper conditions of TFM imaging. As
a result, sparse matrix phased array configurations with 49, 36, and 25 elements were
determined. The parameters of the beam directivity diagrams of these sparse phased arrays
were close to the corresponding parameters of the full array. The difference in the main
lobe width for the above configuration did not exceed 0.27 degrees compared to the same
parameters for the 64-element full matrix phased array when all the probe elements were
active. A similar comparison performed for the side lobe level showed that the maximum
difference between the obtained sparse arrays and the full array was 1.51 dB.

The performance of the obtained sparse matrix phased array configurations was
evaluated via in situ experiments. The experimental conditions corresponded to the
ultrasonic imaging parameters considered for the determination of the sparse matrix
phased array configuration using the developed method. As a result, high-resolution
images were obtained for both test sections with flat-bottom holes using the obtained
sparse matrix phased array configurations. The difference in the API between the results
obtained using sparse matrix phased arrays and the full array did not exceed 3.44% for all
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the cases considered. In addition, in all the images obtained for test section 2, the closely
spaced defects were resolved using the −6dB drop method. This is another indicator of
the achieved resolution of the restored images. In addition, the SNR for the flaws in the
obtained images was greater than 20 dB, with no artefacts of amplitudes exceeding −20 dB
found in the results. The evaluated quality metrics of the volumetric images demonstrate
the high quality of the results obtained using all the determined sparse matrix phased
array configurations and the efficiency of the proposed sparse matrix phased array design
method. At the same time, the use of sparse matrix phased arrays allows for a significant
reduction in the volume of data to be processed compared to the full array. The number of
signals was reduced 1.7-fold (49 active elements), 3.1-fold (36 active elements), and 6.6-fold
(25 elements) for the sparse matrix phased arrays. In practice, this should significantly
reduce the ultrasonic imaging time.

The results obtained demonstrate the efficiency of the proposed approach and serve as
a basis for further research and development. The next stage of research should be focused
on the effects of the sparse phased array on the imaging time during post-processing
with parallelization of calculations using GPU or FPGA. Furthermore, the adaptation of
the developed design method to ultrasonic imaging of complex-shaped objects can also
be considered.
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Abstract: Optoacoustics is a metrology widely used for material characterisation. In this study,
a measurement setup for the selective determination of the frequency-resolved phase velocities
and attenuations of longitudinal waves over a wide frequency range (3–55 MHz) is presented. The
ultrasonic waves in this setup were excited by a pulsed laser within an absorption layer in the
thermoelastic regime and directed through a layer of water onto a sample. The acoustic waves were
detected using a self-built adaptive interferometer with a photorefractive crystal. The instrument
transmits compression waves only, is low-contact, non-destructive, and has a sample-independent
excitation. The limitations of the approach were studied both by simulation and experiments to
determine how the frequency range and precision can be improved. It was shown that measurements
are possible for all investigated materials (silicon, silicone, aluminium, and water) and that the
relative error for the phase velocity is less than 0.2%.

Keywords: laser ultrasound; photoacoustics; frequency resolved phase velocity; attenuation;
dispersion; laser ultrasonic spectroscopy; ndt; longitudinal waves; compression waves; acoustics

1. Introduction

In industry and academic research, optoacoustics has already been established in many
applications [1]. The advantages of this method is the fact that the measurements are non-
destructive and non-contact [1–3]. It should also be emphasised that photoacoustic measure-
ments are very broadband due to laser excitation, which means that frequency-dependent
analyses can be carried out in a range from kHz to GHz [4]. This allows macrostructures
and thin films, as well as microstructures, to be probed [1]. Photoacoustics is, therefore, a
promising technique for the study and analysis of complex media properties [3].

Bulk acoustic waves are typically non-dispersive, and measurements are performed
with a single frequency or in a narrow frequency band. The recent literature has shown that
the dispersion of bulk acoustic waves can be utilised to measure material properties such
as material inhomogeneity. Karabutov et al. [5] presented a method that allows conclusions
about the porosity of isotropic metal matrix composites from the dispersion of the phase
velocity and the frequency-resolved attenuation of longitudinal waves. Podymova et al. [6]
have demonstrated that the effect of porosity on the dispersion of longitudinal waves is
also present in aluminium alloy matrix composites. Other researchers have characterised
3D-printed photopolymers by measuring frequency-resolved acoustic properties [7,8].
The dispersion of longitudinal waves inside of Polyvinylchloride (PVC) has been shown by
Demcenko et al. [9].

In addition, during the development and testing of acoustic metamaterials, a frequency-
resolved broadband characterisation of materials is necessary. Examples of metamaterials
with dispersive longitudinal waves can be found in the literature [10–12]. Thus, broad-
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band, frequency-resolved measurements of sound velocity and attenuation open up new
possibilities for materials analysis.

One method of broadband excitation of acoustic waves is excitation via a nanosecond
pulsed laser. This excitation method enables non-destructive and non-contact measurements
with a broad frequency spectrum and high amplitude signals [13,14]. This excitation
technique for short ultrasonic pulses is used for the excitation of longitudinal [15–17],
shear [18–20], Rayleigh [21–25], and lamb waves [26–29]. All studies require high-quality
experimental data and a deep understanding of the limitations of the experiment and
the analysis.

In this paper, we present an optical method for precise, low-contact, non-destructive,
sample-independent, broadband, and frequency-resolved measurement of the dispersion
and attenuation of compression waves. The components of the measurement setup are
introduced, and their purpose and impact on the measurement are discussed. Simulations
and experiments were used to identify factors influencing the generation of sound by a
pulsed laser. Further experiments were performed to analyse the accuracy of the method.

In the following section, we first introduce the idea of the measurement method and
explain the components, starting with detection and going backwards to excitation. Special
attention is paid to the measuring cell, its components, and its influence on the measure-
ment. The influence on the measurement is first demonstrated using simulations and, later,
using experimental measurements. The article concludes with dispersion measurements of
various materials.

2. Materials and Methods

2.1. Concept of the Measurement Setup

The acoustic measurement cell is the centrepiece of the measurement setup. It consists
of an absorption layer on top of a glass substrate, the specimen, and water in contact with
the absorption layer and the specimen. There are several objectives that are addressed with
the measuring cell presented below (see Figure 1):

• The measurement of the frequency-resolved phase velocity and attenuation of acoustic
compression waves.

• The excitation and detection of an acoustic compression pulse independent of the
sample material and over a wide frequency range.

• Non-destructive and ideally contactless measurement.
• The suppression of other acoustic excitations, e.g., shear waves.

Ti
m
e

Figure 1. Scheme of acoustic measurement cell. (Left) Components of measurement cell.
(Right) Scheme of possible acoustic paths. C: Path of compression wave through specimen. W: Path
of compression wave through water. Time axis is not scaled.

The ultrasonic pulse is generated at the absorption layer via an ns pulsed laser. From
this layer, the pulse travels through the water and the specimen and will be detected with
an adaptive interferometer with a photorefractive crystal. The complete optical setup is
visualised in Figure 2.
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DetectionExcitation
Figure 2. Complete measurement setup. Green: excitation, red: detection; ND: neutral den-
sity filter, BE: beam expander, M: mirror, WP: waveplate, PBS: polarizing beam splitter, L: lens,
BPD: balanced photodetector.

In the following section, we discuss the individual components, their purpose, and
their influence on the measurement, starting at detection and going backwards to excitation.

2.2. Detection

The ultrasonic waves were detected using a self-built adaptive interferometer with a
photorefractive crystal. These interferometers, used for the detection of ultrasonic waves or
vibrations, are well described in the literature [30–32]. In our setup, we used an undoped
GaAs crystal (5 × 5 × 10 mm3) in a diffusion-dominated regime with an anisotropic
diffraction setup. The optical setup for the detection is shown in Figure 2.

This kind of interferometer has several advantages. The wavefront of the diffracted
beam is identical to the wavefront of the nondiffracted beam of the sample beam, allowing
both beams to interfere with exactly the same wavefronts [30,33]. A possible source of
wavefront distortion can be, for example, the surface roughness of the sample. The dynamic
hologram inside the crystal acts as a high-pass filter with a cut-off frequency fc with a
time constant τ of the crystal ( fc = 1/(2πτ)). The cut-off frequency depends on the setup
and is in the range of 3.5 and 10 kHz for GaAs crystals [30]. The high-pass suppresses
low-frequency disturbances, such as air fluctuations, thermal deformation, acoustic noise,
and other sources of vibration [30,33]. In addition the interferometer has a wide frequency
response [33], with a flat transfer function above its cut-off frequency and below the
bandwidth of the balanced photodetector [32,34].

Detection is the main component, which defines the noise level of the setup. The noise
level is mainly determined by the laser power of the interferometer, the number of averages,
the detector, and the electronic and acoustic background noise.

In our setup, we used a 1064 nm laser with a maximum CW power of 10 W (Azurlight
Fiber Laser, Azurlight Systems, Bordeaux, France), operating at 3 W, and an InGaAs pho-
todetector (Femto HBPR-200M-30K-IN, FEMTO Messtechnik GmbH, Berlin, Germany),
with a bandwidth of DC up to 200 MHz.

2.3. Measurement Cell

This section describes the individual components of the measuring cell (see Figure 1)
and their influence on the measurement.
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2.3.1. Specimen

The measuring cell was designed in such a way that the measurement is as sample-
independent as possible.

It is only necessary for the evaluation (see Section 2.4.1) that two reflections of the same
pulse (e.g., 1W 1C (the pulse travels one time through the water and the compression wave
travels one time through the sample) and 1W 3C, as compared in Figure 1) can be measured.
This sets the requirements for the sample in terms of acoustic attenuation and thickness.

2.3.2. Fluid

The sound pulse is transmitted through the liquid to the sample. Only longitudinal
waves can propagate in the liquid, which means that primarily longitudinal waves can be
observed in the sample.

A further task of the fluid is to delay the reflection of the wave at the absorption layer
(3W 1C, as compared in Figure 1) so that at least a number of nS reflections can be measured
within the sample before the first interfering reflection occurs. This delay can be adjusted
by the fluid thickness xF and its velocity cF.

xF > cF ·
(

nS · xS
cS

+
τPulse

2

)
, (1)

where xS and cS are the thickness and acoustic velocity of the sample, and τPulse is the
acoustic pulse duration. The first term of the equation describes that nS reflections can be
measured before the wave propagating in the fluid is detected for the first time. The second
term ensures that the two waves do not overlap due to the pulse duration.

Considering the acoustic attenuation in the fluid, the aim should be to minimise the
fluid thickness while still fulfilling the condition above. The literature typically describes
the frequency-dependent attenuation α by a power law [35,36]. For water, a quadratic
dependence on frequency is commonly assumed [35,37–42].

αWater = k · f 2 (2)

The literature often provides values for k in the range of 0.2 dB
m MHz2 , measured for

frequencies up to 15 MHz [37,39–41]. Other sources give slightly higher attenuations of
0.4 dB

m MHz2 to 1 dB
m MHz2 [43] or <1 dB

m MHz2 [44] up to very high values of 44 dB
m MHz2 [36]. Some-

times, a linear dependence is also assumed with values from 0.2 dB
m MHz [45] to 30 dB

m MHz [46].
The reflection and transmission factor and, therefore, the acoustic impedance differ-

ence at the fluid–sample interface influence the signal strength of the different reflections
inside the sample. On the one hand, a low reflection coefficient is good for the transmission
of the acoustic wave from the fluid into the sample, and on the other hand, a high reflection
coefficient is good for additional reflections within the sample. Neglecting the transmission
between the sample and the surrounding air, the optimal reflection coefficient Ropt for the
nS reflection inside the sample is

Ropt =
nS − 1

nS
(3)

This fact must be considered when selecting the liquid. The choice of liquid can be
influenced by other factors, such as potentially hazardous substances, solvent vapours, and
the material compatibility of the sample with the liquid. Equally important is the cleaning
effort required to remove the liquid from the cell and the sample.

We used deionised water and hydraulic oil in our setup. Unless stated otherwise,
the fluid layer was water and 9 mm thick.

2.3.3. Absorption Layer

The absorption layer is the main part that influences the generation of acoustic waves.
Excitation via an absorption layer has two advantages. Firstly, the material of the absorption
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layer can be freely chosen. Secondly, the excitation of the acoustic wave is independent of
the sample.

The absorption layer should not be damaged; therefore, the excitation had to be
selected to be in the thermoelastic regime (see Section 2.3.5). The damage threshold of the
absorption layer defines the maximum pulse energy of the laser (Equation (7)).

The acoustic impedance of the absorption layer ZAL should match the impedance of
the fluid ZF to enable good transmission of the acoustic pulse into the fluid.

ZAL ≈ ZF (4)

In Section 3.1, we simulated the influence of different material properties on the
elongation and frequency spectra of the excited acoustic pulse (see Formulas (19)–(21)).
The elongation of the pulse increases with the thermal expansion coefficient while de-
creasing with the density, specific heat capacity, Young’s modulus, and optical absorption
coefficient. The material parameters of polymer-based materials, with the exception of spe-
cific heat capacity and absorption coefficient, result in higher acoustic amplitudes compared
to metal-based materials. Polymer-based materials also fulfil the impedance condition
mentioned above better than metallic materials.

To achieve measurements with a high bandwidth, the decrease in the frequency spec-
trum should be small. According to the simulations (see Formula (20)), a high acoustic
velocity and high optical absorption are advantageous. The desired slow decrease in the
frequency spectrum is, therefore, inverse to the elongation in terms of the density and optical
absorption coefficient. The frequency spectra (see Appendix A) show that the increasing
power compensates for the stronger drop at high frequencies. Polymer-like materials are,
therefore, preferable.

Another aspect to consider is the thickness of the absorber. If the absorber is slightly
transparent, an acoustic pulse will be generated at the glass–absorption layer interface and
the absorption layer–fluid interface. The influence of reflections within the absorption layer
can be minimised by a layer that is as thin as possible.

We used two kinds of absorption layers. The aim of the first coating was to obtain a thin
layer and a small slope in the frequency spectrum. A sputtering process was chosen for this
purpose. Based on the absorption coefficient at the excitation wavelength, the coefficient of
thermal expansion, the specific heat capacity, and the density, chromium was chosen for
the absorption layer. The thickness was 125 nm.

The aim of the second layer was to excite waves with high amplitudes. Polydimethyl-
siloxane (PDMS) was chosen because of its very high coefficient of thermal expansion, low
density, and low elastic modulus compared to metals. Carbon was added to the PDMS to
increase optical absorption. The spin-coated layer was approximately 50 μm thick.

2.3.4. Glass

A glass substrate has several functions. It acts as a support for the absorption layer and
also as a constraining layer (see Section 2.3.5). A constraining layer increases the amplitude
of the generated acoustic pulse. The glass needs to be transparent for the wavelength of the
pulsed laser. The glass substrate must have a minimum thickness so that the reflection at the
rear end of the substrate is sufficiently delayed until the wave reaches the detector position.

As discussed earlier, we want a minimum of nS pulses inside the sample before the
first unwanted signal occurs. This results in a minimum glass thickness xG of

xG > (nS − 1)xS · cG
cS

+ cS · τPulse (5)

where cG and cS are the longitudinal velocity inside the glass and sample, respectively; xS
is the thickness of the sample; and τPulse is the acoustic pulse duration. The signal strength
is also positively influenced by a high reflection factor between the glass and the absorption
layer. A high impedance difference should be aimed for.
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ZG � ZAL or ZG � ZAL (6)

where ZG and ZAL are the acoustic impedance of the glass and the absorption layer.

2.3.5. Excitation

For laser excitation, there are several points to consider: the excitation regime, the ex-
citation spot size, the laser wavelength, and the pulse duration.

There are two regimes for laser excitation of ultrasonic waves. The first is thermoelastic
excitation, which is truly non-destructive because the absorbed laser pulse is below the
damage threshold of the material [15]. The second regime is ablative excitation, which is
destructive because the laser pulse energy is above the damage threshold and vaporises
the material [15].

Aussel et al. [47] show that material evaporation due to excessively absorbed power
densities AW occurs under the following condition:

AW ≥ π

4

√
λthρcp

τL
(Tv − Ti) (7)

where λth is the thermal conductivity, ρ is the density, cp is the specific heat capacity, τL is
the laser pulse duration, Tv is the vaporisation temperature, and Ti is the initial temperature.

For a point laser source, the excited waves under a propagation angle θ can be de-
scribed by analytical formulas [13].

For the thermoelastic excitation of a point source [13]:

uc,thermoelastic ∼
sin 2θ · (k2 − sin2 θ

)0.5

(
k2 − 2 sin2 θ

)2
+ 4 sin2 θ

(
1 − sin2 θ

)0.5 · (k2 − sin2 θ
)0.5

us,thermoelastic ∼
k sin 4θ

k
(
1 − 2 sin2 θ

)2
+ 4 sin2 θ

(
1 − sin2 θ

)0.5 · (1 − k2 sin2 θ
)0.5

(8)

And, for the ablative excitation of a point source [13]:

uc,ablative ∼
2k2 cos θ

(
k2 − 2 sin2 θ

)
(
k2 − 2 sin2 θ

)2
+ 4 sin2 θ

(
1 − sin2 θ

)0.5 · (k2 − sin2 θ
)0.5

us,ablative ∼
sin 2θ

(
1 − k2 sin2 θ

)0.5

k
(
1 − 2 sin2 θ

)2
+ 4 sin2 θ

(
1 − sin2 θ

)0.5 · (1 − k2 sin2 θ
)0.5

(9)

where the wavevector k = cc/cs. The index c represents the compression wave, and
the index s represents the shear wave. The analytical formulas are visualised in Figure 3
for aluminium.
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Figure 3. Directivity of compression and shear waves for point sources in case of aluminium.
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The measuring cell presented in this paper is based on compression waves that
propagate in a normal direction. Therefore, a point source in the thermoelastic excitation
regime is not suitable due to the directivity of the compression waves (see Figure 3 (left)).
Ablative excitation has a suitable radiation characteristic but cannot be used because of the
minor surface damage it causes, which would damage the thin absorption layer.

Since the use of point sources is not advantageous in our case, extended sources
were investigated. The excited waves using extended sources can be calculated using
FEM. In our case, we used COMSOL 6.1. The propagated waves after 75 ns are visualised
in Figure 4. The extended source results in a plane compression wave (PC) as well as
additional waves (head (H), compression (C), shear (S), and Rayleigh (R) waves) at the
edge of the excitation [47]. These waves do not contribute to the sensing concept but can
interfere with the plane compression waves.

Figure 4. Simulation of excited waves in aluminium via heat impulse after 75 ns. C: compression
wave; S: shear wave; R: Rayleigh wave; H: head wave; PC: plane compression wave. Colour scale
corresponds to particle velocity.

A plane compression wave, whose plane wave front propagates parallel to the excita-
tion, is the desired wave for this application. This plane compression wave is not obtained
in point excitation.

In addition, the strength of the excitation amplitude can be increased by using a
transparent constraining layer, resulting in a buried ultrasonic source. This enables the gen-
eration of normal stresses, resulting in an enhanced generation of compression waves [48].
Hutchins [49] used light oil, silicone resin, water, and acetone as a constraining layer and
increased the compression wave amplitude by 21 to 25 dB compared to the unmodified
surface. The use of a glass slide, cemented to the surface, increased the amplitude by 30 dB.
The use of a buried source is, therefore, advantageous and was used in the experiments.
In our case, the glass substrate and the water acted as a constraining layer. Deionised water
was used to minimise the interaction with the specimen and reduce the cleaning effort
compared to other fluids like oil.

If the measurement is not completely in the near field of the acoustic waves, there are
two negative aspects to consider. In the far field, sound energy decreases with distance z
by ∝ 1/z2 [50], while it remains constant in the near field. In addition, the ultrasonic wave
experiences a phase shift of π/2 in the transition between near and far field [51,52].

If the waves were measured in the transition area or in the far field, both effects had to
be taken into account when calculating the attenuation or phase velocity. The near-field
length L can be used as an approximation for the transition between both fields [53,54].

L =
D2

4 · λ
(10)

where D represents the excitation diameter, and λ represents the wavelength of the acoustic
wave. High-frequency components are normally in the near field and therefore not affected.
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The transition to the far field for low-frequency components resulted in a lower cut-off
frequency, at which errors occurred.

The laser wavelength was of secondary importance. The laser light should have low
absorption in the glass and high absorption in the absorption layer.

Pulse duration influenced the amplitude and frequency spectra of the excited waves.
Longer pulses resulted in a higher energy input into the absorption layer and increased the am-
plitude of the acoustic wave while decreasing the frequency bandwidth (Formulas (20) and (21)
and Figure A6). For measurements in the mid to upper double-digit MHz range, a single digit
pulse duration of a few nanoseconds was appropriate. Short pulses with high power may
damage the sample.

In our experiments, we used a 4 ns pulsed laser (Brilliant, Quantel-Laser, Les Ulis
Cedex, France) at 532 nm and a pulse energy of about 18 mJ (after some neutral density
filter). The beam diameter was chosen to be 18 mm to ensure diffraction-free propagation
of the acoustic beam. A second pulsed laser (Wedge, Bright Solutions, Cura Carpignano,
Italy) with a 1 ns pulse duration, at 532 nm, and a 1 mJ pulse energy was used to investigate
the influence of pulse duration. Due to the low pulse energy, a beam cross-section of 2 mm
was selected for this laser.

2.4. Data Analysis Methods

As mentioned in the introduction, the target quantity is a frequency-resolved measure-
ment of phase velocity and attenuation over a wide frequency range. This chapter presents
a method for calculating phase velocity and attenuation, determining an SNR level, and a
method for correcting diffraction.

2.4.1. Determination of Phase Velocity

One method for calculating a frequency-resolved phase velocity cph is a phase spec-
trum analysis (PSA). This method uses two signals of the same acoustic wave s1 and s2
with a certain path difference Δx and compares the phase change between both signals.
This is achieved with the following formula [55,56]:

cph( f ) =
2π f Δx

Δφ
. (11)

The phase difference Δφ can be calculated from the Fourier-transformed signals of
both windowed signals [56]:

Δφ = arctan
I(F (s1) · F (s2)

∗)
R(F (s1) · F (s2)∗)

(12)

where F is the operator for the fast Fourier transformation, ∗ is the operator for the complex
conjugated value, and I and R are operators for the imaginary and real parts, respectively.

2.4.2. Determination of Noise Level

To decide up to which frequency there was still sufficient signal strength, a frequency-
dependent noise level was calculated by measuring noise Snoise without any acoustic signal.
The noise spectrum is Gaussian-like and is determined by the measurement setup and the
digital filter used. The noise spectrum N( f ) is calculated by

N( f ) = 20 dB log10|F (Snoise)| (13)

several times, and a quadratic formula was fitted to the averaged noise level. Three times
the standard deviation of the fit residuals on top of the quadratic fit indicates the border
between noise and signal (Figure 5).

The signal Smeasurement can be approximated by a linear decay in the logarithmic
frequency spectrum [57]. Low frequencies are neglected in the linear fit due to diffraction
effects (see Section 2.4.4). The intersection between the linear approximation of the signal
and the approximation of the noise level Nnoiselevel defined the bandwidth of the signal.
Every frequency above was interpreted as noise and was neglected.
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Figure 5. Determination of noise level from numerous noise measurements (grey signals) and the
quadratic fit. The intersection of the noise level and the linear fit of the measurement data defined the
maximum frequency of the signal.

The energy spectra shown in Section 3 are plotted as SNR.

SNR = Smeasurement − Nnoiselevel (14)

2.4.3. Determination of Attenuation

In addition to the phase velocity, it was also possible to calculate the frequency-
resolved attenuation α of the material within the path Δx.

α =
20 dB log |F (s1)|

|F (s2)|
Δx

(15)

For the attenuation, the bandwidth was defined by the SNR of both signals s1 and s2.
Within the setup described in Section 2.1, the analysed ultrasound waves were reflected

at the sample–air interface and the sample–water interface. These reflections and the associ-
ated energy transfer to the water and air had to be taken into account when calculating the
attenuation. The energy remaining in the sample depends on the reflection coefficient R [58]

R =

(
Z2 − Z1

Z1 + Z2

)2
(16)

where the acoustic impedance Z = ρ · cph. Each reflection results in an offset of the attenua-
tion spectra and needs to be corrected. This results in the following formula

α =
20 dB log |F (s1)|

|F (s2)| + ∑i 10 dB log(Ri)

Δx
(17)

where i represents the reflections that occur between the signals s1 and s2 of the acous-
tic pulse.

2.4.4. Diffraction Correction

For small beam diameters, long propagation paths, or low frequencies, the acoustic
wave can transition from the near to the far field. This transition occurs at the approximated
near field length L (see Equation (10)).

A phase difference of π/2 of the acoustic wave between the near and far field distorts
the determination of the phase velocity. The calculation of the attenuation in the far field is
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also subject to errors, as the energy decreases with distance. A correction of the phase and
amplitude can be performed by calculating the diffracted wave A(x, y, z) [52]

A(x, y, z) =
i

λz
exp

(
− iπ

λz

(
x2 + y2

))
· F
(

A0(x, y) exp
(
− iπ

λz

(
x2 + y2

)))
(18)

where z is the propagation direction, A0(x, y) is the acoustic source distribution, and i
is the imaginary unit. To the best of our knowledge, there is no better correction for the
approach taken.

3. Results and Discussion

With the use of simulation, we investigated the influence of the material properties
of the absorption layer and the laser parameters on the excitation of the acoustic waves.
These results were verified by experiments. The phase velocities of various materials were
determined from further measurements.

3.1. Simulation of Material and Laser Influence on the Excitation

Simulations were carried out with the aim of characterising the influence of the mate-
rial parameters of the excited object to maximise the strength of the planar compression
wave. The second criterion was a high-frequency bandwidth of the acoustic pulse to max-
imise the frequency range from which later information can be deduced. The simulations
were 2D FEM simulations (similar to Figure 4), employing both the structural mechanics
and heat transfer modules from COMSOL software. (V 6.1) Both were coupled using the
formula for thermal expansion.

The optical excitation was simulated by a time-dependent heat flux along the excitation
line of 750 μm and an exponential decay of the heat flux in the depth direction with a
damping factor αop. The thermal pulse had a constant intensity, a duration τL of 4 ns, and
was completely absorbed. Different from what is usually found in the literature, we calculated
the acoustic pulse in a solid absorption layer instead of a weakly absorbing fluid [59,60].

The simulations used aluminium as the material, with the parameters given in Table 1.
The simulation area was larger than the penetration depth of the optical pulse.

Table 1. Used material properties for the FEM simulation.

Elastic modulus E 70 GPa

Density ρ 2700 kg
m3

Poisson ratio ν 0.33

Coefficient of thermal expansion αth 23 × 10−6 1
K

Thermal conductivity λth 238 W
m K

Specific heat capacity cp 900 J
kg K

In the simulations, the material and optical parameters were varied to determine the
influence on the excited acoustic wave in the time and frequency domain. The optical
parameters were laser pulse length τL and optical material attenuation αop. The laser
power was kept constant as the pulse length was varied. The material parameters (thermal
conductivity λth, coefficient of thermal expansion αth, specific heat capacity cp, density
ρ, and Young’s modulus E) were varied to cover the entire range of common materials.
Appendix A contains the simulated signals and shows the dependence of these parameters
on the sum of the squared elongations s2

ac, which is proportional to the energy of the excited
planar compression wave.

s2
ac ∝

α2
th · τ1.5

L

c2
p · α1.5

op · ρ1.25 · E0.75
(19)
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For short optical pulses, the linearly scaled frequency spectrum of the elongations
can be approximated using a Gaussian function [57]. The standard deviation σ and the
amplitude A of the Gaussian function A exp

(− f 2/σ2) of the autocorrelated elongations
were determined. This led to the following expressions for the plane compression wave:

σ ∝

√√√√αop

τL
·
√

E
ρ

(20)

A ∝
α2

th · τ2
L

c2
p · α2

op · ρ · E
(21)

The formula for the squared elongations in the time domain is identical to the integral
of the Gaussian function. The aim was to obtain a high elongation and a high σ for high-
quality broadband measurements. A higher bandwidth can be achieved by a higher acoustic

velocity (c ∝
√

E
ρ ), stronger optical absorption, or shorter pulse durations. With the

exception of the thermal expansion coefficients and the specific heat capacity, the energy
cannot be optimised independently of the bandwidth. In fact, an optimisation of s2

ac can
simultaneously cause a worsening of σ. However, a smaller σ can often be neglected due
to the higher elongations (see spectra in Appendix A).

3.2. Characterisation of Acoustic Measurement Cell

Measurements were carried out to characterise the effect of the laser pulse width,
the fluid (width and type) and the excitation layer.

3.2.1. Excitation Layer

As mentioned in Section 2.3.3, measurements were carried out with two different
excitation layers (125 nm chromium, 50 μm PDMS). The results are shown in Figure 6.

Figure 6. Measurements with different excitation layers. (Left) time signal from interferometer.
PDMS signals have an offset of −610 mV. (Right) calculated SNR according Section 2.4.2.

The material parameters of the PDMS layer were not known, so a comparison with
Formulas (19)–(21) cannot be made. Nevertheless, it is clear that the waves excited by the
PDMS layer have a higher amplitude due to the different material parameters, probably
mainly due to the higher coefficient of thermal expansion and the lower specific heat capacity,
Young’s modulus, and density. The amplitude of the PDMS layer is about 7 to 9 times higher
than the chromium layer. As long as the SNR level is high enough, the calculated phase
velocity is independent of the excitation layer.

The decrease in signal strength with higher frequencies is higher for the PDMS layer
than for the chromium layer. This is predicted by the simulations and Formula (20). The lower
amplitude combined with the slower decrease in signal strength resulted in a similar maxi-
mum frequency for PDMS and chromium. The waviness in the PDMS spectrum is caused
by an additional wave within the signal peak. The additional wave can be seen clearer at the
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second peak in the time domain. This wave is even more visible in the measurement with
a 1 ns pulsed laser (Figure 7, red circle). The reason for this additional wave is the thicker
PMDS layer in which the wave is reflected.

Figure 7. Measurements with different excitation layers. (Left) time signal from interferometer.
The 1 ns signal was amplified by 3, the 4 ns signals have an offset of −610 mV, and the red circle
shows the reflection within the PDMS layer. (Right) calculated SNR according Section 2.4.2.

Normally, a superposition of two waves is not desired for the phase spectrum anal-
ysis. It is, therefore, preferable to use the chromium layer as long as the amplitudes are
sufficiently high.

3.2.2. Laser Pulse Width

In addition to the 4 ns pulse laser, we performed measurements with a 1 ns pulse
laser (1 mJ pulse energy). Due to the lower pulse energy, the beam diameter had to be
reduced to 2 mm to observe an acoustic wave (the 4 ns laser had a beam diameter of 18 mm).
The measurements are shown in Figure 7. For better visibility, the measurement signal from
the 1 ns laser is amplified by a factor of 3.

Due to the shorter 1 ns pulse, the additional reflection within the PDMS layer was
clearly visible in the 1W1C signal in the time domain (Figure 7, red circle). The time delay
between the two peaks is 0.076 μs, corresponding to a PDMS layer thickness of 42 μm.
The subsequent waves decay rapidly and are barely observed. The decay between the
different waves is greatly enhanced due to the small beam diameter and, therefore, the high
diffraction of the acoustic pulse. The lower amplitude and slower decay in the frequency
domain are analogous to the simulations (see Figure A6). The frequency spectrum of the
1W1C wave had a similar bandwidth between the different pulse lasers. This suggests that
the acoustic bandwidth can be further increased by using a higher pulse energy and a 1 ns
pulsed laser.

This suggests that the bandwidth could be further increased with a 1 ns laser pulse
if the laser has a higher pulse energy.

3.2.3. Water Layer Thickness

Figure 8 shows three measurements with different water layer thicknesses (with
chromium as the excitation layer). The measurements showed an unexpected behaviour,
as the amplitudes are significantly higher with a 9.5 mm water layer than with a 7 mm
water layer, although the attenuation in the 9.5 mm measurement should be higher. In the
calculated attenuation spectrum (Figure 9), the attenuation between 1W1C and 3W1C
increased with increasing water thickness. Therefore, the unexpected behaviour is probably
due to different levels of excitation due to laser power fluctuations. In summary, the water
layer should be as thin as possible but thick enough to clearly separate the waves within
the sample and the waves within the water.

225



Sensors 2024, 24, 1630

Figure 8. Measurements with different water layer thicknesses with chromium as excitation layer.
(Left) time signal from the interferometer. The 9.5 mm measurement has an offset of −90 mV, and
the 12.5 mm measurement has an offset of −140 mV. (Right) calculated SNR according Section 2.4.2.

Figure 9. Frequency-resolved attenuation of measurements with different water layer thicknesses
(Equation (15)). Compared peaks are 1W1C and 3W1C. Excitation layer was chromium.

3.2.4. Type of Fluid

The last variable investigated was the fluid between the excitation layer and the sample.
The water was replaced by a mineral hydraulic oil (HLP 46, viscosity 46 mm2

s ), and the results
are shown in Figure 10. The oil significantly attenuated higher frequencies, whereas lower
frequencies (<3.5 MHz) were amplified by up to 3 dB. This suggests that oil may be a better
choice for low-frequency measurements but is not suitable for frequencies above 5 MHz. This
is consistent with the literature, in which it has been reported that water typically has an
attenuation of ∼0.2 dB

MHz2 m
[37,39,40] and mineral oil has an attenuation of 24 dB

MHz2 m
[61].

Figure 10. Measurements with oil and water between excitation layer and specimen. Chromium
was used as excitation layer. (Left) time signal from the interferometer. Oil signals have an offset of
−70 mV. (Right) calculated SNR according to Section 2.4.2.
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3.3. Frequency Resolved Measurements in Different Materials

In this section, we show that frequency-resolved phase velocity measurements were
possible in virtually any material. For this reason, we have chosen a high-velocity material
(silicon single crystal), a metal (aluminium), a soft low-velocity material (silicone), and a
liquid (water).

3.3.1. Silicon

The sample used was a silicon window with a 25.4 mm diameter and a 5 mm thick-
ness. The acoustic pulse travelled along the 5 mm axis, which corresponds with the [111]-
orientation of the silicon crystal. The measurement is visualised in Figure 11. The PDMS
absorption layer was used.

Figure 11. Measurement of 5 mm thick silicon sample. (Left) time domain with shifted second peak.
(Right) phase velocity calculated via phase spectrum analysis (PSA).

The calculated phase velocity was approximated constant over the frequency with a
mean value of 9378.4 m

s and a standard deviation of 9.2 m
s .

The anisotropic phase velocity of silicon crystal in the [111]-direction in material
libraries vary from 9362 m

s [62] to 9372 m
s [63].

Considering the inaccuracy of the thickness measurement (using a micrometre screw),
the measurements were in good agreement with the literature values. The percentage
deviations were 0.17 % [62] and 0.07% [63].

3.3.2. Aluminium

The aluminium sample was 12 mm thick in the measurement direction and wide
enough to suppress any reflections from the sample boundaries. The absorption layer used
was chromium. The results are shown in Figure 12.

Figure 12. Measurement of 12 mm thick aluminium sample. (Left) time domain with shifted second
peak. (Right) phase velocity calculated via phase spectrum analysis (PSA).
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The phase velocity showed a constant value for frequencies above 9 MHz with an
increasing velocity towards lower frequencies. This was due to the transition between
the near and far field and the resulting phase change of π/2. The diffraction correction
(Section 2.4.4) significantly reduces the increase at low frequencies and, thus, improves the
result. No comparison was made between the measured sound speed and the literature
data, as the literature data differ greatly due to the different alloys used (from 6200 m

s to
6400 m

s [35]).

3.3.3. Silicone

The silicone sample was 2.2 mm thick and translucent. The silicone used was SF00
from “Silikonfabrik”. The absorption layer used was PDMS.

As can be seen in Figure 13, measurements in the soft silicone layer were possible
up to a frequency of 15 MHz. The measurement was made more challenging by the fact
that the acoustic impedance of water and silicone is very similar; therefore, only a small
proportion of the sound pulse was reflected at the interface (R∼2%). This resulted in a low
SNR and a low maximum frequency. With a velocity of ∼1090 m

s , the measurements agree
quite well with other measurements of similar materials in the literature [64–66].

Figure 13. Measurement of 2.2 mm thick silicone sample. (Left) time domain with shifted second
peak. (Right) phase velocity calculated via phase spectrum analysis (PSA).

3.3.4. Water

In addition, the fluid between the excitation layer and the sample can be analysed.
The measurement of the silicon sample was used for this, and the reflections in the water
were analysed. The results are shown in the following figures (Figure 14).

The mean velocity was 1483.8 m
s with a standard deviation of 1 m

s . The literature value
for water at 20 ◦C is 1482.3 m

s [67]. Considering the accuracy of the thickness measurement
and the temperature uncertainty, the measurement is in good agreement.

In contrast to the previous measurements, the attenuation is also shown, as there are
literature values for water with which our measuring cell can be compared. The “Reflection
correction” takes into account the reflection coefficients (see Section 2.4.3). As mentioned in
Section 2.3.2, the attenuation in water is usually described by a quadratic dependence on the
frequency. The attenuation coefficients vary in a wide range between 0.2 dB

m MHz2 [37,39–41]

and 1 dB
m MHz2 [43,44] and up to 44 dB

m MHz2 [36].

The measurement presented here had an attenuation coefficient of 0.36 dB
m MHz2 , which

is between the lower and slightly higher literature values.
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Figure 14. Measurement of 5.4 mm thick water layer between PDMS absorption layer and silicon
window. (Left) time domain with shifted second peak. (Right) phase velocity calculated via phase
spectrum analysis (PSA). (Bottom) attenuation of water with quadratic fit.

4. Conclusions

In this work, we presented a method to measure the longitudinal phase velocity and
attenuation contactless over a high-frequency range (∼3 to 55 MHz, depending on material).
We have investigated all components of the acoustic measuring cell and identified their
influencing factors on the measurement. Simulations were used to analyse the excitation of
compression waves. An unfocused beam with a large beam diameter is required to excite
the intended planar compression waves. For the excitation of pulses with high energies, an
absorption layer with a low elastic modulus, low density, low specific heat capacity, and
high thermal expansion should be chosen. However, these material parameters also cause
the energy of the excited acoustic waves to decrease more sharply at higher frequencies
(Section 3.1). We were able to show this behaviour in a simulation and an experiment.

Therefore, polymers with additives to increase optical absorption would be suitable
to excite high-energy waves. The greater decrease in energy at higher frequencies for
polymers is partially offset by the increased energy. However, the experiments have shown
that polymers need to be applied as a thin layer while still having a high optical absorption
to suppress additional reflections of the acoustic pulse at the polymer–water and polymer–
glass interfaces. These additional pulses interfere with the determination of the phase
velocity and attenuation. The thin sputtered chromium layer (125 nm) did not show the
additional pulse, but the amplitude decreased by a factor of 7 to 9 in comparison with the
PDMS layer. Future experiments should, therefore, consider a new polymer (-like) material
for the absorption layer, which can be applied thinly and has a high optical absorption.

The water layer fulfilled the intended purpose: transmitting only the compression
wave, enabling the excitation of broadband acoustic pulses independent of the sample
material, and separating the waves in the time domain. The interferometer with a pho-
torefractive crystal also showed that it can measure the acoustic pulse independent of the
sample material up to high frequencies, even with weakly reflective samples.

The accuracy of the setup was demonstrated by measuring silicon and water, the
sound velocities of which have been extensively analysed in the literature. The relative
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error was below 0.2%. The accuracy of the attenuation measurement cannot be estimated
since there are no good reference materials with consistent attenuation values found in the
literature. Nevertheless, the attenuation measurement for water is between the attenuation
values specified in the literature.

In summary, we have developed a measurement technique that can measure the
frequency-resolved phase velocity and attenuation of a sample contactlessly (only in
contact with water), non-destructively, independently of the sample, and over a wide
frequency range.
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Appendix A. Simulation of Laser-Based Excitation of Ultrasonic Waves

This appendix details the simulations in Section 3.1 to characterise the influence of the
absorption layer.

Simulations were performed in which different material and laser properties were
varied in order to observe the effect on the amplitude and the frequency spectrum of the
excited acoustic compression pulse. The material parameters were selected to cover the
entire range of common materials.

The time signals of the elongation on the symmetry axis in a depth of 0.25 mm is
plotted. The elongations of the time signals are scaled to the elongation of the original
material properties (see Table 1). The frequency spectra of the pulses are equally normalised
to the original material parameters.

The influence of the thermal material properties (thermal conductivity, coefficient of
thermal expansion, and specific heat capacity) can be seen in Figures A1–A3. The thermal
conductivity has no influence on the elongation nor the frequency spectrum. This is due to
the fact, that the heat diffusion is rather slow compared to the penetration depth, the duration
of the time of the heat pulse and the acoustic wave propagation. This results in an almost
stable temperature profile.

Figure A1. FEM-Simulation with different thermal conductivity.
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Figure A2. FEM-Simulation with different coefficient of thermal expansion.

Figure A3. FEM-Simulation with a different specific heat capacity.

The thermal expansion and the specific heat capacity had a strong effect on the excited
elongation s2

ac ∝ α2
th/c2

p. Both were quite intuitive, as the amplitude of the acoustic pulse
depends on the temperature increase during thermal excitation and the associated thermal
expansion. As the pulse shape does not change, the frequency spectrum is the same with
the exception of an offset.

The mechanical properties (density and Young’s modulus) affected the speed of sound
in the material. It can be seen that the mechanical parameters influenced the converted
sound amplitude and the frequency spectra in both the time and frequency domain.

The excitation parameters (laser, respectively, heat pulse duration and the optical
absorption coefficient) are shown in Figures A6 and A7. The pulse duration had a significant
effect on the frequency bandwidth as well as the elongation. It should be noted that
when varying the pulse duration, the introduced thermal power was kept constant in the
simulation and therefore the pulse energy increases at longer pulse durations.

For the variation of the attenuation of the optical material, the inserted thermal power
was kept constant for all absorption coefficients.

Figure A4. FEM-Simulation with different densities.
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Figure A5. FEM-Simulation with different Young’s moduli.

Figure A6. FEM-Simulation with different heat pulse length.

Figure A7. FEM-Simulation with different material absorption coefficient.

On the basis of the time signals and spectra shown in Figures A1–A7 it was possible to
derive various dependencies between the sum of the squared elongation s2

ac, the standard
deviation σ and the amplitude A of the Gaussian fit in the linear scaled spectrum. The
dependencies are visualised in the following figures and summarised in Formulas (19)–(21)
in Section 3.1.

Figure A8. Cont.
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Figure A8. Dependencies of material and excitation parameters on the elongation s2
ac.

Figure A9. Dependencies of the material and excitation parameters on the σ parameter.
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Figure A10. Dependencies of material and excitation parameters on the A parameter.
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Abstract: In this study, a quantitative detection method of pipeline cracks based on a one-dimensional
convolutional neural network (1D-CNN) was developed using the time-domain signal of ultrasonic
guided waves and the crack size of the pipeline as the input and output, respectively. Pipeline
ultrasonic guided wave detection signals under different crack defect conditions were obtained via
numerical simulations and experiments, and these signals were input as features into a multi-layer
perceptron and one-dimensional convolutional neural network (1D-CNN) for training. The results
revealed that the 1D-CNN performed better in the quantitative analysis of pipeline crack defects, with
an error of less than 2% in the simulated and experimental data, and it could effectively evaluate the
size of crack defects from the echo signals under different frequency excitations. Thus, by combining
the ultrasonic guided wave detection technology and CNN, a quantitative analysis of pipeline crack
defects can be effectively realized.

Keywords: convolutional neural network; ultrasonic guided wave; pipeline; crack defects

1. Introduction

Owing to its evident advantages, including minimal environmental impacts, large
carrying capacities, high efficiencies, and low costs, pipeline transportation is expected to
play an increasingly important role in future transportation engineering [1]. However, in
pipeline engineering, the integrity and safety of pipeline structures form the premise of
smooth transportation. In their absence, a loss of transported materials caused by damaged
pipeline structures is expected to not only affect production and daily life, causing huge
economic losses, but also exert a huge impact on the environment, even leading to major
safety risks such as collapse and explosion [2,3]. Therefore, the nondestructive testing of
pipeline structures is of considerable significance. In this regard, ultrasonic guided wave
technology is widely used in long-distance pipeline inspection owing to its advantages,
such as easy excitation, a long propagation distance, wide coverage, high detection accuracy,
and low detection cost [4]. However, owing to the complex characteristics of ultrasonic
guided waves, such as multimode and dispersion, and the influence of noise, quantitative
evaluations of defect echoes in guided wave signals represent a significant challenge [5,6].

Interestingly, the majority of previous research on ultrasonic guided waves focuses on
the localization and qualitative analysis of defects, relying on the extraction of a series of
characteristic parameters from the original signals [7,8]. By contrast, quantitative research
on defects directly based on the original guided waves is rather limited. In particular, only
a few quantitative studies have been conducted on defects by directly using the original
guided wave signals. Zhan et al. [7] used a deep learning approach to classify and detect
pipe welds in noisy environments. Li et al. [8] used the CNN-LSTM hybrid model to classify
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pipeline defects. This research has proposed a solution for classifying pipeline defects,
but it has not thoroughly explored the quantification of pipeline damage. Quantifying
pipeline damage often requires a large amount of data to perform a regression analysis
across the full range of damage. Determining its impact on simulation and experimental
data regarding working condition diversity is a considerable challenge. Davies et al. [9]
analyzed the relationship between defect sizes of cracks and small apertures and the
defect echo amplitude when evaluating synthetic path image focusing and source imaging
methods. Zheng [10] used a matching pursuit algorithm to quantitatively analyze the axial
defect size of a pipeline. Both studies employed quantitative methods based on theoretical
calculations, which may be subject to errors after environmental changes. Neural networks
trained on real-time data can learn to adapt to specific environmental situations with greater
compatibility. Li [11] utilized a 2D blind convolution method to estimate the dimensions
of axial defects using multiple sets of data obtained from an axial sensor array. Li [12]
proposed a quantitative reconstruction method for ultrasonic guided wave defects based
on deep learning. This was achieved by combining the theoretical method of shear wave
quantitative reconstruction of plate thinning defects, wave number space domain transform,
and a convolutional neural network (CNN) using local fusion. Acciani et al. [13] used
wavelet transforms and neural networks to quantitatively evaluate pipe surface damage.
Preprocessing ultrasonic guided wave signals is necessary for these methods, which may
exclude significant information from the original signals. A CNN network that extracts
information directly from the ultrasound-guided wave response signal is highly effective
in avoiding this issue. Huang [14] proposed a damage detection method based on a CNN-
LSTM network for laser ultrasonic guided wave scanning detection. Miorelli et al. [15]
proposed an automatic method for localizing and quantifying structural health monitoring
defects based on guided wave imaging by combining convolutional neural networks. Yin
et al. [16] automated the detection of pipeline defects using closed-circuit television (CCTV)
and deep learning. Both studies relied on structural damage imaging and used training
samples directly derived from 2D images. This method is computationally demanding and
relies on image-based recognition, which can make predicting results challenging due to
the effects of image imaging. The use of CNNs for quantitative defect identification can
effectively prevent the masking of critical information and reduce the technical difficulty of
engineering applications.

Neural network-based algorithms have made it more convenient, efficient, and accu-
rate to quantitatively identify structural damage using ultrasonic guided wave technology.
With this background, this paper proposes a method for the end-to-end quantitative char-
acterization of pipeline defects by directly inputting the original ultrasonic guided waves
signal into a network model without any preprocessing. The goal of the method is to
predict the angles of radial defects on the pipe by regressing the angles of the defects
directly to the prediction. To achieve this task, ceramic piezoelectric sheets are used to line
a section of the pipe symmetrically at equal intervals for the excitation and reception of
ultrasonic guided waves. The received signals are then used as inputs for a neural network
for feature learning. The size of the penetrating crack in the pipeline is quantified using the
defect damage angle, and the amount of crack damage in the ultrasonic guided wave signal
is determined using a neural network method. By arranging the ceramic piezoelectric
sheet symmetrically and in the same direction on the pipe, it is possible to excite ultrasonic
guided waves of L mode. This mode is more sensitive to circumferential cracks in the pipe,
making it better suited for the quantitative characterization of such cracks.

2. Defect Quantification Method Based on Ultrasonic Guided Waves and CNN

An Artificial Neural Network (ANN) represents a type of simulation and approxima-
tion of a biological neural network. It is an adaptive nonlinear dynamic network system
composed of a large number of neurons connected through mutual connections, and it is
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primarily composed of input, hidden, and output layers [17]. The most basic unit of an
ANN is a neuron, which can be expressed as Equation (1).

y = f (ω1x1 + ω2x2 + ω3x3 . . . . . . ωnxn + b) (1)

where xi denotes the input n features in a neuron, ωi denotes the weight value of the input
feature xi connected to the neuron, b denotes the internal bias of the neuron, y denotes
the output value of the neuron, and f (. . . . . .) denotes the activation function. The more
common activation functions include the rectified linear unit (ReLU) [18], Sigmoid, Tanh(x),
and radial basis functions [19]. According to the findings of Acciani [11], the ReLU function
is directly selected as the activation function for this study.

A CNN is a typical deep learning method developed in recent years, with wide
applications in fields such as pattern recognition and medical engineering [20]. The basic
structure of a CNN consists of input, convolutional, pooling, fully connected, and output
layers [21]. Because each neuron of the output feature surface in the convolutional layer
is locally connected to its input, and the input value of the neuron is obtained based on
the weighted sum of the corresponding connection weight and the local input plus the
bias value, this process is equivalent to the convolution process, from which its name is
derived [22]. CNNs are primarily used for the feature recognition of two-dimensional
images, whereas 1D-CNNs have only one dimension; therefore, they are widely used
for feature recognition and time-series extraction. Although a 1D-CNN only has a single
dimension, it demonstrates the same advantages as a CNN [14]. Specifically, CNNs
not only present the advantages of traditional neural networks, such as a strong self-
learning ability and good adaptability, but also the advantages of weight sharing and easy
model training [23]. This study employs a CNN model, illustrated in Figure 1, which
comprises an input layer, two convolutional and pooling layers, and two fully connected
and output layers.

Figure 1. Schematic diagram of a CNN.

In order to compare the prediction performance of different types of neural networks,
this study architects a multilayer perceptron (MLP) neural network model, as shown in
Figure 2. It consists of an input layer of 1000 sets of guided wave signals, a first hidden
layer of 128 neurons, a second hidden layer of 64 neurons, and an output layer.

The neural networks were trained using computers equipped with R9-5900HS proces-
sors and RTX-3050ti graphics cards to prevent external factors from affecting the detection
results. The neural networks were trained using several program libraries, including Py-
torch, NumPy, Pandas, and Scikit-learn. Additionally, the Adaptive Moment Estimation
optimization algorithm was utilized.
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Figure 2. Schematic diagram of an MLP.

The convolution layer performs a valid convolution operation using a 3 × 1 kernel,
and the convolution operation is like a mathematical operation on two functions, which
produces the mapping relationship of the third function, and its mathematical expression is
Equation (2). f and g represent two different mapping functions. The data pass through two
convolutional layers and two fully connected layers before outputting the final prediction.

( f · g)[n] = ∑∞
m=−∞ f [n − m]g[m] (2)

The time-domain signals of ultrasonic guided waves were used as direct inputs in our
quantitative characterizations of pipeline crack defects. The input signal range included
the excitation wave, defect echo, and first-end face echo. In the numerical simulation
stage, the displacement signal within this period was directly specified in the analysis step,
and 1000 groups of amplitude signals were collected as data. During the acquisition of
experimental data, the oscilloscope was set to a sampling rate of 5 M/S, resulting in a total
of 10 K sampled points. To decrease the calculation time of the neural network model,
each experimental signal was divided into seven data groups, each with a length of 1000.
The division started from the 800th point, which was where the excitation of ultrasonic
guided wave signals appeared, and ended at the 8000th point, which was the end of the
first end-face echo, as shown in Figure 3. This method can increase the diversity of the data
as much as possible on the basis of extracting real guided wave information.

The construction of the 1D-CNN in this paper required the following hyperparameters
to be determined: the number of nodes in the hidden layer, the batch size for testing, the
random seeds, the learning rate, and the number of training generations. For the selection
of the number of hidden nodes, empirical Formulas (3)–(5) were used to calculate and set
the number of hidden nodes with the best results. n is the number of nodes in the input
layer; l is the number of nodes in the output layer; m is the number of hidden nodes; and a
is a constant between 1 and 10. The remaining hyperparameters were determined through
empirical formulas, which was carried out near the empirical values, and the optimal
training results were selected as the parameters.

m =
√

n + l + a (3)

m = log2n (4)
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m =
√

nl (5)

Figure 3. Splitting of experimental data.

Determining the hyperparameters is crucial for evaluating network performance.
Excellent hyperparameters correspond to excellent performance indicators and determine
the success of the network model.

To set the hyperparameters of the neural network model, certain tricks for modulating
these hyperparameters were obtained from the literature [24]. The neural network model
architecture adopted a structure of 2–3 hidden layers, and ReLU was used as the activation
function. For the simulation and experimental data, a multi-layer perceptron (MLP) and
CNN were used for training and comparison, respectively. The root mean square error
(RMSE), mean absolute percentage error (MAPE), and coefficient of determination (R-
square) were used to comprehensively evaluate the regression performance of the neural
networks. Note that the RMSE and MAPE reflect the error between the predicted and actual
values of the network. The RMSE increases with larger errors, while the MAPE decreases.
The R-square value indicates the quality of the model fit; the closer it is to one, the better
the fit. Based on these parameters, the advantages and disadvantages of the two different
neural networks in the quantitative prediction of pipeline defects were comprehensively
compared. The expressions for the above parameters are shown in (6), (7), and (8). Here, ŷ
represents the true value, y represents the predicted value, and n represents the number of
test samples.

RMSE =

√
1
n∑n

i=1(yi − ŷi)
2 (6)

MAPE =
100%

n ∑n
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (7)

R2 = 1 − ∑ i(ŷi − yi)
2

∑ i(yi − yi)
2 (8)

3. Numerical Simulation

3.1. Pipeline Modeling

The JMatPro (Version 7.0) and Abaqus (Version 6.16-1) software were used for the
numerical simulations. The pipe used in the experiment was a 304 seamless steel pipe with
a length of l = 3 m, an outer diameter of d = 60 mm, and a pipe wall thickness of t = 2 mm.
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To ensure consistency between the simulation and experiment, the JMatPro software was
used to predict the performance parameters of the pipeline material to be selected. The
density of the material used in the experiment was obtained as ρ = 7.855 g/cm3, Young’s
modulus was obtained as E = 211.3 GPa, Poisson’s ratio was obtained as ν = 0.2969, and
the data corresponding to the material performance parameters were input into the Abaqus
software. Simultaneously, a pipe model with a length of 3 m, an outer diameter of 60 mm,
and a wall thickness of 2 mm was established using the Abaqus software, and the dynamic
display analysis method was used to perform the calculation.

To conveniently select the central frequency of the excitation signal, the dispersion
curve of the simulated pipeline was drawn using the Disperse (Version 2.0.16c) software,
as depicted in Figure 4. According to the dispersion curve, the group velocity and phase
velocity of the guided wave signal tended to be stable in the L (0, 2) mode near the
central frequency of 70 kHz, and the wave velocity was approximately 5.5 km/s; hence, an
excitation signal with a central frequency of 70 kHz was used to generate a single-mode
guided wave.

 
(a) (b) 

Figure 4. Dispersion curves for (a) group speed and (b) phase speed.

In this study, a hexahedral structured mesh was used for the non-defective part of
the pipeline, and a hexahedral swept mesh was used for the defective part. Generally, to
control the propagation error of a waveform, the presence of multiple elements in one
wavelength is essential, and the grid size of the axial elements should satisfy the conditions
in Equation (9).

le <
min

(
Cp
)

10 × f
(9)

where:
le: the axial grid cell length;
Cp: the phase velocity of the guided wave;
f : the frequency of the guided wave.
Based on the calculations, the size of the largest grid axial element was found to be

approximately 7 mm. To ensure that the number of grids in the global mesh generation
was an integer, the global mesh size was finally determined to be 5 mm. Considering that
the gradient of the lateral section damage angle growth in the numerical simulation was
one, and the increment of its reaction in the mesh size was approximately 0.5 mm, the mesh
size was locally encrypted to 0.5 mm in the defective part (Figure 5).
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Figure 5. Mesh division with local refinement.

To facilitate grid division when setting defects, the lateral section damage angle was
adopted as the defect measurement index (Figure 6). For this, a pipeline model with a
lateral section damage angle of 0–180◦ was established with a gradient of one. In total,
we had 181 models. Notably, this type of model only considers penetrating cracks in
the pipeline. Considering the pipeline loss along the crack-depth direction, the number
of models can be increased in multiple ways. Meanwhile, considering the fact that the
crack depth of non-penetrating cracks cannot be accurately measured and controlled in
the experimental stage, the quantification of non-penetrating cracks was not considered in
this study.

Figure 6. Lateral section damage angle.

To ensure that the complete waveform image, including the excitation wave, defect
echo, and first-end face echo, could be observed in the analysis time, the analysis step time
was required to meet the conditions in Equation (10).

Ts >
2L

min
(
Cg
) (10)

where:
Ts—the analysis step time;
L—the length of the pipe;
Cg—the group velocity of the guided wave.
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3.2. Excitation Signal

The excitation signal was a 10-cycle sinusoidal signal modulated by a cosine function
with a central frequency of 70 kHz, as depicted in Figure 7. This signal energy appeared to
be more concentrated near the central frequency, which is conducive to signal identification.
The signal function expression is given in Equation (11) [25].

f (t) = 0.5
[

1 − cos
(

2π fct
n

)]
sin(2π fct) (11)

where:
fc—the center frequency of the excitation signal;
n—the number of cycles.

Figure 7. Time-domain signal.

3.3. Defect Quantification with ANN

The numerical simulation results indicated the presence of 181 groups of guided wave
signals. The data were divided into training, testing, and validation sets in a ratio of
6:2:2. As stated, a 1D-CNN was used to learn these data and compare the performance
with the traditional MLP network. To reduce the training time of the network, the entire
guided wave signal was arranged in 1000 groups of characteristic values to be input into
the network according to the time sequence, and the damage angle of the crack section
corresponding to the guided wave signal was considered as an output value. The RMSE,
MAPE, and R-square values were used to evaluate the regression performance of the
neural networks.

As stated, a 1D-CNN was used to learn the simulation data, and the ReLU function
was used as the activation function. The loss curves and training results are indicated
in Figure 8. The results for the regression performance indicators of the model are as
follows: RMSE = 0.948, MAPE = 0.015, and R-square = 0.999. The regression performance
indexes of the model revealed that the regression performance of the 1D-CNN model
was better, the error between the prediction results and the real section damage angle
was approximately 0.9◦, and the error was less than 0.5%. The loss curve and prediction
results indicate the presence of some overfitting in the model. The results for the regression
performance indicators of the MLP model are as follows: RMSE = 1.17, MAPE = 0.014,
and R-square = 0.999. The regression performance indexes of the model indicated that the
regression performance of the MLP model was excellent, the error between the prediction
results and real section damage angle was approximately 1.2◦, and the error was less than
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0.8%, and its parameter characterization shows that its model prediction performance is
not as good as that of the 1D-CNN model.

 
(a) (b) 

Figure 8. Loss curve and prediction results of the 1D-CNN. (a) Loss curves. (b) Predicted results.

To clarify whether the model could effectively predict the section damage angle
corresponding to the defect echo signal when the guided wave signal at the defect echo
was input into the neural network as a feature in the simulation stage, 120 groups of data at
the defect echo were extracted from the original simulation data as feature inputs (Figure 9)
to the neural network. Following this, the regression effect was compared with that of the
entire guided wave signal as a feature input to the neural network.

Figure 9. Signal at defect echo.

Table 1 summarizes the final evaluation results for each parameter of the neural
network models. In this table, MLP denotes the performance index of the MLP when the
full-section guided wave signal is used as the feature input, while 120-MLP represents the
performance index of the MLP when the guided wave signal at the defect echo is used as
the feature input. Next, 1D-CNN denotes the performance index of the 1D-CNN when
the entire guided wave signal is used as the feature input, while 120-1D-CNN denotes
the performance index of the 1D-CNN when the guided wave signal at the defect echo is
used as the feature input. The numerical results indicate that the prediction performance
of the neural networks appears better when the entire guided wave signal is used as the
feature input, and the size of the defect is more closely related to the entire guided wave
signal. Based on this result, it can be inferred that when only the signal at the echo of the
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defect is used as the feature input to the network, abundant useful information may be lost,
resulting in the inability of the neural network to effectively analyze defects. The 1D-CNN
model was more effective in identifying the pipeline damage value from the analog signal.

Table 1. Performance index evaluation.

Name RMSE MAPE R-Square

MLP 1.17 0.014 0.999
120-MLP 2.45 0.026 0.997
1D-CNN 0.95 0.015 0.999

120-1D-CNN 2.26 0.027 0.998

4. Experimental Verification

To verify the effectiveness of the proposed defect quantification method using ultra-
sonic guided waves in pipes based on neural networks, experimental studies on different
crack defect sizes in pipes were conducted. In other words, the neural network method
was used to directly predict the sizes of the corresponding pipeline crack defects in the
guided wave signal from the entire guided wave signal.

4.1. Experimental Design

The instruments and materials used in this study are listed in Table 2 below. Before the
experiment, 32 piezoelectric ceramic slices were welded. To ensure that the piezoelectric
ceramic slices would remain undamaged under the high welding temperature, the welding
temperature was kept below 260 ◦C during welding. After welding, each piezoelectric
ceramic slice was tested using an impedance analyzer to ensure that the frequency interval
of the impedance mutation of each piezoelectric ceramic slice remained the same. Generally,
after preparing a piezoelectric ceramic slice, treating the pipe to be pasted with this slice is
essential. Thus, the cuts at both ends of the pipe were polished using an electric grinder,
and the interior and exterior of pipe were cleaned. To place the piezoelectric ceramic slice
in close contact with the pipe, it was carefully wiped with a disinfectant alcohol tablet
approximately 10 cm from one end of the pipeline to be pasted with the piezoelectric
ceramic slice, after which the ceramic piezoelectric slice was pasted evenly and tightly with
epoxy resin adhesive. To ensure a clear signal, the excitation and receiving piezoelectric
ceramic slices had to be placed at the same axial position as the pipeline and evenly
distributed. Sixteen excitation and sixteen receiving piezoelectric ceramic slices were
arranged at axial intervals of 5 mm, as depicted in Figure 10. A waveform generator was
used to generate a signal modulated by a Hanning window at the excitation end of the
pipeline, which was strengthened by a power amplifier and acted on the piezoelectric
ceramic slice at the excitation end of the pipeline, to allow the ultrasonic guided wave
to traverse all positions along the pipeline. Finally, a time curve of propagation of the
ultrasonic guided wave in the pipeline was recorded using an oscilloscope. The actual
experiment, instruments, and piping are illustrated in Figure 11.

Table 2. Experimental equipment.

Name Quantity Type Notes

Seamless steel pipe 1 Stainless steel Length of 3 m, outer diameter of
60 mm, wall thickness of 2 mm

Piezoelectric ceramic slice 32 YF3-239-01 Size: 15.5 mm × 3.5 mm × 1 mm

Arbitrary wave function generator 1 AFG31102 Bandwidth: 100 Mhz
Sampling rate: 1 GSa/S

Ultrasonic power amplifier 1 AG1020 Frequency: 10 KHz–20 MHz

246



Sensors 2024, 24, 1204

Table 2. Cont.

Name Quantity Type Notes

MDO, mixed domain oscilloscope 1 MDO4054B-3 Bandwidth: 500 Mhz
Sampling rate: 2.5 GSa/S

Precision impedance analyzer 1 6632 Error: ±0.08%
Constant temperature welding station 1 SS-257 -

High-precision vernier caliper 1 DYX-DM90150 Precision: 0.01 mm
Error: ±0.02 mm

Speed-regulating electric motorcycle 1 DYX-DM7765 Speed: 6000–34,000 RPM/min
Epoxy resin adhesive Noggin 9911 -

 

Figure 10. Arrangement of piezoelectric ceramic slice.

(a) 

 
(b) 

Figure 11. Schematic of the experiment setup. (a) Schematic. (b) Real object.

In the experiment, cutting was carried out first and then measurements were con-
ducted to determine the angle of the section damage. In the absence of damage to the
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pipeline, the echo signal of the complete pipeline was first obtained, following which the
pipeline was cut using an electric friction machine equipped with a special pipeline-cutting
blade. After each cut, the crack size was measured and recorded using Vernier calipers
(Figure 12). To prevent the cutting-induced temperature rise from affecting guided wave
detection, the pipeline was allowed to stand for 20 min after each cutting. After the tem-
perature of the cutting surface was lowered until it was close to the indoor temperature,
guided wave detection was performed, and the relevant guided wave data were recorded
using an oscilloscope.

 

Figure 12. Defect measurement.

To ensure that the excitation wave, defect echo, and the first-end echo could be clearly
observed on the oscilloscope, and the guided wave signal could be completely collected,
the horizontal scanning time base of the oscilloscope was selected to be 200 μs, and the
number of sampling points was 10,000. We selected 31 excitation signals with a central
frequency within the range of 50–200 kHz and considered 5 kHz as the optimal step to
conduct the frequency sweep operation on the pipeline. During the frequency sweep,
we observed that when the central frequency was 80 kHz, the guided wave signal was
clear, and no interference was observed from the other modal waveforms, as indicated in
Figure 13. Therefore, 80 kHz was selected as the optimal central frequency for the guided
wave experiment on this pipe. A total of 21 groups of guided wave data were collected
using excitation signals with central frequencies ranging from 70 to 90 kHz, with steps
of 1 kHz above and below 80 kHz. To match the numerical simulation, the experiment
was terminated when the section damage angle reached 180◦. The section damage angles
recorded in the experiment are listed in Table 3.

 
Figure 13. Experimental guided wave data at the optimal central frequency.
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Table 3. Experimental data.

Serial
Number

The Length of the
Damage Tangent (mm)

The Lateral Section
Damage Angle (◦)

Serial
Number

The Length of the
Damage Tangent (mm)

The Lateral Section
Damage Angle (◦)

1 0 0 19 42.62 91
2 8.04 15 20 44.77 97
3 10.31 20 21 45.83 100
4 12.81 25 22 46.82 103
5 14.92 29 23 47.78 106
6 18.08 35 24 48.39 108
7 20.24 40 25 49.25 111
8 22.32 44 26 50.1 114
9 24.1 48 27 51.35 119

10 26.78 53 28 52.21 122
11 28.55 57 29 53.18 126
12 30.2 61 30 54.33 131
13 32.39 66 31 55.09 135
14 34.42 70 32 56.93 145
15 36.42 75 33 58.18 154
16 38.14 79 34 59.23 165
17 40.65 86 35 59.72 180
18 41.53 88

4.2. Analysis of Experimental Results

Through the above experimental operation, 10,920 groups of data were collected for
neural network training, and 210 groups of guided wave data were collected under optimal
frequency conditions. Based on the consistency between the experiment and simulation,
the guided wave data at the optimal frequency were analyzed, and the data were divided
into training, testing, and verification sets at a ratio of 6:2:2. The MLP and 1D-CNN were
used to learn these data, and the regression performance of the two different networks on
these data was compared. The final results obtained through network learning and training
are as follows.

The training results of the 1D-CNN on the experimental data are shown in Figure 14,
and the results of the regression performance indicators of the obtained model are as
follows: RMSE = 3.25, MAPE = 0.039, and R-square = 0.993. The regression performance
indexes of the model indicate that the regression performance of the 1D-CNN model was
not as good as that of the simulated data when the experimental data were used. The error
between the predicted results and actual section damage angle was approximately 3.3◦,
and the error reached 1.8%, which was approximately 1.7 mm when converted into arc
length. The results of the regression performance indicators of the MLP are as follows:
RMSE = 3.99, MAPE = 0.043, and R-square = 0.990. In general, a neural network can
accomplish the quantitative characterization of pipeline damage both from simulation and
experimental data, and the regression performance of the 1D-CNN is better than that of the
MLP in this task.

Owing to the characteristics of multimodal and frequency dispersions of ultrasonic
guided waves, an evident defect echo cannot be observed in the guided wave echo signal
under a nonoptimal excitation frequency, as presented in Figure 15. To evaluate whether
the neural network could identify ultrasonic guided-wave signal data at other frequencies,
10,920 data groups were input into the network for learning. The corresponding results are
presented in Table 4 and Figure 16.
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(a) (b) 

Figure 14. Loss curve and prediction results of the 1D-CNN. (a) Loss curves. (b) Predicted results.

 
(a) (b) 

Figure 15. Comparison diagram of ultrasonic guided wave signals. Guided wave echo of an excitation
signal with central frequencies of (a) 80 kHz and (b) 120 kHz.

Table 4. Performance index evaluation.

Name RMSE MAPE R-Square

MLP 7.13 0.106 0.974
1D-CNN 3.70 0.071 0.993

 
(a) (b) 

Figure 16. Prediction results. (a) MLP; (b) 1D-CNN.
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The regression performance indexes of the model indicate that the error between the
prediction result of the MLP model and the real section damage angle was approximately
7.13◦, and the error reached 3.9%, which was approximately 3.7 mm when converted
into arc length. The error between the prediction result of the 1D-CNN model and the
real section damage angle was approximately 3.7◦, and the error reached 2%, which was
approximately 1.9 mm when converted into arc length. These calculation results indicate
that a neural network has the ability to identify guided wave echo signal data under
nonoptimal excitation frequencies, and it can extract the defect quantity from the data. The
1D-CNN is better in this respect, and its regression performance is basically the same as
that of the guided wave signal under the optimal excitation frequency.

Finally, the CNN model was generated, encapsulated, and used to recognize a new
dataset formed by integrating and disrupting simulated and experimental data. The
recognition results are shown in Figure 17, with performance index scores of RMSE = 12.46,
MAPE = 0.241, and R-Square = 0.922. As shown in the figure, the validation data are
distributed on both sides of the accurate prediction value. When compared to the validation
using only the experimental dataset, the prediction error increases, resulting in an error
of 12.46◦, up from 7.13◦. Additionally, the direction of the arc length also increases by 3.
The data have been transformed from the original 2000 groups of validation sets to the
current 11,001 groups of validation sets. As a result, the margin of error has increased from
3.7 mm to 6.4 mm. However, this error is still relatively small considering the large amount
of accumulated data. These results correspond to an arc length error of 6 mm, further
demonstrating the effectiveness of the CNN.

Figure 17. Predicted results for mixed data.

5. Conclusions

In this study, the quantitative characterization of pipeline crack defects was realized by
combining a 1D-CNN and ultrasonic guided wave technology. Through a numerical simu-
lation and experimental study, a 1D-CNN was used to quantitatively verify the dimension
of a pipeline crack defect by constructing an ultrasonic guided wave experimental platform.
Ultrasonic guided wave signals with different crack defects in the pipeline were collected
and quantitatively analyzed. The primary conclusions of this analysis are as follows:

(1) A quantitative analysis of pipeline crack defects can be realized from end to end by
combining a 1D-CNN with ultrasonic guided wave technology.

(2) Using the entire guided wave signal, including the incident wave, defect echo, and
first-end face echo signal, the feature input can improve the accuracy of the 1D-CNN
in identifying the size of the pipeline crack defect.
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(3) The 1D-CNN is more suitable for identification training of the defect size of the
pipeline than the MLP.

(4) The 1D-CNN can effectively identify the defect size from the echo signal under an
excitation signal with different central frequencies, and it can predict the defect size
with an error of less than 2%.

In summary, the combination of a 1D-CNN and ultrasonic guided waves can effectively
identify pipeline crack damage. Further studies are needed to quantify other types of pipe
damage. When the training data samples are insufficient, the CNN tends to produce
significant deviations. It is necessary to make breakthroughs in this aspect in the future
since the unexplainability of the network makes it impossible to analyze the training
data. CNNs can identify various degrees of damage from the response signals of different
dispersion states when the data samples are sufficient, which is a unique advantage of
CNNs. However, the principle requires in-depth study.
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Abstract: This study presents a grating interferometric acoustic sensor based on a flexible polymer
diaphragm. A flexible-diaphragm acoustic sensor based on grating interferometry (GI) is proposed
through design, fabrication and experimental demonstration. A gold-coated polyethylene terephtha-
late diaphragm was used for the sensor prototype. The vibration of the diaphragm induces a change
in GI cavity length, which is converted into an electrical signal by the photodetector. The experimental
results show that the sensor prototype has a flat frequency response in the voice frequency band
and the minimum detectable sound pressure can reach 164.8 μPa/

√
Hz. The sensor prototype has

potential applications in speech acquisition and the measurement of water content in oil. This study
provides a reference for the design of optical interferometric acoustic sensor with high performance.

Keywords: optical acoustic sensor; grating interferometry; flexible diaphragm

1. Introduction

Optical interferometric acoustic sensors have been widely studied recently and have
advanced applications in areas such as sound source localization [1–3], speaker recog-
nition [4] and medical devices [5,6]. The most dominant acoustic sensors are based on
the principle of capacitive detection. The performance of capacitive acoustic sensors is
limited by the scaling law. In contrast, optical interferometric acoustic pressure detection
methods are immune to the scaling laws as electrical methods [7]. Optical interferometric
acoustic sensors are mainly based on Sagnac interferometer (SI) [8], Fabry-Perot interferom-
eter (FPI) [9–11], laser self-mixing interferometer (LSMI) [12], and grating interferometer
(GI) [13,14]. The common implementation of the SI and the FPI requires optical fibers,
which makes it difficult to integrate [15]. The LSMI has a high degree of integration.
However, due to the complexity of its demodulation algorithm, the LSMI is not suitable
for detecting high-frequency acoustic signals and is limited to detecting infrasound [16].
Compared to other optical interferometric acoustic sensors, GI-based acoustic sensors could
be designed with high integration, wide bandwidth, and high acoustic fidelity [17,18].

According to previous studies, the diaphragm materials used to construct GI acoustic
sensors are monocrystalline silicon [19,20], polycrystalline silicon [21,22], and silicon ni-
tride [23]. In order to have wide bandwidth for the acoustic sensor, the diaphragm needs
to be properly tensile pre-stressed. Methods to adjust the tensile pre-stress of silicon-based
diaphragms include annealing, doping, and stress compensation [24,25]. The way to apply
tensile pre-stress to flexible polymer diaphragms is relatively simple. Due to the flexibility
of the polymer diaphragm, the diaphragm tensile pre-stress can be applied by mechanical
stretching [26]. Therefore, a GI acoustic sensor based on a flexible polymer diaphragm
is proposed and experimentally demonstrated in this study. The flexible diaphragm is
made of polyethylene terephthalate (PET). The PET diaphragm is coated with a metal film
underneath, which, together with the fabricated metal grating, forms the GI. The vibration
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of the diaphragm introduces a change in the GI cavity length, which is detected by a
photodetector (PD) and output as a voltage signal. The performance of the fabricated GI
acoustic sensor is also theoretically simulated and experimentally tested. The subsequent
section describes the principle, design, fabrication and experimental results of the proposed
optical interferometric acoustic sensor.

2. Principle and Design

The general structure of the GI-based acoustic sensor is schematically shown in
Figure 1. The sensor is composed of a diaphragm, spacer, grating with 1/2 duty ratio, laser
and PD. The diaphragm and grating form the GI with a cavity length of dgap. The initial
dgap is determined by the thickness of the spacer. When the sensor operates, the laser is
emitted by a laser diode (LD) or vertical cavity surface emitting laser (VCSEL). The laser
first reaches the grating surface and is then split into two parts. One part is reflected by the
grating surface. The other part enters the GI cavity and is reflected back to the grating by
the diaphragm. Both parts diffract on the grating surface. The part that enters the GI cavity
travels a longer optical path than the part that diffracts directly from the grating. As a result,
optical interference occurs below the grating surface, and a series of diffraction spots (0th,
±1st, ±3rd, etc.) are produced. According to the scalar diffraction theory, the normalized
interferometric optical intensities of the 0th and ±1st diffraction spots are as follows:

I0

Iin
=

1
2

[
1 + cos

(
4πdgap

λ

)]
(1)

I±1

Iin
=

2
π2

[
1 − cos

(
4πdgap

λ

)]
(2)

where I0 and I±1 are the interferometric optical intensities of the 0th and ±1st diffraction
spots, respectively, Iin is the intensity of the laser emitted from the LD or VCSEL, and λ is
the wavelength of the laser. Since it is necessary to reflect the laser, a reflector is uniformly
plated or coated on the lower surface of the diaphragm to increase the reflectivity. The
reflector is usually a thin metal film.

Figure 1. Schematic diagram of the grating interferometer (GI)-based acoustic sensor.

When acoustic pressure is applied to the GI acoustic sensor, the vibration of the
diaphragm causes a change of dgap. According to the vibration theory [27,28], the dis-
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placement amplitude dr and the first resonant frequency f1 of the circular diaphragm are
as follows:

dr =
pinρ

ω2Pd
2h

[
J0(kr)
J0(krd)

− 1
]

(3)

f1 =
2.405
2πrd

√
Pd
ρ

(4)

where r is the radial variable, pin is the amplitude of sound pressure, J0 is the zero-order
column Bessel function, ω is the angular frequency of vibration, Pd is the magnitude of
the radial tensile pre-stress, rd, h, ρ are the radius, thickness, density, of the diaphragm,
respectively, the tension is Td = Pdh, and k =

√
ω2Pd/ρ is the wave number. When

krd << 1, the displacement at the center of the diaphragm d0 is:

d0 =
pinrd

2

4Pdh
(5)

which is theoretically the change in dgap. According to Equations (1) and (2), the change
in dgap causes a variation of the interferometric optical intensity. The optical intensity is
detected by the PD and then converted to a current signal. Therefore, the acoustic pressure
can be measured by the electrical signal output from the PD. Considering the spatial
location and diffraction efficiency, the ±1st diffraction spot was chosen as the detection
signal in the actual sensor design.

First resonance frequency and mechanical sensitivity are important indicators of an
acoustic sensor. The first resonant frequency is usually designed to be higher than the
operating band range to give the sensor a wide operating bandwidth. And, mechanical
sensitivity is usually used to define the magnitude of the mechanical response of the
diaphragm to sound pressure. According to Equation (3), the mechanical sensitivity Sm is:

Sm =
dr

pin
(6)

Theoretically, the GI acoustic sensor detects the displacement at the center of the
diaphragm. Therefore, according to Equations (5) and (6), mechanical sensitivity is:

Sm0 =
rd

2

4Pdh
(7)

In order to design a diaphragm with a higher first resonant frequency and higher
mechanical sensitivity, the influence of diaphragm thickness, radius, density, and tensile
stress on performance is analyzed based on Equations (4) and (7). The analysis results are
shown in Figure 2. Figure 2a indicates that when the applied tension to the diaphragm is
fixed, a thinner diaphragm thickness leads to a higher first resonant frequency. Moreover,
the change in diaphragm thickness has no effect on the mechanical sensitivity. However,
since the linear deformation range of the diaphragm is 30% of its thickness [29], a thinner
diaphragm results in a smaller sound pressure measurement range. Therefore, the design of
the diaphragm thickness still requires a trade-off consideration. Figure 2b shows that as the
radius increases, the first resonant frequency and mechanical sensitivity of the diaphragm
exhibit opposite trends. In practical applications, diaphragms are typically manufactured
as standard acoustic sensors with package sizes of 1/2 inch, 1/4 inch, and so on. Therefore,
this study chooses to design the diaphragm radius as 3mm for the production of common
1/2-inch acoustic sensors. Figure 2c indicates that a lower diaphragm material density
leads to a higher first resonant frequency. Therefore, a higher first resonant frequency
can be designed by selecting an appropriate diaphragm material. Figure 2d shows that a
larger tensile stress results in a higher first resonant frequency but also leads to a lower
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mechanical sensitivity. Therefore, the magnitude of the tension applied to the diaphragm is
determined by the design objectives of the acoustic sensor.

  

(a) (b) 

  
(c) (d) 

Figure 2. Theoretical analysis of the first resonant frequency and mechanical sensitivity for different
(a) thickness, (b) radius, (c) density, (d) tensile pre-stress of diaphragm.

Considering the above design factors, PET has been chosen as the material for the
diaphragm. This type of flexible polymer materials is widely used in the production of
flexible devices [30]. The materials used in previous studies for the diaphragms of GI
acoustic sensors are nickel, monocrystalline silicon, polycrystalline silicon, and silicon
nitride. Compared to these materials, PET has a lower density, as shown in Table 1.
Therefore, with the same diaphragm size and tensile pre-stress, the diaphragm made of
PET has a higher first resonance frequency according to Equation (4) and Figure 2c.

Table 1. Properties of diaphragm materials.

Material PET Nickel Monocrystalline Silicon Polycrystalline Silicon Silicon Nitride

Density (kg/m3) 1340 8800 2300 2330 3000

In order to conduct further analysis of the mechanical performance of the designed
sensor, the basic characteristics of the diaphragm structure were simulated using the finite
element method. The structural diagram used in the simulation is shown in Figure 3. The
modeling area is shown in the red dashed box. In order to make effective use of compu-
tational resources in simulation, a two-dimensional axisymmetric model is created, and
the red dashed box in Figure 3 shows the modeling area. The parameters of the simulated
structure are summarized in Table 2. As shown in Table 2, based on the theoretical analysis
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presented in Figure 2, the simulation parameter for the diaphragm thickness is selected
as 4 μm in order to achieve a good dynamic range for the diaphragm. Then, in order
to observe the response of the diaphragm in the low-frequency band, the parameter of
tensile pre-stress should be set to a larger value, which is set to 40 MPa in this case. Addi-
tionally, considering the use of a 0.5 mm thick glass plate as the backplate in subsequent
experiments, the backplate thickness is set to 0.5mm in the simulation.

 

Figure 3. Sketch of the acoustic sensor including variables and coordinate system. The red dashed
box indicates the modeled region.

Table 2. Parameters of the simulated model.

Description Parameter Value or Range

(Fixed) Radius of diaphragm rd 3 mm
(Fixed) Thickness of diaphragm h 4 μm

(Fixed) Tensile pre-stress of diaphragm Pd 40 MPa
(Variable) Air gap dgap 20~400 μm

(Fixed) Thickness of backplate hbp 0.5 mm
(Fixed) Amplitude of sound pressure pin 1 Pa

Figure 4 shows the simulated variation in diaphragm deflection with applied sound
pressure (1 Pa) at 1 kHz. It is worth noting that the displacement in the center region of the
diaphragm is larger than the displacement in the edge region. The center of the diaphragm
has a maximum deflection of 14.094 nm. According to Equation (5), the theoretical value
of the diaphragm center displacement is 14.062 nm, which is in good agreement with the
simulated value. Additionally, the linear deformation range of the diaphragm is 30% of its
thickness, which is 1.2 μm. Therefore, the maximum linear measurement range of the PET
diaphragm for sound pressure is approximately 85.1 Pa.

Figure 5 shows the simulation results of modal analysis performed on the diaphragm.
Figure 5a–d respectively presents the mode shapes and corresponding frequencies of mode
1, mode 2, mode 6, and mode 17. Among them, the frequency corresponding to mode 1
is usually the first resonance frequency. Therefore, the first resonance frequency obtained
from the simulation is 22.043 kHz, which is consistent with the value (22 kHz) calculated
by Equation (4). It is worth noting that, compared to the subsequent frequency response
analysis simulations, the frequency of mode 1 obtained from modal analysis can more
accurately calculate the first resonance frequency with fewer computational resources.

Figure 6 shows the results of the frequency response analysis simulation. Considering
that the amplitude of the input sound pressure is 1 Pa, the corresponding displacement
can be converted into mechanical sensitivity. A comparison of the average value of the
mechanical sensitivity of the diaphragm with the center value is shown in Figure 6a.
Figure 6a shows that the center value of the diaphragm displacement is larger than the
average value in the frequency range of 20 Hz to 100 kHz. The curves in the range of ±3 dB
fluctuation with the mechanical sensitivity at 1 kHz as a reference were defined as flat
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frequency band. In the flat frequency band, the center value (14.094 nm/Pa) of mechanical
sensitivity is about twice the average value (7.031 nm/Pa). Moreover, the capacitive-
based displacement detection principle usually detects the average displacement of the
whole diaphragm, while the GI-based displacement detection principle detects the center
displacement. Therefore, the mechanical sensitivity of the GI acoustic sensor is twice that
of the capacitive acoustic sensor when the same diaphragm is used. In addition, Figure 6
shows three frequency resonance peaks, with corresponding frequencies of approximately
22 kHz, 50 kHz, and 80 kHz, respectively. Combined with the analysis of the modal shapes
results, it can be deduced that the three frequency resonance peaks correspond to mode 1,
mode 6, and mode 17 presented in Figure 5. Through the analysis results of Figures 5 and 6,
it can be found that the acoustic sensor is not suitable for detecting wide-band sound
pressure signals above the frequency of mode 1 due to the changes in different modal
shapes. Therefore, in order to achieve wide-band signal detection, the sensor should
operate within the flat frequency band.

 
 

(a) (b) 

Figure 4. Simulated deformation of the diaphragm at a sound pressure of 1 Pa at 1 kHz. (a) Displace-
ment distribution in the plane of the diaphragm. (b) Displacement distribution on the radial direction
of the diaphragm (z-component).

 
(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. Simulated mode shapes and corresponding modal frequencies of the diaphragm: (a) mode
1, (b) mode 2, (c) mode 6, (d) mode 17.

  
(a) (b) 

Figure 6. (a) Simulated frequency response curve of mechanical sensitivity. (b) Simulated frequency
response curves of mechanical sensitivity of diaphragms (center point) of different materials.

Frequency response curves were also obtained for diaphragms of different materials
displaced at the center point, as shown in Figure 6b. Figure 6b shows that the mechanical
sensitivity at the center point of the diaphragm for all five materials in the flat frequency
band is about 14 nm/Pa. Thus, the mechanical sensitivity is independent of the material
density, which is consistent with Equation (4). In addition, the first resonant frequency of
the PET diaphragm is the highest among the diaphragms of these five different materials.
This is due to the fact that the density of PET is the lowest among the five materials.

Since thin PET diaphragms are usually transparent, it is necessary to coat a certain
thickness of metal reflector on the diaphragm to increase its optical reflectivity. Consid-
ering the effect of the metal reflector on the mechanical response of the diaphragm, PET
diaphragms coated with different thicknesses of metal reflector were simulated using the
equivalent single layer theory [31]. In this simulation, the metal reflector used is gold,
and its density is 19,300 kg/m3. The simulation results are shown in Figure 7a. Figure 7a
illustrates that a thicker gold coating results in a lower first resonance frequency, but
does not affect the mechanical sensitivity of the flat frequency band. A 100 nm thick Au
layer causes the first resonance frequency of the PET to decrease from 22 kHz to 19 kHz.
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The composite density of 4 um thick PET coated with 100 nm thick Au is approximately
1778 kg/m3, which is greater than the density of PET. Therefore, according to Equation (4),
the first resonance frequency of this composite structure is 18.9 kHz, which is close to the
simulated value. As the thickness of the gold plating increases, the composite density
further increases, resulting in a decrease in the first resonance frequency. Therefore, a
thinner metal reflector should be used while ensuring that the diaphragm has a certain
optical reflectivity.

  
(a) (b) 

Figure 7. Simulated frequency response of diaphragm (center point) mechanical sensitivity for
different thickness of: (a) gold reflector, (b) air gap.

The diaphragm vibration discussed above does not involve the influence of the sur-
rounding air. In fact, the vibration of the diaphragm will drive the air vibration and is also
damped by the air. The effect of air damping cannot be easily ignored. In order to evaluate
the effect of air damping, the frequency response of the mechanical sensitivity at the center
of the diaphragm is simulated for different thicknesses of the air gap, as shown in Figure 7b.
Figure 7b shows that the presence of an air gap has an effect on the first resonant frequency
of the diaphragm. A small air gap (e.g., 20 μm) results in a reduction in the flat frequency
band. A suitable air gap (e.g., 50 μm) can widen the flat band. A large air gap (e.g., 400 μm)
reduces the effect of air damping on the resonance frequency. Therefore, in order to obtain
a good frequency response, it is necessary to design an air gap.

In addition to the analysis of the diaphragm, a further analysis of the grating interfer-
ometer was also conducted. Considering the position and optical utilization, the optical
intensity of the first diffraction spot was chosen as the detection signal. The optical interfer-
ence curve of the first intensity analyzed based on Equation (2) is shown in Figure 8a. The
cavity gap selected for analysis is 50 μm. The optical curve is sine-like in the case of the
monochromatic laser beam. It can be found that the sensor’s operating point depends on
the wavelength when the cavity gap is fixed. The responses of the GI-based acoustic sensor
operating at different operating points of the interference curve are analyzed with the
signal frequency of 1 kHz. The analysis results are shown in Figure 8b. It can be observed
that the responses at different operating points are different in one cycle. The responses
are distorted when the acoustic sensor works at points A, B, C, and D. It should be noted
that the response of the sensor operating at point B is completely distorted. Therefore, the
sensor should work in the linear range centered at quadrature points (Q1, Q2 & Q3) for a
high-fidelity output signal.
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(a) (b) 

Figure 8. (a) Optical interference curve of the GI-based acoustic sensor. (b) The responses of GI-based
acoustic sensor work at different operating points.

The cavity gap usually has a machining error during the fabrication of the sen-
sor [14,19,32]. Thus, the initial operating point is uncertain. The operating point can
be adjusted by tuning the wavelength of the LD, which can make the GI-based acoustic
sensor work to achieve maximum high fidelity. According to Figure 8a, the half cycle of
the optical interference curve is 3.6 nm (from 847.5 nm to 851.1 nm). Thus, the LD selected
for building sensors with a cavity length of 50 μm should have a wavelength tuning range
over 3.6 nm.

3. Fabrication and Packaging

Figure 9 shows a schematic of the fabrication process of the proposed flexible-diaphragm
acoustic sensor chip. The fabrication process consists of two main steps. Firstly, the
fabrication process of the chromium (Cr) grating on the backplate substrate has been
detailed in Figure 10a. A 50 nm Cr film for grating fabrication was sputtered onto a high-
transparency glass substrate [33]. Then, a photoresist mask with grating patterns was
formed on the Cr film using lithography technology. Afterwards, the Cr film not covered
by the photoresist was removed through ion beam etching (IBE). The wafer after IBE is
shown in Figure 10b, where the grating pattern has been formed on the glass substrate.
And, the grating period is 2.4 μm. Next, the photoresist was cleaned off to retain the Cr film
with the grating pattern. Subsequently, perforations were formed on the glass substrate
using laser cutting, and a silicon wafer was cut to form spacers. The glass substrate and
silicon spacers were assembled together using anodic bonding, as schematically shown in
Figure 10c. Finally, the wafer after anodic bonding was subjected to laser cutting to form
individual “grating-spacer” structures, as illustrated in Figure 10d.

According to Figure 9, the second step involves assembling the PET diaphragm with
the “grating-spacer” structure. First, a 100 nm thick gold reflector was deposited on a
large-size PET membrane with a thickness of 4 μm using magnetron sputtering technology.
Then, a large-size PET membrane was pre-tensioned using membrane tensioning ring [26],
which is a method of applying pre-stress through mechanical stretching. The pre-tensioning
force was applied to the PET membrane with a diameter of 68 mm. Next, the “grating-
spacer” structure was tightly adhered to the large-size PET membrane using a UV adhesive,
as shown in Figure 11a. Finally, the small-size PET diaphragm with a “grating-spacer”
structure was cut out using a blade. The small-size PET diaphragm with an effective radius
of 3 mm is shown in Figure 11b. In this manufacturing process, the tension of the pre-
tensioned PET membrane with a diameter of 68 mm can be measured using the resonant
method [34]. The experimental setup for tension measurement is shown in Figure 11c, and
its principle is to derive the tensile pre-stress through the measured resonant frequency
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of the large-size membrane using Equation (4). The test result of the membrane with a
diameter of 68 mm are shown in Figure 11d. Figure 11d shows that the resonant frequency
of the membrane is 546.4 Hz, and thus indicates that the tension applied to the pre-tensioned
PET membrane is 3.16 MPa. Therefore, according to Equations (4) and (7), the small-size
PET diaphragm with an effective radius of 3 mm, cut from the large-size membrane, has a
theoretical first resonant frequency of 6.2 kHz and a mechanical sensitivity of 178 nm/Pa.
Since the maximum linear deformation of the 4 μm thick PET diaphragm is 1200 nm, the
maximum measurable sound pressure of this PET diaphragm is about 6.7 Pa.

Figure 9. Schematic diagram of the fabrication process of the proposed flexible-diaphragm acoustic
sensor chip.

(a) (b) 

Figure 10. Cont.
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(c) (d) 

Figure 10. (a) Fabrication process of the chromium grating on the glass substrate. (b) Photograph of
the grating on the glass substrate after ion beam etching. (c) Schematic diagram of the combination
of grating and spacer. (d) Photograph of the “grating-spacer” structure.

 

 
(a) (b) 

 
 

(c) (d) 

Figure 11. (a) Photograph of assembly of PET membrane with “grating-spacer” structure. (b) Photo-
graph of proposed flexible-diaphragm acoustic sensor chip. (c) Schematic diagram of experimental
setup for testing resonant frequency of tensioned large-size membrane. (d) Resonant frequency of the
tensioned large-size membrane.
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For experimental testing, the sensor chip was packaged. A schematic of the packaged
acoustic sensor is shown in Figure 12a. The sensor chip was placed on top of the holder,
while the diaphragm was exposed to perceive sound pressure, as shown by the red dashed
box in Figure 12a. The central area of the diaphragm was aligned with the optical window
of the LD. A PD was placed on one side of the LD to receive the diffracted spot. Based on
the theory of diffraction, the distance (d1) between the center of the LD and the center of
the PD, as well as the height (h1) from the surface of the PD to the surface of the grating
was determined by the angle (θ) of the first diffraction order of the grating. Both the holder
and optical components were mounted on a printed circuit board (PCB), which interfaced
with a peripheral circuit. This peripheral circuit consisted of a driving electrical module
connected to the LD and a signal processing module connected to the PD. The output
voltage signal of the signal processing module was then used to detect the acoustic signal.
In this work, the infrared LD (Model D6-6-850-50, Egismos Inc., Chinese Taipei, Taiwan
region) was utilized as the laser source, as depicted in Figure 12b. The wavelength tuning
range of the LD, measured through a spectrometer (Model AQ6370B, Yokogawa Inc., Tokyo,
Japan), is shown in Figure 12c. Figure 12c shows that the wavelength varies by 14.2 nm as
the LD voltage changes from 1.5 V to 4 V. The inset illustrates the laser spectrum measured
by the spectrometer at a driving voltage of 1.5 V, indicating a wavelength of 850.6 nm. The
large tuning range of wavelengths allows the sensor to operate at the quadrature working
point. The photograph of the sensor chip and its packaging is presented in Figure 12d.

 
 

(a) (b) 

 

 
(c) (d) 

Figure 12. (a) Schematic diagram of the packaged acoustic sensor. (b) Photograph of the laser
diode (LD) and photodetector (PD) utilized in the work. (c) Measured wavelength range of the LD.
(d) Photograph of the packaged acoustic sensor.
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4. Experiment and Discussion

To characterize the packaged acoustic sensor prototype, an acoustic test system was
built, as shown in Figure 13. The test system consists of the sensor to be tested, a signal
processing module (powered by a lithium battery), a reference acoustic sensor, a loud-
speaker, a multifunctional module and signal analysis software. The proposed sensor and a
reference acoustic sensor (B&K 4193-L-004) are placed side by side in front of a loudspeaker,
as shown by the blue dashed box in Figure 13. The signal generator of the multifunctional
module (B&K LAN-XI 3160) drives the loudspeaker to produce a single-frequency acoustic
signal with a certain sound pressure. A grating interferometric acoustic sensor excited by
the sound pressure outputs a photocurrent signal. The photocurrent signal is converted
to a voltage signal by a signal processing module and then acquired by a multifunctional
module. The output signal of the reference acoustic sensor is acquired simultaneously. The
acquired signals are transferred to a PC with the electroacoustic equipment test system
software (B&K PULSE Labshop Version 21.0.0.671) and analyzed by the software.

Figure 13. The experimental setup for acoustic characterization.

The single-frequency response of the sensor was tested based on the experimental
setup as shown in Figure 14. Sinusoidal acoustic waves with frequencies of 250 Hz, 500 Hz,
1.0 kHz, and 5.0 kHz were generated, respectively. The time domain signals of the sensor
are shown in Figure 14a–d, and the corresponding frequency domain spectra are shown
in Figure 14e–h. It can be seen that the main peaks of the FFT spectra corresponding to
the signal waveforms at each frequency are obvious, and the main peak frequencies are
consistent with the corresponding test acoustic frequencies. In addition, the minimum
detectable sound pressure (MDP) is a key performance of the acoustic sensor. MDP can be
calculated from the FFT spectrum. In Figure 14g, the applied 1 kHz acoustic waveform is
77.9 mPa. For a frequency resolution of 0.5 Hz, the background noise is about −94.8 dB,
and the measured SNR is 56.5 dB. Therefore, the calculated MDP is 164.8 μPa/

√
Hz.

In addition to the MDP, a flat frequency response is a key performance of the acoustic
sensor. The frequency response of the proposed acoustic sensor was tested from 50 Hz to
6.4 kHz. The test results are shown in Figure 15a. The response of the sensor proposed in
this work is flat in the range of 50 Hz to 6.4 kHz with a fluctuation range of no more than
3 dB. This frequency response performance is a significant improvement over the previous
GI-based acoustic sensor [13,35]. And the prototype in [13] is based on a monocrystalline
silicon diaphragm. Due to the brittle of monocrystalline silicon diaphragm, it is impossible
to apply tensile pre-stress through mechanical stretching [36]. Meanwhile, applying pre-
stress on monocrystalline silicon via micro-electro-mechanical system (MEMS) technology
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remains a relatively complex technique [24]. Compared to monocrystalline silicon, PET
possesses flexibility and stretchability, allowing for a simpler method to apply tensile
pre-stress, and thus, offers a better frequency response than uncontrolled pre-stressed
monocrystalline silicon diaphragm [13]. The response test points of the acoustic sensor
in the voice frequency band (300 Hz to 4.0 kHz) are shown in Figure 15b. As shown in
Figure 15b, the sensitivity at 1 kHz is 155.6 mV/Pa. The sensitivity does not fluctuate by
more than 3.2% in the voice frequency band, which indicates that the sensor has potential
applications in situations related to speech acquisition [37,38].

  

(a) (b) 

(c) (d) 

(e) (f) 

Figure 14. Cont.
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(g) (h) 

Figure 14. Responses of the proposed sensor to acoustic signals with different frequencies and
corresponding frequency domain results obtained by Fourier transform processing. (a,e) 250 Hz;
(b,f) 500 Hz; (c,g) 1000 Hz; (d,h) 5000 Hz.

(a) (b) 

Figure 15. (a) Frequency response curve from 50 Hz to 6.4 kHz. The previous work is Ref. [13].
(b) Frequency response test points over voice frequency band.

In addition, the permeability of water and oil to PET is very low; thus, the acoustic
sensor with PET as the diaphragm has potential applications in the measurement of
water content in oil [39]. And various polymers can be further investigated for achieving
high performances of flexible-diaphragm acoustic sensor. There may be other polymer
materials made diaphragms that enable the sensor to have a wider frequency band or lower
MDP [40,41].

5. Conclusions

In conclusion, a flexible PET diaphragm acoustic sensor has been proposed based on
the GI. Firstly, the measurement principle of GI and the theory of membrane vibration are
analyzed and explained. The size, density, and pre-stress of the diaphragm are theoreti-
cally analyzed to illustrate the impact of these design parameters on sensor performance.
Meanwhile, the PET diaphragm is modeled and analyzed using finite element simulation.
The simulation results provide design guidance for the metal coating and air gap of the
diaphragm. Furthermore, by analyzing the response of GI at different operating points, a
wavelength-tuning method is employed to control the operating point. Then, the flexible
diaphragm sensor chip is fabricated by MEMS process and machining. The sensor chip
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was packaged in a prototype for experimental testing. The experimental results show
that the packaged sensor prototype can reach a minimum detectable sound pressure of
164.8 μPa/

√
Hz and a sensitivity of 155.6 mV/Pa at 1 kHz. Moreover, the sensor proto-

type has a flat frequency response with a fluctuation of no more than 3.2% in the voice
frequency band, which has potential application in speech acquisition. And, the low water
and oil permeability of the PET diaphragm suggest a potential application of the sensor
in measuring water content in oil. Based on this study, the future goal is to achieve the
overall flexibility of the sensor, improve system integration, and expand its application to
wearable devices.
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Abstract: The results of a study on the geometric shape of the damper on the efficiency of the
ultrasonic piezoelectric transducer are presented. In particular, a damper in the form of a truncated
cone is considered, the generatrix of which has an inclination angle α relative to the diameter of the
piezoceramic plate. The shape of the damper in the form of a truncated cone is chosen based on the
a priori assumption that this helps to increase the path of the wave in the damper material due to
numerous reflections in it. A criterion for the efficiency of damper operation is proposed. The optimal
(from the point of view of the damper efficiency) value of the angle α was determined theoretically
and experimentally. The technology of its production is described. Satisfactory agreement between
the results of theoretical and experimental studies was noted.

Keywords: nondestructive testing; piezoelectric transducer; damper

1. Introduction

The damper is one of the most critical structural elements of an ultrasonic piezoelectric
transducer (PET). It is designed to increase the transmitter bandwidth and reduce the
duration of transient processes. The mechanical damping of the active element of the probe
is most often used to achieve this goal, and it is a universal means for suppressing the
inertial properties of PETs [1–14]. Mechanical damping is currently used in the manufacture
of single ultrasonic piezoelectric transducers with a large aperture (NDT, biomedical
diagnostics). The damper introduces active losses into the oscillatory system. The presence
of a reactive component disrupts the efficiency of its operation. A purely active input
acoustic impedance of the damper is achieved only when the influence of ultrasonic waves
reflected from its rear side is excluded. This implies a requirement for the damper material,
which must be with a large ultrasonic attenuation coefficient. This is important because
the damper has very limited dimensions. In addition, the damper material must have a
high specific acoustic impedance, ideally the same as piezoceramics. The back side of the
damper often has scatterers, from which the waves are reflected in different directions.
As a result, the length of their path inside the material significantly increases. This leads
to greater signal attenuation and does not allow reflected waves to hit the piezoelectric
element directly after reflection from the rear end.

An analysis of the publications shows that dampers with powder fillers are currently
the most widely used. Here, a fine powder of a material with a high specific acoustic
impedance (e.g., tungsten) is introduced into the matrix (epoxy resin, sealant, polyurethane).
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The papers [9,10] present specific materials used in such damper designs, the relationships
between components, etc. The wide distribution of these types of dampers was probably
facilitated by the well-established manufacturing technology, which achieved a high degree
of identity of the properties of the transducers. In addition, the manufacturing technology
of this type of damper does not require significant time or labor costs, which is an essential
circumstance in the mass production of probes.

According to [10], the operation of a damper of this type becomes most effective
when the size of the absorber particles is comparable with the wavelength, especially with
composite fillers. Thus, in addition to powder filler with high specific acoustic impedance,
to ensure the scattering of ultrasonic waves, a material with sharply different acoustic
impedance value, e.g., crumb rubber, can also be introduced into the damper material. The
end part of the damper can be manufactured, for example, of a spherical shape, with the
center offset relative to the damper axis, which helps to increase scattering and eliminates
the influence of reflected waves. In [10], profiled type dampers are also presented, having
different shapes of the end surface, as well as dampers of complex shape, combining, for
example, a horn part and a ball with a recess in the upper part. Typically, such dampers are
made of metals with a specific acoustic impedance close to that of piezoceramics. From the
point of view of the authors of this paper, the disadvantage of probes with such dampers
is their ability to work only with plates of a specific diameter effectively. For plates with
different diameters, it is necessary to select the shape of the cone generatrix again.

One can mention the damper [15] of the ultrasound transducer, the manufacturing
of which consists of placing the piezoplate into a cast form, which is then filled with
melted damping material with filler and then cooled until curing. The disadvantage of
this method is the inability to obtain a damper with a characteristic impedance close to
the acoustic impedance of piezoelement. This is because increasing the percentage of the
filler to increase the impedance of the damper leads to the growth of the viscosity and
heterogeneity of the entire mass. This complicates its filling and gluing to the piezoelement.
The insufficient attenuation of ultrasound waves in such dampers leads to the necessity of
increasing the size of the entire transducer. In addition, it causes some doubts by repeating
the parameters of the PET equipped with a damper of this type. A similar drawback can be
attributed to the damper described in [16]. The method of its manufacturing is that on the
back of the fat–fat and prolonged in a modified resin, heated above the boiling temperature
of the water, the piezoelement is poured into the filler to a height of at least half-waves at
the resonant frequency of the transducer, poured with a binder and then cured.

The influence of this deficiency on the properties of the damper is significantly reduced
in its design, presented in [17], which describes a two-layer damper, which is performed in
two stages. First, a tiny sublayer of the damping composition is applied to the surface of
the piezoelement (epoxy resin with fine tungsten powder). Further, after polymerization,
the mentioned sublayer is poured with a layer of polyurethane with tungsten powder.
After that, the transducer is centrifuged, which ultimately allows one to achieve a smooth
decrease in the damper impedance as it moves from the surface of the piezoelement. This
helps to reduce the influence of reflections from the back of the damper. However, the
presence of the second layer entails the increase in its height.

In [18], a method of manufacturing a damper is described, which consists of the
following. A layer of damping material is applied to the surface of a piezoelectric element
fixed on a piezoelement. The specific impedance of the damping material is close to the
impedance of the piezoelement. Next, the damping material is heated to the melting point.
The layer of melt hardens on the surface of the piezoelement; a damper is formed without
intermediate gluing layers. Then, the temperature is reduced, and the powder of the same
damping material is introduced into the form and pressed. Due to the gradual decrease
in the melt temperature, part of the powder melts, part is compressed, and a damper is
formed with a heterogeneous macrostructure in height with a high ultrasound attenuation.
The disadvantage of the described damper is the difficulty of obtaining the identity of the
PET parameters.
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Some other technologies of damper manufacturing [17,19] are known. These technolo-
gies increase the damping properties of the damper because a damping mass is placed on a
vibrator or centrifuge and subjected to vibration processing that helps the compaction of
the damping mass. As a result, the heavy particles of the filler are concentrated near the
area of the damper that adjoins the piezoelement.

The analysis of the publications allows us to argue that, when developing dampers,
the major efforts of the authors have been aimed at studying their specific technological
features. We have studied the influence of the form of the damper on the effectiveness of
its operation to a much lesser extent. For example, it is known that dampers often have the
form of a truncated cone; however, the issues related to determining the optimal geometric
parameters of these types of dampers remain unexplored. In this paper, we discuss some
issues related to this problem.

2. The Setting of the Problem

The setting of the problem can be formulated as follows. Figure 1a shows a piezo-
electric plate, the back surface of which is in contact with the damper. The following
designations are used in the figure: 1—piezoplate; 2—a damper that has the form of a
truncated cone. The resulting cone has an angle of inclination α regarding the line corre-
sponding to the diameter of the plate. The shape of the damper in the form of a truncated
cone is selected based on the a priori assumption that this helps to increase the path of the
wave inside the damper due to its numerous pores. It is obvious that the effectiveness of
the damper depends on the value of the angle α. The goal is to determine the optimal value
of α, in which the signal falling on plate 1 will be minimal due to the reflections inside
the damper.

Figure 1. The setting of the problem: (a) sketch; (b) the geometry of the transducer; 1—round
piezoplate, 2—damper, 3—symmetry axis.

The solution to the problem was carried out in two stages (first, theoretically, by
simulating a numerical experiment using the COMSOL Multiphysics 6.1 software, and
second, subsequent comparison of the results at each of the stages).

For both the theoretical and experimental studies, PZT ceramics (Russian TsTS-19)
was chosen as the material for the piezoplate. Its properties are described in [20]. The
material of the damper is a mixture of the modified epoxy resin of KDA with the hardener
of the ETAL-45M and the filler. As a filler, a fine powder of the PV-1 tungsten was used
with an average particle size of 0.8. . .1.7 μm, made according to TU 14-22-143-2000 (1:1 by
weight, and the mass fraction of the resin is indicated taking into account the hardener).

273



Sensors 2023, 23, 9662

The parameters of the damper, which are necessary for the calculation, were deter-
mined experimentally. We studied these using a precision meter of the distribution rate and
attenuation of the longitudinal and transverse waves of the production of SSRIE “Acous-
tics”, which uses PET based on an active element from the lithium niobate, having resonant
frequencies 1.25 and 2.5 MHz. The emitting–receiving system is axisymmetric, and the
experimental setup consisted of a pulse generator and an oscilloscope. The attenuation was
determined by measuring the ratio of pulse signal amplitudes on both sides of the plane-
parallel damper specimen. The velocities of the longitudinal and transverse waves were
determined through measuring the time of the pulse signal traveling through the specimen.

The result of this experiment for measuring the damper parameters is shown in Table 1.

Table 1. Damper parameters.

Longitudinal Wave
Velocity cl, m/s

Transverse Wave
Velocity ct, m/s

Density
ρ, kg/m3

Attenuation
of Longitudinal Waves

δl, dB/mm

Attenuation
of Transverse Waves

δt, dB/mm

2083 ± 36 950 ± 25 2218 ± 45

at frequency 1.25 MHz
0.7 ± 0.05

at frequency 1.25 MHz
1.0 ± 0.06

at frequency 2.5 MHz
0.75 ± 0.03

at frequency 2.5 MHz
2.5 ± 0.08

While performing the theoretical and experimental research, the plate was excited by
a signal in the form of a single-period meander with amplitude Vin = 200 V and duration
τ = 1/ f0, where f0—the resonant frequency of piezoplate.

3. Numerical Modeling

Figure 1b shows the initial geometry adopted for the theoretical solution of the problem
using the COMSOL Multiphysics 6.1. The figure shows the plate’s geometric dimensions
and the damper’s height. The geometry of the problem under consideration is axisymmet-
ric, which should be noted. As a result, the figure shows only the half of the model. It is
worth noting that a truncated cone with an angle α = 90◦ transforms into a cylinder. This
version of the damper is shown in the figure.

To simulate the operation of the PET, Solid Mechanics, Electrostatic, and the mul-
tiphysics Piezoelectric Effect Modules were used to describe the propagation of elastic
waves. To describe an electric circuit connected to a piezoelement, an Electrical Circuit
Module was used. The size of the mesh was selected from the Courant–Friedrichs–Lewy
criterion [21], which establishes the dependence between the spatial Δx and time steps Δt
and the velocities of the longitudinal cl or transverse ct waves:

CFL =
Δt
Δx

cl,t. (1)

In this model, the spatial step is equal to one-twelfth of the wavelength at the central
frequency, the coefficient CFL = 0.1, and the transverse wave velocity is chosen as a wave
velocity, since at the same frequency the length of the transverse wave is less than that of
the longitudinal one. The mesh consisted of 7800 elements (changing depending on the
angle) and 74,396 degrees of freedom, and the time step from (1) is 7 μs. The angle α during
the calculation varied from 60◦ to 90◦ with step 2◦.

To evaluate the effectiveness of the damper, the following criterion was used: exciting
the plate with an electric signal of a given amplitude and duration causes an acoustic
signal to emit into the damper. The same plate receives the reflected signal. The ratio
of the amplitudes of these two signals for the various values of the angle α gives the
desired dependence.

The result of the numerical simulation is presented in Figure 2. It shows the ratio of
the amplitudes of electrical voltages at the surface of the piezoelement: the voltage from
the reflected wave Vout to the applied to the piezoplate Vin, depending on the angle α of
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inclination of the side wall of the damper (forming a truncated cone). The abscissa axis
is for the inclination in the generatrix in degrees, and the ordinate axis is for the ratio
A = Vout/Vin. The data in the figure indicate that the best result at α = 64◦ ± 66◦ at the
frequency 2.5 MHz can be achieved. Indeed, at this value of the angle α, the parameter A
reaches the value 0.0001. For comparison, one can cite data from the same Figure 2a: if
α = 60◦ and α = 70◦, then the values of A are 0.33 and 0.14, respectively. At the frequency
1.25 MHz (Figure 2b), the optimal value will be α = 66◦, and A = 0.36.

Figure 2. (a) Change in the coefficient A as the function of the angle of inclination α for the excitation
frequency 2.5 MHz; (b) change in the coefficient A as the function of the angle of inclination α for the
excitation frequency 1.25 MHz.

The analysis of the data given in Figure 2 allows us to argue that with α = 64◦ ± 66◦,
one can obtain the best result to achieve the minimum amplitudes of the reflected signals.

For a more detailed study of the processes in the damper, we investigated the output
electrical voltage of the piezoelement, depending on the time. Figure 3 presents the change
in the electrical voltage V at the output of the piezoplate over time at various values of the
angle of inclination of the forming truncated cone α.

If the dynamics of changes in the amplitudes of the reflected signals at the output
of the piezoplate, as a function of the angle α at a frequency of 2.5 MHz (Figure 3f–j), is
considered, the existence of a certain value of the angle α, at which the damper works most
efficiently can be noted. Within the interval α = 60◦ ± 66◦ the signals 1 and 2 practically
disappear when α = 64◦ ± 66◦. The level of multiplication of the reflected signals also
reduced practically to zero. The further growth of α within the range 66◦ ± 90◦ leads to
an increase in the signal amplitude due to the multiple overlapping of pulses inside the
damper. Similar processes are observed at 1.25 MHz (Figure 3a–e). The signal amplitudes
are higher than at 2.5 MHz, although the noise level is higher, which may indicate a weaker
attenuation of the multiplied reflected and transformed waves in the damper.

The increase in the signal amplitude caused by multiple reflections inside the damper
at α < 64◦ ± 66◦ can be explained, because the back reflecting wall of the damper begins to
“function as a reflective plane”. Indeed, the analysis of the signal fronts inside the damper
showed that, at α < 64◦ ± 66◦, the signal is first reflected from the back of the damper and
does not change due to multiple reflections from the generatrix.

As an example, Figure 4 shows changes in the wavefront in time for the frequency
1.25 MHz for α = 64◦ and α = 66◦. One can note that near the back of the damper, the signal
receives multiple reflections.
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Figure 3. Piezoelement output voltage at 1.25 MHz at the angles of inclination α: (a) 60◦, (b) 62◦,
(c) 64◦, (d) 66◦, and (e) 68◦ and at 2.5 MHz at the angles of inclination of α: (f) 60◦, (g) 62◦, (h) 64◦,
(i) 66◦, and (j) 68◦. 1—signal reflected from the back side of the damper, 2—signal caused by
re-reflections inside the damper.

Figure 4. Changes in the signal front over time at 1.25 MHz for α = 64◦ and α = 66◦.

4. Experimental Research

For experimental verification of the calculated values, the piezoceramics TsTS-19 with
2.5 and 1.25 MHz resonance frequencies and 12 mm diameter are used. To minimize
the errors caused by the spread of the parameters of the piezoelectric elements, all the
piezoelements were selected in groups in terms of the resonance frequency and capacity.
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The spread of the resonance frequencies during the experiment did not exceed ± 10 kHz of
the average value for the group, and the capacity did not exceed 30% of the average.

Before use, the piezoplates were selected to obtain the same resonance frequency.
To achieve this, a signal generator AFG1022 (TEKTRONIX, Beaverton, OR, USA) and an
oscilloscope MDO3012 (TEKTRONIX, Beaverton, OR, USA) were used. Figure 5 shows the
experimental setup. The generator applied the continuous sinusoidal signal of 10 V to the
electrodes of the piezoplate clamped in the equipment. The frequency step of the exciting
signal was 1 kHz. The change in the signal amplitude was monitored using an oscilloscope.
The minimum amplitude of the signal on the oscilloscope corresponded to the resonance
frequency. The frequency deviation of each plate was no more than 10 kHz.

 
Figure 5. The experimental setup to determine the resonant frequencies of piezoplates: 1—signal
generator; 2—oscilloscope; 3—clamping electrodes; 4—piezoplate.

We manufactured the specimens using 3D printing technology from water-soluble
PVA plastic. The equipment consisted of an injection mold in the form of a truncated cone
with a hole in top for filling the damping mass. The base of the form was a circle with a
radius equal to the radius of piezoplate. Such manufacturing technology is rather cheap,
easy, and quick with regard to preparing forms, with a lack of technological maps, the
possibility of automatic printing, and no requirements for the consistency of control. In
addition, using a 3D printer, one can create a shape of any size and configuration. To fix
the piezoceramics and forms, double-sided foamed tape was used.

The damping composition was prepared according to the previously described tech-
nology (a mixture of the modified epoxy resin of KDA with the hardener of the ETAL-45M
and the filler), and after degassing, it was poured into molds. The filling was carried out
using a syringe without a needle. After 48 h, the forms with a polymerized damper were
removed from the adhesive tape and placed into water to dissolve the mold. It took about
3–4 h to soften and partially dissolve the mold. The rest of the mold, which did not dissolve
during this time, was removed mechanically.

According to the described technology, 30 samples were made using piezoplates with
the frequency of 2.5 MHz and 9 samples with 1.25 MHz. Figure 6a shows photos of the
piezoplates with injection molds, and Figure 6b shows the piezoplates with dampers.

Specimens having the slope of the cone generatrix 90◦, 85◦, 75◦, 72◦, 70◦, 68◦, and
66◦ were made using the 2.5 MHz plates—three specimens for each value of the angle of
inclination, which was made to prevent random errors in manufacturing.

Specimens with 1.25 MHz piezoplates with an inclination of cone generatrix 90◦, 85◦,
and 70◦ were also made in triplicate.
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(a) (b) 

Figure 6. Photos: (a) piezoplates with injection molds for various anglesα; (b) piezoplates with dampers.

All these prepared experimental PETs were studied in the same way, as under the
theoretical investigations. They were excited by a signal in the form of a single-period
meander at the frequency of the piezoplate resonance. The signal amplitude was 200 V,
generated by the ultrasonic flaw detector UCD-50. Signals from the back free wall of the
damper came from the digital output of the flaw detector and were recorded using UDOscill
v2.3.0.4 software. Figure 2 shows how changes in the ratio of the maximum amplitude
of the signal were reflected from the back of the damper to the amplitude of the probing
signal, depending on the angle of inclination (see red marks). The red marks indicate the
range of values A for a particular angle of inclination α obtained experimentally. This
allows one to compare the theoretical and experimental data. Excellent agreement between
the simulated and experimental data is observed at the resonant frequency of 2.5 MHz.
The points corresponding to the experimental data differ from the calculated not more
than about 8% (see Figure 2a). When 1.25 MHz piezoplates were used, the mismatch rose
to 15%.

5. Conclusions

The paper describes the experiment and the simulation of the influence of the damper’s
geometric form on the effectiveness of its work. The following conclusions can be formulated:

1. The criterion for assessing the effectiveness of the damper in the form of the ratio
of amplitudes of signals reflected from the free end of the damper and the probing
impulse was proposed. This criterion is convenient for the operational control of PET
properties during their production.

2. The FEM model of the PET with a conical damper was developed and experimentally
confirmed.

3. The technology for the damper manufacturing with water-soluble mold was devel-
oped and tested.

The effectiveness of a conical damper with the tungsten powder filler mixed with the
resin of KDA in a ratio of 1:1 turned out to be higher in comparison with the damper of a
cylindrical shape. The damper, made from exactly such a mixture, can be effectively used
to manufacture transducers with a frequency not less than 2.5 MHz. For lower frequencies,
selecting another damping composition with other fillers or its other ratio is necessary.
The maximum efficiency of the conical damper is achieved at the inclination of the cone
generatrix is within α = 64◦. . .66◦.

To further advances in this area, it would be beneficial to focus on the following topics:

• Evaluation of the effectiveness of dampers with more complex shapes (for example,
having a recess on the back side);

• Estimation of the amplitude and duration of the output acoustic signal depending on
the shape of the damper.
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Abstract: The impact acoustic emission (AE) of plate structures is a transient stress wave generated
by local materials under impact force that contains the state information of the impacted area. If
the impact causes damage, the AE from material damage will be superimposed on the impact AE.
Therefore, this paper details the direct extraction of damage-induced AEs from impact AEs for the
health monitoring of plate structures. The damage-induced AE was analysed based on various
aspects, including the cut-off range and propagation speed characteristics of the Lamb wave mode,
the correlation between the force direction and the Lamb wave mode, and the impact damage
process. According to these features, the damage-induced AE wave packets were extracted and
verified via impact tests on epoxy glass fibreboards. The results demonstrated the feasibility of the
proposed method for determining whether an impact causes damage via the direct extraction of the
damage-induced AE from the impact AE.

Keywords: health monitoring of plate structures; impact; damage; acoustic emission; Lamb wave

1. Introduction

Plate structures are widely used for sealing high-speed transportation systems such
as aircraft, satellites, and high-speed rails. They might become damaged during service
due to working loads and the impact of foreign objects, and even minor damage can lead
to catastrophic events under harsh working conditions. Thus, health-monitoring systems
for plate structures have been developed to forestall such events. Among them, acoustic
emission (AE) technology is widely used because AEs are very sensitive in detecting
damage-coupled material fracturing. Further, the non-stationary nature of AEs is associated
with damage types, and AEs carry rich damage information [1–3]. Therefore, AE-based
monitoring is extensively applied in composite performance testing and structural health
monitoring. Romhány et al. [4] reviewed relevant papers from 1991 to 2017 on the use of
AEs for characterising polymer composites; they found that acoustic source localisation and
failure assessment of structural materials based on AEs were considered an ideal method for
monitoring the health of composite structures rather than a mere testing approach for such
materials. Fotouhi et al. [5] pointed out that the online monitoring of crack propagation
based on AEs is an ideal approach for acquiring accurate fracture mechanical parameters
of materials. Saeedifar and Zaroucha [6] reviewed the relevant literature on the damage
characterisation of laminated composite materials (spanning from 1975 to 2020); they
concluded that using AE technology in damage characterisation is advantageous due to
its sensitivity to changes in the health states of structural materials. The above-mentioned
studies show that AEs carry information on material performance and structural health.
Hence, health information can be better obtained through structural health monitoring
based on AEs.

In the cited works, methods such as eliminating or lowering the interference of load
changes on damage-induced AEs with approximately static or low-frequency alternating
loads, or reducing the interference between different damage mechanisms by setting
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specific experimental conditions to only produce or focus on certain damage, were adopted.
Using these approaches, reliable damage-induced AE information can be obtained to study
the mapping relationship between damage mechanisms and characteristics. These are
all suitable experimental designs. Some damage processes, however, are beyond control
in real environments, such as damage inflicted on composite plate structures under the
impact of foreign objects during service. The previous studies on the impact damage
monitoring of composite plate structures mostly focused on positioning technologies and
impact flaw detection. Impact stress waves (i.e., AEs) are the optimal choice for determining
an impact’s location. In plate structures, an acoustic source is identified by a monitoring
system based on the propagation speed and time of arrival (TOA) of the AE [7–10]. The
health of the impacted part can be diagnosed using other methods since AEs are applied in
impact positioning in most cases. Petrucci and Dhakal [11,12] applied a quasi-static-load
bending force to a polymer composite plate structure behind the impact plate structure,
causing stress concentration at the damage location that might have led to an increase in
damage and damage-induced AEs. The type of impact damage in plate structures can
be determined by analysing their characteristics. In addition, the proposed methods are
suitable for studying the material properties of plate structures and the corresponding
damage development under loads after an impact. In studies on the post-impact damage of
composite plate structures, researchers such as Ying and Dziendzikowski [13,14] diagnosed
the impact damage in plate structures by generating A0-mode Lamb waves in plates with
actuators and collecting the scattered waves caused by the damage. Researchers such as
Nardi and Frieden [15–17] showed that the degree and type of damage in plate structures
can be identified according to the change in their vibration frequency characteristics before
and after the impact damage is in inflicted. The post-impact monitoring method can
undoubtedly avoid the interference of impact stress waves on defect detection, allowing
one to effectively inspect invisible damage in composite plates; however, this method
must be performed under specific conditions, such as with a continuous and stable tensile
force, under a bending force, or in an offline status, with these option preventing online
monitoring. The best strategy for the online health monitoring of plate structures is to
evaluate impact damage by using impact AEs. Okafor et al. [18] conducted relevant research
in 2001, reporting that the increase in AE energy alongside kinetic energy without damage
was significantly higher than these increments accompanying the damage that occurred
through connecting the signal energy generated by the impact with the kinetic energy of
the impact. Bruno et al. [19] calculated damage parameter (DPs) using the wave packet
characteristic parameter of the first arrival sensor for evaluating the delamination area
resulting from a high-speed impact in research concerning the evaluation of the high-speed
impact damage of composite plate structures. Saeedifar et al. [20] found that the signal
characteristics of the high-frequency band (the filtering frequency band was 100–900 kHz)
of low-speed-impact AEs are basically consistent with the AE characteristics of quasi-static
loads, proving that they can indicate the impact damage type in the case of low-speed
impacts in composite plate structures. These studies demonstrate that impact AEs carry
damage information. In studies by Okafor, Bruno et al., and Saeedifar et al. [18–20], damage
evaluation was completely dependent on the impact AE characteristics; in the first two
cases, the research was conducted as per the energy characteristics of the AEs generated
via kinetic energy, while such an evaluation focused on the characteristics of the impact-
generated AE in the last case. Moreover, the impact plate structures of external objects
are uncontrollable in engineering applications. The characteristic change in AEs depends
on factors such as impact location, impact energy, and propagation distance; thus, factors
unrelated to damage might affect damage monitoring. This paper suggests that eliminating
the interference of AE characteristic changes caused by non-damage factors in damage
monitoring is worth studying.

The influence of non-damage factors can be minimised if damage-induced AEs can
be directly extracted for the health monitoring of plate structures. Neither the systematic
analysis of the difference between damage and external impact AEs nor a sound basis and
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technical route for extracting damage-induced AEs [21,22] are available in the literature,
although some studies have pointed out that the S0 mode of damage activation can be
extracted for locating damage via empirical mode decomposition. The separate extraction of
damage-induced AEs in accordance with the above-mentioned works on the characteristics
of high- and low-speed impacts is difficult. There are various factors to consider. An impact
is a dynamic process beyond control, which might lead to diversified damage [11–17].
When damage-induced AEs have low energy and the AE energy generated by the impact
behaviour is dominant, the abnormality of damage related to health cannot be derived
from the amplitude when these two energies are superimposed [7,17–19]. Regarding the
generation mechanisms of AEs, there is no difference between the impact of external objects
and damage-induced AEs since they are both stress waves with the same frequency domain
characteristics, without discrepancies in the form of propagation in the plate [4,6]. In this
case, judging whether a structure is damaged based on changes in characteristics such
as frequency, amplitude, and waveform does not yield convincing evidence [18–20]. The
above-mentioned AE-based impact-damage-monitoring methods of plate structures are
based on the characteristics of damage-induced AEs under a static load, but they cannot
provide a basis for health diagnosis through the theoretical analysis of the characteristics of
plate structures with the help of signal information extraction technologies.

In this paper, the feasibility of extracting damage information from impact AEs is
demonstrated through the theoretical analysis of the AE characteristics in a plate, and this
also forms the basis for selecting an appropriate signal-information-processing technology.
Establishing a theory that can describe the characteristics of plate stress waves (AE) with
universal significance and considers the influence of plate structure parameters on these
waves is unrealistic. Nonetheless, the theoretical analysis of the stress wave characteristics
in a plate for a certain plate structure is feasible. Therefore, this manuscript discusses the
relationship between the force direction and the characteristics of wave velocity for the
Lamb wave mode as a form of stress wave propagation in thin plate structures, which are
used commonly in engineering, to interpret the AE waveform characteristics in the plate
according to the instantaneous energy release of AEs. An appropriate signal-processing
method is also proposed to extract the damage-induced AEs from the impact AEs as per
the above characteristics for the health monitoring of plate structures.

2. Analysis of the Relationship between the Lamb Wave Mode and Force Direction of
AEs in Plate Structures

An AE is a stress wave that propagates as a Lamb wave in thin plate structures. The
relationship between the stress wave mode and force direction in a thin plate was analysed
according to the Lamb wave dispersion curve; the conclusions were derived from the
mechanical equations of plate structures and then verified via a lead-breaking test.

2.1. Analysis of the Lamb Wave Mode Characteristics in Plates

Lamb waves are stress waves propagating in a structure with two free parallel planes,
and their wave characteristics are expressed by the Rayleigh–Lamb equation, which deter-
mines whether the Lamb wave mode is multi-mode or dispersion. There are at least two
Lamb wave modes, with their propagation speeds related to the frequency at any activation
frequency. A Lamb wave is divided into a symmetric (S) wave and an anti-symmetric
(A) wave based on the phase relationship of the mass points on the surface of an object.
Compared with isotropic material plates, composite material plates present complex wave
characteristics that depend on the corresponding fibre material, fibre laying direction, and
resin material. However, the main characteristics of Lamb waves are basically consistent.
The relationship between the group velocity and frequency–thickness product ( f h, in
MHz·mm) of Lamb waves in an aluminium plate structure [21] is shown in Figure 1 to
clarify their characteristics in the plate; the multi-mode and dispersion characteristics for
these Lamb waves carry rich information with a high application value for plate structure
health monitoring. A well-characterised Lamb wave can be selected for plate structure
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health monitoring; this is conducive to determining its mode and wave speed and better
serves a given application.

fh

Figure 1. Relationship between group velocity and frequency–thickness product of Lamb waves in
aluminium plates.

Furthermore, if the frequency remains unchanged, the plate will become thinner as f h
decreases. In this case, the labels S0 and A0 in Figure 1 indicate that the Lamb wave mode
has been cut short. The propagation speed of S0 and A0 varies significantly in this mode’s
cut-off range. The speed change of the S0 mode is not highly correlated with the change
in f h when f h < 1, and the slight variation in the whole range can be approximated as a
constant value. In contrast, the speed change of the A0 mode is highly correlated with the
change in f h and increases along with f h, showing a significant frequency dispersion.

Moreover, the characteristics of the Lamb wave mode in this mode’s cut-off range can
also be found in plate structures consisting of other materials, such as composites. The S0
and A0 modes of a Lamb wave can be observed in a plate structure when the f h of the Lamb
wave is in the modes’ cut-off ranges. Under this condition, the A0 mode waveform should
have a high frequency in the front and a low frequency behind it, indicating dispersion if
the excitation source is a broadband signal. In comparison, the propagation speed of the S0
mode tends to be constant, and its waveform should maintain the initial propagation of
the generation source. The S0 mode propagation speed is almost independent of f h in this
mode’s cut-off range; therefore, some studies recommend its use for locating the acoustic
source [4,22,23].

2.2. Analysis of the Relationship between Force Direction and Wave Velocity Characteristics

An AE in a plate is an elastic wave whose vibration corresponds to classical mechanical
theory. Hence, its characteristics can be analysed based on mechanical equations. The
characteristics of waves generated by forces perpendicular and parallel to a plate are
defined by the balance equation of force and the motion equation of particles [24,25].
Assuming that the plate has a thickness of h, the force being applied to its structure unit is
F1 in the vertical direction and F2 in the horizontal direction (Figure 2).

h 

Figure 2. Force-activating waves in a plate structure.
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If the force direction is perpendicular to the plate’s surface, the balance equation of
the plate can be simplified as

DΔ2ζ − P = 0 (1)

where D is the bending strength of the plate, P is the force acting on the unit area of the plate
surface, ζ is the displacement per unit area under the force, and Δ is the Laplacian Operator,
which is Δ = d2/dx2 under one-dimensional conditions. According to the definition of
bending strength, the following equations can be obtained from the relationship between
force and displacement:

D = Eh3/12
(

1 − σ2
)

(2)

and
P = −ρh∂2ζ/∂t2 (3)

Here, E is Young’s modulus, σ is the Poisson’s ratio, ρ is the plate density, and ρh is
the mass per unit area. By substituting Equations (2) and (3) into Equation (1), the free
vibration of the plate can be expressed as

ρh∂2ζ/∂t2 + Eh3/12
(

1 − σ2
)

Δ2ζ = 0 (4)

The solution to Equation (4) is discussed within the harmonic range. Hence, ζ can
be written as ζ0exp[j(kx − ωt)], where ζ0 is constant. By discussing a one-dimensional
problem, Δ2ζ and ∂2ζ/∂t2 in Equation (4) can be written as

Δ2ζ = ∂4ζ/∂t4 = k4ζ0exp[j(kx − ωt)] (5)

and
∂2ζ/∂t2 = −ω2ζ0exp[j(kx − ωt)] (6)

By substituting Equations (5) and (6) into Equation (4), the last can be simplified as

ρ(−ω2) + Eh2k4/12
(

1 − σ2
)
= 0 (7)

ω = hk2
[

E/12ρ
(

1 − σ2
)]1/2

(8)

or
k =

[
12ρω2

(
1 − σ2

)
/Eh2

]1/4
(9)

The wave phase velocity (c = ω/k) can be derived from Equation (9) as follows:

c =
[

Eh2/12ρ
(

1 − σ2
)]1/4√

ω =
[

E/12ρ
(

1 − σ2
)]1/4√

ωh (10)

The wave group velocity (cg = ∂ω/∂k) can be obtained from Equations (8) and (9) as
follows:

cg = 2hk
(
E/12ρ

(
1 − σ2))1/2

= 2h
[
12ρω2(1 − σ2)/Eh2]1/4[E/12ρ

(
1 − σ2)]1/2

=
[
4E/3ρ

(
1 − σ2)]1/4√

ωh
(11)

The generated wave propagates along the axis direction if the force direction is parallel
to the plate surface. However, the mass–point displacement propagates in both the y-axis
and x-axis directions. Thus, the motion equations of the two directions can be presented as

(ρ/E)∂2ux/∂t2 =
[
1/
(

1 − σ2
)]

∂2ux/∂x2 + [1/2(1 + σ)]∂2ux/∂y2 + [1/2(1 − σ)]∂2uy/∂x∂y (12)

and
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(ρ/E)∂2uy/∂t2 =
[
1/
(

1 − σ2
)]

∂2uy/∂y2 + [1/2(1 + σ)]∂2uy/∂x2 + [1/2(1 − σ)]∂2ux/∂x∂y (13)

If the wave propagating along the x-axis is considered alone while neglecting coupling, the
following can be obtained:

∂2ux/∂t2 =
[

E/ρ
(

1 − σ2
)]

∂2ux/∂x2 (14)

and
∂2uy/∂t2 = [E/2ρ(1 + σ)]∂2uy/∂x2 (15)

Then, the wave velocity of particle displacement along the x-axis is expressed as

cext =
(

E/ρ
(

1 − σ2
))1/2

(16)

while that along the y-axis is given by

ct = (E/2ρ(1 + σ))1/2 (17)

The propagation speed of the wave generated by the force in the plate is related to the
force direction, and according to the results obtained from the above equations, there are,
theoretically, three waves with different velocity characteristics. The propagation speed of
the wave generated by the force perpendicular to the plate direction is shown in Equation
(11), and the corresponding wave velocity is associated with the frequency. The propagation
speed of the wave generated by the force parallel to the plate is shown in Equations
(16) and (17), and the wave velocity is independent of the frequency. Note worthily, the
characteristics of the plate structure material discussed above are isotropic or approximately
isotropic. If the characteristics of the plate structure material are anisotropic, the expression
of the wave speed will differ, but the relationship between the propagation speed and
frequency of the wave excited by the force in different directions is still valid [26,27].

2.3. Analysis of the Relationship between Force Direction and AE Mode

An AE is a transient elastic wave generated by the dynamic change of local areas
after a structure is subjected to external conditions, such as the impact of external objects
and alternating loads. Therefore, AEs carry health status information about a structure
pertaining to the acoustic source. However, an AE is a transient elastic wave with an
uncontrollable behaviour and a wide frequency band, and its spreading within a plate is in
the form of multi-mode or dispersion Lamb waves. In other words, the information carried
by an AE about the health status of a plate structure cannot be interpreted easily due to
its complex waveform. Hence, this study’s authors considered that basic support from
theoretical analysis is essential for interpreting such information in a specific and reliable
manner. However, the adoption of a universally applicable theory is not realistic since
the characteristics of AE propagation in a plate are related to its structural parameters, for
which there are complex types. The Lamb wave has a mode cut-off range with only two
basic modes, S0 and A0, according to the Lamb wave mode characteristics analysed above.
If the Lamb waveform is in this range, the corresponding AE information is simple and not
influenced by other modes. Thin plate structures have a certain application value [7,13].
Thus, in this study, a plate structure with a thickness not greater than 2 mm was considered.
Since the AE signals in plate structures are broadband, i.e., mainly below 500 kHz [6], the
product of frequency and plate thickness in this study is less than 1 MHz·mm, which is
within the mode cut-off range. That is, an AE waveform and its carried information can be
interpreted based on the propagation characteristics of the S0 and A0 modes.

According to the definition of an AE, an acoustic source in a plate structure originates
from the action of a force, which might result from external events, such as the impact of
external objects, or internal events, such as plate fracturing. The different characteristics
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of wave velocity generated by vertical and parallel forces are proven by Equations (11),
(16) and (17). The AEs generated in the plate structure under the action of a force should
also conform to this characteristic, and it propagates as a Lamb wave in the plate. Further
characteristic analysis shows that the relationship between the force direction and Lamb
wave mode can be established for the plate structure. Equation (17) refers to a shear
horizontal (SH) wave according to particle vibration form and wave velocity, but an SH
wave cannot be obtained from the conversion of the piezoelectric effect because its energy
is low in the signal collected by a piezoelectric device [28,29]. Moreover, such an SH
wave neither overlaps with the Lamb wave mode nor participates in its conversion [25].
Therefore, the SH wave is ignored in an AE, conforming to the methods adopted in previous
works [4,26,30,31]. Hence, the corresponding relationship that must be discussed is only
that between the stress wave (see Equations (11) and (16)) and the Lamb wave mode.
The f h in a thin plate structure is within the mode cut-off range of the Lamb wave, as
explained above. Equations (11) and (16) regarding force activation in the thin plate should
correspond to the S0 and A0 modes since, based on the interpretation of the Lamb wave
mode, these are the only AE modes in the thin plate. In Equation (11), the velocity of the
bending wave is related to the frequency. Equation (16) refers to an extended wave that is a
symmetric mode of the Lamb wave, which is independent of frequency according to the
particle displacement in Equation (11). Figure 3 displays the S0 (when f h < 1 MHz·mm)
and A0 modes of a 2 mm thick aluminium plate and epoxy–polyester fibreglass in the
mode cut-off range. The wave velocity of the A0 mode monotonically increases along with
the frequency, exhibiting frequency dispersion; the wave velocity of the symmetric wave
mode, in contrast, is almost constant. Based on this, Equation (11) agrees with the A0 mode
characteristics of Lamb waves, while Equation (16) is consistent with the characteristics of
their S0 mode.

Figure 3. Zero-order-mode group velocity curve of the Lamb wave in 2 mm thick plate structures
when the frequency is below 500 kHz (a) in an aluminium plate and (b) in epoxy–polyester fibreglass.

Therefore, the AEs generated by the force that is perpendicular to the plate sur-
face and those generated by the force parallel to the plate correspond to the A0 and S0
modes, respectively.

2.4. Mode Verification of AE Force Excitation in the Plate Structure

The force direction in the plate structure determining the Lamb wave mode of an AE
can be explained theoretically based on the analysis provided above. This was verified by
studying a 2 mm thick aluminium plate and a composite plate. The force-generated
AE in the plate structure was stimulated through the common lead-breaking test as
follows [4,31]. A piece of lead was broken by pressing its core on the end face and surface
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of the plate to simulate AE activation via forces parallel and perpendicular to the plate
surface, respectively. The sensor adopted was a piezoelectric ceramic sensor (PZT) with
a diameter and thickness of 8 mm and 0.5 mm, respectively. It was pasted on the plate
structure surface and had a signal acquisition frequency of 107 Hz. Various PZTs were
placed on the propagation path, in line with the lead breaking position, to observe the
change in the AE waveform of each lead piece breaking in the propagation process. The
lead-breaking position on the upper surface of the plate structure was close to the end face
to ensure that this distance was equal to the distance from the lead-breaking positions to
the sensor surface.

Figure 4a,b illustrate the lead-breaking test conducted on an aluminium plate, which
was 48 cm in length and width, including the positioning of the PZTs on the aluminium
plate; PZT1 and PZT2 were 20 cm apart and 14 cm away from the plate edge. Figure 4c,d
display the AE signals generated via breaking lead, with 104 acquisition points. The signal
acquired from lead breaking at the end face of the plate structure consisted of sub-graphs I
and II, which corresponded to the AE signals collected from PZT1 and PZT2, respectively.
In sub-graph I, the AE impact wave reaching PZT1 is indicated by Block 1; it remained in
the impact state while reaching PZT2 after a 20 cm propagation, as shown by Block 2 in
sub-graph II. Considering wave reflection and attenuation, the wave packet that reached
the sensor first was the least likely to be contaminated, with the frequency component
being the closest to the initial state. Hence, the time–frequency information of the first
5000 points in sub-graph I of Figure 4c was analysed using a wavelet transform, as shown
in Figure 4e. The main frequency components were distributed in the range below 500 kHz
when an AE was generated via lead breaking at the end face (Block 1 in Figure 4c). The
impact wave in Box 1 was composed of abundant frequency components, which kept the
wave in a state similar to that detected by PZT1 after propagation within a certain distance
and the arrival of PZT2, although there are abundant frequency components of the impact
wave in Block 1. This shows that the propagation speed of waves with different frequencies
is consistent in an AE, and that is why the initial impact waveform can be maintained
in the propagation. If the maximum points of the wave packet indicated by Block 1 and
Block 2 in Figure 4c are taken as the reference points, the time difference between the two
impact wave packets is approximately 3.69 × 10−5 s. Based on this, the wave velocity can
be calculated as 5420 m/s, and the distance between the two PZTs is 20 cm. This is close
to the S0 mode wave velocity described in Figure 3a. The propagation characteristics and
speed of wave propagation indicated by Blocks 1 and 2 in Figure 4c indicate that the S0
mode is the AE generated via lead breaking at the end face of the aluminium plate.

Figure 4d shows the AE signal obtained when the lead was broken on the upper
surface of the plate structure near the end face. The AE generated via lead breaking,
which is a transient event, is transient and a part of the broadband spectrum, which can
be verified via the lead breaking experiment at the end face (Figure 4c,e). The waveform
generated through lead breaking on the upper surface of the aluminium plate first emits a
high frequency and then a low frequency after reaching PZT1 after propagating for some
distance, according to sub-graph I in Figure 4d, which is more evident after reaching PZT2
via 20 cm propagation, as shown in sub-graph II. The waveform characteristics in Figure 4d
show that the propagation speed of the AE generated through lead breaking on the upper
surface is characterised by frequency dispersion and frequency dependency. The first
5000 points of the PZT1 signal were used for a wavelet time–frequency analysis. As shown
in Figure 4f, the AE frequency ranges from 0 to 100 kHz, and the time–frequency of the
signal is distributed in the shape of an arc, with the high-frequency wave reaching PZT1
before the low-frequency one. This experiment proves that the AE signals collected by
PZT1 and PZT2 are consistent with the characteristics of the A0 mode shown in Figure 3a.
Based on the time–frequency analysis in Figure 4f, the main frequency band of the signal is
lower than 100 kHz, with the thickness of the aluminium plate being 2 mm, and the AE
generated via lead breaking is in the mode cut-off range. Apparently, in this experiment,
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the A0 mode corresponded to the AE generated via lead breaking on the upper surface of
the aluminium plate.

f

Figure 4. Lead-breaking test conducted on an aluminium plate structure: (a) experimental layout
and (b) setting; (c,d) signals collected from the piezoelectric ceramic sensors PZT1 and PZT2 at the
end face (c) and upper surface (d); (e,f) wavelet time–frequency analysis of the first 5000 points of the
PZT1 signal, with lead breaking at the end face (e) and upper surface (f).

Figure 5 illustrates the lead-breaking test performed on the 2 mm thick epoxy fibreglass
plate, whose side length was ~60 cm. Three PZTs were placed on the plate’s centre at
intervals of 4.7 cm along a straight line with respect to the lead-breaking point; PZT1
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was placed ~5.0 cm away from the plate end face. The waveform indicated by Block 1 in
Figure 5c is distributed in a frequency band below 500 kHz; it remains almost unchanged
after the wave packets marked in Blocks 1 to 3 pass through PZT1, PZT2, and PZT3. This
indicates that the propagation speed of the varying frequency components of the waveform
was consistent. If the maximum points of the wave packets in Figure 5c are taken as the
reference points, the propagation time from PZT1 to PZT3 is ~2.72 × 10−5 s, with a distance
of 9.4 cm. Based on this, the wave velocity can be calculated as 3460 m/s. The characteristics
and propagation speed of the wave packets in Figure 5c are perfectly consistent with the S0
mode in Figure 3b. According to these results, the AE generated via lead breaking at the
end face of the epoxy fibreglass plate corresponded to the S0 mode.

The AE waveform generated via lead breaking at the upper surface and collected by
PZT1 was not fully expanded due to the short distance (Figure 5d). It continued to spread
for some distance, eventually reaching PZT2 and PZT3. Then, it fully expanded, and the
high-frequency component was clearly faster than the low-frequency one. The primary
frequency of the signal was distributed in the frequency range of 0–100 kHz (Figure 5f).
The waveform variation in the propagation process shown in sub-graphs I–III of Figure 5d
indicates that the AE was characterised by dispersion. Considering that the f h in the plate
is in the cut-off range of the Lamb wave mode, it can be concluded that the A0 mode
generated an AE at the lead-breaking surface of the epoxy fibreglass plate.

The propagation characteristics of the Lamb wave velocity of the S0 and A0 modes can
perfectly explain the AE waveform generated via lead breaking based on the above tests
on two plate structures. They also confirm that the S0 mode wave velocity of the Lamb
wave in the plate structure was approximately constant under the effect of a low frequency–
thickness product, while the A0 mode wave velocity exhibited significant dispersion. The
conclusion in the previous subsection is supported by these test results. That is, in thin
plate structures, the AE generated by the force parallel to the plate surface is in the S0 mode,
while that generated by the force perpendicular to it is in the A0 mode. This conclusion
provides strong support for extracting damage-induced AEs from plate structure impacts.

Figure 5. Cont.
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f 

Figure 5. Lead-breaking test conducted on epoxy fibreglass plate structure: (a) experimental layout
and (b) setting; (c,d) signal collected from the piezoelectric ceramic sensors PZT1, PZT2, and PZT3
at the end face (c) and on the upper surface (d); (e,f) wavelet time–frequency analysis of the first
5000 points of the PZT1 signal with lead breaking at the end face (e) and upper surface (f).

3. Analysis of AE Mode Information in Plate Structures

The force acting on the plate structure is the AE source, and it can be divided into
an external force (OP) and an internal force (IP). The OP refers to the impact of external
matter, such as ice, stones, and birds, on the plate structure, while IP indicates material
fracturing, such as matrix fractures, fibre fractures, and adhesive failures, in the plate. The
OP-generated AE is dominated by the A0 mode, while the IP-generated AE is dominated
by the S0 mode [26,30,31]. The results of this study are consistent with these findings.
However, the reasons for drawing this conclusion should be discussed in detail to illustrate
the rationality of the technical route adopted for research purposes. Regarding the IP, with
random fracture direction and size, the generated AE should not be dominated by a certain
mode. Some damage types are dominated by a certain mode, but multiple damage types
coexist under the material deformation, extrusion, and fracturing resulting from the impact.
In general, the damage caused by an impact has the same magnitude in the parallel and
perpendicular directions simultaneously, generating the S0 and A0 mode waves. Nonethe-
less, various AE frequency components of the S0 mode maintain the same waveform in
the propagation process, with concentrated energy and abundant high-frequency com-
ponents due to the instantaneous nature of AEs and the mode approaching the constant
propagation speed under a low frequency–thickness product. Researchers can visually
observe the symbolic waveform to facilitate the study of its characteristics, but no symbolic
waveform can be determined for tracking research since there is frequency dispersion
in the propagation of the A0 mode. Specifically, frequency components are distributed
on the time-axis from high to low, with the energy distributed among various frequency
components and different waveforms at varied positions on the same propagation path. In
this way, researchers might ignore the symbolic waveform since their attention is caught
by the S0 mode with an unchanged waveform during propagation. Therefore, the authors
conclude that the AE generated by an IP is dominated by the S0 mode. The fact that
OP-generated AEs are dominated by the A0 mode might be related to the plate’s design.
The plate structure’s surface, in general, is flat and smooth. When it is impacted by external
objects, the component force of the impact parallel to the plate surface is relatively small or
even negligible due to the surface’s flatness and smoothness. In an AE, the wave energy
(amplitude) of the A0 mode is dominant since the plate structure is subjected to a force
perpendicular to its surface, and the wave energy of the S0 mode is smaller. In that case,
only the A0-mode waveform with high amplitude can be observed, leading to a failure
to recognise the S0-mode waveform. This is different from the AE generated by impact
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damage. Based on the above analysis, the author of this paper considers it reasonable to
conclude that the OP- and IP-generated AEs are dominated by the A0 and S0 modes, re-
spectively, after excluding the specific force actions that can induce certain types of damage
under laboratory conditions.

According to the above analysis, the obtained AE signal is the superposition of the OP-
and IP-generated AEs if the plate damage is caused by the impact of external objects. The
amplitude of the IP-generated AE (damage) is far less than that of the OP-generated one,
considering that external matter can only damage a plate structure with high kinetic energy.
Moreover, there is essentially no difference between the two acoustic sources. Diagnosing
whether damage is caused directly by the waveform variation of the impact—as well as
determining, without sufficient analysis, that an impact AE is the cause, even if it is judged
from a certain characteristic quantity of the impact AE—is difficult. This AE generated
by damage might be recognised if the impact AE is interpreted based on various factors,
such as the characteristics of the mode’s wave velocity, the mode’s frequency band, the
relationship between force direction and mode, and the damage process induced by the
impact in the mode cut-off range. When an external object impacts the plate structure,
its kinetic energy is absorbed by the latter and converted into potential energy, leading
to the deformation of the plate structure. This energy conversion process is realised by a
force, more specifically, an external force, as shown in Figure 6. The generated internal
force will cause fracturing if the deformation exceeds the bearing capacity of the plate
structure, as shown in sub-graph II of Figure 6. There is a time difference between the
appearance of the external and internal forces; undoubtedly, there is also a time difference
for the corresponding AE signals. Note that the S0 mode wave cannot be superimposed
with the A0 mode wave when the two modes are generated simultaneously since the wave
velocity of the former is greater than that of the latter. That is, the OP-generated AE is
dominated by the A0 mode. Even if there is a low-energy S0-mode wave, this cannot be
superimposed on the A0 mode wave. As the IP occurs later than the OP, the IP-generated
AE also arises later than the OP-generated AE; however, the S0 mode velocity is greater
than the A0 one and far greater than the low-frequency component of the A0 mode. In this
case, the AE of the S0 mode generated alongside damage might be superimposed with that
generated by OP. The AE of the S0 mode extracted from that of the A0 mode generated by
an impact can only be generated by damage. Since damage-induced AEs continue to occur
in the impact process, which is beyond control, the corresponding S0-mode wave should
also be extensively distributed in the OP-generated AE waveform.

Figure 6. Process of a plate structure experiencing an impact.

The following conclusions can be drawn from the above considerations. First, the
waveforms of the S0 and A0 modes generated simultaneously by OP are separated since
the velocity of the former exceeds that of the latter. Therefore, the S0-mode wave extracted
from the AE of the A0 mode generated by the OP can only be the damage-induced AE.
Moreover, the S0-mode wave has concentrated energy and several high-frequency compo-
nents, whereas the A0-mode wave features dispersion, with the energy distributed in the
low-frequency range; the different frequency band characteristics of the two mode waves
are conducive to their separation. Moreover, the A0 mode of the OP-generated AE has an
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absolute position in terms of energy, although its AE is also induced by damage. In this case,
the evidence regarding whether the A0-mode wave is superimposed in the impact AE as the
indicator of damage is not convincing. Hence, this paper proposes that the superimposition
of the S0 mode in the impact AE wave should be considered as the indicator of damage
inflicted on the plate structure. Appropriate signal-processing technology must also be
selected to extract indicators of damage. With its instantaneous nature, the impact AE
wave is characterised by several high-frequency components. Since the S0 mode has weak
frequency dispersion under a low-thickness–frequency product, the impact waveform in
the AE propagation mode is almost unchanged with concentrated high-frequency energy.
Since the A0 mode has a strong frequency dispersion, its AE energy is distributed in the
low-frequency range, with little high-frequency energy. A high-frequency filter was se-
lected here to facilitate the illustration of the S0 mode components in the AEs. Furthermore,
the time sequence information of the high-frequency wave packet extracted from the AEs
was used for recognising the Lamb wave pattern and confirming the acoustic source, and
its original phase information was retained. Therefore, the S0-mode signal components of
the AEs were extracted in this study using zero-phase high-pass filtering technology.

4. Application of Impact AE in Plate Structure Health Monitoring

Damage information can be extracted from an impact AE wave packet through multi-
angle interpretation under the effect of the low-frequency–thickness product, according to
the above-stated conclusions. These conclusions were successively verified by processing
experimental data on plate structure damage based on the proposed technical route. Three
tests were conducted: the first test aimed to verify the AE mode generated by plate structure
extrusion, while the second and third ones were plate structure impact tests. The data
from the last two tests were then interpreted with respect to various aspects based on
the proposed technical route; this enabled the assessment of the feasibility of extracting
S0-mode information from AEs as an indicator of damage.

4.1. Analysis of the AE of Plate Impact Damage

The AEs generated by impact damage inflicted on the plate structure were observed
since it they are related to the feasibility of the proposed technical route. The damage-
induced AE results from the fracturing of the plate structure, according to the impact
damage process described above. Hence, the analysis of the AE generated by impact
damage is equivalent to the direct analysis of the AE generated by material fracture. The
deformation and extrusion of the plate structure, with local absorption of impact kinetic
energy, were simulated in a test under the application of a local force; to eliminate the
interference caused by OP, the applied force was close to the static state. The AEs that
propagated in the plate resulted from its rupture, separation, and fracture, and these
characteristics are similar to the damage-induced AEs caused by impacts. A 2 mm thick
epoxy fibreglass plate was tested by using PZTs as sensors (Figure 7); PZT1 was placed
10 cm away from PZT2, and the force area was located along the extension line of the
two PZTs.

Local damage occurred after the plate structure’s edge, which was roughly 8 cm
away from PZT1, was stressed (Figure 7b). The AE signals collected by PZT1 and PZT2
are shown in Figure 7c,e; the waveform indicated by Block 1 is a shock waveform that
remained almost unchanged during its propagation from PZT1 to PZT2. Then, the first
5000 points of these signals were taken for the wavelet time–frequency analysis, and the
results are shown in Figure 7d,f. The frequency components of the impact waveform are
distributed in the frequency range below 500 kHz. If the maximum points of the two
impact wave packets are taken as the reference points, their corresponding propagation
time is 25.4 μs. With a propagation distance of 10 cm, the calculated propagation speed of
the wave packet is ~3900 m/s. The shock wave packet indicated by Block 1 in Figure 7c,e is
a part of the S0 mode from the perspectives of wave propagation change, f h, and wave
velocity. The measured wave velocity (3900 m/s) in this mode is rather large (similar to

293



Sensors 2023, 23, 8611

the wave velocity in the mode cut-off range in Figure 3b) because the AE’s acoustic source
was not strictly in a straight line with respect to the two sensors. Figure 7b shows that
the damaged area deviating from the straight line of the two sensors resulted from the
force area deviation due to uneven gripping. Moreover, the damage was inflicted over an
area; thus, even if it passed through the straight line between the two sensors, the location
of the acoustic source on this line could not be strictly guaranteed. Therefore, the time
difference from the measured wave packet to the two sensors is less than the theoretical
time difference, resulting in a higher calculated velocity. The anisotropy of the composite
materials in the epoxy plate is another reason for this; although the propagation velocity
of the Lamb wave in the plate can be approximately isotropic, it differs between different
propagation directions.

The waves indicated by Block 2 in Figure 7c,e represent propagation dispersion,
and the corresponding propagation speed decreased with the decline in frequency; this
behaviour is consistent with the feature of the A0 mode under the influence of a low-
frequency–thickness product (shown in Figure 3b). The propagation velocity of the wave
in Block 2 was then estimated for further verification. The local maximum of the time–
frequency curve was set as the reference point by considering the points with a frequency
of 11 KHz, which are the two points marked in Figure 7d,f. The time difference between the
two points is ~1.485 μs, with a propagation distance of 10 cm. Further, the wave velocity is
~670 m/s. The speed approaches the wave velocity of 680 m/s, corresponding to 11 KHz
(Figure 3b). The dispersion characteristics and wave velocity prove that the mode in Box 2
is A0.

According to the above test, there exist S0 and A0 modes in the AEs when the 2 mm
thick epoxy fibreglass plate is partially fractured by the extrusion material. Further, both
modes exhibit obvious waveforms. The results show that the damage caused by the local
extrusion of the plate structure has the comprehensive characteristics of multiple damage
types, and the resulting force exists in two directions simultaneously; no force is absolutely
dominant in a given direction. Therefore, the conclusion concerning the simultaneous
existence of S0 and A0 modes in AEs generated through the impact damage of the thin
plate structure is consistent with practical situations.

Figure 7. Cont.
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Figure 7. Acoustic emission (AE) signals generated via the local damage of the epoxy fibreglass plate
and its wavelet time–frequency analysis: (a) local force of epoxy plate and piezoelectric ceramic layout;
(b) damage area on the epoxy plate; (c) AE signal obtained by PZT1 and (d) corresponding wavelet
time–frequency analysis of the first 5000 points; (e) AE signal obtained by PZT2 and (f) corresponding
wavelet time–frequency analysis of the first 5000 points.

4.2. Extraction of Damage Information from Impact AE in Thin Plate Structures

The above-mentioned results show that the impact damage of a thin plate structure
is caused by a combination of AE modes. Two tests were successively conducted, one
without damage in the impact and the other with impact damage. Then, by processing the
test data according to the proposed technical route, the S0 mode information was extracted
from the impact AE to diagnose whether there was damage. The impact non-damage test
layout is displayed in Figure 5b. The tested epoxy fibreglass plate had a thickness of 2 mm;
the impact point was 20 cm away from PZT3 on the straight line between the three PZTs,
which were spaced 4.7 cm apart. The sampling rate was 107, with 104 sampling points. An
impact hammer was used in the first test (Figure 8). Due to the light weight of the hammer,
no damage was visually observed at the impact point.
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Figure 8. Layout of the impact damage test.

The resulting AE is shown in Figure 9a. No impact damage was observed on the
plate structure through visual inspection, although the AE amplitude exceeded the voltage
input range of the detection system (as shown in the insets of Figure 9a). The wavelet
time–frequency analysis (Figure 9b,d) showed the dispersion characteristics of the wave
in the signals collected by all the PZTs. However, the S0-mode waveform could not be
identified in the time domain and time–frequency plots. The high-frequency components of
the AE’s S0 mode were abundant according to the above analysis. Those in Figure 9a could
be extracted to suppress the interference of low-frequency waves. On this basis, the mode
information of the impact AEs could be analysed. The lower frequency limit of high-pass
zero-phase filtering was set as 100 kHz. The filtering results are shown in Figure 10a, with
the sub-graphs I–III presenting the filtering results of the three sensor signals.

If attenuation in the propagation process is considered, the AE was the component
of the closest original signal obtained by PZT3. Therefore, the sub-graph I in Figure 10a
was employed for a time–frequency analysis (Figure 10b). The wave packets in the F1 and
F2 block diagrams in sub-graphs I and II are high-frequency components introduced via
overload; they are not required for the analysis. The wave packets C2 and C3 represent the
waveform when the wave packet C1 passes through PZT2 and PZT1. The wave packet
velocity can be calculated if the extreme point (indicated by an arrow in the figure) is taken
as the reference point (with the X-axis corresponding to 0.95 × 10−3 s, 1.236 × 10−3 s, and
1.532 × 10−3 s), as shown in Table 1. The frequency bands of the three wave packets (C1,
C2, and C3) are within 100 and 150 kHz, according to the frequency-domain coordinates
corresponding to the C1 wave packet in Figure 10b. Based on Figure 3b, the wave velocity
range of the A0 mode in this frequency band ranges from 1657 to 1830 m/s. The propagation
velocities of C1, C2, and C3 calculated in Table 1 are consistent with this range, and the
distribution of the three wave packets on the time axis is also consistent with dispersion
curve 1 in Figure 9b–d. Therefore, the wave packets including C1, C2, and C3 probably
correspond to the A0 mode. In the test experiment illustrated in Figure 8, the type of impact
was OP, and the AE generated by the impact was dominated by the A0 mode and occurred
for the first time. Hence, the first-mode wave packet in the high-pass filter signal (wave
packets C1, C2, and C3 in Figure 10a) was generated by the impact.
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Table 1. Calculation of the propagation speed of wave packets Bn and Cn (n = 1, 2, 3).

Wave Packet
Lower Label (10−7 s) Speed between Two Sensors (m/s)

Mode
1 2 3 PZT3 and PZT2 PZT2 and PZT1

B 369 507 639 3406 3561 S0

C 956 1236 1532 1680 1590 A0

f

f f

Figure 9. Acoustic emission (AE) and time–frequency analysis of an epoxy fibreglass plate after im-
pact: (a) impact AE signal obtained using three piezoelectric ceramics; (b–d) wavelet time–frequency
analysis of PZT3 (b), PZT2 (c), and PZT1 (d) signals.

The reason why the OP-generated AE is dominated by the A0 mode was discussed in
the previous section, and we do not intend to ignore the S0 mode generated simultaneously
because its energy is small. In the test illustrated in Figure 9, the component force parallel
to the plate surface cannot be zero since a small amount of the S0 mode wave packet exists
in the impact AE. These two modes occur simultaneously when the plate is impacted
according to the previous analysis. Since the S0 mode propagation speed is greater than
that of the A0 mode, the two mode waves start to separate when they are generated, and the
S0 mode wave packet is always ahead of the A0 mode wave packet on the time axis. A trace
of the S0 mode wave packet can be found by carefully analysing the waveforms before C1,
C2, and C3. The waveforms marked in Blocks B1–B3 and their enlarged views are displayed
in Figure 10a, showing their similarity. If the midpoint of these waves (the point indicated
by an arrow in the insets) is taken as a reference point, the corresponding propagation
velocity of the wave packet is ~3400 m/s (Table 1). The speed of the S0 mode in Figure 3b
is 3250 m/s. That is, the actual value matches the theoretical ones if the influences of noise,
waveform attenuation, and propagation path on velocity are considered. Therefore, it has
been confirmed that the above three waveforms correspond to the S0 mode according to
the propagation velocity of the Bn (n = 1,2,3) wave packets. However, this is not enough
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proof to demonstrate that the B1–B3 wave packets resulted from the impact; it must be
proven that the B1–B3 and C1–C3 wave packets originated from the impact. The A0-mode
wave packets generated simultaneously were calculated according to the reference point
time of the S0-mode wave packets B1–B3 when the propagation distance and the velocity
of the two modes were known. If the coordinates of these reference points fall within the
C1–C3 wave packet period, the B1–B3 and C1–C3 wave packets will likely be generated
from the impact. The actual propagation velocity between PZT3 and PZT1 (as shown in
Table 1) can be obtained as the velocity of the S0 and A0 modes. The propagation distance
is the distance from the impact position to the sensor (Figure 8). The time difference
corresponding to the wave packet reference points of the impact-generated A0 mode can
be determined by calculating the TOA differences of the two mode wave packet reference
points by referring to the point marked in the B1–B3 wave packets in Figure 10a. The results
are summarised in Table 2. The time coordination of the A0-mode reference point in Table 2
was compared with the time domain of the corresponding wave packets C1–C3 (Figure 11).
The reference time of the S0-mode wave packets B1–B3 and the corresponding time point
of the calculated A0-mode wave packets are indicated in Figure 11; the time area of the
A0-mode wave packets calculated using the S0-mode ones is highly coincident with the
C1–C3 wave packets. Therefore, the S0-mode wave packets B1–B3 and the A0-mode wave
packets C1–C3 in Figure 10a likely originated simultaneously from the impact. The S0- and
A0-mode wave packets in the AEs generated by the impact of external objects, which were
separated at the moment of generation due to their different propagation velocities, were
verified via the analysis of the experimental results. The S0-mode wave packets will not
be superimposed with the A0 mode ones in the AE generated via the impact of external
objects since their propagation velocity is greater than that of the A0-mode wave packets.

Table 2. Reference point time of S0 mode calculated based on its reference point.

Sensors

Distance between
Impact Position
and Sensor (m)

Figure 3b Wave Velocity (m/s)
Reference Point of S0

Mode (10−7 s)

Calculation Results

Time Difference of
Arrival Sensor in

Two Modes (10−7 s)

Reference Point of A0

Mode (10−7 s)
S0 A0

PZT3 0.200
3482 1632

369 651 1020
PZT2 0.247 507 804 1311
PZT1 0.294 639 957 1596

Besides the typical Class II wave packets B1–B3 and C1–C3, Figure 10a also shows
D1–D3 and E1–E3 wave packets with obvious amplitudes as well as other low-amplitude
clutter (marked by dotted lines in sub-graphs II and III). D1–D3 are considered to be the
reflected waves of C1–C3 from the time sequence distribution and velocity. Compared
with D2 and D3, D1 has an abnormal waveform change, which was likely caused by clutter
interference. The propagation direction of E1–E3 should be from PZT3 to PZT1 based on
the time series layout. The propagation velocity of En measured using the reference point
is between the S0 and A0 modes. A disturbance could not be proven in this paper since the
wave packet is late in its time sequence, with abnormal amplitude changes, and no further
discussion of it will be provided. No obvious S0-mode wave packets were observed when
considering the impact AE wave packets; in particular, no S0-mode wave packets were
discovered after the C1–C3 ones. The A0-mode wave packets in the impact AE result from
the impact of external objects. The analysis results in Figure 10a indicate that this impact
did not damage the plate structure according to the mode characteristics of damage and
external impact AE described in the previous section; this is consistent with the impact
test conditions.
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f 

Figure 10. (a) High-pass zero-phase filtering of acoustic emission signals obtained using three
piezoelectric ceramics, and (b) wavelet time–frequency analysis of sub-graph I shown in (a).

Figure 11. A0-mode time point calculated according to the S0-mode time point: the figure shows
partially enlarged views of the first two wave packets (B1–B3, C1–C3) in sub-graphs I–III of Figure 10a.
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When the impact tool was replaced by a pendulum mass for analysing the impact at
the same position, damage could be observed on the epoxy fibreglass plate, as shown in
Figure 8. The corresponding signals collected by the three PZTs are illustrated in Figure 12;
these results are similar to those in Figure 9a in terms of the waveform. The AE generated
by the impact of external matter was dominant, and the signal was overloaded with the
waveform shown in dispersion. The difference is that the damage caused by the pendulum
impact was visible. The high-frequency components of the three sensor signals (Figure 12a)
were extracted using a zero-phase high-pass filter with a lower cut-off frequency of 100 kHz
to further analyse the health information carried by the AEs generated by the pendulum
impact; the results are shown in Figure 12b.

Figure 12. (a) Acoustic emission signals generated by pendulum impact and detected using the three
piezoelectric ceramic devices. (b) The corresponding high-pass zero-phase filtering results.

Compared with Figure 10a, the high-frequency signal obtained via filtering shown in
Figure 12b has more wave packets. The sequence of wave packets in the three PZT signals
is denoted as Bn–Hn. To confirm the modes of these wave packets, their propagation speeds
were calculated. The typical points of each series of wave packets were selected (and
marked with arrows in Figure 12b) as reference points for calculating the wave velocity,
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as shown in Table 3. According to the results, the Bn wave packets were in the S0 mode,
while the Cn ones were in the A0 mode. The acoustic source of the Bn and Cn wave packets
was the pendulum impact rather than the damage. This was explained in detail in the
last impact test data analysis. In general, the high-frequency wave packets of these two
modes could reach the sensor since the AEs were generated under the impact of external
objects on the plate surface the first time. The wave velocity calculated for the Dn wave
packets based on the reference points is consistent with the A0 mode; their propagation
direction is along the line drawn from PZT3 to PZT1 according to the time corresponding
to the D1, D2, and D3 wave packets, excluding the reflection of Bn wave packets from this
propagation direction. The amplitude of the Dn wave packets is not lower than that of
the Bn ones. In this case, the Dn wave packets reflecting as Bn ones can also be excluded.
Therefore, their source is different from that of the Bn wave packets, which can only be IP.
It can be speculated, then, that the acoustic source of the Dn wave packets is delamination
since there is no obvious S0 mode before them.

Table 3. Wave packet velocity calculation, pattern recognition, and determination of acoustic sources
in pendulum impact.

Wave Packet

Reference Point Coordinates of the Wave Packet
(10−7 s)

Wave Velocity
between PZT3
and PZT2 (m/s)

Wave Velocity
between PZT2
and PZT1 (m/s)

Mode Sound Source

Subscript 1 Subscript 2 Subscript 3

B 477 611 741 3507 3615 S0 Impact

C 1026 1306 1605 1679 1572 A0 Impact

D 2558 2842 3144 1655 1556 A0 Damage

E 3221 3355 3490 3508 3481 S0 Damage

F 3634 3902 4194 1754 1610 A0 Damage

G 1610 5385 5522 3561 3431 S0 Damage

H 5492 5623 5762 3588 3381 S0 Damage

Table 3 shows that the wave velocity of the En wave packets was approaching 3500 m/s,
which is close to that of the S0 mode; this indicates that the En wave packets were in the
S0 mode. The En wave packets were generated by the force applied parallel to the plane
according to the relationship between the force direction and Lamb wave mode described
before. The pendulum impacted the plate in a nearly perpendicular direction under the
test conditions. The amplitude varies significantly between the En wave packets with the
impacted S0-mode wave (Bn wave packets). This means that the En component from the
plate direction of the pendulum impact can be nearly excluded; hence, the En wave packets
come from impact damage, either matrix or fibre breakage. For the remaining Fn, Gn, and
Hn wave packets, according to the wave velocity in Table 3, it can be confirmed that the
Fn ones belong to the A0 mode and the others belong to the S0 mode. The A0-mode Fn
wave packets previously had S0-mode wave packets, which could only occur due to some
kind of plate damage rather than generation via pendulum impact from the perspective
of time sequence and amplitude. The S0-mode Gn and Hn wave packets could merely
have occurred due to damage rather than the pendulum impact. The typical wave packet
(Bn–Hn) mode in the sequence diagram in Figure 12 has been confirmed. In addition, other
wave packets may stem from damage. However, the acoustic source might be interfered
with by the reflected waves at the edge since it is not situated along a straight line with
respect to the three sensors; thus, it could not be recognised in the three sensor signals.
Hence, it is not advantageous to further discuss the above modes.

The high-frequency components of the AEs reveal the acoustic source activity in the
plate more clearly based on a comparison of the data before and after the impact AE
filtering, as shown in Figures 9, 10 and 12. The impact AEs are dominated by the A0 mode
according to the impact wave test data shown in Figure 10a. The number of wave packets of
the two modes is limited, with an orderly distribution at high frequencies (>100 kHz). The
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plate structure damage caused by the impact is a continuous process with multiple events
and various damage types as per the distribution of the high-frequency wave packets in
Figure 12b. Regarding the time sequence, damage-induced AEs occur significantly later
than impact AEs. The high-frequency components, the wave packet mode (S0 or A0),
and the distribution of the AE wave packet time sequence can be obtained by analysing
the data from two tests for the multi-angle interpretation and accurate identification of
damage-induced wave packets. The feasibility of the monitoring method for diagnosing
the damage of thin plate structures has been proven since damage-induced AEs can be
directly extracted from impact AEs.

5. Conclusions

AEs are essential for monitoring the health of plate structures. This paper proposed the
direct extraction of damage-induced AEs from AE impacts in the damage diagnosis of thin
plate structures because the monitoring method based on AE characteristics is susceptible
to non-damage factors. Since there is no difference between impact and damage-induced
AEs in nature, this paper recognised the two AEs by interpreting multiple factors, such as
the mode (S0 or A0), amplitude, and time sequence distribution of the wave packets with
the help of high-frequency-band zero-phase filtering based on the relationship between
Lamb mode and force direction. This research consisted of the following four aspects.

1. The AE Lamb wave modes in thin plate structures were studied. The AE frequency
in the plate was distributed below several hundred kHz, and the AE Lamb waves in the
thin plate were within the mode cut-off range, with only two lowest-order modes (S0 and
A0). The propagation velocity of the S0 mode was almost unchanged within the mode
cut-off range, while that of the A0 mode showed significant dispersion.

2. The propagation velocities and modes of the stress waves generated by forces
perpendicular and parallel to the plate surface were analysed using the mechanical equa-
tions of plate structures. The analysis showed that the stress wave generated by the force
perpendicular to the plate surface corresponded to the S0 mode, while that generated by the
parallel force corresponded to the A0 mode. The results of lead-breaking tests conducted
on aluminium and epoxy fibreglass plates support this conclusion.

3. The difference between impact- and damage-induced AE in plate structures was
analysed. First, the two AEs are separated in the time sequence. The plate structure
undergoes deformation after absorbing kinetic energy until finally fracturing. Impact
AEs arose before damage-induced AEs in the collected data. Second, the two AE modes
have different characteristics. The smooth surface of the plate structure bears the impact
of external objects in its vertical direction. The process of impact-induced damage is
uncontrollable and characterised by multiple damage types, with forces acting in the
parallel and perpendicular directions of the plate surface. As a result, impact AEs are
dominated by the A0 mode, whereas both the S0 and A0 modes are significant in damage-
induced AEs.

4. This paper proposed considering the S0 mode in impact AEs as an indication of
whether the impact causes damage to a thin plate structure. This is because the S0 mode in
OP-generated AEs only occurs before the A0 mode. Damage-induced AEs take place later
than impact AEs. Thus, the generated S0- and A0-mode waves can only be superimposed
with the A0 mode low-frequency waves of the impact AEs. Therefore, if the S0 mode wave
packets extracted in the AE occur later than the OP-generated A0-mode ones, the AE only
occurs when the plate structure is damaged, and it is not an isolated event. The above
conclusions were verified by analysing the impact test data of an epoxy fibreglass plate.

This study was performed in the cut-off range of the Lamb wave mode, which is
applicable for thin (<2 mm) plate structures. If the frequency–thickness product exceeds
the mode cut-off range, further discussions on the impact damage diagnosis method are
recommended. The AE Lamb wave mode confirmed by the wave velocity was leveraged.
The epoxy fibreglass plate used in the test is not significantly anisotropic; that is, it can be
considered approximately isotropic for data analysis. If the fibre-laying angle of the com-
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posite plate is highly associated with the wave velocity, a detailed Lamb wave dispersion
curve is required for discussing the AE mode.
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Abstract: The global reliance on oil and gas pipelines for energy transportation is increasing. As
the pioneering review in the field of ultrasonic defect detection for oil and gas pipelines based on
bibliometric methods, this study employs visual analysis to identify the most influential countries,
academic institutions, and journals in this domain. Through cluster analysis, it determines the
primary trends, research hotspots, and future directions in this critical field. Starting from the current
global industrial ultrasonic in-line inspection (ILI) detection level, this paper provides a flowchart for
selecting detection methods and a table for defect comparison, detailing the comparative performance
limits of different detection devices. It offers a comprehensive perspective on the latest ultrasonic
pipeline detection technology from laboratory experiments to industrial practice.

Keywords: oil and gas; pipeline; in-line inspection; ultrasonic testing; bibliometrics; defects

1. Introduction

Oil and natural gas account for 57.5% of the global primary energy consumption [1].
Pipelines, integral to the transportation of these resources, are distinguished by their
capacity for transporting large volumes over long distances with minimal energy loss [2–5].
They are crucial in connecting the upstream and downstream sectors of the oil and gas
industry and are essential in long-distance transportation. By the end of 2022, the total
operational mileage of global oil and gas pipelines was approximately 2 million km, with
an additional 26,708 km under construction, and it is projected to reach 2.2 million km by
2025 [6].

Data from the Pipeline and Hazardous Materials Safety Administration (PHMSA) of
the United States Department of Transportation reveal that between 2003 and 2022, there
were 12,785 significant pipeline incidents in the United States. These incidents resulted in
274 deaths and 1120 injuries. The average cost of each incident was around 541 million
USD, leading to a total loss of 10.8 billion USD [7]. This underscores the growing need for
enhanced inspection of oil and gas pipelines to prevent severe accidents, such as leaks and
explosions, which can lead to environmental pollution and human casualties.

Pipeline in-line inspection (ILI) commonly employs technologies such as magnetic
flux leakage (MFL), eddy current testing (EC), and ultrasonic testing (UT) [8–11]. As a
prevalent and reliable method, magneto-electric composite internal inspection combines
MFL and EC and dominates about 90% of the inspection market. Despite its widespread
use, this method faces challenges like structural complexity (with some sections weighing
up to 4 tons), limited effectiveness in detecting planar defects (particularly at girth welds),
and sensitivity to inspection speed and lift-off distance. In contrast, ultrasonic testing, a
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wave-based method, is notable for its strong directionality and penetration power, making
it more effective for identifying pipeline wall defects [12]. However, existing literature
reviews generally discuss UT as one of the non-destructive testing techniques for oil and
gas pipelines. For instance, Feng et al. integrate practical inspection data to elucidate
the application of both conventional ultrasonics and electromagnetic ultrasonics in the
detection of circumferential welds in oil and gas pipelines from the perspectives of mecha-
nism, quantitative methods, and inspection reliability [11,13,14]. Alternatively, focusing
on specific aspects of ultrasonics, researchers like Zang et al. delve into issues such as
dispersion, multimode propagation, and attenuation in ultrasonic-guided wave technology.
Methods to address these challenges from a theoretical standpoint are proposed, with a
comprehensive overview provided of guided wave excitation devices [15]. Andika, on
the other hand, outlines the application of machine learning signal processing methods
in handling the high-volume, high-velocity, and diverse data generated using ultrasonic
in-line inspection (ILI). This includes preprocessing, learning algorithms, outputs, and
evaluation metrics [16,17]. There is a lack of systematic discussion that spans from a macro
perspective (i.e., integrating practical industrial inspection scenarios with a vertical anal-
ysis of existing inspection technologies for oil and gas pipelines) to a meso perspective
(i.e., a horizontal comparative analysis of ultrasonic testing technologies and the internal
connections between detection methods and technologies) and down to a micro perspec-
tive (i.e., ultrasonic data analysis and signal processing). Bibliometric methods, based
on clustering algorithms, offer an effective means to avoid subjective biases in literature
selection [1,18–20]. Research indicates that there is currently no comprehensive review of
ultrasonic internal inspection for oil and gas pipelines based on bibliometric methods.

The remainder of this paper is structured as follows. Section 2 introduces the data
sources and research methods used in this study, detailing the primary process of literature
analysis. Section 3, utilizing visualization analysis techniques, provides an overview of
renowned research institutions and journals in the field of ultrasonic inspection of oil and
gas pipelines worldwide. In the Section 5, a systematic review of the current research
hotspots in the field of ultrasonic testing is conducted based on the results of literature
clustering analysis. Starting from the current global industrial level of ultrasonic in-line
inspection (ILI) detection, a flowchart for selecting detection methods and a table comparing
detectable defects are provided. Furthermore, a detailed comparison of the performance
limits of different detection devices is presented. The latest technologies in ultrasonic
pipeline inspection are discussed from a holistic perspective, spanning from laboratory
experimentation to industrial implementation. Finally, Section 6 summarizes and suggests
recommendations for future research directions.

2. Research Methodology and Data Analyses

To accurately, objectively, and comprehensively reveal the research achievements in
ultrasonic defect detection for oil and gas pipelines, this study employs data from the Web
of Science (WOS) Core Collection, specifically the Science Citation Index Expanded and
the Social Sciences Citation Index. The initial information retrieval was conducted using
the search strategy designed in the Web of Science Advanced Search: (((TS = (ultraso*
AND (test* OR inspect* OR detect*))) AND TS = (pipe* OR tube)) AND TS = (defect* OR
flaw* OR CRACK OR SCC OR discontinue)) AND TS = (medic* OR patient* OR child*
OR parent* OR women), resulting in the collection of 782 papers. The use of an asterisk
“*” after keywords indicates multiple similar words with the same prefix (e.g., “pipe*”
represents “pipe”, “pipeline”, etc.), expanding the search scope to encompass as many
articles related to the research topic as possible.

Due to potential algorithmic limitations of the WOS, the dataset may include literature
irrelevant to the central theme. To address that, a rigorous screening process was applied,
involving the review of titles and abstracts, and extending to full articles, when necessary,
to filter out duplicates and non-relevant papers. Additionally, a snowball search method
was employed to expand the dataset, which was then subjected to a second round of
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screening. Our research indicates that ultrasonic defect detection in oil and gas pipelines
emerged as a significant area of study since the 1990s. Consequently, this paper focuses on
papers, conference proceedings, and reviews published from 1992 onwards, totaling 350
documents for bibliometric analysis. The process of dataset creation and the structure of
this paper are depicted in Figure 1.

 

Figure 1. Dataset Creation Process and Research Content.

After finalizing the data collection, the dataset underwent a bibliometric analysis
using scientific mapping tools, specifically VOSviewer 1.6.15 and CiteSpace 6.1.R2. The
analysis outcomes facilitated a detailed review of the critical research areas in ultrasonic
testing for oil and gas pipelines.

3. Visualization Analysis

3.1. Visualization Analysis of Institutions and Countries

In the macroscopic research system, scientific institutions represent the smallest unit
and the primary executors of research activities. To a certain extent, the number of such
institutions indicates the countries leading in the field. Table 1 displays a ranking of the
top ten countries globally in the ultrasonic field, sorted based on the quantity of their
research institutions.

Table 1. The Most Influential Countries in the Global Ultrasonic Field (Institutions).

Country Institutions Burst Centrality

China 61 3.26 0.36
England 48 0 0.73
Germany 33 2.1 0.27

USA 32 1.78 0.9
Italy 27 0 0.63

Republic of Korea 23 0 0.34
Japan 17 2.08 0.16
Brazil 14 0 0.12
India 13 1.87 0.19

France 12 2.44 0.22

China, the UK, and Germany occupy the top three positions on the list. To ensure
objectivity in ranking, additional indicators such as ‘burst’ and ‘centrality’ were also con-
sidered. “Burst”, a feature in CiteSpace, detects sudden changes in information and, when
combined with the number of authors at the macro level of a country, effectively reveals
the regional development level in the field. This sudden change indicates the following:
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• During this period, institutions from the country experienced a sharp increase in
citation frequency.

• The institutions in the country have effectively addressed crucial issues in the field.

“Centrality”, on the other hand, represents the role of a node as a bridge within a
network. In social networks, centrality is used to identify “boundary spanners”. Nodes
with higher centrality values play a more significant bridging role between other nodes.
These institutions are highlighted with purple circles (nodes with centrality ≥ 0.1). Nodes
with high intermediation centrality often connect different clustering paths and are referred
to in CiteSpace as “Turning Points”.

In Table 2, countries in the field of ultrasonics are re-ranked from high to low based
on indicators such as “Institutions”, “Burst”, and “Centrality”. By integrating data from
Table 3 and Figures 2 and 3, it is observed that over time, the research focus in ultrasonic
testing for oil and gas pipelines has gradually shifted from Europe and America to Eurasia.
The primary reason is that Europe and America, being early adopters of pipelines for
oil and gas transport, have already completed the exploration phase of pipeline integrity
testing. They have established reliable and comprehensive detection systems and have
formally entered the phase of applying ultrasonics. In contrast, the Eurasian region is
still in the nascent stages. Particularly in China, with the gradual implementation of the
“High-Quality Development 2.0” and “Smart Pipeline Network” concepts, there has been a
surge in demand for ultrasonic testing in pipeline inspection, spurring significant research
in the field in recent years. However, from the perspective of “centrality”, the research
in ultrasonic testing in the Eurasian region still lags behind the established positions of
Europe and America.

Table 2. Global Influential Countries in the Ultrasonic Field Based on Different Criteria.

Standard Institutions Burst Centrality

China China USA
England France England
Germany Germany Italy

USA Japan China
Italy India Republic of Korea

Republic of Korea USA Germany
Japan England France
Brazil Italy India
India Republic of Korea Japan

France Brazil Brazil

Table 3. The Most Influential Institutions in the Global Ultrasonic Field.

Institutions Total Link Strength Documents Citations Country

University of Warwick 12 7 334 UK

Federal Institute for Materials
Research and Testing 14 4 207 Germany

Seoul National University 4 3 185 Republic of Korea

Newcastle University 16 6 138 UK

University of Palermo 34 6 127 Italy

Kaunas University of Technology 6 9 119 Lithuania

Brunel University London 30 8 118 UK

University of Electronic Science and
Technology of China 9 6 108 China

Cranfield University 5 3 92 UK

City University of Hong Kong 16 6 90 China
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Figure 2. Different Country Cooperation Networks.

Figure 3. Different Institution Cooperation Networks.

3.2. Visualization Analysis of Journals

As illustrated, publications were visualized and analyzed using VOSviewer. In con-
trast to traditional metrics based solely on the number of published documents, this analysis
employs “total link strength” to represent a journal’s influence. This approach provides a
more comprehensive perspective for assessing journal impact, as it considers not only the
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volume of publications but also their inter-citation relationships. The thickness of the lines
indicates the strength of the connections, while from a temporal perspective, it can signify
the influence of one journal on another.

Figure 4 reveals that ultrasonic testing has gradually shifted from theoretical research
to practical applications over time. This transition reflects the natural progression of scien-
tific research, moving from theoretical exploration to real-world applications. Identifying
specific application scenarios for ultrasonics is becoming a research trend, suggesting that
ultrasonic technology may find broader applications in the future. This is an exciting trend,
as it implies that our research findings are more likely to be transformed into practical
technologies and applications, bringing tangible benefits to society.

Figure 4. Different Journal Cooperation Networks.

According to the data, the top ten influential journals are displayed in Table 4, with
NDT & E International, Sensors and Ultrasonics occupying the top three positions. These
journals, recognized as leading publications in the field of ultrasonics, have made significant
theoretical contributions to the field of ultrasonics and influencing subsequent research.

Table 4. The Most Influential Journals in the Global Ultrasonic Field.

Journals
Total Link
Strength

Documents Citations

NDT & E International 220 49 2055
Sensors 199 64 618

Ultrasonics 123 75 715
Insight 106 56 709

Measurement 94 37 680
Structural Health Monitoring 82 32 440

Applied Sciences-Basel 74 26 478
Journal of Nondestructive Evaluation 74 22 347

Optik 72 21 301
Applied Physics A-Materials

Science & Processing 58 16 365
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4. Types of Defects and Traditional ILI Methods in Oil and Gas Pipelines

4.1. Common Types of Defects in Oil and Gas Pipelines

As global energy demand grows, the significance of oil and gas pipeline systems be-
comes increasingly pronounced [21]. The health of pipelines directly impacts the reliability
and safety of the energy supply. Ultrasonic testing technology has been closely associated
with concepts such as “condition assessment”, “defect detection”, and “pipeline safety”
since the last century.

Defects, as the core of pipeline condition assessment, are crucial for ensuring the
safety and reliable operation of oil and gas pipeline systems. Pipeline defects can be
broadly categorized into three types based on their origins: manufacturing defects arising
during prefabrication, welding defects and geometric defects occurring during pipeline
construction, and corrosion defects formed during usage. However, the current pipeline
construction quality is high with rare manufacturing defects.

Based on the shape of defects, oil and gas pipeline defects can be classified into planar
defects and volumetric defects (details in Table 5).

Table 5. Common Defect Types and Causes.

Type Kind Cause Location

Planar defect

Crack

Fatigue Crack
Fatigue cracks are cracks formed in pipes under
the action of alternating or cyclical loads, such as

tension, compression, or bending.

Weld &
Body

Stress Corrosion
Cracking (SCC)

Stress corrosion cracks are formed in pipelines
under the simultaneous influence of stress and

environmental corrosion.

Hydrogen-Induced
Cracking (HIC)

Metals absorb hydrogen atoms. When subjected
to stress, hydrogen causes a change in the

material’s atomic structure, making it more
susceptible to fracture.

Infusion

During welding, incomplete fusion occurs when
the welding material fails to fully melt and fuse

with the base material. This can result in the
presence of cracks or unjoined areas in the weld,

thereby reducing the strength and reliability
of the weld.

Weld

Underpenetration

Incomplete penetration occurs when welding
material fails to fully penetrate through to the

base material during welding. This results in the
presence of gaps in the weld, which may create
weak points, especially under pressure loads.

Weld

Undercut

The arc melts the edge of the base material at the
weld seam, leaving a groove. Undercut weakens
the load-bearing cross-section of the joint, making

it susceptible to stress concentration.

Weld

Volumetric
defect

Porosity
During the welding process, gas does not escape
in time and forms voids inside or on the surface

of the weld metal.

Weld &
Body

Inclusion Inclusions or foreign substances present in the
interior of the weld metal or fusion line.

Weld &
Body

Corrosion
Pipeline damage caused by chemical

environmental corrosion or stray currents
affecting the material.

Weld &
Body

Dent Body
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(1) Volumetric defects encompass porosity, inclusions and corrosion, posing relatively
low risks, with the primary failure mode being plastic failure.

(2) Planar defects include lack of penetration, lack of fusion, cracks, and undercutting.
The defects at the root weld are the main cause of pipeline cracking and are also a
focal point of research in non-destructive testing of circumferential weld defects.

(3) Structural discontinuity defects include irregular weld seam profiles, misalignment,
and poor formation, leading to stress concentration and reduced material performance,
further exacerbating defect propagation [22–24].

Corrosion in pipelines typically manifests as localized corrosion, primarily caused
by pitting in buried pipelines or coating defects or dissolution. The corrosion induced
by coating detachment and extensive corrosion can be precisely detected and quantified.
However, pitting, as a particular case of corrosion, remains challenging in oil and gas
pipeline inspection, as it can easily evolve into pinholes and lead to crack initiation, posing
a higher risk of failure for high-pressure natural gas pipelines.

Pitting is a chemical process involving four stages: passive film breakdown, pit
initiation, metastable pitting, and pit propagation and growth. Due to factors such as
temperature, acidity, environmental conditions, and biological factors, corrosion often ex-
hibits randomness, making it difficult to estimate corrosion rates. To address the challenge
of unpredictable corrosion rates, scholars have developed corrosion rate models based
on comprehensive coating information, the effectiveness of cathodic protection, specific
corrosion rates of certain soils, and other pipeline characteristics. These models predict
corrosion rates and depths using probability and statistical methods, including regression
models and Markov process models [25].

(1) Regression models can easily estimate future corrosion defect depths in pipelines
without requiring extensive mathematical knowledge for application. However, this
model relies on a large amount of data and cannot account for the randomness of
pitting phenomena.

(2) Markov process models consider the physical and chemical characteristics of the
environment and accurately reflect the randomness of localized corrosion defect
growth. However, their use requires specialized knowledge and programming skills,
which may limit their widespread application.

Moreover, continuous electromagnetic in-line inspection is considered an ideal method
to determine corrosion rates. However, it is challenging to determine corrosion rates
using this information due to the complex pipeline environment and variations in sensor
calibration methods before each inspection. Locating the same corrosion defect between
two consecutive inspections may be a daunting task. It is worth mentioning that while
accurate corrosion rate prediction through in-line inspection is challenging, it still provides
essential information on pipeline body and wall defects required for building more accurate
probabilistic and statistical models. At the same time, accurate corrosion rate models can
optimize in-line inspection tasks, greatly reducing costs for pipeline operators.

4.2. Conventional ILI Methods for Oil and Gas Pipelines

The predominant in-line inspection methodologies in the oil and gas pipeline industry
currently encompass MFL, EC and UT.

4.2.1. Electromagnetic Testing

(a) Magnetic flux leakage testing

The principle of MFL is depicted in Figure 5. Upon applying an external magnetic field
that induces magnetic saturation in the pipeline, defects within the pipe wall that disrupt
the magnetic flux lead to distortion and external leakage of this flux. This results in an MFL
field being formed on the pipe’s surface. Triaxial Hall sensors are employed to detect this
field, enabling the acquisition of detailed information regarding the defects’ distribution
and dimensions [10,26,27]. MFL technology stands as a highly regarded and reliable
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method for pipeline inspection within the sector [28], commanding approximately 90% of
the total market equipment share. Contrasting with ultrasonic testing, which is restricted
to liquid pipelines, MFL is capable of detecting volumetric defects in both the interior and
exterior of pipelines within a specified wall thickness limit (up to 30 mm). Furthermore, it
requires less stringent cleanliness conditions for pipelines than ultrasonic testing.

Figure 5. Principle of Magnetic Flux Leakage Testing.

Limitations: As depicted in Table 6, MFL exhibits a reduced efficacy in detecting
planar defects, particularly at girth welds. It is notably less effective, or even incapable, of
identifying narrow or closed cracks, such as those caused by stress corrosion or hydrogen-
induced cracking [29–31].

Table 6. Types of Internal Inspectors and Detection Capabilities.

Type Kind MFL UTWM a UTCD a EMAT
Geometric
Inspection

EC

Planar defect

Crack

Fatigue Crack × × √
+

√
+ × √−

Stress Corrosion
Cracking (SCC) × × √

+
√

+ × √−

Hydrogen-Induced
Cracking (HIC) × × √

+ × × √−

Infusion

Straight Weld × × √
+

√
+ × √

Spiral Weld
√

+ × × × × √

Girth Weld
√

+ × √
+ × × ×

Underpenetration
√ √ √ √ × √

Undercut × √ √ × √

Volumetric
defect

Porosity
√ × √

+ × × ×
Inclusion

√− √
+

√− √− × ×

Corrosion
Internal

√
+

√
+ × × √− √−

External
√

+
√

+ × × × ×

Geometry
Dent

√ √ × × √
+ ×

Distortion
√ √ × × √

+ ×
a: Only applied in liquid environment; ×: Undetectable;

√
: Detectable;

√−: Detectable with Limitations;
√

+:
Detectable and Quantifiable.
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(b) Eddy current testing

Eddy current testing operates by generating an eddy current magnetic field using
an excitation coil, which interacts with the original magnetic field, thereby altering the
complex impedance of the testing coil. This impedance alteration is utilized to detect
and identify defects on the pipeline’s inner wall and is extensively applied in pipeline
crack detection.

Limitations: EC’s effectiveness is limited by the skin and lift-off effects, restricting its
use to the surface or near-surface inspection of conductive materials. Moreover, extracting
diagnostic signals poses significant challenges and makes it difficult to accurately determine
the type and size of defects [32–35]. Consequently, eddy current testing is often used in
conjunction with MFL, facilitating more accurate localization of defects.

(c) Advancements in electromagnetic inspection

(1) Advancements in Electromagnetic Inspection Equipment

In the realm of equipment, ROSEN and Baker Hughes have independently developed
triaxial ultra-high-definition magnetic flux leakage internal detectors. These smart PIGs,
integrated with the modules of geometric deformation and IMU, possess the capability to
navigate through a diameter of 1.5 times their own and can identify open cracks exceeding
0.5 mm and pinholes of at least 5 mm, achieving resolutions of 1.6 mm circumferentially and
1 mm axially. The China Oil and Gas Pipeline Network Corporation has made significant
strides in pipeline internal inspection technology, creating a triaxial ultra-high-definition
electromagnetic composite internal detector specifically for 1219 mm diameter pipelines.
This advanced PIG is equipped with MagEC ultra-high-definition electromagnetic com-
posite probes, sophisticated mechanical geometric deformation sensors, and differential
electromagnetic eddy current sensors. It has demonstrated a detection rate of up to 90%
for pinhole defects larger than 3 mm in diameter at girth welds and 80% for open cracks
that are wider than 0.5 mm, longer than 24 mm, and extend to a depth of 50% of the
wall thickness.

(2) Advancements in Electromagnetic Inspection Research

From a research perspective, the focus on electromagnetic composite detection has
predominantly revolved around interpreting detection data. Cheng et al. employed the
YOLOv5 and Vision Transformer (ViT) algorithms for pipeline defect inspection and classi-
fication, exploring the influence of different model architectures on defect identification
performance. Comparative analysis indicates that the composite algorithm surpasses the
standalone YOLOv5 algorithm in terms of accuracy in classifying pipeline defects, while
maintaining its capability for high-precision defect detection [36]. Y. Shen and colleagues
leveraged magnetic flux leakage (MFL) signals and convolutional neural network (CNN)
technology to forecast the dimensions and locations of corrosion defects in steel pipes.
Their research underscores the promising application of CNN models in enhancing pipeline
integrity management [29]. Bin Liu introduced a stress factor in developing a numerical
analytical model for the internal detection of complex MFL defects in pipelines. His re-
search delved into the variations in magnetic signals induced by different sizes of defect
end face segments, analyzed the patterns of MFL signal distribution under various geomet-
ric dimensions and stress conditions at the defect end faces, and evaluated their impact
on the characteristics of magnetic signals [31]. Additionally, Jianhua Pan and colleagues
implemented an advanced CLIQUE algorithm for marking defect regions in segmented
pipelines. They then utilized the SSA_BP neural network for extracting and classifying
three-dimensional MFL feature signals from these marked regions. The findings from their
study reveal that this approach enhances the efficiency of defect marking and provides a
more detailed analysis of the marked areas [37].
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4.2.2. Ultrasonic Testing

Ultrasonic testing is a technique that employs ultrasonic waves to detect macroscopic
defects, characterize changes in material structure and mechanical properties, and measure
the geometric features of a workpiece [38]. This method boasts advantages such as high
detection speed, precision, directivity, sound wave energy, and strong penetration capabil-
ity [39]. Ultrasonics, as a means of detecting metal defects, was first proposed by Sokolov of
the Soviet Union in 1929, evolving subsequently into transmission testing and pulse-echo
testing methods [40]. As shown in the Table 6, ultrasonic in-line testing primarily addresses
issues related to pipeline cracks and metal loss. Crack detection involves the recognition
and quantification of crack location and size by generating shear waves in the pipe wall
using ultrasonic probes arranged at a 45◦ angle [41].

Currently, companies worldwide with the capability to develop complete sets of
ultrasonic equipment, such as ROSEN, TDW, and China National Petroleum Corporation
(CNPC), possess electromagnetic ultrasonic crack detection capabilities, with roughly
equivalent detection capacities. Under speeds not exceeding 2.5 m/s, they can detect
cracks as small as 50 mm in length and 2 mm in depth, with an error margin of ±1 mm in
depth and ±20 mm in length. Compared to Baker Hughes and NDT Global’s UltraScan
CDP/DUO and EVO Eclipse UCx, traditional ultrasonic methods using coupling agents
have significant advantages in terms of detection depth and speed.

(a) Ultrasonic Phased Array

NDT Global’s PROTON, developed on the principle of ultrasonic phased array tech-
nology, employs a PAUT system to design phase delays for multiple probes. This design
allows for the editing of the direction and focus of the ultrasonic beam, enabling imaging
and detection at various depths and angles. It is capable of detecting not only metal corro-
sion and crack defects but also stress corrosion cracks, fatigue cracks, and welding crack
defects [42].

(b) Time-of-Flight Diffraction (TOFD)

Another commonly used method for crack detection is the Time of Flight Diffraction
(TOFD) method, first proposed by Silk in 1977 [43]. This method relies on the diffraction
of ultrasonic waves by “corners” and “ends” within the internal defects, differing fun-
damentally from the traditional pulse-echo method, which depends on direct reflection
signals [44–46]. As depicted in Figure 6, TOFD typically employs a dual probe arrangement
with one transmitter and one receiver on the same side. This method significantly reduces
the time required to scan a weld, as it does not necessitate raster scanning at each position.

Figure 6. Principle of TOFD.

(c) Ultrasonic Pulse-Echo Technique

In addition to the abovementioned applications, another form of ultrasonic testing
in pipeline inspection involves emitting ultrasonic pulse waves perpendicular to the pipe
wall. This method calculates the pipeline’s wall thickness by measuring the pulses’ echo
times reflected off the inner and outer pipeline surfaces. This approach, introduced to the
market in the early to mid-1980s, is instrumental in identifying and quantifying volumetric
defects [47,48]. NDT Global’s EVO 1.0 UMp+ ultrasonic internal detector (NDT Global,
Houston, TX, USA), currently deployed in petroleum pipeline inspection services, exem-
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plifies this technology. It can quantify pipeline wall thickness and crack detection with an
accuracy of ±0.4 mm when the data reliability is at 90% [49].

Limitations: These ultrasonic testing methods still rely on a coupling agent to address
the significant impedance mismatch at the propagation interface. Oil, serving as an effective
coupling agent, has facilitated the widespread application of this technology in liquid
pipelines. In contrast, traditional ultrasonic testing faces challenges in natural gas pipelines,
limiting its application. It is often used only as a supplementary method, performing
external inspections of girth welds or spiral welds before commissioning or during the
excavation verification stage, rather than being applicable for internal pipeline inspections.

4.3. In-Line Inspection (ILI) Tool Selection and Calibration Methods
4.3.1. In-Line Inspection (ILI) Tool Selection Methods

To address the inspection of different types of defects and the varying applicability of
various inspection techniques, as shown in Figure 7, a pipeline risk assessment to determine
suitable internal inspection techniques is conducted initially. Industrial experimental
safety certification of internal inspection equipment, including but not limited to vibration,
pressure resistance, strength, and detection accuracy tests, is performed to verify whether
the selected detector’s performance meets the qualification requirements. Simultaneously,
issues such as dents caused by improper construction and pipeline deformations caused by
soil displacement significantly restrict conventional internal inspection tasks. Consequently,
pigging and diameter measurement tasks are conducted two or three times before internal
inspection to obtain constraint point information and carry out necessary modifications.
Next, the selection of technology is conducted by assessing its suitability and capability,
considering factors such as defect types, compatibility with other techniques, ease of
operation, etc. Finally, an evaluation is conducted to determine the technology to be
adopted, followed by data analysis. Field excavation verification is used to assess the
detection quality of in-line inspection (ILI) tools, specifically their accuracy.

 
Figure 7. In-Line Inspection Process.
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4.3.2. In-Line Inspection (ILI) Tool Calibration Methods

As is well known, both in-line inspection (ILI) tools and field measuring instruments
are subject to measurement errors, and calibration helps estimate the true magnitude of
these errors. The performance of ILI tools can be assessed by statistically comparing ILI
data with field excavation data to ensure the reliability of the data. It is crucial to conduct
reliability and risk assessments based on the probability distribution of pipeline defects or
the failure probability of individual defects. However, the calibration of ILI tools still faces
challenges in the following aspects [50]:

(1) Measurement Errors: Determining the measurement errors of ILI tools and field
instruments, including systematic errors (such as constant bias and non-constant bias)
and random errors.

(2) Calibration Experiment: Conducting calibration experiments to compare ILI readings
with field measurement depths and estimate the true size of corrosion metal loss and
its associated errors.

(3) Model Verification: Checking for the presence of non-linear regression, variance
heterogeneity, outliers, and non-normality of measurement errors in the model.

(4) Performance Evaluation: Evaluating the performance of ILI tools when significant
measurement errors exist in field instruments and determining the number of unsuc-
cessful field verifications.

To address these issues, scholars have proposed error assessment methods based on
probability and statistics. Among them, the traditional errors-in-variables (EIV) method
is used to handle cases where both measuring instruments have errors, but it requires
knowledge of the variance ratio of errors or one of the variances. The Grubbs and Jaech
estimators are used to estimate the variance of measurement errors, but they may produce
negative variances or unreasonable variance values in practical applications. Compared to
the former two, a variant method combining V-Wald and V-Jaech provides a more accurate
estimation of the true defect depth and the variance of measurement errors. It distinguishes
between the sampling distribution caused by non-constant bias and similar measurement
tool errors. Even in cases where measurement errors are similar, it can provide reliable
calibration results, which are difficult to achieve in traditional models.

5. Analysis of Research Hotspots

Keywords reflect the interrelationships among various themes explored in the liter-
ature, briefly summarizing the research content. Analyzing keywords is instrumental in
gaining insights into the research hotspots of a field. To mitigate potential errors from
using a single software, both VOSviewer 1.6.15 and CiteSpace 6.1.R2 were employed to
generate the keyword co-occurrence maps shown in Figure 8a,b. These maps exhibit good
consistency between the two software tools. In these maps, the size of each node or the
intensity of its color represents the frequency of the keyword’s occurrence. As the frequency
increases, the node’s circle enlarges, or the area’s color intensifies.

As demonstrated in Figure 9, cluster analysis conducted using CiteSpace 6.1.R2 iden-
tified four current research hotspots in the field of ultrasonic defect detection for long-
distance oil and gas pipelines: support vector machine, air-coupled ultrasound, guided
wave testing, and surface defects inspection.

Figure 10 reveals that since 1992, ultrasonic testing has emerged as a means of non-
destructive evaluation. During 2005–2015, ultrasonic technology saw widespread applica-
tion in the field of defect inspection in oil and gas pipelines. However, its use in natural gas
pipelines was mostly limited to external defect detection at welds during construction. In
response to the limitations of magnetic flux leakage detection, particularly in identifying
planar defects at girth welds, the existing methods and capabilities were found inadequate
for the practical needs of the oil and gas engineering sector. This led to increased research
focus on ultrasonic testing in pipelines, rapidly advancing the technology and theory of
ultrasonic defect detection.
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(a) (b) 

Figure 8. Keyword Visualization Analysis. (a) Citespace; (b) VOSviewer.

Figure 9. Keyword Clustering Analysis.

Figure 10. Keyword Temporal Map.
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From 2015 to the present, there has been an explosive development of new acoustic
testing techniques. Current ultrasonic testing in oil and gas pipelines focuses on overcoming
challenges such as the inapplicability of coupling agents in natural gas pipelines (where
planar defects are more problematic than in oil pipelines) and the application of artificial
intelligence and data mining for the analysis and interpretation of existing ultrasonic data.
This explains why concepts like support vector machine, air-coupled ultrasound, and
guided waves have become hot topics in the field.

5.1. Surface Defect
5.1.1. Conventional Surface Inspection Methods

Surface defect detection has always been a core focus of pipeline inspection. Con-
ventional surface inspection methods include penetrant testing (PT), magnetic particle
testing (MPT), and eddy current testing (as shown in Table 7). Compared to ultrasonic
in-line inspection, PT and MPT offer higher sensitivity but require the removal of pipeline
coatings. They also demand high cleanliness of the test surface and are not suitable for
in-line inspection [3]. As mentioned in the previous section, EC has matured in internal
inspection applications. However, due to the skin and lift-off effects, this technology is
quite sensitive to speed and lift-off [51–53].

Table 7. Comparison of Nondestructive Testing Methods for Surface Defects.

Penetration Testing Magnetic Particle Testing Eddy Current Testing

Principle Capillary phenomenon Magnetic force Electromagnetic induction

Range Any non-porous material Ferromagnetic materials Conductive materials

Position surface opening defects surface or near-surface defects Surface

Sensitivity High High Low

Speed Slow Fast Fast, can be automated

Effect of Defect Orientation
on Detection Probability

Unaffected by defect
orientation

Affected by defect orientation,
easily detects defects

perpendicular to the direction
of magnetic lines

Affected by defect orientation,
easily detects defects

perpendicular to the direction of
eddy currents

Effect of Surface Roughness
on Detection Probability

Rougher the surface, lower
the probability of detection

Affected, but less than
penetration testing Greatly affected

5.1.2. Ultrasonic Surface Inspection Techniques

UT can effectively address the abovementioned issues. However, during the propaga-
tion of ultrasonic waves, interference can create a series of uneven sound pressure zones
near the wave source, known as the near-field zone. The presence of this area can lead to
inaccurate quantitative assessment of surface defects. Additionally, tiny cracks on the inner
surface of the pipeline wall can easily mask larger defects below, affecting the detection
of larger defects. To address this issue, scholars from around the world have conducted
extensive research. Considering the near-field zone’s impact on detection, J.M. Ha et al.
proposed an ultrasonic detection method based on autoencoders to inspect defects within
the dead zone of the probe. This method can identify subtle deviations caused by defects.
To validate the model’s effectiveness, aluminum blocks with near-surface defects were
subjected to B-scan testing. The results showed that the proposed method outperforms
traditional gate-based detection methods in identifying the size and location of near-surface
defects [54]. Jun He and colleagues presented a quantitative approach for detecting surface
anomalies using Rayleigh waves generated by lasers. Experimental results demonstrate
that this method outperforms standing wave energy or reflected wave energy techniques,
particularly in imaging vertical and inclined defects [55]. Similar challenges are also en-
countered in ultrasonic phased array testing. Tian and YK established a mathematical
model combining background subtraction with the square difference algorithm based
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on linear acoustic theory to extract the echo features of near-surface defects. Simulation
and experimental results show that this model can effectively extract the echo features of
near-surface defects, achieving positioning and quantitative accuracy values of 0.2 mm and
0.3 mm, respectively, for near-surface defects [56].

5.2. Guided Wave Inspection Technique

Guided wave ultrasonic testing (GWUT) is a non-destructive testing method that
utilizes the propagation characteristics of ultrasonic waves in solids to detect internal
structures, defects, or variations in materials [57]. Standard testing methods include
“pulse-echo” and “pitch–catch” modes. Unlike bulk ultrasonic waves propagating in
the direction of wall thickness, guided waves propagate axially along the pipeline, as
illustrated in Figure 11. With only a single or a few probes, it is possible to effectively
conduct long-distance screening of cross-sectional or axial damage in critical areas of the
pipeline [58,59]. Guided wave testing, emerging as an external inspection method for non-
piggable pipeline segments, began gaining prominence in the 1970s [60,61]. This technique
allows for screening pipeline defects over tens of meters by merely removing a portion of
the coating layer [62].

Figure 11. Principle of Guided Waves.

5.2.1. Potential-Based Pipeline External Inspection Methods

Furthermore, there is another category of pipeline defect inspection methods based
on changes in electrical potential. As Table 8 illustrates, these methods generally require
manual patrolling, heavily relying on the operator’s subjective judgment. They are highly
susceptible to environmental disturbances and incapable of ascertaining the state of coating
delamination. Guided wave testing can detect coating delamination through changes in
the dispersion characteristics of torsional waves caused by local coating [63]. However, its
application in buried pipelines is severely constrained by the need for localized excavation
and coating removal, limiting the widespread adoption of this technology [64].
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Table 8. Pipeline External Inspection Methods Without Excavation.

Method
Coating

Delamination
Size Location Severity

External
Interfer-

ence

Cathodic
Protection
Evaluation

Operator Pipeline
Inspection

Current
Source

Pipeline-to-Soil
Potential Survey

(P/S)
GP/G

Close-Interval
Potential Survey

(CIPS)
GP/G

Direct Current
Voltage Gradient

(DCVG)
D

Pearson A

Pipe Current
Attenuation

Method
A

Frequency Domain
Reflectometry

(FDR)
A

Cathodic Protection System—GP. Direct Current—D. Alternating Current—A. Ground—G.

5.2.2. Non-Contact Ultrasonic-Guided Wave Testing

The advent of novel non-contact ultrasonic testing technologies has expanded the
possibilities of using guided waves for internal pipeline inspection. Non-contact ultrasonics
can be categorized into electromagnetic ultrasonics, laser ultrasonics, and air-coupled
ultrasonics. Their principles, advantages, and limitations are shown in Table 9.

Table 9. Comparison of Non-Contact Ultrasound-Guided Wave Techniques.

Technology Type Principle of Detection Advantages Limitations

Laser Ultrasonic-Guided
Wave Testing

Utilizes laser pulses to induce
stress pulses in the test piece
through thermoelastic or
ablation effects, generating
ultrasonic wave signals.

Non-contact detection suitable
for high-temperature,
high-pressure, toxic
environments;
high sensitivity allows for
inspection on complex
structures.

Efficiency of laser conversion to
ultrasonic signals may be low;
Sigh-power lasers may damage
the surface of the specimen;
sensitivity of detection may be
suboptimal.

Electromagnetic
Ultrasonic-Guided Wave

Testing

Employs a probe to emit
ultrasonic-guided waves, using
the time difference of
reflections from the inner and
outer walls of the pipeline to
determine wall thickness and
corrosion.

Capable of long-distance
detection, convenient
operation, and minimally
affected by external factors,
such as temperature, pressure,
and internal flow media.

Direct measurement of wall
thickness is not possible;
sensitive to defects in wall
depth and circumferential
width, only axial length of
defects can be measured within
a certain range.

Air Coupled
Ultrasonic-Guided Wave

Testing

Uses air as the coupling
medium, transmitting and
receiving ultrasonic waves
through air-coupled
transducers to detect material
defects.

Non-contact detection without
the need for a coupling agent,
suitable for high-temperature
or inaccessible environments;
capable of inspecting very thin
workpieces.

Due to the attenuation of
ultrasound by air and
impedance differences at the
air–solid interface, there is
significant reflection and low
conversion efficiency of
ultrasonic waves, resulting in a
potentially low SNR.

(a) Laser Ultrasonic-Guided Waves Testing

Owing to high maintenance costs and factors like surface roughness, speed, and
environmental vibrations, LUGWT is predominantly used in precision industries, such
as aerospace for defect detection, and remains largely experimental in pipeline applica-
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tions [65]. For instance, JH et al. [55] utilized laser-generated guided waves to assess
pipeline corrosion and successfully evaluated the location and size of defects in two-
dimensional scan images.

(b) Electromagnetic Ultrasonic-Guided Waves Testing

In industrial in-line inspections, the applications of non-contact ultrasonic-guided
waves are presently limited to EmatScan CD and ROCDeMAT-c developed by ROSEN
and P II, as well as NDT Global’s ARTscan intelligent PIG as shown in Table 10. Electro-
magnetic ultrasonic guided waves operate through a process where alternating electric
currents induce high-frequency eddy currents on the surface of a pipeline. When sub-
jected to an external magnetic field, these eddy currents stimulate the generation of guided
waves [66,67].

Table 10. Types of Internal Inspectors and Inspection Capabilities.

Corporation Product
Crack

(Length × Depth)
Operation

Speed

Wall
Thickness

(mm)

Depth
Sizing

Length
Sizing

Medium
Type

Orientation
to Pipe Axis

Min. Bend
Radius

P II

UltraScan
CD EDGE 15 × 1 ≤2.5 m/s 5~10 ±0.7 ±7.5 liquid 0◦ 1.5 D

UltraScan
CDP/DUO 25 × 1 ≤5 m/s 5~13 ±0.7 ±7.5 liquid 0◦ 1.5 D

EmatScan
CD 50 × 2 ≤2.5 m/s 7~13 ±1.1 ±10 G/L 0◦ 1.5 D

ROSEN ROCDeMAT-
c 40 × 2 ≤2.5 m/s 0~20 mm ±0.15 t ±20 G/L ±18◦ 1.5 D

TDW SpirALL 30 × 2 ≤2.5 m/s 0~13 mm ±1 ±10 G/L ±10◦ 1.5 D

CNPC / 50 × 2 ≤2.5 m/s 7~13 ±1.1 ±10 liquid 0◦ 1.5 D

NDT
Global

PROTON 20 × 1 ≤1.4 m/s 7~13 ±1 ±10 liquid ±10◦ 3 D

EVO
Eclipse

UCx
20 × 1 ≤4 m/s 0~13 mm ±1 ±10 liquid ±10◦ 1.5 D

To deepen understanding of these technologies, scholars worldwide have conducted
extensive research [68–70]. Nurmalia proposed an EMAT pipeline inspection technology
based on high-order torsional-guided waves T(0,2), finding that phase measurement as a
quantitative detection method holds considerable potential [71]. Liu introduced a novel
flexible EMAT transducer for generating L(0,2)-guided waves in pipelines, demonstrating
its effectiveness in corrosion detection in this mode [72]. Masahiko also developed an
EMAT technique to detect corrosion defects on steel pipes’ external surface, basing axial
defects’ location and depth assessment on the amplitude and phase shift responses of the
round-trip signals in SH0 and SH1 modes. The results indicated that the SH1 mode is more
sensitive to defects than the SH0 mode [73].

Limitations: In summary, non-contact ultrasonic-guided wave testing primarily uti-
lizes Lamb and surface waves. The circumferential propagation characteristic of Lamb
waves makes this technology particularly effective in detecting stress corrosion cracks in
natural gas pipelines and is sensitive to crack defects at straight weld seams. However, it
faces challenges in detecting minute cracks at girth welds [74,75]. Due to the multimodal
nature, dispersion, and long-distance attenuation properties of ultrasonic-guided waves,
the testing typically involves using broadband low-frequency modulated pulses as the
excitation signal. This approach, while effective, also leads to limitations in terms of defect
resolution and the accuracy of defect localization in ultrasonic-guided wave testing.

5.3. Air-Coupled Ultrasound

Air-coupled ultrasonics represents a novel non-contact ultrasonic testing technology,
utilizing air as the coupling medium. Air-coupled ultrasonics boasts distinct features such
as non-contact operation, large stand-off distance, and low power consumption. This
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technology is suitable for ferromagnetic materials and applies to natural gas pipelines and
medium- to low-pressure pipelines where traditional ultrasonics and magnetic flux leakage
methods are ineffective. Thus, it offers a broader range of applicability [76–78].

Air-coupled ultrasonics, compared to contact or immersion ultrasonics, experience a
significant reduction in sensitivity, approximately 80 dB lower [79,80]. This energy atten-
uation primarily arises from three factors: ultrasonic wave attenuation in air, substantial
reflection at the air–solid interface, and the efficiency of ultrasonic transducer conversion.
The inherent acoustic attenuation in air and surface reflection remains an unavoidable
natural phenomenon in ultrasonics, leading to low transducer efficiency and prolonged
pulse reverberation due to the significant impedance mismatch.

To enhance signal quality, current research in the industry is focused on two main areas:

• Optimization of air-coupled ultrasonic probe structures and materials.

Air-coupled probes can be categorized into piezoelectric and capacitive types. Ca-
pacitive transducers operate by applying an excitation voltage between a metallized film
and a conductive substrate, causing the film to vibrate under electrostatic action, thereby
generating ultrasonics at specific frequencies. D.W. Schindel and others, through compara-
tive studies, found that capacitive ultrasonic probes offer a broad frequency response and
good damping, effectively addressing the issue of high central frequency present during
ultrasonic wave excitation in piezoelectric ultrasonics [81]. However, due to their high cost
and strong environmental dependency, capacitive probes remain largely experimental and
have not yet seen widespread industrial application [82]. In 1995, Hutchins et al. achieved
the fabrication of regular air layers on the conductive substrate of electrostatic transducers
through etching, demonstrating these probes’ excellent bandwidth performance [83].

Advances in piezoelectric ultrasonic transducers have also been achieved, especially
in their structural design. To improve resonance effects, one to three connected composite
sensors have been developed, reducing the impedance of sensor materials and enhancing
efficiency and coupling performance [84]. Selecting superior matching layer materials to
allow more energy transmission through the air into the test object is a key factor in realizing
these improvements. Alvarez-Arenas and others at the Spanish CSIC Institute of Acoustics,
after researching various material characteristics, identified nylon as ideal materials (with
mixed cellulose ester and polyvinylidene fluoride being suitable for frequencies above
2 MHz). This research largely resolved the issue of selecting matching materials and was
the first to study the variation of material attenuation coefficients with frequency [65].

Piezoelectric probes, owing to their higher power output, have long dominated the
commercial ultrasonic probe market. Systems developed by companies like Probe Cor-
poration in Japan, and Ultran, PAC, and SONOTEC in Germany, which are based on
piezoelectric transducers, are examples. Research in areas such as focused air-coupled
transducers and defect detection in composite materials and lithium-ion batteries has been
conducted by institutions like Beihang University, Nanjing University, and the Chinese
Academy of Sciences’ Institute of Acoustics. However, there remains a lack of development
in equipment specifically for internal inspection of oil and gas pipelines.

• Signal encoding

Hutchins et al. [85] utilized pulse compression technology to encode excitation signals,
using capacitive sensors to generate broadband chirp signals in air for measuring solid
samples. Their results demonstrated that this signal processing technique significantly
enhances the signal-to-noise ratio (SNR) and detection precision of air-coupled testing,
validating the feasibility of pulse compression technology in improving air-coupled ul-
trasonic performance. The team also conducted a comparative study of existing signal
encoding techniques, concluding that the optimal choice of modulated signals depends on
the available bandwidth and type of measurement [86]. Garcia and colleagues proposed
using Golay sequences to encode Lamb waves excited by air-coupled ultrasonics, finding
that the SNR of ultrasonic signals under Golay encoding improved by 21 dB compared to
non-encoded excitation [87]. Additionally, Tang et al. introduced phase-encoded excitation
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and pulse compression techniques, effectively raising the SNR of received signals by over
10 dB [88]. Li and colleagues suggested using P4 polyphase sequences to encode excitation
in air-coupled piezoelectric transducer-based non-destructive testing systems. Their mixed
signal processing method increased the SNR by 12.11 dB and improved the time-domain
resolution by approximately 35% [89].

Despite these advancements in probe design and signal encoding, the effectiveness of
air-coupled ultrasonics in metal detection remains limited, particularly with high-speed
operation and vibration impacts of internal detectors. Air-coupled ultrasonics was first
proven in 1973 for generating Lamb waves in metal plates. Since then, Lamb waves have
been extensively used in various materials, including fiber-reinforced polymer compos-
ites [90,91]. In the industrial sector, NDT GLOBAL is currently the only company applying
air-coupled ultrasonic testing in the internal inspection of metal pipelines. Their developed
ARTscan system (typically 400 kHz–1.2 MHz, with pressure above 7 MPa) merges low-
frequency broadband signals with resonant and guided wave technologies. This not only
allows for highly precise measurements of metal loss in pipelines (±0.4 mm) and the detec-
tion and classification of thick-walled defects but also facilitates comprehensive geometric
measurements. This advancement represents a significant step in applying air-coupled
ultrasonics in metal pipeline inspection. Compared to immersion ultrasonic, which requires
coupling agents and high cleanliness, ART has a 50% deformation pass-through capability
(compared to 10% for magnetic flux leakage) and 1.5D high pass-through ability, allowing
for pipeline inspection without pigging. It means that when inspecting these mainline
oil and gas pipelines, oil and gas suppliers can avoid reducing the internal pressure and
flow velocity of the pipelines, thereby avoiding a significant decrease in the transportation
volume of oil and gas during pipeline internal inspection operations. Taking Central Asia–
China and China–Myanmar natural gas pipelines as examples, the direct losses caused
by the reduction in throughput during a single pipeline internal inspection operation can
amount to hundreds of millions of dollars.

5.4. Support Vector Machine

As the technology of ultrasonic internal inspection for pipelines continues to advance,
the influx of a large amount of data imposes higher demands on signal processing methods.
Signal processing of ultrasonic internal inspection signals can help reduce signal complexity
and extract useful information [92,93]. Some common ultrasonic signal processing methods
and data process flow are shown in Figure 12.

The support vector machine (SVM) is a supervised learning model used for classifi-
cation and regression analysis. It has shown excellent performance in data mining and
pattern recognition tasks in inspecting oil and gas pipelines. SVM can accurately handle
linear problems; for complex nonlinear issues, data can be mapped to a high-dimensional
space through nonlinear transformation functions [94–96]. To reduce computational costs,
kernel functions can be used instead of nonlinear transformation functions [97]. Like SVM,
other machine learning (ML) methods, such as decision trees, random forests, and naive
Bayes have been used. These ML methods can extract useful features from acoustic signals
and perform accurate classification and defect detection based on these features [98–100].
However, the class of traditional machine learning algorithms represented by support
vector machines may not perform as well as deep learning when dealing with complex or
large data models. They require manual feature engineering and may also rely on domain-
specific expert knowledge. They are generally less suitable for handling high-dimensional
data and nonlinear relationships. They are more suitable for small samples and nonlinear
tasks but less suitable for large-scale datasets and multi-classification tasks [101–103].
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Figure 12. Ultrasonic Signal Analysis Workflow.

Deep learning methods have gained significant attention with the increasing volume
of data and the growing complexity of ultrasonic signals. Common deep learning networks
include convolutional neural networks (CNN) [104], graph neural networks (GNNs) [98],
recurrent neural networks (RNN) [105], long short-term memory (LSTM) [106], and Au-
toEncoder [107]. It is evident that data-driven techniques dominated by machine learning
(ML) methods have demonstrated significant advantages in ultrasonic in-line inspection
compared to physical models [108]. Their primary applications fall into the following
three categories:
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• Defect Classification:

Using deep learning algorithms to classify defects in the pipe body and weld area
has been a prominent research topic in the ultrasonic inspection of oil and gas pipelines.
Traditional defect classification methods struggle to differentiate between different types of
defects accurately. Deep learning methods like CNN and LSTM often excel in handling
complex signals, extracting temporal features, and improving detection accuracy. For
example, Bettayeb et al. used wavelet transformation to extract feature vectors related to
defects on the pipe body and weld, such as cracks, porosity, or inclusions. These feature
vectors contain two-dimensional information about defects, and an artificial neural network
(ANN) trained with a backpropagation algorithm was used to classify these feature vectors.
The results showed that combining wavelet transformation and ANN could significantly
suppress noise levels and improve defect classification accuracy [109]. Building on this,
Sambath et al. analyzed 1084 samples using similar principles and achieved a reasonable
classification rate of 94% [110]. Guo et al. proposed an image-based deep learning defect
classification method. They used a gated recurrent unit fully convolutional network (GRU-
FCN) to extract temporal features from A-scan ultrasound signals. The training, validation,
and test datasets comprised 3600 ultrasound waveforms collected in experiments. The
results were compared with LSTM, GRU, and ResNet, revealing that GRU-FCN achieved
higher accuracy [111].

• Defect Characterization:

Defect characterization has been a critical basis for transitioning from non-destructive
testing (NDT) to non-destructive evaluation (NDE). The accuracy of quantifying defects
directly influences the effectiveness of non-destructive evaluation. C. Guo et al. proposed a
novel residual vision transformer (Res-ViT) architecture based on deep residual networks
(ResNet) and visual transformers (ViT). They conducted experiments on elliptical defects
with inclination angles of 60◦ at different noise levels. Compared to the principal component
analysis and nearest neighbor method, the root mean square error (RMSE) of the defect
size was reduced by 61% [112]. Miorelli et al. introduced a CNN model for automatically
locating and sizing defects from guided ultrasonic wave data. The deep learning model was
trained using both simulated and experimental data, and the experiments demonstrated
the model’s adaptability to real-world environments, achieving an accuracy of up to
90% [113]. Bai et al. compared the classical Bayesian inversion method proposed by
Miorelli and a CNN regression model. In this study, the classical Bayesian method exhibited
higher accuracy and lower uncertainty in defect characterization, but it introduced more
discreteness due to the model’s inherent uncertainty [114].

• Data Preprocessing:

In practical experiments or industrial applications, data often come with noise due
to environmental factors or equipment characteristics, which can affect subsequent signal
analysis. Data preprocessing aims to improve the quality of ultrasonic detection data. Data
preprocessing techniques include but are not limited to image denoising, feature recognition
and extraction, and data compression. Noise reduction primarily aims to improve the
signal-to-noise ratio (SNR). Yang et al. designed a lightweight denoising network called
the global interactive attention lightweight denoising network (GIALDN) for analyzing
vibration signals and locating internal defects in CFRP laminates. In GIALDN, a threshold-
based denoising method was used to eliminate noise-related features and enhance feature
discriminability. The results showed that GIALDN achieved a location accuracy of 98.68%,
which was more than 15% higher than VGGnet11 and FaultNet, and outperformed LSTM,
RNN, Rsenet18, SEresnet18, and Densenet121 [115]. For ultrasonic defect detection, which
typically involves a larger volume of data compared to conventional eddy current testing,
compressing input data into latent features can replace the indiscriminate retention of raw
data. Kesharaju proposed a feature selection method based on the genetic algorithm (GA)
and fully convolutional neural network (FCNN). This method used a subset of preselected
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features as input to the FCNN model. The results showed that the performance improved
by 94% compared to the model based on principal component analysis (PCA) [116].

Limitations: Currently, most machine learning methods are primarily in the theoreti-
cal validation stage, with only a few models being applied in industrial practices, and their
performance is not ideal. The main challenge lies in the difficulty of obtaining a sufficient
amount of high-quality data due to the confidentiality and sensitivity of oil and gas pipeline
data. Therefore, most research based on machine learning methods is conducted using
simulated data or laboratory data for defect or anomaly detection analysis, making it
challenging to adapt to real-world pipeline inspection data.

6. Potential Challenges and Opportunities

Considering the current testing technology, it is evident that we are still in the early
stages of ultrasonic non-destructive evaluation. Therefore, in the foreseeable future, internal
ultrasonic inspection of oil and gas pipelines will continue to face the following challenges
and opportunities:

(1) Exploration of novel sensor designs and materials for enhanced sensitivity and reso-
lution in UT inspections.

(2) Research into multi-modal sensor arrays combining UT with other NDT techniques
(e.g., electromagnetic acoustic transducers or distributed fiber optic sensors) for
complementary defect characterization.

(3) Miniaturization of sensors for improved accessibility to challenging pipeline geome-
tries and locations.

(4) Addressing the impact of velocity and vibration on the accuracy and precision of detec-
tion from both theoretical and sensor optimization perspectives to achieve ultrasonic
inspection at the velocity of the conveying medium.

(5) Development of novel encoding algorithms to mitigate artifacts and enhance the
sensitivity of ultrasound imaging.

(6) Air-coupled testing holds promising applications in the inspection of oil and gas
pipelines because of its ability to detect cracks and metal loss defects in thick-walled
pipelines that magnetic flux leakage testing may not detect.

(7) Integration of machine learning algorithms for optimized encoding parameter selec-
tion, real-time adaptive imaging and corrosion quantification [117].

(8) Exploration of novel materials with tailored acoustic properties for matching layers to
optimize acoustic impedance matching and minimize signal loss at transducer interfaces.

(9) The enhancement of generalization and transfer learning capabilities of ultrasonic
data analysis models established based on simulation and laboratory in industrial
application environments.

7. Conclusions

In this study, we conducted a bibliometric analysis based on 350 ultrasonic testing-
related publications from the Web of Science (WOS) database since 1992. Utilizing data
visualization techniques, we identified the most influential countries, institutions, and
publications in the field globally. Our analysis of the data level elucidates the potential
developmental reasons behind these trends. We observed that Western developed countries,
represented primarily by the UK and the USA, continue to maintain a central position in
the realm of ultrasonic testing. Due to industrial development needs, China has shown
rapid progress in ultrasonics in recent years, and the focal point of ultrasonic testing is
progressively shifting from theoretical aspects to practical scene applications.

To mitigate the impact of personal biases on this research, we relied on cluster analysis
and timeline methods to pinpoint the current research hotspots in ultrasonic testing for
oil and gas pipelines. This approach enabled us to delineate the research tasks in various
stages of oil and gas pipeline ultrasonic testing. Building on the hotspot analysis, we also
presented the ongoing opportunities and challenges in this field.
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Like ultrasonic testing technology itself, which possesses unique advantages and
limitations, our study is not without its constraints. For instance, due to the limitations
of the database, not all relevant literature in the field may be covered. However, the
data sourced from WOS ensures a comprehensive collection and analysis of core research
findings in the ultrasonic testing domain.
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