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Editorial

Special Issue “Electric, Magnetic, and Electromagnetic Fields in
Biology and Medicine: From Mechanisms to Biomedical
Applications: 2nd Edition”

Stefania Romeo * and Anna Sannino *

CNR—Institute for Electromagnetic Sensing of the Environment (IREA), 80124 Napoli, Italy
* Correspondence: romeo.s@irea.cnr.it (S.R.); sannino.a@irea.cnr.it (A.S.)

1. Introduction

Electric, magnetic, and electromagnetic fields (EMFs) are widely used in everyday
life, as well as in specific occupational environments and clinical settings. EMF-based
technologies employ different parts of the spectrum, from static fields to low- and high-
frequency EMFs encompassing millimeter waves and THz [1].

Exposure to these fields raises concerns about the possible effects on human health.
On the other hand, biomedical applications of non-ionizing radiation are successfully
employed for diagnosis and therapy (e.g., electroporation-based treatments, microwave
hyperthermia, transcranial magnetic stimulation, etc.). There is great interest in evaluating
the associated interaction mechanisms, which are also relevant in fostering the development
of new biomedical applications and the optimization of the existing ones.

This Special Issue, entitled “Electric, Magnetic, and Electromagnetic Fields in Biology
and Medicine: From Mechanisms to Biomedical Applications: 2nd Edition”, includes
contributions focusing primarily on the therapeutic and diagnostic applications of EMFs.
In vitro, in silico, and human studies are presented where the aim was either to optimize
technical aspects of the applications, or to provide insight into biological, biophysical,
electrical, or electrochemical mechanisms. Overall, these contributions present an overview
of the broad spectrum of established and potential applications of electromagnetics in the
biomedical field.

2. Contributions to the Special Issue

The call for articles on “Electric, Magnetic, and Electromagnetic Fields in Biology and
Medicine: From Mechanisms to Biomedical Applications: 2nd Edition” resulted in a total
of 14 accepted manuscripts: 12 regular papers, and 2 review papers. A brief description of
each contribution is reported in the following passages, with the papers organized based
on the topics addressed.

2.1. Transcranial Magnetic and Direct Current Stimulation

Transcranial Magnetic and Direct Current Stimulation (TMS, tDCS) are non-invasive
brain stimulation techniques that have gained increased interest in recent decades not
only for their potential application in the treatment of mental health conditions (addiction,
depression, anxiety, etc.), but also for other neurological conditions as well as for rehabilita-
tion purposes. TMS uses coil-generated magnetic fields to induce an electrical current in
the brain and stimulate specific cortical regions, whereas tDCS applies low-intensity direct
currents by means of suitable electrodes to modulate brain excitability through changes in
the resting membrane potentials [2].

Bioengineering 2025, 12, 739 https://doi.org/10.3390/bioengineering12070739
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In this Special Issue, five full papers addressed TMS or tDCS, considering different
aspects of the techniques and their applications.

Pantovic and co-workers performed a double-blind, randomized, between-subject,
sham-controlled, experimental study to analyze whether cerebellar tDCS could improve
motor learning in a complex overhand throwing task in thirty young adults. The sub-
jects were able to improve accuracy in performing the task, but there were no significant
differences between those subjected to tDCS and sham controls. The authors concluded
that tDCS failed to improve motor learning in this complex motor task to a greater degree
than practice alone (sham) in the experimental conditions tested in the study, and that
future studies are needed to fully determine the efficacy of cerebellar tDCS for potentially
enhancing motor skill acquisition and learning in healthy young adults [3].

Pantovic and co-workers addressed the optimization of Intracortical Facilitation (ICF),
which is a paired-pulse TMS measurement used to quantify interneuron activity in the
primary motor cortex in healthy populations and motor disorders. Specifically, they con-
sidered the role of time between ICF trials (inter-trial interval; ITI). In a within-subject
experimental design, twenty young adults participated in an experimental session involv-
ing voluntary muscle contraction under four separate ICF trial blocks, with each utilizing
different ITIs (4, 6, 8, and 10 s). The outcome was assessed by analyzing the electromyo-
graphic response. The main finding of the study was that ICF values were similar for all
four ITIs tested and did not significantly change over the course of time for any of the ICF
blocks considered [4].

In a similar study, de Albuquerque and co-authors assessed the role of ITIs on Short-
Interval Intracortical Inhibition (SICI), which is a common paired-pulse TMS measure
of the primary motor cortex interneuron activity in healthy subjects and neurological
disorders. The experiments were performed on the right-hand of twenty-three healthy,
young participants, and involved voluntary muscle contraction under four SICI trial blocks,
each utilizing different ITIs (4, 6, 8, and 10 s). The outcome was assessed by analyzing
the electromyographic response. The main findings indicated that measurements of SICI
neither differed between ITIs (ranging between 4 and 10 s) nor demonstrated significant
time-dependent amplitude changes within blocks of trials [5].

In another paper, Robins and co-workers addressed an alternative approach to mag-
netic neurostimulation in which the time-varying magnetic field (and the resultant, induced
electric field) is generated not by current-carrying coils, but by using rotating permanent
magnets. The authors assessed the electric field characteristics of various rotating magnet
configurations through computational modeling and validated the results via experimental
measurements of field strengths on a head phantom. The results of the analysis showed
that the maximum induced E-field strength on the head surface was around 0.1% of the
field strength induced by conventional TMS, and that electric field strength depended on
rotational frequency. Further research is needed to conduct simulations of rotating mag-
netic stimulation on anatomically accurate head models, as well as to optimize treatment
parameters such as stimulation frequency and magnet placement [6].

In the paper by Camera and co-authors, low-frequency numerical dosimetry ap-
proaches used for TMS studies were compared across simplified and realistic anatomical
models to assess their accuracy in evaluating induced electric fields. For the study, a typical
figure-of-8 coil was used as the TMS source, and the performance levels of two simulation
platforms, SimNIBS v.4.0.0 [7] and Sim4Life v7.2.4 (ZMT, Zurich MedTech, Zurich, Switzer-
land), were compared based on three different exposure scenarios: a homogeneous sphere,
a sphere with an internal discontinuity, and a head model derived from Magnetic Reso-
nance Imaging (MRI) data. The results indicated that the differences between the obtained
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results were larger upon increasing the geometric complexity of the model. However, the
differences remained contained overall [8].

2.2. Mechanisms and Clinical Applications of Pulsed Electromagnetic and Electric Fields

Pulsed Electromagnetic (PEMFs) and Electric Fields (PEFs) are successfully employed
within numerous medical applications, including the treatment of musculoskeletal disor-
ders, like non-union fractures, osteoarthritis and osteoporosis, and also the stimulation
of bone healing, promotion of wound healing, electrical stimulation of tissues, and can
even be used in adjuvant cancer treatments. Nevertheless, a clear understanding of the
underlying molecular mechanisms and associated robust clinical outcomes remains elusive
because of their diverse use [1,9].

In this Special Issue, three full papers and two reviews addressed the biological
mechanisms and clinical applications of PEMFs and PEFs.

Costantini and co-authors assessed the inflammatory, antioxidant, cell proliferation,
and wound healing response of human primary dermal fibroblasts (HDFs) isolated from
normal and ulcerated areas of venous leg ulcer patients and then exposed to PEMFs in
the radiofrequency range by means of a commercial medical device. The exposure to RF
PEMFs induced an earlier reduction in the scratch-induced cell-free area displayed by
exposed ulcer-HDFs compared to the unexposed ones and even to normal-HDFs. This
trend persisted after 24 h, suggesting an increase in the repair ability in PRF-EMF-exposed
ulcer-derived HDFs. The results of the study show that a PEMF may affect ulcer-HDF
cell proliferation and modulate the expression and production of cytokines, leading to an
improvement in wound healing by activating the robust migration of fibroblasts and by
further stimulating the inflammatory response [10].

Sun and co-workers analyzed whether biphasic, charge-balanced electric impulses,
generated with either manual calibration, capacitive electrode coupling, or feedback regu-
lation of electrode polarization, could reduce the electrochemical reactions at the interface
of graphite electrodes used for the continuous stimulation of myocardial tissue. Faradaic
reactions at the electrode surface were quantified using phenol red as a redox-sensitive
tracer. The study demonstrated that charge control is an effective measure to improve
the electrochemical compatibility of biphasic electrical impulses, whereas the capacitive
coupling approach gave less satisfactory results. Further studies are thus warranted to
understand the biological implications of this technique [11].

In Asadipour et al., the authors analyzed the effects of post-pulse waveform nanosec-
ond (ns) PEFs, i.e., low-intensity, spurious pulses occurring after the main one due to
an incomplete discharge, that have been demonstrated to affect the biological effects of
nsPEFs. Two commonly used pulse generator designs, both featuring identical main pulse
characteristics but different post-pulse shapes, were used to compare the effects on various
cellular endpoints. The thresholds for the dissipation of the mitochondrial membrane
potential, loss of viability, and increase in plasma membrane permeability all occurred
at different pulsing numbers for the two generators, and biphasic effects were detected
in only one case. The paper demonstrated that conditions resulting from low post-pulse
intensity charging have a significant impact on cell responses and should be considered
when comparing the results from similar pulse waveforms [12].

The first review, presented by A. Szasz, reports on modulated electro-hyperthermia
(mEHT), a variation of the conventional hyperthermia treatment, which selectively heats
malignant tissues and makes them more sensitive to oncological treatments. Specifically,
the author discusses pulsed mEHT, in which heat is applied to tumor tissue in short,
controlled bursts rather than continuously. This approach can potentially enhance the

3
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effectiveness of cancer treatments while minimizing the damage to healthy surrounding
tissues [13].

In the second review, presented by Kaadan and co-workers, scientific literature regard-
ing the use of PEMFs for the treatment of fresh fractures, delayed union, and non-union,
and possible underlying mechanisms, was discussed. The review describes biological
pathways behind the bone-repair effect of PEMFs, starting from the cellular scale, and
continuing up to the tissue and organismal scale. Overall, the use of PEMFs in orthopedic
applications could potentially become a standard adjunctive therapy in the management of
fractures and non-union thanks to the safety profile, absence of adverse effects reported,
and non-invasive nature, provided that a better understanding of the mechanisms is
unlocked [14].

2.3. Magnetic Resonance Imaging

MRI is a non-invasive imaging modality that uses intense, static magnetic fields and
RF pulses to generate detailed images of internal body structures. MRI has become a
cornerstone in medical diagnostics due to its high spatial resolution and excellent contrast
resolution, especially for soft tissue. MRI is widely used in neurology, cardiology, mus-
culoskeletal imaging, and oncology, among other fields, providing detailed information
that can aid in diagnosis, treatment planning, and monitoring. Its advantages include high-
contrast resolution, non-ionizing radiation, and the ability to acquire multiplanar images.
On the other hand, limitations include long scan times, high costs, contraindications in
patients with certain implants or devices, and sensitivity to patient motion, although the
MRI technology continues to expand in clinical applications [15].

This Special Issue includes two full articles addressing this topic.
Guo et al. focused on advanced diagnostic techniques to improve the visualization of

biological tissues with specific proton relaxation characteristics. They investigated whether
the use of imaging techniques such as Zero Echo Time (ZTE) and the Ultrashort Echo Time
(UTE) sequence can directly detect collagen protons in bone and tendons in comparison
to water protons. Their main conclusions are that the ZTE sequence, like the UTE one,
cannot directly detect collagen protons in bone and tendons, as the MRI signal originates
from water protons and not via the collagen matrix. These results underscore the limits of
current MRI techniques for direct collagen imaging, and the need for alternative imaging
techniques or biochemical markers to study collagen integrity in bone and tendons [16].

Wang and co-workers addressed the study of electromagnetic fields and the dielectric
properties of human tissues in the context of Ultra-High-Field Magnetic Resonance Imaging
(UHF MRI), such as 7 T systems, with a focus on managing safety related to the Specific
Absorption Rate (SAR). Their research proposes a computational framework based on
High-Dimensional Model Representation (HDMR) as an effective alternative to traditional
methods, and the proposed modeling framework provides an accurate, computationally
efficient method for SAR estimation while reducing computational costs [17].

2.4. Other Topics

The use of magnetic scaffolds (MagSs) represents a fascinating and rapidly evolving
area in biomedical engineering, holding significant promise for both tissue repair and
cancer treatment. The integration of magnetic nanoparticles (MNPs) into biocompatible
scaffold materials is expected to facilitate remote manipulation and localized effects using
external magnetic fields. Overcoming these challenges will require new interdisciplinary
efforts and technological advances, including the development of mathematical tools and
additional elaborations to ensure the biocompatibility of MNPs [18]. From this perspective,
Lodi et al. assessed the performance of MagSs, which are biomaterials combined with
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MNPs for drug delivery (DD) in tissue engineering (TE) and cancer therapy (CT). The
use of MagSs is discussed as an innovative system for controlled drug release and tissue
repair, using static or dynamic magnetic stimuli. The authors analyzed MagS drug release
literature data and fitted them to mathematical and computational models. The study
establishes a strong quantitative foundation for MagS-based DD, aiding future research
in TE and CT applications. Future work should focus on improving MagS formulations,
optimizing magnetic properties, and integrating advanced modeling techniques for better
predictability and efficiency [19].

A further contribution to this Special Issue discussed the use of microwaves in biomed-
ical applications. In recent years, microwave energy has been successfully exploited within
medicine to treat diseases such as cancer and microbial infections via ablation therapy and
for rapid cell lysis. [20]. Moreover, microwaves can be used to enhance electrochemical
biosensor performance; for example, they can help modify electrode surfaces or facilitate
rapid chemical reactions, increasing the sensitivity and response speed of the biosensor. In
some cases, microwaves are also used to activate or boost electrochemical reactions, making
biosensors more efficient and suitable for quickly detecting small amounts of biomolecules
or pathogens [21].

In this framework, Joshi et al. presented a novel method for the rapid detection of
Clostridioides difficile (C. difficile) spores in stool samples. The study introduces a microwave-
enhanced lysis approach for DNA extraction combined with electrochemical biosensing to
identify C. difficile toxin genes. A custom-built microwave cavity operating at 2.45 GHz was
used to lyse C. difficile spores within 5 s. The microwave-enhanced method significantly
reduces the time needed for C. difficile detection (<10 min) compared to traditional methods.
The study introduces a diagnostic tool for quickly and accurately detecting C. difficile
infections as an alternative to existing diagnostic tests [22].

3. Conclusions

In the first edition of the Special Issue on “Electric, Magnetic, and Electromagnetic
Fields in Biology and Medicine: From Mechanisms to Biomedical Applications”, the
included contributions mainly addressed EMF exposure assessment, the biological effects
of EMF exposure, and health risk evaluation [23].

In the second edition, the included contributions mainly address the biomedical
applications of non-ionizing radiation, with different approaches spanning from in vitro
and human studies, to numerical modeling for the optimization of diagnostic or therapeutic
techniques, as well as to improve specific, technical aspects related to the development of
EMF-based technologies.

Overall, the papers presented in this Special Issue represent a diverse account of
EMF-based application complexity, guiding the reader through explanations of general
problems related to the use of EMFs and the basic results obtained from experimental and
in silico studies. We hope readers will find these articles useful and informative and inspire
further ground-breaking research in this area.
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Abbreviations

The following abbreviations are used in this manuscript:

C. difficile Clostridioides difficile
CT Cancer Therapy
DD Drug Delivery
HDF Human Dermal Fibroblasts
HDMR High-Dimensional Model Representation
ICF Intracortical Facilitation
ITI Inter-Trial Interval
MagS Magnetic scaffold
mEHT Modulated Electro-HyperThermia
MNP Magnetic Nanoparticle
MRI Magnetic Resonance Imaging
ns Nanosecond
PEF Pulsed Electric Field
PEMF Pulsed ElectroMagnetic Field
RF Radiofrequency
SAR Specific Absorption Rate
SICI Short-Interval Intracortical Inhibition
tDCS Transcranial Direct Current Stimulation
TE Tissue Engineering
TMS Transcranial Magnetic Stimulation
UHF Ultra-High-Field
UTE Ultrashort Echo Time
ZTE Zero Echo Time
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Abstract: Cerebellar transcranial direct current stimulation (tDCS) enhances motor skill and learning
in relatively simple motor tasks, but it is unclear if c-tDCS can improve motor performance in complex
motor tasks. The purpose of this study was to determine the influence of c-tDCS applied over multiple
days on motor learning in a complex overhand throwing task. In a double-blind, randomized,
between-subjects, SHAM-controlled, experimental design, 30 young adults were assigned to either a
c-tDCS or a SHAM group. Participants completed three identical experiments on consecutive days
that involved overhand throwing in a pre-test block, five practice blocks with concurrent c-tDCS, and
a post-test block. Overhand throwing endpoint accuracy was quantified as the endpoint error. The
first dorsal interosseous muscle motor evoked potential (MEP) amplitude elicited by transcranial
magnetic stimulation was used to quantify primary motor cortex (M1) excitability modulations
via c-tDCS. Endpoint error significantly decreased over the 3 days of practice, but the magnitude
of decrease was not significantly different between the c-tDCS and SHAM group. Similarly, MEP
amplitude slightly increased from the pre-tests to the post-tests, but these increases did not differ
between groups. These results indicate that multi-day c-tDCS does not improve motor learning in an
overhand throwing task or increase M1 excitability.

Keywords: motor skill; transcranial magnetic stimulation; transcranial direct current stimulation

1. Introduction

Transcranial direct current stimulation (tDCS) delivered to the cerebellum (c-tDCS)
has shown the ability to induce acute enhancements in skill acquisition in a variety of
motor tasks [1–5]. Specifically, most studies have observed motor skill increases on the
order of 10–15% when c-tDCS is applied before or during motor practice compared with
task practice alone [6–11]. These improvements can approach the results obtained when
tDCS is applied to the primary motor cortex (M1) [8,12]. M1 has been the brain area most
commonly targeted by tDCS and stimulation of this area has generally been found to confer
the greatest performance benefits [1,13–16]. However, c-tDCS may be able to elicit similar
or greater effects when compared with M1-tDCS in specific experimental conditions such as
adaptation-learning paradigms [4,8]. In addition, c-tDCS may be more effective for specific
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motor tasks where execution is highly dependent on the specialized contributions of the
cerebellum in motor control [2–5].

The vast majority of motor skill studies that have applied tDCS to any brain area have
involved a single stimulation session, usually lasting between 10 and 25 min. However, a
few studies [13,14] that applied M1-tDCS for 3–5 consecutive days reported cumulative
effects that produced 20–40% enhancements in total motor learning compared to SHAM
stimulation in a sequential visual isometric pinch force task (SVIPT) of the thumb and
index fingers. In addition, Cantarero et al. (2015) [12] delivered c-tDCS over 3 consecutive
days simultaneous with the same SVIPT and found substantial increases in motor learning
in an anodal c-tDCS group compared to both a cathodal c-tDCS and a SHAM stimulation
group. Interestingly, the phase of learning in which the gains in motor performance
were predominantly realized differed between M1-tDCS and c-tDCS in these studies.
M1-tDCS led to performance enhancements that were primarily mediated between the
daily stimulation sessions, whereas c-tDCS motor skill gains were achieved within the
stimulation sessions. This was quantified via a method developed [12–14] to mathematically
determine the unique contributions of within-session effects (online) and between-session
effects (offline) to the overall total motor learning. Taken together, these single- and multi-
session c-tDCS studies have important implications for enhancing performance in various
motor tasks and in numerous populations.

Despite the promising results in single-day and multi-day c-tDCS studies, all but one
of them [11] have involved relatively simple motor tasks such as two-dimensional arm
reaching, split-belt walking, eye movements, and unilateral pinch tasks of the hand. In
addition, almost all previous c-tDCS studies either involved adaptation-learning paradigms
or only a single stimulation session, with the exception of Cantarero et al. (2015) [12]. The
motor tasks were also usually laboratory tasks that were novel to the participants and
performed in contexts very different from those encountered in everyday life. Therefore, it
is unclear at the present time if c-tDCS can improve motor learning in a complex, multi-
joint task involving coordination of the whole body with concomitant strict endpoint
accuracy requirements. This is an important limitation because while simple motor tasks
allow for simpler experiments [17] and more rigorous experimental controls, and facilitate
concurrent physiological measurements, the study of complex motor tasks is needed to
fully understand movement [18,19]. Complex motor tasks are also more applicable to real
world activities performed in settings such as the workplace, military applications, sports,
and in activities of daily living.

The primary purpose was to determine the influence of c-tDCS applied over multiple
days on motor learning in a complex overhand throwing task in young adults. This was
accomplished by requiring two groups of participants to complete three practice sessions on
consecutive days concurrent with either tDCS or SHAM stimulation. Based on a single-day
c-tDCS overhand throwing study performed in our laboratory as well as a multi-day c-tDCS
study [12] and several previous multi-day M1-tDCS studies involving simple motor tasks,
it was hypothesized that c-tDCS would enhance overhand throwing accuracy. Accordingly,
it was predicted that c-tDCS would lead to greater improvements in online learning, offline
learning, and total motor learning compared to practice alone (SHAM stimulation) over
3 days of practice. The secondary purpose was to determine if c-tDCS could increase M1
excitability and whether any potential increases in M1 excitability would be positively
correlated with the amount of motor learning induced by c-tDCS. Although previous
studies have been mixed regarding the ability of c-tDCS to increase M1 excitability [20],
it was hypothesized that if an enhancement of motor evoked potential (MEP) amplitudes
obtained from M1 would be observed, the increase would be positively correlated with the
magnitude of motor learning displayed by the participants in the c-tDCS group.

A three-dimensional overhand ball throwing task (similar to a baseball throw) was
selected as the motor task due to the involvement of the cerebellum in several specific
interrelated features of the movement: (1) unconstrained, multi-joint skill that involves
the regulation of joint interaction torques [21–25]; (2) the modulation of the finger forces
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to precisely time the opening of the fingers on a timescale of a few milliseconds [26–30];
(3) the timing and coordination of agonist and antagonist muscle activations [21,28]; and
(4) the detection and gradual correction of errors across multiple trials of goal-directed
movements [31].

2. Materials and Methods

2.1. Participants

Thirty young adults participated in the study (16 males and 14 females; mean age:
24.7 ± 3.1; range: 20–31 years; 8 men and 7 women in each group). All participants threw
with their right arm and were strongly right-handed based on the Edinburgh Handedness
Inventory [32] laterality quotient values. Participants were free of any neurological or psy-
chiatric disorder, had no uncontrolled medical conditions, and did not meet international
non-invasive brain stimulation exclusion criteria [33]. In addition, participants were ex-
cluded from participating in the study if they were currently competing in a throwing sport
at the recreational, collegiate, or professional level. Subjects provided written, informed
consent before participating in the study. The experimental procedures were conducted
in accordance with the Declaration of Helsinki and were approved by the Institutional
Review Board at the University of Nevada, Las Vegas.

2.2. Experimental Design

The study employed a double-blind, SHAM-controlled randomized, between-subjects,
experimental design. Participants were assigned to either a c-tDCS or a SHAM stimulation
group using Research Randomizer (www.randomizer.org, accessed 8-1-2018) by an investi-
gator who did not participate in data collection. Thus, the SHAM condition served as the
control or placebo condition, which was implemented using a standard set of procedures
from previous tDCS studies that have been shown to not elicit physiological effects (see
Section 2.4). In addition, research using this methodology for SHAM stimulation has found
that participants cannot distinguish between the active (c-tDCS) condition and the inactive
(SHAM) condition. All participants completed 3 experimental sessions on 3 consecutive
days at the same time each day. The experimental sessions were identical except that a
familiarization involving a short didactic video and an overhand throwing demonstra-
tion by one of the investigators was completed at the beginning of the first experimental
session. Each session lasted about 1.5–2 h and the following major experimental steps
were performed in the order prescribed: (1) pre-test block of overhand throwing trials
without stimulation; (2) TMS testing of c-tDCS effects on M1 excitability that collectively
involved a TMS pre-test, 5 min of either c-tDCS or SHAM stimulation, and a TMS post-test;
(3) practice blocks of overhand throwing trials performed concurrently with 20 min of
either c-tDCS or SHAM stimulation; and (4) post-test block of overhand throwing trials
(without stimulation). A schematic of these major experimental steps that comprised the
experimental protocol is depicted in Figure 1A, whereas the finer methodological details
of each step are provided in the subsequent sections. In all the experimental conditions
described below, the investigators who conducted the experiments were blind to the group
assignment of the subjects. Accordingly, the investigator who was responsible for oper-
ating the c-tDCS device and applying stimulation did not participate in any of the other
experimental procedures.
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Figure 1. Schematic representation of the major components of the experimental protocol. (A) One
of the 3 consecutive identical experimental sessions is depicted for illustration purposes. The
experimental protocol comprised a pre-test block of overhand throws, a TMS testing paradigm
testing the effects of c-tDCS on M1 excitability, 5 practice blocks of overhand throws performed
concurrent with 20 min of c-tDCS or SHAM stimulation, and a post-test block of overhand throws;
(B) the target and the quantification of endpoint error. The entire target area was 1.27 m in length, 1
m in width, the center of the target was 1.71 m from the floor, and the target circle had a diameter of 1
cm. An example data cloud of the endpoints of the ball is depicted for a block of 10 trials along with
the x and y errors for a single trial shown that were used to calculate the trial’s endpoint error.

2.3. Experimental Procedures
2.3.1. Pre-Test Blocks

A pre-test block consisting of 10 overhand throwing trials was performed without
concurrent c-tDCS to determine the baseline performance levels for the two groups on
Day 1 before any stimulation was applied. Similarly, the pre-test blocks on Days 2–3 were
performed in an identical manner and provided a baseline not influenced by stimulation
on those days, but possibly influenced by consolidation effects from the previous day.
Ten trials per block were chosen for all pre-test blocks as this number was previously
determined to be sufficient [11] for baseline data without eliciting an excessive influence
on the overhand throwing performance curves during the subsequent practice blocks. In
addition, this allowed the number of trials per block to be the same as in the practice and
post-test blocks. Finally, the performance of the pre-test blocks without concurrent c-tDCS
allowed for the quantification of the contribution of online and offline learning effects to
total motor learning (see Section 2.7 Statistical Analysis).

2.3.2. TMS Testing of c-tDCS Effects on M1 Excitability

Single-pulse TMS was performed with a Magstim 2002 connected to a double 70 mm
remote control figure-of-eight coil. The coil was orientated tangential to the scalp with the
handle pointed backwards and laterally at an angle of 45 degrees from the midline. The coil
was positioned by an investigator over the “motor hot spot” of the first dorsal interosseous
(FDI) muscle of the left M1 to evoke MEPs in the FDI of the right contralateral hand [34]. The
electromygraphic (EMG) activity of the FDI muscle was recorded with surface electrodes
that were arranged in a belly tendon montage. EMG signals were acquired and recorded
using Cambridge Electronic Design (CED; Cambridge, UK) hardware (1902 amplifiers,
micro 1401 data acquisition interface) and software (Signal 5.04). All MEPs were evoked at
rest while subjects sat in a chair with the forearm on a table, the wrist in neutral with the
hand prone, the elbow flexed to ~90 degrees, and the shoulder abducted to ~45 degrees.
The subjects were provided FDI EMG feedback on a computer screen and continually
monitored by one investigator to assure the FDI was at rest during all recordings.

The TMS aspect of the study proceeded in the following steps: (1) FDI hot spot identifi-
cation. Participants received suprathreshold TMS pulses as the coil position was optimized
so that the scalp area that corresponded to the FDI motor hot spot could be identified;
this coil position was marked on a scalp cap, and the scalp cap position on the head was
outlined with a mark on the forehead. (2) 1 mV MEP determination. Suprathreshold
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TMS pulses starting at ~55% of maximum stimulator output (MSO) were applied and the
stimulation intensity adjusted while MEPs were monitored and quantified online until the
MEPs evoked were as close as possible to a 1 mV peak-to-peak amplitude on average. The
software program was then reset to collect the pre-test TMS block. (3) Pre-test TMS block. A
total of 25 MEPs were collected using the previously established 1 mV stimulation intensity.
(4) Five minutes of c-tDCS or SHAM stimulation. After the previous step, the TMS cap was
taken off, the c-tDCS electrode montage was placed on the head, and 5 min of c-tDCS or
SHAM stimulation was applied. (5) Post-test TMS block. Immediately after the stimulation
time was completed in the previous step, readied investigators acted in coordination as
quickly and as accurately as possible to remove the c-tDCS montage, reposition the scalp
cap and TMS coil arrangement, and start collection of the post-test TMS block (25 MEPs)
immediately using the same 1 mV stimulation intensity as before. During this time, the
subject was instructed to remain still and to continue relaxing the hand. (6) Twenty-minute
inter-stimulation period. A 20 min time clock was set by one investigator (at the end of
the fourth step) who enforced a 20 min time delay between the end of the 5 min c-tDCS
application and the subsequent start of the 20 min c-tDCS period associated with the
overhand throwing practice blocks (see Figure 1 and below).

This rather complicated and novel paradigm involving a 5 min c-tDCS application
followed by a 20 min break was developed to address methodological issues related to
MEP measurement before and after tDCS. It was based on research findings by other
research groups (described below) in studies that were entirely focused on the influence
of different tDCS duration protocols on M1 excitability. The paradigm developed for our
study purposes was then extensively piloted in our laboratory for the current study and an
identical study that used M1-tDCS (manuscript in press) as opposed to c-tDCS. This was
done to assure as much as possible that the paradigm worked as originally intended.

Accordingly, the paradigm was developed relative to three interrelated methodological
considerations based on the following: (1) tDCS applied for 3–5 min increase MEPs for
3–5 min after stimulation ends [35–37]; (2) if a 20–30 min break is employed before a second
tDCS application, the same pattern of MEP increases is observed, whereas inhibition occurs
if the break is only 3–10 min [35,36]; and (3) tDCS-induced MEP increases can be obliterated
after muscle contractions (task performance), the subject moving, e.g., walking, and other
related activities [38–41], which may render MEP measurement after practice meaningless
(for a review of these issues, see Horvath et al. (2014) [39]). Therefore, the paradigm was
designed to overcome this limitation while keeping the ability to measure the possible
correlations between the increases and the degree of motor learning [42–44], but assumes
that the second application of tDCS had the same M1 excitability effects as the first [35,36].

2.3.3. Practice Blocks

The practice blocks were performed concurrent with either c-tDCS or SHAM stim-
ulation for a total practice and stimulation period of 20 min (Figure 1A). The practice
blocks aspect of the study proceeded in the following steps: (1) the stimulator was turned
on for 3 min while subjects stood quietly before performing the first block of overhand
throwing trials [11]; (2) a total of 5 blocks of overhand throwing trials were performed
with each block comprising 10 overhand throws. These blocks were completed within the
remaining 17 min of stimulation as each block took ~1 to 1.5 min to perform and a 2 min
rest interval was employed between blocks; (3) the stimulator was kept on after the last
block of overhand throws was completed, which was usually 1–2 min to complete the
20 min stimulation period.

2.3.4. Post-Test Blocks

After the practice blocks and the 20 min stimulation period ended, participants stood
in place quietly while the inert electrode montage remained on the head, and observed
a 5 min rest period before performing the post-test block of 10 trials. The performance
of the post-test blocks without concurrent c-tDCS allowed for the quantification of the
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contribution of online and offline learning effects to total motor learning when incorporated
into calculations involving the pre-tests that were performed without stimulation (see
Section 2.7 Statistical Analysis).

2.4. c-tDCS

A NeuroConn DC Stimulator Plus/MR was utilized to deliver anodal c-tDCS at a
current strength of 2 mA via a pair of 5 × 5 cm rubber electrodes that were enclosed
in saline soaked sponges. Accordingly, the anode was placed 3 cm lateral to the inion
over the right cerebellum (ipsilateral to the right arm), whereas the cathode was placed
over the ipsilateral buccinator muscle. The anode and cathode were held in place by
separate rubber elastic straps. As mentioned previously, c-tDCS was applied for 5 min
between the TMS pre-test and post-test blocks and for 20 min during the practice blocks of
overhand throws using the same stimulation parameters. During the overhand throwing
trials, the stimulation device was placed in the small backpack [11], whereas the stimulator
was placed behind the participant on a table in association with MEP testing protocol.
Although other c-tDCS parameters are possible and some have yielded positive effects [5],
the aforementioned combination set of c-tDCS polarity, montage, current strength, and
duration was chosen as it had the most previous studies that have demonstrated positive
effects [6–10,12]. Most importantly, this included our previous single-session overhand
throwing c-tDCS study conducted in the same laboratory [11]. SHAM stimulation was
applied according to standard procedures [45,46]. Accordingly, current was ramped up
to over 10 s, held constant at 2 mA for 30 s, and ramped back down over 10 s, which has
been shown to induce the same scalp skin sensations as real c-tDCS without exerting any
physiological effects.

2.5. Overhand Throwing Task

The overhand throwing task was identical to a previous study [11] and performed
using very similar experimental procedures. Participants stood behind a line on the floor
located at a distance of 6 m from a cement wall. A wooden board was tightly screwed
into the wall and a laminated poster that was further encased in clear tape was mounted
on the board. The poster depicted a large target area with a very small (1 cm diameter)
“bull’s-eye” center (Figure 1B).

Participants threw a tennis ball with their dominant right arm in a manner consistent
with a baseball throw and were instructed to execute each throw as accurately as possible
by attempting to hit the center of the target. Participants used their visual feedback of
the ball’s endpoint relative to the center of the target after each trial and were told to use
that information to minimize the error distance between the ball’s endpoint and the target
center on subsequent trials. An investigator who stood near the participant covered the
ball with red chalk before and midway through each block of 10 trials so that marks were
made denoting final endpoint position of the ball upon hitting the target area. The same
investigator retrieved the ball after it had rebounded back off of the target area on the wall
and handed it to the participant after each trial. Each mark was recorded with a small
trial-numbered circular sticker after each trial by a second investigator who stood near
the target area. After each trial block (participants’ inter-block rest interval), the sticker
endpoint x, y coordinates were measured, recorded, and entered directly into a file on a
laptop computer by 2–3 investigators. Finally, the stickers were removed from the target
area between trial blocks and the process repeated for the next trial block.

The overhand throwing task was executed identically in all trial blocks and always
conducted while wearing a small, tightly fitting backpack with the tDCS device placed
inside. Importantly, the tDCS device was only turned on during the practice blocks
(Figure 1), but was not on during the test-blocks though the inert electrode montage
remained on the head of the participant. The configuration of the backpack, stimulator,
and associated tDCS electrode montage did not restrict task performance [11]. Thus,
overhand throws were always conducted in the same experimental conditions and in an
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unconstrained manner in 3-dimensional space. Taken together, the overhand throwing task,
small target size, and long throwing distance were all task details that were specifically
selected within the laboratory space limits to assure that the motor task would represent a
very difficult motor skill.

2.6. Data Analysis

The primary dependent measure of interest was the endpoint error, whereas the
secondary dependent measure of interest was the MEP amplitude obtained from TMS
applied to M1. The dependent measures of age, laterality quotient, and 1 mV MEP intensity
were also quantified and viewed as control measures. The endpoint error was quantified
in the same manner as in previous studies [11,47–49]. The Pythagorean Theorem was
utilized to determine the shortest absolute distance between the x, y coordinates of the
target center and the final endpoint x, y coordinates of the ball (Figure 1B). For a detailed
description of endpoint error calculation in goal-directed tasks, see Poston et al. (2013) [50].
The ball’s endpoint coordinates were entered into a custom-written program in Microsoft
Excel, which calculated the endpoint error for each trial. The average endpoint error of the
10 overhand throwing trials performed in each trial block was taken as the final endpoint
error value for analysis. MEP data were analyzed offline using a customized script written
in Signal software (Cambridge Electronic Design, Cambridge, UK). The MEP size was
calculated as the peak-to-peak amplitude for each MEP and the average of the 25 MEPS in
each TMS test block was taken for analysis. For the control measures, the average age and
laterality quotient was calculated for each group, whereas the average 1 mV MEP intensity
for each subject across the 3 days was calculated and then these values were averaged for
the two groups.

2.7. Statistical Analysis

Endpoint error was analyzed using a methodology that was mainly similar to the
previous 3-day c-tDCS study by Cantarero et al. (2015) [12], but also shared some features
similar to our previous single- and multiple-day studies [11,47,48]. The endpoint error
analysis proceeded in three steps: (1) endpoint error obtained from only the test blocks was
analyzed with a 2 Group (c-tDCS, SHAM) × 3 Day (1, 2, 3) × 2 Test (pre-test, post-test)
three-way mixed ANOVA. This analysis was conducted using only endpoint error data
from the test blocks as stimulation was not applied during these blocks. This also allowed
for the results to be able to be compared to the results of Cantarero et al. (2015) [12]; (2) each
endpoint error from each day (test blocks and practice blocks) was analyzed with a two-way
mixed ANOVA: 2 Group (c-tDCS, SHAM) × 3 Day (1, 2, 3). Thus, this second analysis used
the average endpoint error value of all 7 blocks combined (2 test and 5 practice blocks)
performed for each day. This was done to complement the first analysis because pilot data,
a previous single-day study [11], and the current study all had many individual participant
instances where performance in the test block could differ rather substantially from some of
the practice blocks. This was almost certainly due to the difficulty of this motor task. Thus,
this analysis could, at least potentially, better represent the overall average performance for
each day; and (3) the online, offline, and total learning effects were compared between the
two groups using unpaired two-tailed t-tests.

The MEP amplitude data were analyzed with a three-way mixed ANOVA: 2 Group
(c-tDCS, SHAM) × 3 Day (1, 2, 3) × 2 Test (pre-test, post-test). In addition, bivariate linear
regression analyses were used to examine the association between the change in MEP
amplitudes between the TMS pre-tests and post-tests and the change in endpoint error
(endpoint accuracy) between the pre-test and post-test blocks for the two groups. These
correlations were repeated for each of the days. For the control measures, the age, laterality
quotient, and 1 mV MEP intensity differences between groups were analyzed with separate
unpaired two-tailed t-tests. For all the ANOVAs described above, post hoc comparisons
using Bonferroni adjustment for multiple comparisons were performed when appropriate
to locate where significant differences occurred between pairs of means. The significance
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level was set at α < 0.05 for all above analyses and data are depicted as means ± standard
errors in the figures.

3. Results

3.1. Endpoint Error

Motor learning differences between groups were compared across practice days and
test blocks with a 2 Group (c-tDCS, SHAM) × 3 Day (1, 2, 3) × 2 Test (pre-test, post-test)
ANOVA and are depicted in Figure 2A. There was a significant Day × Test interaction
(p = 0.050, η2 = 0.102) and post hoc analyses of the interaction indicated that endpoint
error when collapsed across Group was significantly lower in the post-test compared to
the pre-test on Day 1 (p < 0.001) and Day 3 (p = 0.002), but not Day 2 (p = 0.491). There
was also a significant main effect for Day (p = 0.02, η2 = 0.131) and post hoc analysis
indicated that endpoint error when collapsed across Group and Test was lower on Day
3 compared to Day 1 (p = 0.048). However, the pairwise mean comparison between Day
2 and Day 3 along with the pairwise mean comparison between Day 1 and Day 2 were
both non-statistically significant (p = 0.433 and p = 0.35, respectively). There was also a
significant main effect for Test (p < 0.001, η2 = 0.45), which indicated that endpoint error
was lower in the post-tests compared to the pre-tests. The main effects for Group (p = 0.332,
η2 = 0.034), Group × Test interaction (p = 0.404, η2 = 0.025), Group × Day interaction
(p = 0.359, η2 = 0.036), and Group × Day × Test interaction (p = 0.268, η2 = 0.046) were all
non-statistically significant.

Figure 2. Endpoint error in the overhand throwing task averaged over all 7 daily trial blocks for the
c-tDCS and SHAM groups. (A) Endpoint error declined across the test blocks for the 3 days of practice
(p = 0.02), but the decline was similar for the c-tDCS and SHAM groups (p = 0.332); (B) endpoint error
was similar for the two groups (p = 0.381) and across the 3 days (p = 0.507); (C) the online (p = 0.325),
offline (p = 0.188), and total learning (p = 0.843) were similar for the c-tDCS and the SHAM groups.

Motor learning differences between groups were also compared across practice days
using average endpoint error data collapsed across all the practice and test blocks with
a 2 Group (c-tDCS, SHAM) × 3 Day (1, 2, 3) mixed ANOVA. The analysis revealed that
the Group × Day interaction (p = 0.773, η2 = 0.009; Figure 2B), the main effect for Day
(p = 0.507, η2 = 0.024), and the main effect for Group (p = 0.381, η2 = 0.028) were all
non-statistically significant.
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To determine differences between groups in online, offline, and total motor learning, a
series of separate unpaired two-tailed t-tests were used to compare online, offline, and total
learning effects between groups. The analyses revealed that the online (p = 0.404), offline
(p = 0.353), and total learning effect (p = 0.818) were all non-statistically significant between
the c-tDCS and SHAM groups (Figure 2C).

3.2. MEP Amplitude

MEP amplitude differences were compared between groups across practice days and
test blocks with a 2 Group (tDCS, SHAM) × 3 Day (1, 2, 3) × 2 Test (pre-test, post-test)
ANOVA. There was a significant main effect for Test (p = 0.011, η2 = 0.211, Figure 3),
which indicated that when collapsed across group MEP amplitude was higher in the post-
tests compared to the pre-tests. However, the main effect for Group (p = 0.677, η2 = 0.006),
main effect for Day (p = 0.479, η2 = 0.026), Group × Test interaction (p = 0.835, η2 = 0.002),
Group × Day interaction (p = 0.629, η2 = 0.016), Test × Day interaction (p = 0.213, η2 = 0.054),
and Group × Day × Test interaction (p = 0.192, η2 = 0.057) were all non-statistically significant.

Figure 3. MEP amplitude in the TMS pre-tests and post-tests for the 3 days in the c-tDCS and SHAM
groups. MEP amplitude was significantly increased between the pre-test and post-test on all 3 days
(Test main effect, p < 0.011), but the increase was not statistically significant between the c-tDCS and
the SHAM groups (p = 0.677).

3.3. Associations between Increases in MEPs and Increases in Endpoint Accuracy

Separate bivariate linear regressions were performed for each day and only using
participants who displayed an increase in both MEP amplitude and endpoint accuracy
were included in the analyses. The analyses revealed that the associations between the
change in MEP amplitudes between the TMS pre-tests and post-tests and the change in
endpoint error (endpoint accuracy) between the pre-test and post-test blocks for the two
groups were all non-statistically significant (p value range: 0.087–0.758) and characterized
by very low r2 values (range: 0.026–0.72) as indicated in Figure 4A–C.

3.4. Control Measures

Separate unpaired t-tests revealed that differences between groups for age (p = 1.00),
laterality quotient (p = 0.602), and the 1 mV MEP intensity (p = 0.754) were all non-
statistically significant.
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Figure 4. Associations between increases in MEP amplitude and increases in endpoint accuracy.
(A–C) The absolute change (increase) in endpoint accuracy (decrease in endpoint error) was not
associated with the absolute change (increase) in MEP amplitude for the participants in either group
that displayed both increases in endpoint accuracy and MEP amplitude.

4. Discussion

The primary purpose was to determine the influence of c-tDCS applied over multiple
days on motor learning in a complex overhand throwing task in young adults. The
secondary purpose was to determine if c-tDCS could increase M1 excitability and if any
potential increases in M1 excitability would be positively correlated with the amount of
motor learning induced by c-tDCS. There were four main findings: (1) overhand throwing
accuracy improved over the 3 days of practice, but the magnitude of reduction in endpoint
error achieved at the end of practice was not significantly different between the c-tDCS
and SHAM stimulation groups; (2) the relative influences of online and offline learning
on the total motor learning were also similar between the two groups; (3) M1 excitability
was increased for both the c-tDCS and SHAM groups, but the increases in M1 excitability
were similar for the two groups; and (4) increases in endpoint accuracy were not associated
with increases in MEP amplitude even when comparisons were restricted to participants
in either group that displayed both increases in endpoint accuracy and MEP amplitude.
Collectively, these results indicate that three consecutive daily applications of c-tDCS does
not improve motor learning in a very complex motor task in young adults or significantly
increase M1 excitability to a greater degree than practice alone.

4.1. Effects of c-tDCS on Motor Learning

Motor learning is defined as a relatively permanent improvement in motor perfor-
mance due to practice. The physiological mechanisms and adaptations underlying the
motor learning process are complex and occur in numerous brain regions [51,52], over
different time scales [51,53], and vary depending on the details of the motor task [54].
Nonetheless, classic research over many years has shown that M1 and the cerebellum
are brain areas that play the predominate roles in motor skill learning [52,54]. Accord-
ingly, this is one major reason that non-invasive brain stimulation methods such as tDCS
have targeted these brain areas the most frequently when attempting to enhance motor
performance [1,2,4]. However, the vast majority of these studies have investigated rel-
atively simple motor tasks (see tables in these reviews [1,2]) that were rather novel to
the participants.

The present study was the first to investigate the influence of c-tDCS on motor learning
over multiple days in a complex motor task involving whole body coordination with strict
endpoint accuracy requirements. The original hypotheses were that the c-tDCS group
would exhibit significantly greater motor learning at the end of the 3 days of practice
compared to the SHAM group. Furthermore, it was expected that most of the improvements
in total motor learning in the c-tDCS group would be realized through online effects while
offline effects would play a much smaller role. Contrary to this set of predictions, the
reductions in endpoint error across the three practice sessions were nearly identical for
the c-tDCS and SHAM groups. In fact, all aspects of the entire performance curve were
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comparable as the between-group differences were only 1.6 cm in the pre-test on Day 1
(baseline), modulated similarly across the 3 days, and only 2.4 cm difference in the post-test
on Day 3 (Figure 2A). Accordingly, there were also no differences between groups in the
relative contributions of online and offline learning to the total motor learning (Figure 2C).

The findings of the current study are not consistent with the findings of the majority of
the initial previous single-session c-tDCS studies by other research groups [6–10], although
most of these studies used adaptation-learning paradigms. Furthermore, the findings differ
from a very recent study that reported that c-tDCS improved strength and coordination in
full-body motor tasks in gymnasts [55]. However, this study used a novel bilateral electrode
montage. Most notably, the results are also in contrast to an earlier study performed in our
lab [11] that used the same overhand throwing task, the same c-tDCS parameters, and a
very similar experimental paradigm, except the prior study only had one day of c-tDCS
application. In that study, the decline in endpoint error was greater for the c-tDCS group
compared with the SHAM group at the end of the practice session and this difference was
maintained in a retention test completed a day later (no stimulation on the retention day).
The present outcomes are also in contrast to the one available 3-day c-tDCS and motor
skill study [12], where extremely large enhancements in motor skill were observed for the
c-tDCS group compared to the SHAM group in the SVIPT. This is the most comparable
study as we intentionally chose to have three practices sessions, use the same c-tDCS
parameters, and employ similar statistical analysis, but with an overhand throwing task as
opposed to the SVIPT. This was also done to simultaneously try to extend our previous
single-session overhand throwing c-tDCS study [11]. Other than the obvious possible
differences due to the motor task utilized, the reasons for these disparate findings between
the two studies are not clear.

However, the present results are similar to a series of more recent studies performed
in a range of contexts, which have found little to no positive effects of c-tDCS on motor
performance [3]. Interestingly, two separate research groups each failed to replicate a
previous c-tDCS study performed either in the same lab [56,57] or by some of the same
researchers [8,58]. This was despite the motor tasks being quite different to each other
as one set of studies involved conditioned eyeblink responses and the other set involved
arm reaching movements with a pen held in the hand. Similarly, the current study also
failed to replicate most, but not all, aspects of our prior single-session c-tDCS study using
the same motor task. As mentioned before, that study showed improved throwing scores
at the end of practice on Day 1 and in a retention test the next day. Thus, the overall
results of the current study and that previous study are not compatible. However, in
the current study, the endpoint error on Day 1 was substantially lower in the post-test
block in the c-tDCS group just as in Day 1 of the previous study. However, the lack of a
Group × Day interaction precluded this from being evaluated statistically in the current
study. Furthermore, although comparisons of those two data points look similar to the
previous study, a close examination of the performance curves reveals other differences.
For example, the current study had neither adjacent practice blocks before the post-test
on Day 1 nor the pre-test on Day 2 with endpoint errors that were substantially lower
for the c-tDCS group, as in the previous study. Thus, it is very difficult to know if the
post-test performance on Day 1 was due to c-tDCS as opposed to random variation in the
data. Thus, it cannot be ruled out completely that c-tDCS had a small, but non-statistically
significant effect of slightly accelerating the rate of motor learning on Day 1. Nonetheless,
any possible advantage of c-tDCS by the end of Day 1 was transient and not evident on
Days 2 and 3. Therefore, it appears that the current results represent a third set of c-tDCS
studies in the literature performed by the same research groups that could not replicate
their own previous results. In addition, other recent studies have reported that c-tDCS
failed to enhance performance in a whole-body balance task [59] and an adaptation task
involving moving a joystick with the hand and wrist [60]. Taken together, all these results
provide support for the current findings and strongly suggest that c-tDCS effects on motor
performance may not be as strong or consistent as initial studies indicated.
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4.2. Effects of c-tDCS on M1 Excitability

The application of anodal tDCS to M1 usually results in both increases in motor skill
and increases in M1 excitability as measured via MEPS evoked by TMS. Furthermore, these
increases in motor skill and MEPs were positively correlated in some initial studies [43,44].
Therefore, it was initially assumed that the increases in M1 excitability were at least partially
responsible for the improvements in motor skill. Accordingly, a handful of c-tDCS studies
have measured changes in MEPs obtained from M1 following c-tDCS, ostensibly with the
rationale that c-tDCS-mediated increases in M1 excitability could also be a mechanism
underlying motor skill improvements with c-tDCS. However, a review and meta-analysis
of previous studies on the topic found mixed results. Increases and decreases as well as no
changes in M1 excitability were all reported after c-tDCS application [20]. Therefore, the
secondary purpose of the current study was to examine if increases in M1 excitability occur
with c-tDCS, and if these increases would be positively associated with improvements in
endpoint accuracy.

The major finding was that MEP amplitude was significantly increased in both the
SHAM and c-tDCS from the pre-tests to the post-tests when the results were averaged
across the 3 days (Figure 3). Thus, the significant MEP increase in the SHAM group was
unexpected, although small increases in MEP have been observed in many M1-tDCS studies
following SHAM stimulation [61]. Thus, this type of result is not a rare occurrence when
measuring MEPs in tDCS studies. However, the absolute increases were very small for
both groups (13.9–15.5%) and only approximately 40% of subjects in each group displayed
an increase in MEPs on a given day. This magnitude of increase is well below the range of
MEP increases (~20–50%) typically observed in M1-tDCS studies [39,61,62]. In addition,
another recent study in our lab (manuscript in press) used the exact same experimental
paradigm, with the exception that M1-tDCS was used. This study found significant MEP
increases of 47% in the M1-tDCS group and only a non-significant 5% increase in the SHAM
group. Based on these collective lines of reasoning, the daily increases in MEP in the SHAM
group were most likely due to the large inherent variability involved in MEP measurements
and random variation in the MEP data [61], which are issues that have been described
and analyzed extensively (see [39,62] for reviews). However, the possible contributions of
small c-tDCS or placebo effects cannot be completely ruled out. Nonetheless, the lack of
significant positive associations in MEP amplitude changes and endpoint accuracy changes
and very small r2 values (Figure 4A–C) indicate that the MEP increases likely had little
functional significance relevant to motor learning. The absence of significant positive
associations between changes in MEPs and changes in endpoint accuracy is consistent with
a previous comprehensive study, which found that MEP increases elicited by M1-tDCS
were not associated with the amount of motor learning achieved by subjects across a range
of motor tasks [42].

4.3. Possible Reasons for the Failure of c-tDCS to Improve Overhand Throwing Accuracy

The lack of statistically significant results of the current study, the failure of c-tDCS
replication studies, and other recent negative studies suggest that it should not be presumed
that application of c-tDCS almost always elicits improvements in motor skill in young
adults. Nonetheless, there are a few possible factors that could have been responsible for
the lack of an ability of c-tDCS to enhance motor learning in the present study. First, it could
be argued that the c-tDCS parameters were suboptimal. This view is supported by the fact
that various combinations of electrode montage, polarity, current strength, timing relative
to task performance, and stimulation duration have also shown efficacy [5]. Although the
issue of other optimal stimulation parameters cannot be ruled out, this possibility is unlikely
as the current set of c-tDCS parameters was selected specifically because it had the highest
number of total positive study outcomes relative to other sets of parameters [6–12]. Most
importantly, the identical parameters were successful in improving the same overhand
throwing task in our laboratory even though this study involved only a one-time c-tDCS
application [11]. Second, it is conceivable the group of participants randomly assigned
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to the c-tDCS group may have contained a relatively high number of non-responders as
some studies have shown that a moderate number of people may be non-responders to
M1-tDCS [63]. However, it should be pointed out that these studies defined non-responders
based solely on TMS cortical excitability measures taken from M1 (resting motor threshold,
1 mV MEP) in response to tDCS. Thus, they did not measure motor performance at all.
Accordingly, the most comprehensive study on the topic found that MEP increases elicited
by M1-tDCS (and two other forms of non-invasive brain stimulation) were not associated
with the amount of motor learning achieved by subjects in several motor tasks [42]. Thus, no
direct studies have been conducted in an attempt to discriminate between responders and
non-responders to c-tDCS based on a combination of TMS and motor learning outcomes,
which renders this explanation plausible, but extremely speculative. Nevertheless, there
could be variations across individuals in the amount of current delivered to cerebellar
neurons due to dissimilarities in many physiological, biological, and anatomical factors.
For example, differences in the nerve fiber orientation are thought to be one major factor
responsible for the effective amount of current reaching cerebellar neurons [3,64]. These
possibilities will have to be examined in subsequent studies that combine behavioral
and several physiological measures. Finally, a combination of the above factors could be
responsible for the lack of c-tDCS effects on motor learning in the current study.

Although the aforementioned factors could potentially have contributed to the current
findings, other possible factors such as the baseline skill level, age of the participants, TMS
stimulation intensity to evoke a 1 mV MEP [65], and degree of right-handedness do not
apply to the current findings, as these factors were almost exactly the same between groups.
Furthermore, other common criticisms of tDCS studies that observe negative effects, such
as only one day of stimulation or the use of a motor task that is not amenable to tDCS, are
also not relevant. This is because the current study involved 3 days of stimulation using the
same motor task that was improved with c-tDCS in our single-day study [11]. Collectively,
these lines of reasoning imply that the present study design should have been able to find
performance enhancements induced by c-tDCS if they existed.

4.4. Limitations and Future Directions

Although the findings were clear in regard to the absence of positive effects of c-
tDCS on motor learning, the study had several limitations that should be addressed in
future research. These are mainly related to the interrelated issues of choice of stimulation
parameters, the population studied, and individual differences in response to c-tDCS. The
parameters of c-tDCS (e.g., electrode montage, current strength) were chosen because
they had increased motor skill in the greatest number of previous studies by another
research group [6–10,12] and in our previous single-session study [11]. Nonetheless, it is
possible that another set of c-tDCS parameters could be more effective. For example, a
recent study used bilateral anodal c-tDCS and demonstrated improvements in complex
whole-body tasks in gymnasts [55]. Another study found that a bilateral electrode montage
(anode over the right cerebellar hemisphere, cathode over the left cerebellar hemisphere)
and a 4 mA current strength outperformed several other unilateral montage and lower-
current-strength combinations. However, this study involved gait and balance performance
in Parkinson’s disease patients. Nevertheless, it is possible that bilateral montages or
increasing the total dose of c-tDCS through greater current strengths could be superior to
the stimulation parameter used here. Other related types of non-invasive brain stimulation
such as transcranial alternating current (tACS) applied to cerebellum alone [66,67] or to
cerebellum and M1 simultaneously [68–70] have also elicited significant improvements in
motor skill in healthy adults. Therefore, future research is warranted to further examine
these other sets of cerebellar-stimulation parameters.

The other notable limitations of the study were that the application of c-tDCS was not
individualized for each participant and the only population studied were healthy young
adults in a tight age range. Recently, initial research has attempted to optimize cerebellar-
stimulation parameters based on participant anatomy [71] by using neuronavigation to
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focus stimulation on cerebellar lobule VIII in an individualized manner. This strategy
along with modulating current strength could be particularly important when applying
c-tDCS to healthy young adults or children with movement impairments that involve
cerebellar contributions [72–74] compared with healthy [75] or diseased older populations
with cerebellar dysfunction [76]. This is because the cerebellum cortex is highly convoluted
in nature, has a high variation in nerve fiber orientation [3], and shrinks with advanced
age [77], which strongly implies that individualization of cerebellar stimulation could
further enhance performance outcomes. In summary, further research could explore the
synergies between unilateral and bilateral electrode montages as well as varying c-tDCS
dose parameters such as current strength, duration, and days of stimulation. Based on
the available research, these strategies have significant potential to enhance motor skill
acquisition and motor learning across different populations and motor tasks.

5. Conclusions

Participants were able to progressively decrease endpoint error across the three consec-
utive days of practice, but these improvements in endpoint accuracy were similar between
the c-tDCS and SHAM stimulation groups. Therefore, c-tDCS failed to improve motor
learning in this complex motor task to a greater degree than practice alone in the current
experimental conditions. In addition, c-tDCS did not significantly increase M1 excitability
to a greater extent than SHAM stimulation. Furthermore, when increases in M1 excitability
occurred, they were not positively associated with improvements in endpoint accuracy for
either group. When these results are considered in the context of the overall c-tDCS and
motor skill literature, they are consistent with recent replication studies [56,57] that have
suggested that the effects of c-tDCS may not be as robust as initial studies indicated [8,58].
Therefore, future studies are needed to fully determine the efficacy of c-tDCS for poten-
tially enhancing motor skill acquisition and learning in healthy young adults. Finally,
interindividual differences in the motor performance responses elicited by c-tDCS and the
physiological mechanisms underlying these will be especially important, but challenging
issues that should be addressed in future work.
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Abstract: Intracortical facilitation (ICF) is a paired-pulse transcranial magnetic stimulation (TMS)
measurement used to quantify interneuron activity in the primary motor cortex (M1) in healthy
populations and motor disorders. Due to the prevalence of the technique, most of the stimulation
parameters to optimize ICF quantification have been established. However, the underappreciated
methodological issue of the time between ICF trials (inter-trial interval; ITI) has been unstandardized,
and different ITIs have never been compared in a paired-pulse TMS study. This is important because
single-pulse TMS studies have found motor evoked potential (MEP) amplitude reductions over time
during TMS trial blocks for short, but not long ITIs. The primary purpose was to determine the
influence of different ITIs on the measurement of ICF. Twenty adults completed one experimental
session that involved 4 separate ICF trial blocks with each utilizing a different ITI (4, 6, 8, and 10 s).
Two-way ANOVAs indicated no significant ITI main effects for test MEP amplitudes, condition-test
MEP amplitudes, and therefore ICF. Accordingly, all ITIs studied provided nearly identical ICF values
when averaged over entire trial blocks. Therefore, it is recommended that ITIs of 4–6 s be utilized for
ICF quantification to optimize participant comfort and experiment time efficiency.

Keywords: transcranial magnetic stimulation; motor evoked potential; intracortical facilitation;
short-interval intracortical inhibition; electromyography

1. Introduction

Transcranial magnetic stimulation (TMS) is a non-invasive technique that allows
the assessment of corticospinal excitability at rest and during muscle activation [1–4].
Accordingly, a single suprathreshold TMS pulse applied to the primary motor cortex (M1)
elicits an electromyographic (EMG) response termed the motor evoked potential (MEP),
which is used as an index of corticospinal excitability [5]. In addition, a test MEP can be
paired with a subthreshold conditioning TMS pulse (paired-pulse TMS) in condition-test
paradigms at various inter-stimulus intervals (ISIs) and stimulation intensities to measure
several inhibitory and excitatory intracortical interneuronal pathways in M1 [6–8]. Short-
interval intracortical inhibition (SICI) and intracortical facilitation (ICF) are the most studied
and described of these pathways [6,9–11].
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ICF is examined by applying a subthreshold conditioning TMS pulse briefly followed
by a suprathreshold TMS test pulse at ISIs of 6–25 milliseconds with 10 milliseconds being
the most common. This leads to facilitation of the condition-test MEP amplitudes compared
to single-pulse test MEP amplitudes that are randomly intermixed in the same block of TMS
testing. Although findings have been somewhat mixed, the balance of evidence suggests
that ICF is most likely mediated by populations of intracortical interneurons in M1 and
not due to subcortical or spinal mechanisms [6,10,12,13]. Accordingly, ICF is thought to
be mainly mediated by excitatory glutamatergic neurons in M1 and has been shown to
be altered (either increased or decreased) in several motor disorders [6,10,13]. For this
reason, along with the fact that ICF is often quantified with several other measures of
intracortical inhibition and facilitation, accurate quantification of ICF is important in the
study of movement control.

Due to the significance and prevalence of single and paired-pulse TMS techniques,
extensive research has endeavored to determine optimal methodological procedures [14]
and consensus guidelines for TMS studies involving these methods [10]. For example,
an international panel of 42 experts identified 21 methodological items that should be
reported or controlled in TMS studies [15]. One of the items was the time between MEP
trials (hereafter termed inter-trial interval; ITI) and 82% of the expert panel respondents
reported that this item was important or very important to control, whereas 87% reported
that ITI should be reported always or most of the time [15]. Despite these recommen-
dations and the observations that ITI can influence other evoked responses such as the
Hoffman reflex [16,17] and auditory evoked potentials [18], there currently appears to
be no consensus guidelines and little research available regarding the appropriate ITI
to utilize between single-pulse MEPs, but especially paired-pulse MEPs. Thus, ITI has
been underemphasized and underappreciated relative to many of the other stimulation
parameters that are involved in paired-pulse TMS such as stimulation intensities and ISIs to
name a few. Accordingly, both a wide range of ITIs and several methods of varying the ITI
on a trial-to-trial basis have been used in the literature on single-pulse TMS. For instance,
protocols such as “an interval of 7 s (10% variance) [19]”, “less than every 5 s [11]”, “the
intervals between the stimuli usually ranged between 20 and 30 s [20]”, “pseudo randomly
at intervals ranging between 3.5 and 7 s [21]”, “every 15 s [22]”, “varied between 1.5 and
2.5 s [23]”, and many others have been used. Furthermore, observation suggests that the
most common ITIs used in the literature are between 4 and 6 s, although the vast majority
of TMS studies do not even report the ITI at all.

It is difficult to determine why ITI has received considerably less attention compared
to other TMS parameters of stimulation. Perhaps ITI has simply been overlooked or this is
due to the widespread view that only repetitive TMS techniques involving high stimulation
rates and extended stimulation periods lead to effects that persist for a significant time
after the stimulation [24–26]. Accordingly, the commonly held belief that each MEP is an
independent event [27] was supported by the observation that a single TMS pulse given
to M1 increased cortico-muscular coherence for only 300–800 milliseconds before values
returned to baseline [28]. However, a few single-pulse TMS studies do exist that have
shown that the amplitudes of successive MEPs evoked in a block of trials may not be as
time-invariant as commonly thought [29]. For example, one extensive study found that
single-pulse MEP amplitudes elicited at a constant stimulation intensity were significantly
lower at short ITIs (1, 2, 3, and 5 s) compared with a long ITI of 10 s. This effect was
most prominent in the first 1–10 MEP trials of a 30 MEP trial block. Furthermore, MEP
recruitment curves obtained at rest using both increasing and decreasing TMS stimulation
intensities exhibited hysteresis when the average ITI was 5 s, but not when the average ITI
was 20 s [27]. Although recruitment curve construction involves the usage of a wide range
of stimulation intensities versus the constant stimulation intensities used in other types of
single and paired-pulse TMS measures, these findings lend some further support to the idea
that MEP measurements may be influenced by ITI. Accordingly, another single-pulse TMS
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study reported similar results as a 5 second ITI resulted in lower average MEP amplitudes
in a block of 25 MEP trials compared to ITIs of 10, 15, and 20 s [30].

However, no studies have examined the influence of different ITIs on paired-pulse
TMS measurements. Accordingly, the ICF values attained during a typical block of TMS
trials involving intermingled condition-test trials and test MEP trials using different ITIs
have never been investigated. This is surprising given the aforementioned single-pulse
ITI studies and the fact that single-TMS pulses serve as the test MEP in paired-pulse TMS
paradigms as well as the test MEP being a component of the condition-test MEP. Taken
together, these lines of reasoning raise the possibility that different ITIs, including those
that have been used in many paired-pulse TMS studies, could have resulted in skewed,
different, or even erroneous ICF values. Therefore, the primary purpose was to examine
the influence of different ITIs on measurements of ICF at rest. This was accomplished by
quantifying ICF during 4 blocks of trials at ITIs of 4, 6, 8, and 10 s. Based on the limited
number of single-pulse TMS studies [27,29], it was hypothesized that ICF amplitude would
differ for the short (4 s) compared with long (6, 8, and 10 s) ITI blocks. Furthermore, it was
predicted that this would be due to an initial suppression (lower facilitation) in the first few
trials and not a serial reduction in ICF amplitude over the entire trial block. The secondary
purpose was to examine the influence of different ITIs on measurements of single-pulse
MEPs at rest. This was accomplished by quantifying single-pulse MEPs at rest during
2 blocks of trials at ITIs of 4 and 10 s. These separate single-pulse blocks had the dual
purpose of serving as control blocks for the ICF blocks and as comparisons to previous TMS
studies that assessed the effect of ITI on single-pulse MEP amplitudes [27,29,30]. Based on
these previous studies, it was hypothesized that MEP amplitude would be lower for the
4-second ITI block compared to the 10-second ITI block. Finally, it was expected that this
would be due to an initial MEP suppression in the first few trials of the 4-second ITI block
and not a serial reduction in MEP amplitude over the entire trial block.

2. Materials and Methods

2.1. Participants

Twenty young adults participated in the study (10 males and 10 females; mean age:
25.0 ± 2.3). All participants were determined to be right-handed based on the Edinburgh
Handedness Inventory [31]. Participants reported that they were free of any psychiatric or
neurological disorders and had no uncontrolled medical conditions. In addition, none of
the participants met the exclusion criteria for non-invasive brain stimulation studies [14].
Finally, all experimental procedures were conducted in accord with the Declaration of
Helsinki and the Institutional Review Board at the University of Nevada, Las Vegas ap-
proved the study (protocol number: 1445199).

2.2. Experimental Design

The study utilized a within-subjects experimental design and all participants com-
pleted one experimental session that lasted about 2 h. The size of the sample of participants
(n = 20) was based on the available previous studies on ITI that involved single-pulse
TMS [27,29,30,32–34]. Collectively, these studies had a sample size range of 8–17; partic-
ipants and an average sample size of 12.5. Thus, it was decided that 20 participants
should be more than enough to demonstrate the influence of ITI on ICF if this phe-
nomenon were to exist. Each experimental session proceeded in the following set of 7 steps:
(1) baseline maximum voluntary contraction (pre-MVC) measurements; (2) motor hotspot
localization; (3) resting motor threshold quantification; (4) determination of the stimulation
intensity as a percentage of maximum stimulator output (% MSO) required to elicit a MEP
of approximately 1 mV with a 10-second ITI; (5); 2 control blocks that involved single-pulse
MEPs evoked with either a 4-second ITI or a 10-second ITI (hereafter referred to as the
1 mV_4 and 1 mV_10 conditions); (6) 4 separate trial blocks that involved paired-pulse TMS
measurement of ICF at 4 ITIs of 4, 6, 8, and 10 s (hereafter referred to as ICF_4, ICF_6, ICF_8,
and ICF_10 conditions), and (7) post-MVCs. Figure 1 depicts the major experimental steps
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of the experimental protocol while the methodological details of each step are provided
below in subsequent sections.

 

Figure 1. Schematic of the experimental protocol. Each experiment comprised 7 steps that included:
3 MVCs (pre), motor hotspot localization, RMT quantification, 1 mV stimulation intensity determi-
nation, the 1 mV_4 and 1 mV_10 control blocks, the ICF_4, ICF_6, ICF_8, and ICF_10 blocks, and
3 MVCs (post).

2.3. Experimental Arrangement

The experimental arrangement (equipment setup and participant posture) was similar
to previous studies [35,36]. Briefly, participants were seated comfortably in a chair next to
a small table such that their shoulder was abducted to about 45 degrees, the elbow was
flexed to approximately 90 degrees, the forearm rested on a flat block that was placed
on the table, and the wrist was placed in a neutral position with the hand prone. Most
importantly, participants were required to keep this same posture during all TMS testing as
changes in upper limb and shoulder posture can influence MEPs in hand muscles [37,38].
A computer monitor was located at eye level about a meter in front of the participants to
provide feedback of the EMG activity of the right FDI muscle, which served as the target
muscle for all TMS and experimental testing. Participants were given detailed and strict
instructions on how to use this visual feedback to ensure that the FDI muscle remained at
rest during all of the TMS recordings. In addition, this computer screen was also constantly
monitored by one of the investigators to further ensure that participants were keeping the
FDI at rest throughout the TMS testing blocks.

TMS was performed using two Magstim 2002 stimulators connected by a Bistim
module and delivered through a standard double 70 mm remote control figure-of-eight
coil. All single-pulse and paired-pulse TMS measurements were completed with the TMS
unit in Bistim Mode [39]. The TMS coil was held in such a way that it was kept tangential
to the scalp with the handle orientated backward and laterally at a 45-degree angle relative
to the midline. An investigator placed the TMS coil over the location corresponding to the
“motor hot spot” of the FDI muscle of the left M1 to evoke MEPs in the FDI of the right
hand [40]. The EMG activity of the FDI muscle was recorded with prewired disposable
surface electrodes arranged in a belly tendon montage. All EMG signals were acquired
using Cambridge Electronic Design (CED; Cambridge, UK) hardware (1902 amplifiers,
micro 1401 data acquisition interface) and software (Signal 5.04).

2.4. Experimental Procedures
2.4.1. MVCs

MVCs were conducted using standard methodology and similar to previous stud-
ies [35,41,42]. Since the FDI was the muscle of interest, MVCs were performed using index
finger abduction as almost all of the index finger abduction force is produced by the FDI. A
manipulandum instrumented with a force transducer was situated on the table very near
the end of the block where their hand was placed. Thus, participants could exert force on
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the force transducer at the level of the proximal interphalangeal joint with the index finger.
For all MVC trials, participants were instructed to generate their maximum force in the
shortest time possible and to hold this maximum for ~5 s [42]. Visual feedback of the FDI
abduction force was given in the form of a red force trace that scrolled across the computer
monitor. Three MVC trials were completed at the beginning (pre-MVCs) and at the end of
the experimental session (post-MVCs) immediately after the ICF blocks. A rest period of
one minute was enforced between all MVC trials.

The rationale for performing MVCs was to provide some confirmation that the abil-
ity to voluntarily activate the FDI muscle and by extension factors such as alertness or
arousal [5] that can influence MEPs had not substantially declined over the course of the
experiment due to central fatigue. Although the chances of significant central fatigue in
the current study were likely extremely remote as all procedures were obtained at rest,
the concentration required to complete the experiment could theoretically lead to mental
fatigue. It has been known for a long time that mental fatigue even in the absence of
physical exercise can reduce voluntary activation [43] and therefore potentially even resting
MEP measurements in a long experimental session.

2.4.2. Motor Hotspot Localization

Suprathreshold TMS pulses were delivered as the coil position was optimized so that
the point on the scalp where the largest MEPs could be evoked. This location was denoted
as the FDI motor hot spot, the coil position was marked on a scalp cap, and the scalp cap
position on the head was outlined with a mark on the forehead [40]. Accordingly, all MEPs
in the experiment were evoked using this location.

2.4.3. RMT

The RMT was measured for each participant and was defined as the lowest stimulation
intensity required to induce a 50-microvolt peak-to-peak MEP in at least 5 out of 10
consecutive TMS trials. Subsequently, the RMT value was used to determine the stimulation
intensity for the conditioning pulses of the ICF measurements for each participant.

2.4.4. mV Stimulation Intensity (% MSO) Determination

Suprathreshold TMS pulses were applied and the stimulation intensity was adjusted
while MEPs were monitored and quantified online until the MEPs evoked were as close
as possible on average to a 1 mV peak-to-peak amplitude [44]. This initial testing was
completed to determine the stimulation intensity as a percentage of maximum stimulator
output (% MSO) to elicit an average MEP of approximately 1 mV. This stimulation intensity
was then used for all subsequent experimental blocks (the single-pulse MEPs in the control
blocks and all the test MEPs in the ICF blocks). This testing was completed using an ITI of
10 s so as to get the 1 mV MEP stimulation intensity at the longest ITI used in the study.
This was based on previous studies [27,29,30] that this should be the true 1 mV MEP value
as an ITI of 10 s should not be influenced by time-dependent effects. Most importantly,
great attention and time were devoted to identifying the % MSO value that elicited MEPs
as close to 1 mV as possible. Briefly, this was completed by monitoring and estimating
the MEP amplitudes online using a software script in Signal and resetting the program
as needed and changing the stimulation intensity until the investigators were confident
the best possible value had been identified. Finally, this value was used for all of the
subsequent single-pulse and ICF trial blocks that were used for analysis.

2.4.5. Control Blocks

Two separate control blocks using ITIs of 4 and 10 s (hereafter referred to as the 1
mV_4 and 1 mV_10) consisting only of single-pulse MEPs were performed in randomized
order (Figure 1). These blocks were included to serve the dual purpose of controls for the
single-pulse test MEPs elicited in the ICF blocks and to compare the results to previous
ITI studies that involved only single-pulse TMS [27,29,30]. Accordingly, only the shortest
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and longest ITIs of 4 and 10 s used in the subsequent ICF blocks were investigated in
the control blocks. This was decided upon because any ITI differences were most likely
to be observed between the shortest and longest ITIs and in the interest of time as it
was already a long experiment with the primary focus being on the ICF blocks. A total of
25 MEPs was collected in both blocks using the 1 mV stimulation intensity (% MSO) for each
participant that was established in the previous step. This stimulation intensity to evoke an
MEP of 1 mV was used in the control blocks as it is the typical number used to measure
MEP changes before and after numerous types of interventions (e.g., transcranial direct
current stimulation, exercise, various behavioral state changes, etc) in TMS studies. Most
importantly, the 1 mV MEP is almost always used as the test pulse stimulation intensity in
paired-pulse TMS. The number of 25 MEP trials per block was selected for the following
interrelated reasons: (1) the most comprehensive study on the topic [45] found that 20–
30 MEPs generally provide the best trade-off between the minimum number of trials to
provide valid results for average MEP amplitude of a block of trials at both the individual
and group level; (2) this is also the range of MEPs that the same authors determined is
broadly applicable and practical to accomplish due to time and other constraints inherent in
most TMS studies; and (3) the two most relevant prior single-pulse TMS studies involving
ITI used 25 and 30 trials per block [29,30].

2.4.6. ICF Blocks

ICF was quantified in 4 separate trial blocks using ITIs of 4, 6, 8, and 10 s (hereafter
referred to as ICF_4, ICF_6, ICF_8, and ICF_10) with the blocks performed in a randomized
order (Figure 1). The ITI employed was the only difference across the four ICF trial blocks.
Accordingly, the ICF protocol was always administered using the same coil to deliver
the subthreshold conditioning pulse followed by a suprathreshold test pulse separated
by an interstimulus interval (ISI) of 10 milliseconds. The conditioning pulse stimulation
intensity was set to 90% of RMT, whereas the test pulse stimulation intensity was set to
the previously determined 1 mV stimulation intensity as is almost always completed in
paired-pulse TMS studies. This combination of ICF parameter values for ISI, conditioning
pulse intensity, and test pulse intensity were chosen as they are generally the most common
in the literature and found to be the most optimal for observing ICF in the most systematic
study on the topic [11].

All ICF blocks involved a total of 52 TMS trials with 26 trials involving single-pulse
TMS (test MEPs alone) and 26 trials involving paired-pulse TMS (condition-test MEPs) that
collectively were used to calculate ICF. Within each ICF trial block, these two types of trials
(termed “states” in Signal software) were presented in a semi-randomized order, which
in this case means that every two TMS trials were randomized between the trial types
(states). The number of 26 trials per each type of trial was selected for reasons similar to
those mentioned for the 25 MEP number in the previous section. In addition, this allowed
at least 25 trials for each trial type in the event that the first 2 trials would have to be
discarded (see Section 4.4 of the Discussion), although this turned out to not be the case.
Accordingly, each ICF block consisted of 26 test MEP trials, 26 condition-test MEP trials,
and therefore 26 ICF measurements. Accordingly, ICF was calculated as the condition-test
MEP amplitude divided by the test MEP amplitude and expressed as a percentage.

The 4 ITIs used for investigation were selected for the following interrelated reasons:
(1) although some previous single-pulse TMS studies examined ITIs below 4 s [29,33], it
was determined in extensive pilot testing that any ITI below 4 s for ICF testing was not
practical. This was because the TMS device could easily skip trials due to the capacitors
not charging quickly enough if a participant required relatively high stimulation intensities
for the test and/or condition-test MEPs. Relatedly, ITIs shorter than 4 also were found to
be prone to coil overheating in a small number of instances during piloting. Obviously, any
skipped trials would render the results of this particular study uninterpretable; (2) an ITI
of 4 s should still have been able to detect time-varying changes in MEP amplitudes due
to ITI if they were present, based on previous single-pulse studies [27,29,30]. Similarly, an
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ITI of 10 should be adequate to reveal valid MEP amplitude according to the same studies;
(3) ITIs over 10 are essentially impractical for the vast majority of TMS experiments as
these conditions lead to experiment times that are too long and uncomfortable for both the
experimenter and the participant. This was readily apparent in pilot testing and would also
reduce the total number of TMS blocks or conditions that could be completed in typical
TMS experiments.

2.5. Data Analysis

All MEP and MVC data were analyzed using customized scripts written in Signal 5.04
software (Cambridge Electronic Design, Cambridge, UK). The investigators who performed
the data collection experiments did not participate in the data reduction or data analysis
aspects of the study [46].

2.5.1. MVC Force, MVC EMG, RMT, and 1 mV (% MSO) Stimulation Intensity Analyses

MVC force was calculated as the average force produced over the 3–5 s plateau period
for each trial and the highest MVC among each set of pre and post-MVCs was used for
analysis [36]. The maximum MVC EMG was calculated over this same time period and the
highest MVC EMG among each set of pre and post-MVCs were used for analysis. MEP
size was always calculated as the peak-to-peak amplitude for each individual MEP in all
the analyses below. The RMT and 1 mV stimulation intensity (% MSO) are reported as the
group averages to provide information on the participant characteristics and the numbers
used to determine the ICF test and condition pulse stimulation intensities.

2.5.2. Control Block Analyses

The MEP amplitudes in the control blocks were averaged in three different ways for
analysis and illustration purposes. First, possible changes in MEP amplitude over the time
course of the control blocks were analyzed by dividing the 25 MEP trials in each block into
3 separate time epochs of consecutive MEP trials (Epoch 1: trials 1–8; Epoch 2: trials 9–16;
and Epoch 3 trials 17–25; Figure 2A). Thus, Epochs 1 and 2 consisted of 8 trials, whereas
Epoch 3 consisted of 9 trials. This was similar to a previous single-pulse study that divided
30 MEP trial blocks into 3 sub-blocks of 10 for analysis [29]. The reason for Epochs 1 and 2
ultimately consisting of 8 trials instead of 9 such as Epoch 3 (or some similar arrangement
of exactly equal trials per epoch) was in the event that the first trial of each block would
have to be discarded (see Section 4.4 of the Discussion), although this turned out to not be
the case. Second, MEP amplitude was also quantified as the average of all 25 MEP trials in
each control block (Figure 2B). This was mainly completed to illustrate the overall average
MEP amplitude for the control blocks as the same information is contained in the prior step
and associated figure, but the overall averages are not as easy to ascertain. Third, to further
evaluate possible changes in MEP amplitude over the time course of the control blocks, the
average MEP amplitudes of all 20 participants were quantified for each of the 25 trials and
plotted. This was completed primarily for visual assessment and illustrative purposes of
the series of 25 trials in each control block (Figure 3).

2.5.3. ICF Block Analyses

Similar to the control blocks, the MEP amplitudes in the ICF blocks were processed
in three different ways for analysis and illustration purposes. First, groups of MEP trials
were also divided into epochs with the exception that the corresponding Epochs 1, 2, and
3 consisted of 16, 16, and 18 trials, respectively. In addition to the obvious reasons for
these trial blocks involving paired-pulse TMS and more total trials, the major reason for
the slightly different number of trials per epoch was similar to the previous explanation
regarding the possibility of discarding the first two trials, which also that did not materialize
(see Section 4.4 of the Discussion). Accordingly, the average MEP amplitudes of the test
MEP trials, condition-test MEP trials, and therefore ICF calculation were quantified as the
average 8, 8, and 9 trials for each of these measures in the ICF blocks and used for analysis
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(Figure 4A–C). Thus, ICF was calculated as the condition-test MEP amplitude divided by
the test MEP amplitude and expressed as a percentage according to standard practice [6,9–
11]. Second, the average MEP amplitudes for each of the 26 test MEP trials, 26 condition-
test MEP trials, and therefore 26 ICF measurements were taken for analysis and plotted
(Figure 5). This was mainly completed to illustrate the overall average MEP amplitude for
these measures as the same information is contained in the prior step and associated figure,
but the overall averages are not as easy to visualize. Third, to further visualize changes in
test and condition-test MEP trials individually over the time course of the ICF blocks, the
average test MEP and condition-test MEP amplitudes of all 20 participants were quantified
for each of their respective 26 trials and plotted. This was compelted primarily for visual
assessment and illustrative purposes This was completed primarily for visual assessment
and illustrative purposes of the series of trials that comprised each ICF block (Figure 6).

2.6. Statistical Analysis
2.6.1. MVCs

The pre-MVC and post-MVC conditions were compared with a paired t-test. Similarly,
the pre-MVC EMG and post-MVC EMG were also compared with a paired t-test.

2.6.2. Control Blocks

To analyze possible differences in MEP amplitude over the time course of the control
blocks a 2 Control Block (1 mV_4, 1 mV_10) × 3 Epoch (1, 2, 3) within-subjects ANOVA
was utilized. Post hoc comparisons using Bonferroni adjustment for multiple comparisons
were performed to locate where significant differences occurred between pairs of means
if appropriate.

2.6.3. ICF Blocks

The possible differences in test MEP amplitudes, condition-test MEP amplitudes,
and ICF values over the time course of the ICF blocks were analyzed by 3 separate 4 ICF
Block (ICF_4, ICF_6, ICF_8, ICF_10) × 3 Epoch (1,2,3) within-subjects ANOVAs. Post hoc
comparisons using Bonferroni adjustment for multiple comparisons were performed to
locate where significant differences occurred between pairs of means if appropriate.

The significance level for all statistical tests was set to p < 0.05, except when modified
by Bonferroni corrections. All data are expressed as means ± standard error in the figures
and mean ± standard deviation within the text.

3. Results

The group average RMT and 1 mV stimulation intensity (% MSO) were 48.3 ± 7.2 and
55.3 ± 10.1, respectively.

3.1. MVCs

The paired t-test indicated that there was no significant difference (p = 0.06) between
the pre-MVC (40.4 ± 13.2 N) and post-MVC force (43.7 ± 13.4 N). Similarly, another paired
t-test indicated that there was no significant difference (p = 0.441) between the pre-MVC
EMG (0.89 ± 0.2 mV) and post-MVC EMG (0.84 ± 0.2 mV).

3.2. Control Blocks

For MEP amplitudes in the control blocks, the 2 Control Block (1 mV_4, 1 mV_10) ×
3 Epoch (1, 2, 3) within-subjects ANOVA revealed that the main effect for Control Block
(p = 0.721), main effect for Epoch (p = 0.610), and Control Block × 3 Epoch interaction
(p = 0.480) were all non-statistically significant (Figure 2A,B). MEP amplitudes as a function
of trial number for the control blocks are depicted for illustration in Figure 3A,B.
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Figure 2. MEP amplitude in the control blocks. (A) The MEP amplitude as a function of Epoch
number. MEP amplitude was similar for the 1 mV_4 condition and 1 mV_10 conditions and across
the three epochs; (B) The MEP amplitude was similar for the 1 mV_4 and 1 mV_10 control blocks
when averaged over the whole block.

Figure 3. MEP amplitude as a function of trial number for the control blocks. Each point represents
the average of all twenty participants for a given trial in each of the two blocks. (A) MEP amplitude
as a function of trial number for the 1 mV_4 condition; (B) MEP amplitude as a function of trial
number for the 1 mV_10 condition.

3.3. ICF Blocks

For test MEP amplitude, the 4 ICF Block (TEST_4, TEST_6, TEST_8, TEST_10) × 3 Epoch
(1,2,3) within-subjects ANOVA revealed that the main effect for ICF Block (p = 0.893) and
main effect for Epoch (p = 0.976) were both non-statistically significant (Figures 4A and 5A).
However, there was a significant ICF Block × 3 Epoch interaction (p = 0.017). Nonetheless,
post-hoc analysis of the interaction using Bonferroni adjustment for multiple comparisons
indicated that all of the differences between pairs of means were non-significant (all
p-values > 0.137).

For condition-test MEP amplitude, the 4 ICF Block (C-T_4, C-T _6, C-T _8, C-T _10)
× 3 Epoch (1,2,3) within-subjects ANOVA revealed that the main effect for ICF Block
(p = 0.688), main effect for Epoch (p = 0.593), and ICF Block × 3 Epoch interaction (p = 0.635)
were all non-statistically significant (Figures 4B and 5B). Test MEP and condition-test MEP
amplitudes as a function of trial number for the ICF blocks for the four ITIs are depicted
for illustration in Figure 6A–D.
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Figure 4. Test MEPs, condition-test MEPs, and ICF values in the ICF blocks. (A) The MEP amplitude
as a function of Epoch number for the test MEP trials only. MEP amplitude was similar for the four
test MEP ITI conditions across the three epochs; (B) The MEP amplitude as a function of Epoch
number for the condition-test MEP trials only. MEP amplitude was similar for the four condition-test
ITI conditions across the three epochs; (C) ICF values as a function of Epoch number. ICF was lower
for the ICF_4 condition compared with the ICF_10 condition, but only in the first epoch (p = 0.015).
All other ICF values were similar for the four ICF ITI conditions across the 3 epochs. * indicates the
significant pairwise comparison between ICF_4 and ICF_10 in Epoch 1.

 

Figure 5. The overall block averages for test MEPs, condition-test MEPs, and ICF values in the ICF
blocks. (A) There were no differences in average MEP values for the test MEPs for any of the ITIs.
(B) There were no differences in average MEP values for the condition-test MEPs for any of the ITIs.
(C) Thus, there was no difference in ICF for the four ITIs when comparing the overall block averages.

 

Figure 6. Test MEP and condition-test MEP amplitudes as a function of trial number for the ICF
blocks for the four ITIs are depicted for illustration (A–D). Test MEP trials are indicated in red
and condition-test MEP trials are indicated in blue. Each data point represents the average MEP
amplitudes of all 20 subjects for a given trial.
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For ICF values, the 4 ICF Block (ICF_4, ICF_6, ICF_8, ICF_10) × 3 Epoch (1,2,3) within-
subjects ANOVA revealed that the main effect for ICF Block (p = 0.397) and main effect for
Epoch (p = 0.534) were both non-statistically significant (Figure 4C). However, there was a
significant ICF Block × 3 Epoch interaction (p = 0.04). Post-hoc analysis of the interaction
using Bonferroni adjustment for multiple comparisons indicated that ICF_4 was less than
ICF_10 in Epoch 1 (p = 0.015; Figure 4C). ICF as a function of trial number for the ICF blocks
for the four ITIs are depicted for illustration in Figure 7A–D.

 

Figure 7. ICF as a function of trial number for the ICF blocks for the four ITIs are depicted for illustration
(A–D). Each data point represents the average ICF values of all 20 subjects for a given trial.

4. Discussion

The primary purpose was to examine the influence of different ITIs on ICF measure-
ments at rest, whereas the secondary purpose was to examine the influence of different ITIs
on single-pulse MEP measurements at rest. The study produced two sets of main findings:
(1) single-pulse MEPs elicited in the short 4-second ITI condition (1 mV_4) and the long
10-second ITI condition (1 mV_10) did not significantly change over the time course of
the trial blocks and had similar average amplitudes; (2) ICF values were similar for the
four ITIs and did not significantly change over the course of time for any of the ICF blocks.
However, the details of the overall ICF results were somewhat nuanced due to a random,
non-physiological covariation of data. Taken together, the current findings indicate that
ITIs of 4, 6, 8, and 10 s provide nearly identical single-pulse MEP and ICF values.

4.1. Effects of ITI on MEP Amplitude in the Control Blocks

MEP amplitude is one of the most common and useful measurements in human motor
control studies and provides a global measure of net corticospinal excitability. However, a
number of TMS parameters must be considered to ensure proper interpretation of MEP
measurements. The possible relevance of ITI on MEP amplitude has been recognized since
the early days of TMS research methodology, at least in specific task conditions [21,47,48].
Accordingly, a little over a decade ago the vast majority of an international panel of TMS
experts stated that ITI was important to control and should always be reported in TMS
studies [15], although there was little if any direct systematic research available on the
topic at that time. Despite these recommendations, common observation suggests that very
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few single-pulse TMS studies report ITI when describing the TMS parameters selected
in the research design. This assertion is supported by a systematic review that focused
on the related topic of single-pulse TMS reliability measurement, which was reported in
an analysis of 16 included studies that only 1 reported the ITI utilized [49]. Therefore,
it appears that ITI has been underreported and underappreciated relative to other TMS
stimulation parameters with no consensus on the topic as a wide range of constant ITIs
and methods of varying the ITI within TMS trial blocks have been used in the literature.

The current study investigated the influence of different ITIs on single-pulse MEPs
at rest in 2 control blocks using 4 and 10-second ITIs (1 mV_4 and 1 mV_10 conditions).
Although the primary focus of the study was the examination of the effect of ITI on ICF,
these blocks served as control measurements for the ICF blocks, especially for the test
MEPs elicited in an intermingled fashion with the condition-test MEPs. In addition, the
control blocks allowed for comparisons with prior single-pulse TMS studies involving
ITI [27,29,30,32,34] in an attempt to confirm or extend previous findings. These studies
collectively found that MEP amplitudes were generally decreased at ITIs of 5 s and below
compared to longer ITIs. This effect was most prominent in approximately the first 10 trials
of a block [27,29,30]. Thus, these results suggest that this phenomenon could lead to
inaccurate quantification of the average MEP amplitude over a typical block of MEPs
collected in most studies if an ITI of 5 and below is used.

Based on the most relevant previous studies, it was originally hypothesized that MEP
amplitude would be lower for the 1 mV_4 block compared to the 1 mV_10 block. This
could result from either the initial MEP trials being depressed, a serial reduction in MEP
amplitude over the entire block, or a combination of both factors in the 1 mV_4 block
compared to the 1 mV_10 block. However, the major findings obtained in the control blocks
were contrary to the original hypothesis. First, the first 8 trials that comprised Epoch 1
were not significantly different than the subsequent Epochs 2–3 which contained 8 and
9 trials each in either control block (Figure 2A). Second, MEP amplitudes did not exhibit a
serial decrement over the course of either of the control blocks. Third, the overall average
MEP amplitudes (25 trials) reflected the previous two findings and were not significantly
different between the 1 mV_4 block and the 1 mV_10 block (Figure 2A,B). Fourth, there
was no indication of the first trial being substantially different compared to the average
MEPs in the same trial block and relative to the normal inherent variability of all of these
trials. Fifth, the previous findings and observations are supported by visual inspection of
the group average MEP amplitudes plotted as a function of trial number (Figure 3A,B).
In summary, single-pulse MEP amplitudes did not display time-varying characteristics
within either of the control blocks of 25 trials but rather fluctuated about the average value
observed over the entirety of the blocks.

The findings appear to be inconsistent with the results of the majority of previous
single-pulse TMS studies. However, many of these dissimilarities are likely due to method-
ological differences, although a few discrepancies are difficult to resolve. For example, one
study [27] found that MEP amplitudes obtained while measuring recruitment curves at rest
were significantly lower with an ITI of 5 s compared to an ITI of 20 s. However, recruitment
curve construction involves the application of a wide range of stimulus intensities versus
constant stimulation intensities used here and in other ITI studies. Furthermore, only
5 MEP trials per condition were averaged in that study, which is common for recruitment
curves, but well below the approximate 25 MEPs recommended in most experimental
circumstances [45]. Another study reported that MEPs evoked at a constant stimulation
intensity were significantly lower at short ITIs (1, 2, 3, and 5 s) compared with a long ITI
of 10 s. This was mainly evident in the first 1–10 MEPs of a 30-trial block, which contrasts
with the current control block results. However, this study had a number of differences
relative to the present study, three of which could be considered major: (1) the sample size
consisted of only 8 participants. This is important as the sample size is a large contributor to
the estimator error for MEP amplitude quantification [45]; (2) a TMS device that delivered
biphasic pulses was used, which can give different results compared with the most common
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single and paired-pulse TMS devices that give monophasic pulses [50]; and (3) participants
watched television (TV) during the experiment as opposed to concentrating on a relatively
constant experimental screen where EMG feedback was given. Since MEPs are modulated
during the up and down states of neuronal oscillations as measured by EEG and by changes
in attention [5], it is uncertain what differential effect TV viewing could have had on results.
In another study, Matilainen et al. (2022) found that MEPs were suppressed at a 2-second
ITI compared to 5 and 10-second ITIs, although this study also had a low sample size of
9 participants. [32]. In addition, Schmidt et al., (2009) [33] employed a 3-second ITI and
observed a transient initial state (~first 20 trials) of MEP amplitudes that differed from
subsequent trials, consistent with the other previous studies. However, this study did not
compare the 3-second ITI to longer ITIs. In contrast, another report clearly indicated that
MEP amplitudes were lower using a 4-second versus a 10-second ITI [34]. These findings
were supported by a second study by the same research group that found lower MEP
amplitudes at an ITI of 5 seconds compared to 10, 15, and 20-second ITIs. Since these
studies used methodology very similar to the current control blocks, the reasons for the
different findings are unknown and difficult to reconcile.

In contrast, the present findings are consistent with a few other studies that involved
ITI examination as well as physiological studies that provide evidence of why relatively
short ITIs are unlikely to cause serial decrements in MEP amplitude. In a classic repetitive
TMS study [26], Pascual-Leone and colleagues found that an ITI of 1 second did not influ-
ence subsequent MEP amplitudes, and ITIs lower than 1 second were needed to induce
time-dependent effects. These direct results are supported by indirect physiological results
that demonstrated that a single TMS pulse given to M1 increased cortico-muscular coher-
ence for only 300–800 milliseconds before values returned to baseline [28]. Furthermore,
experiments that have evoked single-pulse MEPs in FDI and simultaneously recorded the
sequence of descending volleys (direct wave and indirect waves) via an electrode in the
cervical epidural space [51,52] have shown that the latest of these waves reach the spinal
cord in 10 milliseconds. Thus, it has been argued that single MEPs elicited in hand muscles
should theoretically not be influenced by a suprathreshold test MEP stimulus after this
time period [53], which is much shorter than the ITIs of 1–5 s in the aforementioned studies.
However, this would not necessarily preclude that a series of successive MEPs (e.g., 5–10)
at short ITIs of 1–5 s could result in an initial transient suppression of MEP amplitudes. In
summary, research is mixed on the impact of short ITIs on MEP amplitude with the balance
of studies being in contrast to the current findings, although differences in methodology
and interindividual differences in the response to single-pulse TMS across participants in
these studies may explain some of these discrepancies.

4.2. Effects of ITI on Test MEPs. Condition-Test MEPs, and ICF

The application of a subthreshold conditioning TMS pulse followed by a suprathresh-
old TMS test pulse at ISIs of between 6–25 milliseconds through the same TMS coil leads to
the facilitation of the condition-test MEP amplitudes compared to single-pulse test MEP
amplitudes. This phenomenon is termed ICF [6,9,10] and is one of the most common
paired-pulse TMS measures of intracortical excitability. The present study was the first to
investigate the influence of different ITIs on the quantification of ICF. Based on the limited
available data on the influence of ITI on single-pulse TMS measurements, it was originally
hypothesized that ICF would be lower in the ICF_4 block compared with the ICF_6, ICF_8,
and ICF_10 blocks. This could be due to either the initial ICF trials being depressed, a
serial reduction in ICF values over the entire block, or a combination of both factors in the
ICF_4 block compared to the longer ITI ICF blocks. Therefore, this could cause the overall
average of the ICF_4 block to be lower compared to longer ITIs, which would suggest that
ICF measured in previous studies at relatively short ITIs could have yielded inaccurate
results. Taken together, the aforementioned hypotheses were not confirmed as ICF values
were similar for the four ITIs and did not significantly change over the course of time for
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any of the ICF blocks. However, the details of the overall results were somewhat nuanced
due to a random, non-physiological-based covariation of data as described below.

4.2.1. Effects of ITI on Test MEP Trials Alone

A total of 26 test MEP trials were semi-randomly intermingled with 26 condition-test
MEP trials, divided into time epochs, and collectively used to calculate ICF. The test MEP
trials were also analyzed alone to determine their specific contribution to ICF. The first
8 test MEP trials that comprised Epoch 1 of the ICF_4 block were technically not statistically
different compared with the test MEP trials of Epochs 2 and 3 of ICF_4 and across all the
epochs of the other three ICF blocks (ICF_6, ICF_8, and ICF_10). Although there was an
ICF Block × Epoch interaction (Figure 4A), Bonferroni’s post-hoc analyses failed statistical
significance (p = 0.137) between the ICF_4 and ICF_10 mean pairs in Epoch 1. Based on
previous single-pulse ITI studies and this result, one would immediately think that this
difference was due to low test MEPs in ICF_4 due to suppression at the short ITI. Crucially,
the opposite was true as test MEP amplitudes in ICF_4 were actually much larger than in
ICF_10. Thus, there are likely two interrelated reasons for this apparent difference between
the two mean pairs: (1) random covariation between the two pairs of means due to the
inherent high variability in MEP measurements; and (2) the fact that each epoch only
consisted of the average of 8 MEPs makes random occurrences more likely compared to
averages across greater numbers of trials (e.g., a whole block). These relationships are
clearly reflected in the equations of an extensive review that showed that MEP amplitude
estimation error depends on the number of MEP trials and the MEP variability [45]. This
topic is covered below when the influence of the test MEP amplitudes in these two epochs
on ICF values is discussed.

There was also no evidence of a serial reduction in MEP amplitude over any of the
epochs of test MEP trials in any of the ICF blocks (Figure 4A). Test MEP amplitudes did
appear to decline slightly over the time course of the ICF_4 trial block, but this small
decrease did not reach statistical significance (Figures 5A and 6A). The other ICF blocks
displayed even smaller, non-significant serial increases or decreases in test MEP amplitudes
over their time courses Figures 5A and 6B–D). Accordingly, the overall average MEP
amplitudes (25 trials) reflected the previous findings and were not significantly different
between the four ICF blocks (Figures 4A and 5A). These statistical results are supported by
visual inspection of the group average test MEP amplitudes plotted as a function of trial
number (Figure 6A–D). In summary, test MEP amplitudes alone displayed no differences
across epochs or between ICF blocks. The possible exception was a lower technically
non-significant MEP amplitude in Epoch 1 for the ICF_4 compared with the ICF_10 block;
however, this was likely due to a random covariation of MEP amplitudes between the
two conditions in Epoch 1.

4.2.2. Effects of ITI on Condition-Test MEP Trials Alone

The results of the analysis of the condition-test MEP trials alone were more straight-
forward compared to the test MEP trial results. Overall, the general findings were similar
to those attained in the control blocks. The condition-test MEP amplitudes did not display
time-varying characteristics over any of the epochs that comprised a total of 26 condition
trials in any of the four ICF blocks (Figure 4B). Thus, condition-test MEP amplitudes fluc-
tuated about the average value observed over the entirety of the ICF blocks (Figure 5B).
These statistical findings are supported by visual inspection of the group average condition-
test MEP amplitudes plotted as a function of trial number (Figure 6A–D). In summary,
condition-test MEP amplitudes neither displayed significant time-varying behavior nor
different overall average values across any of the four ICF blocks. Thus, these findings
would indicate that the condition-test trials alone should provide only small contributions
to any differences observed in the quantification of ICF.
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4.2.3. Effects of ITI on ICF

All ICF blocks involved 52 TMS trials that included 26 test MEP trials and 26 condition-
test MEP trials that were semi-randomly intermingled, divided into time epochs, and
collectively used to calculate ICF. Similar to the analysis of the test MEP trial results alone,
there was an ICF Block × Epoch interaction (Figure 4C). However, in this case, Bonferroni’s
post-hoc analyses were statistically significant and indicated that ICF was lower in the
ICF_4 condition compared with the ICF_10 condition in Epoch 1 (p = 0.015). Based on
previous single-pulse ITI studies and this result, one would immediately think that this
difference could be due to the suppression of test MEPs in ICF_4 or some related problem
due to the influence of the short ITI of 4 s. However, a detailed analysis of the test MEP and
condition-test MEP amplitudes that caused this difference in ICF values indicated random
covariation in a similar manner to that described above in the test MEP results (See Figure 8
for a description and theoretical mathematical example using created round numbers). In
summary, the seemingly random covariation of the 4 elements is likely responsible for the
difference between the 2 elements of ICF in ICF_4 and ICF_10.

Figure 8. Theoretical mathematical example using created round numbers to illustrate the general
concept of how random covariation between the 2 elements of ICF (test MEP, condition-test MEP)
for 2 separate epochs (blue and red rows) could influence ICF values and therefore the paired t-test
between the ICF values for the 2 epochs. This analysis is best explained through the six following
steps: (1) ICF is calculated as the ratio of the condition-test MEP amplitude to the test MEP amplitude
and then expressed as a percentage; (2) this means that for the ICF value of a specified epoch (blue or
red rows) to be higher or lower relative to the average ICF value of other epochs (black row criteria
average values, a few mathematical conditions must be met; (3) relative to the average condition-
test/test MEP = ICF value (150%), there are 3 possible outcomes (higher, lower, the same) for each
of the 2 ICF inputs (test MEP, condition-test MEP). Thus, there are 3 (test MEP) × 3 (condition-test
MEP) = 9 combinations that can uniquely influence the value of ICF; (4) 3 leads to a lower ICF vs.
the average, 3 leads to a higher ICF vs. the average, and 3 lead to the same ICF vs. the average.
Note criteria average test MEP and condition-test MEP absolute values (columns 4–5 from left) were
multiplied by 20% (delta 20%) to give a lower or higher change; (4) Epoch 1 of the ICF_4 condition
(blue) had a higher test MEP and a lower condition-test MEP than average and therefore lower ICF
than average; (5) Epoch 1 of the ICF_10 condition had a lower test MEP and a higher condition-test
MEP than average and therefore higher ICF than average; and (6) the low ICF in ICF_4 and high ICF
in ICF_10 combined to cause the significant difference in ICF in Epoch 1 between ICF_4 and ICF_10.

There was also no evidence of a serial reduction in ICF over the remaining time course
of the ICF_4 block. In fact, ICF actually increased in Epoch 2 and especially in Epoch 3 in
ICF_4 (Figure 4C). The ICF blocks with the longer ITIs also did not display any significant
time-varying behavior (Figure 4C). As a result, the overall average ICF values reflected
the previous findings and were not significantly different between the four ICF blocks
(Figures 4C and 5C). These statistical findings are supported by visual inspection of the
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group average test MEP and condition-test MEP amplitudes plotted as a function of trial
number (Figure 6A–D). Finally, a visual inspection of the resulting ICF values plotted as a
function of trial number (Figure 7A–D) shows that ICF randomly fluctuated around the
average value for all four ITIs utilized in the ICF blocks. In conclusion, ICF displayed
no differences across epochs or between ICF blocks, with the exception of a transient
significantly lower ICF value in Epoch 1 for the ICF_4 compared with the ICF_10 block.
Notably, this difference quickly disappeared by Epoch 2 between these two conditions.
As explained above, this exception was likely due to random covariation of the test MEP
and condition-test MEP amplitudes in Epoch 1 for both the ICF_4 and ICF_10 conditions
(Figures 4 and 8).

4.3. Overall Interpretation of the Combined Control Blocks and ICF Blocks Results

The majority of the current findings were relatively clear. There were negligible, non-
significant effects of ITI on the overall single-pulse MEP amplitudes in the control blocks.
Similarly, there were negligible, non-significant effects of ITI on single-pulse test MEP
and paired-pulse condition-test MEP amplitudes and resulting ICF values. The notable
exception was the interrelated outcomes of the test MEP trials and overall ICF values in
Epoch 1 of the ICF_4 and ICF_10 blocks. Collectively, several lines of reasoning argue
against this one statistical difference being due to an inherent physiological process: (1) the
single-pulse MEP amplitudes in both control blocks (1 mV_4 and 1 mV_10) were similar
and did not show time-varying characteristics; (2) the test MEP amplitude results in the
ICF blocks followed this same pattern. The one exception was the differences in Epoch 1
between ICF_4 and ICF_10. Most importantly, ICF_4 actually had a higher MEP amplitude
than ICF_10 in Epoch 1, which would be the opposite finding expected if a physiological
mechanism had caused a transient initial suppression of MEP amplitude at the short ITI.
Thus, aforementioned exception was almost certainly due to random covariation and the
small number of MEP trials per epoch; (3) the condition-test MEP amplitudes were similar
across epochs in all four ICF blocks; and (4) ICF also showed no differences across epochs or
between ICF blocks, with the exception of a transient significantly lower ICF value in Epoch
1 for the ICF_4 compared with the ICF_10 block. This was also almost certainly a random
covariation of the 4 elements (test MEPs and condition-test MEPs in ICF_4 and ICF_10) and
not due to physiological suppression of MEPs in the short ITI condition (ICF_4).

4.4. Possible Impact of Methodological Issues on the Results

Methodological details are important in TMS studies as a variety of different experi-
mental and biological factors can influence MEP amplitude and likely collectively lead to
the well-known high variability of MEPs. Therefore, numerous experimental controls and
the most common and standard methods were employed to minimize any confounding
influences. The study utilized almost all of the components of methodological quality
listed in recent TMS review articles [5,15,49] and similar methods to many of the existing
single-pulse ITI studies [27,29,30,32–34]. Other notable aspects of the study were the that
the participants were young adults (equal numbers of men and women) in a tight age range
and strongly right-handed. Finally, pre and post-MVCs were performed and provided
confirmation that the ability to voluntarily activate the FDI muscle and by extension factors
such as alertness or arousal [5] that could influence MEPs had not substantially declined
over the course of the experiment due to central fatigue.

The methodological issue most relevant to the current study was the relatively com-
mon practice of excluding the first 1 or first 3–5 MEPs of a trial block from analysis. It can
be clearly seen from the results and visual inspection of the figures that such practices are
largely unwarranted for ITIs of 4 s and above. This practice originates from the results of
two early TMS studies. Flament et al., (1993) [21] reported that the first MEP trial of a block
was commonly deleted from analysis due to the tendency for this trial to be larger than all
subsequent responses. Since the ISI varied between 3.5 and 7 s in this study, this would
seem to imply that ISIs in this range could lead to a small short-term reduction in MEP
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amplitude beginning after the first trial. Unfortunately, these authors did not provide any
data to substantiate deleting the first MEP trial and it seems that this practice was adopted
based on subjective observations. In another study, Brasil-Neto et al., (1994) [47] observed
a progressive decrement in the first 4 MEPs of a series. However, this was after a fatiguing
contraction and therefore not relevant to resting conditions, despite its implied relevance
when this topic is mentioned [33]. Finally, an extensive study on MEP reliability found no
advantage to deleting the first 3–5 trials of a block of MEPS [54].

4.5. Implications and Practical Application of the Findings for ICF Studies

The findings have a least five implications for the practical execution of studies
involving both single-pulse TMS and especially ICF measurement: (1) there are no strong
reasons to discard the first 3–5 MEP trials of a block for both single-pulse TMS and ICF
measurement, especially when ITIs of over 5 s are used; (2) it is probably best practice
to be conservative and not combine short ITIs (less than 5 s) and longer ITIs in the same
trial block if using randomized ITIs for reasons such as to reduce participant anticipation;
(3) based on our pilot work with ITIs over 10 s and the experience with 10 second ITIs in the
current study, ITIs above 10 s are not comfortable for the investigators or the participants
and are too time consuming in most experimental situations. Most importantly, a prior
single-pulse TMS study found no further benefits in MEP measurements for ITIs above
10 s [30]; (4) the common practice of setting the test MEP stimulus intensity to 1 to 1.5 mV
seems to allow for relatively accurate MEP measurement for any ITI between 4–10 s.
Similarly, previous studies that have used stimulation intensities of 110–120% of RMT
support this practice as these result in 1 to 1.5 mV MEPs for most participants [45]; and (5)
based on previous studies and the current results, the major point researchers should keep
in mind is that there should be no difference in ICF values between ITIs ranging from 4–10 s.
Thus, investigators can choose a relatively short ITI if it is more convenient in a given study
or a longer one to be conservative and it should not influence the final ICF results. Our
overall general recommendation would be to utilize 4–6 second ITIs for both single-pulse
TMS and ICF measurements to optimize the trade-off between investigator and participant
comfort as well as experimental time efficiency. This would be even more important in
clinical studies where patients may be less able to tolerate or maintain concentration in long
experiments compared to healthy young adults. Accordingly, we believe the equations
and explanations in an extensive review [45] offer an excellent basis for researchers to
consider the trade-offs between the number of participants, the number of MEP trials per
TMS block, the expected MEP variability, the time available and the number of total TMS
blocks needed to answer the research question, and the estimation error deemed acceptable
by the investigators.

4.6. Limitations

The study had several limitations that should be acknowledged: (1) ITIs of less than
four seconds were not tested in either the single-pulse control blocks or ICF blocks, al-
though this was not possible in the ICF blocks due to technical limitations (see Methods).
Nonetheless, based on the combined results of several single-pulse studies [27,29,30,32–34]
any ITI below 4 s should have been sufficient to see ITI-related differences if they existed;
(2) single-pulse MEPs or ICF were not tested during active muscle contraction conditions.
However, it would be highly unlikely that there would be any effect of ITI on MEP am-
plitude in these conditions based on previous studies [27,32] and the fact that muscle
activation at a set background level provides a much more constant state of corticospinal
excitability compared to rest; (3) experimental conditions were not included that varied the
ITI trial randomly (within a certain range) as some studies have completed (see Introduc-
tion). On the other hand, it is highly doubtful in light of the current results and previous
studies [27,29,30,32–34] that such an approach would lead to different results, but could be
directly tested in future studies as a non-trivial number of TMS studies utilize random ITIs;
(4) only ICF was tested and other paired-pulse TMS measures were not investigated. It is
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possible that other intracortical pathways, especially perhaps inhibitory ones such as SICI,
that are mediated by different neurotransmitter and receptor systems, could yield different
results. Accordingly, this possibility will have to be investigated in a future study; (5) it
could be argued that the sample size of the current study was somewhat small. However,
the sample size of 20 was substantially larger than all of the most relevant single-pulse ITI
studies (range 8–17; average 12.5 participants) [27,29,30,32–34]. The sample sizes typically
used in most neuroscience studies could almost always be viewed as a limitation [55,56];
and (6) only one combination of the possible parameters for stimulation (e.g., stimulation
intensities of the conditioning and test stimuli, different ISIs) was employed. Although
this study used the most common and optimal set of parameters to evoke ICF [11], it can’t
be ruled out that different results could emerge. There is evidence that some methods of
eliciting ICF could be dependent on different intracortical neuronal populations [12] so
further studies could be warranted.

5. Conclusions

In summary, the primary findings of the study were that ICF values were similar for
all four ITIs (4, 6, 8, 10 s) and did not significantly change over the course of time for any
of the ICF blocks. The secondary findings were that single-pulse MEP amplitudes were
similar for the 4 and 10-second ITIs and did not significantly change over the time course
of the trial blocks. Based on these results, it is recommended that ITIs of 4–6 s be utilized
for ICF quantification in TMS studies to optimize participant comfort and experiment
time efficiency.
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Abstract: Short-interval intracortical inhibition (SICI) is a common paired-pulse transcranial magnetic
stimulation (TMS) measure used to assess primary motor cortex (M1) interneuron activity in healthy
populations and in neurological disorders. Many of the parameters of TMS stimulation to most
accurately measure SICI have been determined. However, one TMS parameter that has not been
investigated is the time between SICI trials (termed inter-trial interval; ITI). This is despite a series
of single-pulse TMS studies which have reported that motor evoked potential (MEP) amplitude
were suppressed for short, but not long ITIs in approximately the initial ten trials of a TMS block
of 20–30 trials. The primary purpose was to examine the effects of ITI on the quantification of SICI
at rest. A total of 23 healthy adults completed an experimental session that included four SICI trial
blocks. Each block utilized a different ITI (4, 6, 8, and 10 s) and was comprised of a total of 26 SICI
trials divided into three epochs. ANOVA revealed that the main effects for ITI and epoch as well as
their interaction were all non-statistically significant for SICI. We conclude that the shorter (4–6 s) ITIs
used in studies investigating SICI should not alter the interpretation of M1 activity, while having the
advantages of being more comfortable to participants and reducing the experimental time needed to
evaluate perform single and paired-pulse TMS experiments.

Keywords: short-interval intracortical inhibition; transcranial magnetic stimulation; motor evoked
potential; intracortical facilitation; short-interval intracortical facilitation; electromyography

1. Introduction

Transcranial magnetic stimulation (TMS) is an established noninvasive brain stimula-
tion technique that is frequently used to evaluate net corticospinal excitability in neuro-
physiology and motor control studies [1–5]. This is accomplished through the measurement
of the motor evoked potential, which is the brief response generated in the electromyog-
raphy (EMG) recording about 21–23 ms after a single TMS pulse above motor threshold
is delivered to the primary motor cortex (M1) [3,6]. Moreover, two separate MEPs can be
combined in short succession in paired-pulse TMS protocols. This involves the application
of a below-threshold conditioning TMS pulse that is followed by an above-threshold test
TMS pulse using various timespans (inter-stimulus intervals; ISIs) between the condition-
ing and test pulses. In addition, the exact stimulation intensities of the pulses can also
be modulated. Accordingly, a number of condition–test protocols have been developed
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to quantify different intracortical interneuronal inhibitory and excitatory pathways in
M1 [7–9]. These primarily include short-interval intracortical inhibition (SICI), intracortical
facilitation (ICF), long-interval intracortical inhibition, and short-interval intracortical facil-
itation (SICF). Importantly, extensive prior combined physiological and pharmacological
studies have determined that the function of these pathways are mediated by different
neurotransmitter and receptor systems. However, SICI is the most extensively investigated
of these intracortical neuron systems [7,10–12], and seems to have the most direct relevance
to certain aspects of motor behavior, such as movement initiation [13], force relaxation [14],
and motor learning [15–17].

The phenomenon of SICI was first identified in a classic study [10] by Kujirai and
colleagues (1993). The research methodology was based on older animal studies that
utilized cortical electrical stimulation and involved interhemispheric inhibition [18]. The
main findings were that short ISIs of 1–6 ms resulted in pronounced inhibition of the
condition–test MEP compared to the test MEP alone. In contrast, longer ISIs of 10 and
15 ms resulted in pronounced facilitation of the condition–test MEP compared to the test
MEP alone. These measurements later became to be known as SICI and ICF, respectively.
Subsequently, research focused on the best stimulation intensities and ISIs to employ to
optimize the measurement of SICI with a study by Ortu and colleagues probably repre-
senting the most comprehensive SICI parameter assessment [12]. Extensive work has also
been performed to uncover the physiological mechanisms underlying SICI and the roles
that it may play in movement. SICI results from the activation of an inhibitory population
of small inhibitory neurons that modulate the activity of pyramidal cells. Specifically,
accumulated evidence from concurrent cortical physiology and spinal reflex measurements
as well as studies involving descending spinal cord volleys determined that SICI originates
at the cortical and at the levels of the brainstem or spinal cord [7,11,13,19]. In addition,
SICI has been determined to be primarily mediated via chandelier cell activity through
inputs onto M1 pyramid cells at their axonal hillock. Furthermore, pharmacological stud-
ies have pointed to the involvement of the alpha-2-subunit-bearing subtype and not the
alpha-1-subunit-bearing subtype of the GABAA receptor in these connections. The in-
terneuronal populations responsible for SICI also receive inputs from other intercortical
and intracortical pathways (for visual depictions and review, see Reis et al., 2008 [13]). The
functional significance of these pathways to and from SICI has been demonstrated by a
observations that SICI is not only involved in the initiation of movements, force modulation,
and motor skill acquisition in healthy adults, but is also impaired in a number of movement
disorders [7,11,19] that exhibit deficits in these and other facets of movement control.

Based on the widespread application and critical role TMS plays in many neurophysi-
ology and motor control studies, considerable efforts have been dedicated to establishing
optimal methodological frameworks [20] and formulating guidelines published in review
articles for conducting TMS research utilizing these approaches [11]. An example of such an
effort was the convening of a large international expert panel where the relative importance
of over 20 critical methodological aspects were surveyed [21]. The time between MEP trials,
henceforth referred to as the inter-trial interval (ITI), and not to be confused with ISI, was
included as one of these critical TMS parameters. The results revealed that over 80% of the
panelists voted that ITI was important or very important to experimentally control and
that it’s chosen value should be explicitly stated always or most of the time. This is notable,
as this relatively early paper is perhaps the only review that has dedicated any attention
to ITI. In spite of this consensus viewpoint and other strong evidence from other types of
stimulation such as the H-reflex [22,23] and auditory evoked potentials [24], there seem to
be no specific standards concerning ITI to implement between single-pulse and especially
paired-pulse MEPs. This is in stark contrast to numerous studies and reviews concerning
almost all of the other 20 aforementioned methodological items involved in TMS studies. It
is therefore not surprising that a large and varied assortment of ITI approaches are present
in the literature. For example, some studies have used exceedingly long ITIs ranging from
15 to 30 s [25,26], whereas others have used exceptionally short ones of between 1.5 and
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5 s [12,27]. Another practice is to vary the ITI between trials randomly within range around
a set average ITI [28,29]. Additionally, it appears that the most frequently employed ITIs
span between 4 or 6 s, though a significant portion of studies either use ambiguous wording
or neglect to report the ITI altogether [30].

The limited focus on ITI in comparison to other TMS stimulation parameters is not
easily explained, but likely stems from the prevailing assumption that only repetitive TMS
techniques involving high-frequency stimulation over extended periods result in lasting
post-stimulation effects [31–33]. Accordingly, ITIs of one second or more would be expected
to not induce time-dependent changes in MEP amplitudes across successive trials. This
view is supported by findings suggesting that single TMS pulses to M1 transiently enhance
cortico-muscular coherence for only a brief period of less than a second before returning
to pre-stimulation levels [34]. However, certain studies contradict this notion, showing
variations in MEP amplitudes within a series of trials, indicating potential influences of
ITI on single-pulse TMS MEP measurement [35]. Another more comprehensive study
demonstrated statistically significant differences in MEPs evoked at short ITIs (5 s and
below) versus a long (10 s) ITI using a set TMS stimulation intensity. Most importantly,
this phenomenon mainly occurred in the first 10 of the 30 MEPs constituting a block of
trials. These studies and others [36,37] suggest that ITI may indeed play a non-trivial role
in the variability of MEP measurements, which would warrant further investigation and
potential reevaluation of ITI practices in TMS research to ensure valid and reliable findings.

A recent study performed in our laboratory was the first to determine the influence of
ITI on any measure of paired-pulse TMS [38] and found no effect of ITI on ICF. However,
no studies have explored how different ITIs might affect quantification of SICI. This is
despite the prevalence of SICI research, the importance of SICI in movement control, and
that SICI is mediated by different neurotransmitter and receptor systems than other paired-
pulse TMS measures such as ICF. Furthermore, single-pulse TMS seems to be subject to
the influence of ITI [35–37,39–41] and SICI quantification involves the pseudorandom
interleaving of condition–test MEP trials and single-pulse test MEP trials within a TMS
block. In addition, a test MEP is also obviously a constituent of the condition–test MEP.
These lines of rationale form the basis for the possibility that short ITIs of approximately
6 s and below that have been used in the majority of SICI studies may have negatively
affected the SICI values obtained in studies involving healthy adults and in patients with
movement disorders. This possibility would be more likely the many studies that have
involved small sample sizes or a relatively small number of MEP trials [42], which have
also been the case in many SICI studies. Thus, the primary purpose was to examine the
effects of ITI on the quantification of SICI at rest. This was accomplished by quantifying
SICI in four separate trial blocks that utilized ITIs of 4, 6, 8, and 10 s. Based on a number of
previous single-pulse TMS studies [35,36], it was predicted that the magnitude of SICI in
the short (4 s ITI) SICI block would be increased (greater inhibition) compared with the 6,
8, and 10 s ITI SICI blocks. In addition, it was hypothesized that these differences would
be manifested through an initial suppression (greater inhibition) over approximately the
first 8–10 MEP trials and would not be due to a serial increase (more inhibition) in SICI
over the entire trial block. The secondary purpose was to determine the effects of ITI on
the quantification of single-pulse MEP amplitudes at rest. This was achieved by measuring
single-pulse MEP amplitudes in two control blocks using ITIs of 4 and 10 s, respectively. It
was predicted based on prior single-pulse TMS studies [35–37] that the 4 s ITI control block
would exhibit a lower average MEP amplitude compared with the 10 s ITI control block.
Finally, it was expected that this would be due to significantly lower MEP amplitudes over
approximately the first 8–10 MEP trials and not a gradual decrease in MEP amplitude over
the entire duration of the 4 s ITI control block.
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2. Materials and Methods

2.1. Participants

The experiments were performed on the right hand of a total of 23 (12 males and
11 females; average age: 26.7 ± 6.0 years) healthy young participants. Participants were
recruited using flyers posted in several buildings throughout the university. Inclusion
criteria included (1) ability to provide informed consent; (2) being free from any known
neurological or psychiatric condition; (3) age between 18 and 45 years old; and (4) being
right-handed. Accordingly, all participants were right-handed as evidenced by the Edin-
burgh Handedness Inventory [43]. Exclusion criteria included (1) an uncontrolled medical
condition; (2) metal in the skull or eye such as a cardiac pacemaker, brain stimulator, shrap-
nel, surgical metal, clips in the brain, cochlear implants, and metal fragments in the eye;
(3) diagnosed hearing loss; (4) having had a brain tumor, a stroke, head trauma, epilepsy,
or a history of seizures, having a neurological disorder or a movement disorder, or having
a head injury that involved being passed out for more than a few seconds; and (5) being
pregnant or thought to be pregnant. Finally, participants were screened to confirm that
they did not meet the exclusion criteria for noninvasive brain stimulation [20]. The study
was approved by the Institutional Review Board at the University of Nevada, Las Vegas
and performed in accordance with the Declaration of Helsinki.

2.2. Experimental Design

Participants completed a single experimental session (~2 h), and the experimental
steps were completed in the following order: (1) maximum voluntary contractions (MVCs);
(2) identification of the motor hotspot location; (3) resting motor threshold (RMT) determi-
nation; (4) 1 mV stimulation intensity quantification; (5); two control blocks of single-pulse
MEPs that were evoked with ITIs of 4 and 10 s (hereafter referred to as the 1 mV_4 and
1 mV_10 conditions); (6) four SICI trial blocks that involved ITIs of 4, 6, 8, and 10 s (hereafter
referred to as the SICI_4, SICI_6, SICI_8, and SICI_10 conditions), and (7) MVCs. These
experimental steps are depicted in Figure 1 and the methodology of each of the steps is
described in the sections below.

 
Figure 1. Experimental protocol. Each experiment involved the following set of procedures: pre-
MVCs, identification of the motor hotspot location, RMT determination, 1 mV stimulation intensity
quantification, control blocks (1 mV_4 and 1 mV_10), SICI blocks (SICI_4, SICI_6, SICI_8, and SICI_10),
and post-MVCs.

2.3. Experimental Arrangement

The first dorsal interosseus (FDI) muscle of the right hand was the target muscle for
all experimental testing. Participants sat in a chair beside a table with the forearm resting
on the table surface. The upper limb posture was set so that the shoulder was abducted
(~45 degrees), the elbow was flexed (~90 degrees), the wrist was in neutral, and the right
hand was prone [44]. This posture was strictly maintained during all TMS procedures as
it has been clearly shown that MEPs evoked in hand muscles can be significantly altered
when the configuration of the upper limb is changed [45,46]. The right FDI muscle EMG
activity was provided as feedback on a computer monitor that was situated in front of the
participants. The participants were given stringent and detailed directions before the TMS
testing blocks began on how to utilize the visual EMG feedback to make sure that the FDI
was deactivated and at rest for all of the TMS testing procedures. In all TMS testing, the
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participants could see the baseline EMG noise level on the screen at a high gain [47]. A black
horizontal cursor line was placed at a level of 25 microvolts above the top of the baseline
noise. Participants were told not to let the EMG level go above this line for a sustained
period of time as it would represent a light muscle contraction. To further ensure that the
FDI was relaxed, the same computer display was continually monitored by one of the three
to four investigators present in the data collection of each experiment. This investigator had
the sole responsibility of incessantly scrutinizing the EMG level and the participant’s body
and hand posture. Accordingly, this investigator provided verbal feedback to participants
as needed if the EMG signal indicated that the FDI was contracting at any time point during
the TMS testing blocks. Finally, the data analysis programs checked for any MEP trials that
had an FDI EMG level greater than an average of 25 microvolts in the 50 ms before the MEP
was evoked in each trial. This was carried out to identify trials for further inspection and
rejection if this criterion were met, which is a common process in TMS experiments [48].
However, no trials had to be rejected in the study.

TMS was applied via two Magstim 2002 stimulators linked by a Bistim module and
through a double 70 mm remote control figure-of-eight coil. The TMS unit was put in the
Bistim Mode [49] configuration for all of the single and paired-pulse TMS measurements.
The coil was positioned tangential to the scalp and the coil handle was positioned laterally
and backwards at an angle of 45 degrees with respect to the midline. The TMS coil was
placed over the scalp site corresponding to the FDI muscle’s “motor hot spot” of the left M1
to elicit MEPs in the FDI of the right hand [50]. The right FDI EMG activity was recorded
with surface electrodes placed in a belly tendon montage. The EMG signals were collected
utilizing Cambridge Electronic Design (CED); Cambridge, UK software (Signal 5.04) and
hardware (micro 1401 data acquisition interface and 1902 amplifiers).

2.4. Experimental Procedures
2.4.1. MVCs

The MVCs were performed using index finger abduction as the FDI was the target
muscle for the TMS procedures and almost all index finger abduction force is generated by
the FDI muscle [51]. A custom manipulandum mounting a force transducer was located on
the table close to the block where the hand was placed. This allowed participants to produce
force on that transducer at the proximal interphalangeal joint of the right index finger. The
MVCs were collected using methodology similar to prior studies [52–54]. Participants were
required to exert their maximum force in the shortest possible time and to maintain the
maximum for approximately 5 s [53]. The FDI force was provided to participants by a red
force trace on a computer monitor. A total of three MVC trials were performed at both the
start (pre-MVCs) and end of the experimental session (post-MVCs) with a minute of rest
between all trials.

These pre- and post-MVCs were completed to give some assurance that the voluntary
activation capacity of the right FDI muscle had not considerably decreased during the
experimental session due to some manifestation of central or mental fatigue. For example,
MEP amplitude can be affected by changes in attention, arousal, and alertness [6]. Since
the experiments in this study lasted approximately two hours, the levels of concentration
needed during the experiment could potentially have led to mental fatigue and influenced
MEP measurements. Accordingly, it has been established since the beginning of fatigue re-
search that voluntary muscle activation can be reduced following mental fatigue alone [55].
While the probability of meaningful levels of mental and central fatigue were likely very
low due to all of the experimental procedures being completed with the FDI muscle at rest,
the MVCs nonetheless served as a relevant, simple, and time-efficient experimental control.

2.4.2. Motor Hotspot Identification

The TMS coil was moved over the scalp while suprathreshold TMS pulses were
applied until the point where the highest MEPs in the right FDI was identified. This site
was designated as the FDI motor hot spot, and all MEPs were evoked from this location.
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Finally, the associated TMS coil position was outlined on a scalp cap to ensure a constant
coil position throughout the experiment and the position of the scalp cap on the forehead
was marked using an erasable marker [50].

2.4.3. RMT

RMT was quantified according to standard practice and was defined as the lowest TMS
stimulation intensity needed to elicit a MEP with a 50-microvolt peak-to-peak amplitude
in a minimum of 5 out of 10 consecutive TMS trials [56]. The RMT obtained from each
participant was taken to calculate the individual TMS conditioning pulse stimulation
intensity needed for the SICI measurements.

2.4.4. The 1 mV Stimulation Intensity Quantification

The 1 mV stimulation intensity as a percentage of maximum stimulator output (%
MSO) was determined according to the procedures of previous studies [57,58]. Briefly, the
stimulation intensity started at 55% of MSO and adjusted while MEPs were monitored
and quantified online until the average MEP amplitudes were as close as possible to
1 mV. Subsequently, this stimulation intensity was utilized for all of the single-pulse TMS
MEPs obtained in the control blocks and for the test MEPs in the SICI blocks. Importantly,
the 1 mV stimulation intensity quantification was completed using an ITI of 10 s as this
corresponded to the longest ITI in the present study. In addition, this choice was based on
prior single-pulse TMS ITI studies [35–37] whose results had collectively indicated that
ITIs of 10 s and above should definitely be sufficient to reflect the best estimate for 1 mV
stimulation intensity value and should not be subject to time-dependent effects.

2.4.5. Control Blocks

Two separate control blocks involving single-pulse TMS trials were completed in
randomized order. These blocks were included in the study so that the findings could be
compared to a series of prior ITI studies [35–37] that only involved single-pulse TMS. In
addition, these blocks also provided a control comparison to the single-pulse test MEPs
evoked in the SICI blocks. One control block utilized an ITI of 4 s, whereas the other control
block utilized an ITI of 10 s (herein referred to as the 1 mV_4 and 1 mV_10 control blocks,
respectively). Therefore, the control blocks comprised the shortest (4 s) and longest (10 s)
ITIs that were later employed in the SICI blocks. Since differences across ITIs were most
likely to be seen between the 4 and 10 s ITIs, the 6 and 8 s ITIs used in the SICI blocks
were not included in the control blocks to keep the total experiment time from exceeding
two hours.

Both control blocks consisted of 25 MEPs evoked utilizing the previously determined
1 mV stimulation intensity for each individual participant. The 1 mV stimulation intensity
is the most common value used to quantify changes in MEP amplitude before and after
various experimental interventions in TMS studies. Furthermore, the stimulation intensity
to evoke a 1 mV MEP also serves as the test MEP stimulation intensity in virtually all paired
pulse TMS studies. The total of 25 MEP trials per block was chosen based on the following
rationale. First, a detailed quantitative study [42] reported that a total of 20–30 MEPs
per trial block strikes the best balance between the requisite number of trials to minimize
estimation error for average MEP. Second, this was also the range of MEPs that the same
authors determined is most appropriate and realistic to accomplish due to time and other
constraints inherent in most TMS studies; and third, the most comparable previous ITI
studies involving single-pulse TMS utilized 25 and 30 MEP trials per block [35,37].

2.4.6. SICI Blocks

SICI was measured at ITIs of 4, 6, 8, and 10 s (herein referred to as SICI_4, SICI_6,
SICI_8, and SICI_10) in four separate blocks of trials that were completed in randomized
order. Thus, the only difference between the SICI blocks was the ITI that was utilized.
SICI was evoked using constant parameters that were selected because they have been the
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most common in the literature and determined to be the optimal to detect SICI at rest [12].
Specifically, the conditioning pulse stimulation intensity was 90% of RMT, the test pulse
stimulation was the 1 mV stimulation intensity as a % MSO, and the ISI was 3 ms.

Each of the four SICI blocks consisted of 52 total trials that included 26 test MEP trials
evoked with single-pulse TMS and 26 condition-test MEP trials evoked with paired-pulse
TMS. These two types of TMS trials were delivered in a semi-randomized order, which
involved each consecutive set of two TMS trials being randomized between the two types
of trials. Therefore, a total of 26 SICI measurements were taken in each block. SICI was
calculated by dividing the condition–test MEP amplitude by the test MEP amplitude and
expressed in percentage terms, which corresponds to the percent inhibition. Twenty-six
trials per block were chosen for reasons analogous to those stated above for the number
of 25 total MEPs in each of the control blocks. Furthermore, this would have permitted
a minimum of 25 SICI measurements in case the first test MEP and condition–test MEP
would have had to be deleted from the analyzes. However, this deletion ultimately was
not necessary as the first 1–2 MEP trials were similar in amplitude to the average of all the
other trials within each trial block (see Section 4.3 of the Discussion).

The specific ITIs of 4, 6, 8, and 10 s utilized for the SICI blocks were selected according
to the following rationale: (1) While a few of the prior studies that investigated the influence
of ITI on single-pulse MEP amplitude used ITIs of less than four seconds [35,40], extensive
pilot testing revealed that ITIs of less than four seconds was not always feasible for SICI
testing. In these conditions, the TMS unit would sometimes skip trials as a result of the
capacitors not recharging fast enough if a given participant had a high RMT and 1 mV
MEP, which would correspond to the need for relatively high stimulation intensities for
the test MEPs and condition–test MEPs. Similarly, evoking SICI with ITIs of less than four
seconds also resulted in coil overheating for a nontrivial number of participants. In the
current study, these issues would have rendered the results meaningless since the change
SICI on a trial-by-trial basis as a function of time was a primary interest. (2) Based on prior
single-pulse TMS studies involving ITI, the shortest 4 s ITI should be brief enough to be
able to identify any time-dependent modulations in MEP amplitudes due to ITI, if they
were to exist [35–37]. Specifically, these studies demonstrated that ITIs of 5 s and below
influenced MEP amplitudes. Relatedly, these studies clearly indicated that a 10 s ITI would
be sufficient to provide valid and reliable MEP amplitude measurements given that ITIs
as low as approximately 6–8 s and especially 10–20 s were not subject to time-dependent
effects; (3) it quickly became evident that ITIs of greater than 10 s would not be practical
for almost all TMS experiments. The total time required to conduct TMS experiments
would be far too great, the experiments would be too unpleasant for the participants and
investigators, and the number of blocks, conditions, and total trials would have to be
reduced compared to what is usually desired in most TMS experiments. In summary, both
prior research and extensive piloting deemed that the shortest ITI of 4 s should be adequate
to find time-dependent effects and the longest ITI of 10 s should be more than long enough
to provide valid and reliable measures of MEP amplitudes to compare to the shorter ITIs.

2.5. Data Analysis

The MVC and MEP data were reduced and analyzed using custom Signal software
scripts by members of the research team who were not present during data collection.
Accordingly, the investigators who collected the data during the experimental sessions did
not perform the data analysis [59].

2.5.1. MVC Force, MVC EMG, RMT, and 1 mV Stimulation Intensity Analyses

The MVC force was quantified as the average force generated over the plateau portion
(usually about three to five seconds) of the MVC trials. The MVC trial with the greatest
force for each group of three pre- and post-MVC trials was denoted as the MVC force and
used for analysis [44,60]. Similarly, the average FDI EMG was quantified over the same
plateau period and the greatest FDI EMG for group of three pre- and post-MVC trials was
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denoted as the maximum FDI EMG. For all MEP analyses, the MEP size was quantified as
the peak-to-peak amplitude value for each MEP. The RMT and 1 mV stimulation intensity
(% MSO) are expressed as the averages of the entire sample of participants.

2.5.2. Control Block Analyses

MEP amplitudes were evaluated in three different ways in the control blocks: (1) to
assess potential variations in MEP amplitude throughout the control blocks, the 25 MEP
trials within each block were divided into three distinct time periods consisting of consecu-
tive MEP trials (epoch 1: trials 1–8; epoch 2: trials 9–16; epoch 3: trials 17–25). As a result,
epochs 1–2 included 8 trials each, whereas epoch 3 consisted of 9 trials. This mirrors the
approach in our previous investigation on the influence of ITI on ICF [38]. In addition, a
similar strategy was used in a single-pulse TMS study, which segmented 30 MEP trials into
three equal sub-blocks of 10 MEPs [35]. The decision to allocate 8 trials to epochs 1 and 2
with 9 in epoch 3, as opposed to distributing an equal number of trials across all epochs,
accounted for the possibility of excluding the initial trial in each block, a contingency
discussed further in Section 4.3 of the Discussion. Nevertheless, this deletion ultimately
was not necessary as the first 1–2 MEP trials were similar in amplitude to the average of
all the other trials within each trial block. (2) MEP amplitude was also calculated as the
average of all 25 MEP trials in each control block to provide a comprehensive view of the
average MEP amplitude during control blocks. (3) To examine changes in MEP amplitude
across the control blocks in more detail, the average MEP amplitudes for all participants
were determined for each of the 25 trials, serving primarily to graphically depict the time
series of MEP trials within each control block.

2.5.3. SICI Block Analyses

MEP amplitudes in the SICI blocks were also analyzed in three ways: (1) MEP trials
were segmented into epochs, with epochs 1, 2, and 3 comprising 16, 16, and 20 trials,
respectively. Beyond the evident rational that these blocks having more total trials due
to them involving paired-pulse TMS, the primary justification for the variation in the
number of trials across epochs aligns with the previously mentioned rationale concerning
the potential exclusion of the initial two trials, which ultimately was not implemented
(refer to Section 4.3 of the Discussion). Consequently, the average MEP amplitudes for test
MEP trials, condition-test MEP trials, and thus SICI quantification were determined based
on the average of 8, 8, and 10 trials for each metric (test MEPs, condition–test MEPs) within
the SICI segments and utilized for subsequent analysis. Hence, SICI was determined by
division of the condition–test MEP amplitude block average by the test MEP amplitude
block average and reporting the as a percentage [7,10–12]. (2) The average MEP amplitudes
across all 26 test MEP trials, 26 condition–test MEP trials, and thus 26 SICI assessments
were compiled for analysis. This was carried out to provide a comprehensive view of the
average MEP amplitude during the SICI blocks; (3) to more effectively depict variations
in test and condition–test MEP trials across the duration of the SICI blocks, the average
test MEP and average condition–test MEP amplitudes for each of the respective trials of all
participants was quantified and depicted. This approach was employed for the purposes
of illustration and depict the time series of MEP trials within each SICI block.

2.6. Statistical Analysis
2.6.1. MVCs

A paired t-test was used to compare the pre-MVC and post-MVC force values. Simi-
larly, the pre-MVC EMG and post-MVC EMG values were also compared with a paired
t-test.
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2.6.2. Control Blocks

A 2 ITI (1 mV_4, 1 mV_10) × 3 Epoch (1, 2, 3) within-subjects ANOVA was used to
analyze differences in MEP amplitudes over the time course of the control blocks. To locate
where significant differences occurred between pairs of means, post hoc analyses using
Bonferroni adjustment for multiple comparisons were performed if appropriate.

2.6.3. SICI Blocks

Three separate 4 ITI (SICI_4, SICI_6, SICI_8, SICI_10) × 3 Epoch (1, 2, 3) within-subjects
ANOVAs were used to analyze the dependent variables of test MEP amplitude, condition-
test MEP amplitude, and SICI.

Significance level for all statistical tests was p < 0.05, unless modified by Bonfer-
roni corrections. Data are expressed as mean ± standard deviation within the text and
mean ± standard error in the figures.

3. Results

The mean RMT for the participants was 46.0 ± 9.0 (% MSO), whereas the mean 1 mV
stimulation intensity was 59.5 ± 14.1 (% MSO).

3.1. MVCs

The paired t-test revealed that the difference between the pre-MVC (44.2 ± 10.0 N) and
post-MVC force (46.8 ± 12.8 N) values was non-statistically significant (p = 0.107, d = 0.351).
In addition, another paired t-test revealed that the difference between the pre-MVC EMG
(0.88 ± 0.3 mV) and post-MVC EMG (0.89 ± 0.4 mV) values was non-statistically significant
(p = 0.753, d = 0.066).

3.2. Control Blocks

The differences in MEP amplitudes were compared across ITIs and epochs in the con-
trol blocks with a 2 ITI (1 mV_4, 1 mV_10) × 3 Epoch (1, 2, 3) within-subjects ANOVA. The
main effect for ITI (p = 0.103, ηp

2 = 0.116), the main effect for Epoch (p = 0.727, ηp
2 = 0.014),

and the ITI × Epoch interaction (p = 0.444, ηp
2 = 0.036) were all non-statistically significant

(Figure 2A,B). Accordingly, Figure 3A,B illustrate that the MEP amplitudes did not show a
trend for an increase or decrease as a function of trial number, but rather fluctuated around
the mean value for both the 1 mV_4 and 1 mV_10 control blocks.

Figure 2. The MEP amplitudes obtained in the control blocks are shown across epoch number (A) and
as the overall control block averages (B). The 1 mV_4 control block (blue) and the 1 mV_10 (red)
control blocks displayed statistically similar MEP amplitudes across the three epochs and therefore
over each entire trial block.
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Figure 3. The MEP amplitudes across trials for the 1 mV_4 (A) and 1 mV_10 (B) control blocks are
shown for illustrative purposes, with each data point corresponding to the average MEP amplitude
of all participants for each trial in a given control block.

3.3. SICI Blocks

The differences in test MEP amplitudes were compared across ITIs and epochs in the
SICI blocks with a 4 ITI (TEST_4, TEST_6, TEST_8, TEST_10) × 3 Epoch (1, 2, 3) within-
subjects ANOVA. The main effect for ITI (p = 0.861, ηp

2 = 0.011), the main effect for Epoch
(p = 0.293, ηp

2 = 0.053), and the ITI × Epoch interaction (p = 0.477, ηp
2 = 0.039) were all

non-statistically significant (Figures 4A and 5A).

Figure 4. The test MEP, condition–test MEP, and SICI values obtained in the SICI trial blocks. There
were no significant differences between the 4, 6, 8, and 10 s ITIs and across the three epochs for the
test MEPs (A), the condition–test MEPs (B), or SICI (C).

Figure 5. The test MEPs, condition–test MEPs, and SICI magnitudes for the 4, 6, 8, and 10 s ITIs (A–C)
are shown as the overall averages for each SICI trial block. There were no significant differences
between ITIs for the test MEPs, the condition–test MEPs, or SICI.

The differences in condition–test MEP amplitudes were compared across ITIs and
epochs in the SICI blocks with a 4 ITI (C-T_4, C-T_6, C-T_8, C-T_10) × 3 Epoch (1, 2, 3)
within-subjects ANOVA. The main effect for ITI (p = 0.999, η = 0.000), the main effect for
Epoch (p = 0.194, η = 0.075), and the ITI × Epoch interaction (p = 0.683, η = 0.024) were all
non-statistically significant (Figures 4B and 5B).
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The differences in SICI values were compared across ITI and epochs in the SICI blocks
with a 4 ITI (SICI_4, SICI_6, SICI_8, SICI_10) × 3 Epoch (1, 2, 3) within-subjects ANOVA. The
main effect for ITI (p = 0.127, ηp

2 = 0.082), the main effect for Epoch (p = 0.568, ηp
2 = 0.022),

and the ITI × Epoch interaction (p = 0.836, ηp
2 = 0.013) were all non-statistically significant

(Figures 4C and 5C).
Accordingly, Figure 6A–D illustrates that the test MEP amplitudes and condition-test

MEP amplitudes did not show a trend for an increase or decrease as a function of trial
number, but rather fluctuated around the mean value for the SICI_4, SICI_6, SICI_8, and
SICI_10 blocks. Similarly, Figure 7A–D illustrates that the SICI values did not show a trend
for an increase or decrease as a function of trial number, but rather fluctuated around the
mean value for the SICI_4, SICI_6, SICI_8, and SICI_10 blocks.

 

Figure 6. The test MEP (red) and condition–test MEP (blue) magnitudes across trials for the 4, 6,
8, and 10 s ITIs (A–D) in the SICI trial blocks are shown for illustrative purposes. Each data point
corresponds to the average MEP amplitudes of all participants for each trial.

Figure 7. SICI magnitude across trials for the 4, 6, 8, and 10 s ITIs (A–D) are shown for illustrative
purposes. Each data point corresponds to the average SICI of all participants for each trial in a SICI
trial block.
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4. Discussion

The primary purpose was to examine the effects of ITI on the quantification of SICI at
rest. The secondary purpose was to determine the effects of ITI on the quantification of
single-pulse MEP amplitudes at rest. The main findings were as follows: (1) The single-
pulse MEP amplitudes in the 1 mV_4 and 1 mV_10 conditions did not display serial
reductions with time in either of these control blocks. Accordingly, the overall average
MEP amplitudes did not differ for the 1 mV_4 and 1 mV_10 blocks. (2) The magnitude of
SICI did not exhibit a serial increase (greater inhibition) with time for any of the four ITIs
(4, 6, 8, and 10 s) that were investigated in the SICI blocks. Similarly, the overall average
SICI values were also not different between the four SICI blocks. Collectively, these results
indicate that 4 and 10 s ITIs give similar overall single-pulse MEP values and 4, 6, 8, and 10
s ITIs give similar SICI values. Therefore, ITI had no meaningful influence on single-pulse
MEP amplitude in the control blocks or on the test MEP, condition–test MEP, and therefore
SICI values obtained under the current experimental conditions.

4.1. The Influence of ITI on MEP Amplitudes in the Control Blocks

The MEP elicited by TMS applied over M1 provides a simple measure of corticospinal
excitability at the time of arrival of the TMS pulse. MEPs are widely used to understand
the physiological mechanisms responsible for producing and controlling movements.
Although MEPs can be evoked and recorded relatively easily, numerous methodological
issues and experimental controls are needed to obtain valid MEP measurements in specific
experimental circumstances. Accordingly, numerous review articles have focused on the
optimal TMS parameters to use when obtaining single and paired-pulse MEPs [29,61,
62]. However, ITI has received much less little attention in comparison to other TMS
parameters involved in single-pulse TMS, but especially in regard to paired-pulse TMS.
It could be that ITI has been inadvertently neglected or perhaps this can be attributed
to the prevailing notion that there are no post-stimulation effects at the most commonly
used ITIs. Nonetheless, well over a decade ago, a significant majority of an international
assembly of TMS experts emphasized the importance of controlling and reporting ITI in
TMS experiments, despite the paucity of direct systematic investigations available at that
point in time [21]. Contrary to these suggestions, the vast majority of TMS studies rarely
mention or explicitly report ITI information in their methods sections. This observation
is substantiated by a TMS review where, among 16 the reviewed studies, only 1 (~6%)
disclosed the ITI employed [30]. This underscores that ITI lacks a unified approach, which
is further evidenced by the varied ITI ranges and methods for adjusting ITI across trial
blocks documented in existing literature.

The present study included two control blocks performed under resting conditions to
examine the effects of short (4 s) and long (10 s) ITIs on single-pulse TMS MEP amplitudes
(1 mV_4 and 1 mV_10 conditions, respectively). These blocks were performed to provide
control measures for both the test MEPs completed in the SICI blocks and for the overall
measurement of SICI. The control blocks served the dual purpose of being a control
comparison to the single-pulse test MEPs evoked in the SICI blocks and enabling the
findings to be compared to previous single-pulse ITI studies [35–37,39,41]. In general, the
main findings of these studies were similar and reported MEP amplitude suppression of
approximately the first 10 MEPs of a block of 20–30 trials when ITIs of less than or equal to
5 s were administered. This issue could therefore be a potential confound in any previous
or future studies involving MEPs evoked with ITIs in this range.

Consequently, the a priori hypothesis of the current study was that the 1 mV_4 control
block would exhibit a lower overall MEP amplitude than the 1 mV_10 block due to MEP
suppression in approximately the first 8–10 trials. However, the results were not consistent
with this hypothesis as there were no differences in overall block average between the
two control blocks. Furthermore, MEP amplitudes in epoch 1 were also nearly identical
compared with epochs 2 and 3 for both control blocks, which provides no evidence of a
serial reduction in MEP amplitude with time in these conditions (Figure 2A,B). In addition,
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visual inspection of Figure 3A,B not only reflects these statistical outcomes, but also clearly
shows no discernable pattern in regard to the first MEP trial being larger in amplitude
than subsequent MEPs later in the block. Accordingly, the first 1–5 MEPs were squarely in
the middle of the range of variation of MEP amplitude observed across the entirety of the
control blocks.

Taken together, the current results are in contrast to the majority of the findings in prior
ITI single-pulse TMS studies. At first glance, these inconsistencies appear rather difficult
to explain, but a detailed examination of the details and nuances of or each study points
to sample size and methodological disparities as the most likely explanations. In regard
to sample size, the maximum number of participants was 17 and the average was 12.5
across these investigations [35–37,39–41]. This is important as sample size is the factor that
provides the largest mathematical contribution to the estimator error for MEP amplitude
quantification [42].

A good example of a methodological difference is a study by Moller and colleagues [36],
which reported that recruitment curves determined with a 5 s ITI were significantly dif-
ferent compared to an ITI of 20 s. A key issue, however, was that a wide range of TMS
intensities are used when obtaining recruitment curves compared to the constant simulation
intensities employed in this study, previous ITI studies, and in the majority of TMS blocks
in most experimental conditions. Additionally, that study only collected five MEPs per
block, a number far under the 20–30 recommended to minimize MEP error estimation [42].
In another study that involved only nine participants, a 2 s ITI resulted in significant lower
MEPs compared with ITIs of 5 and 10 s [39], which is only partially consistent with the cur-
rent results. In a much more comprehensive study, MEPs were lower at short ITIs of 1, 2, 3,
and 5 s when compared to a long 10 s ITI. This finding was mainly due to the first 10 MEPs
collected in blocks consisting of 30 total trials. Importantly, this study was characterized by
several structural and procedural differences in comparison to the current study. First, the
sample size comprised eight total participants. Second, biphasic TMS pulses were utilized
compared with the much more common monophasic pulses used in most single pulse
TMS studies, a difference that is well-known to yield different MEP results [63]. Third, the
participants were allowed to watch television during the experiments versus the common
practice of monitoring visual EMG feedback of muscle activity or having no significant
external stimuli. Because MEP amplitude can be different within the up and down phases
of neuronal oscillations as quantified by EEG and by attention level [6], this experimental
issue could have significantly influenced results. A study by Schmidt and colleagues [40]
has also provided results in opposition to the current ones. These authors reported that an
ITI of 3 s produced a temporary initial state where MEP amplitudes in the first 20 trials
were significantly lower compared with subsequent trials. One major difference in this
study versus other ITI studies was that ITIs of over 3 s were not investigated, which makes
meaningful comparisons with our study difficult. On the other hand, another report with
very similar methodology to the many aspects of the single-pulse portion of the present
study indicated that MEPs were significantly reduced in a 4 s as opposed to a 10 s ITI
condition [41]. A second study by the same authors using similar methods indicated that
MEP amplitudes at an ITI of 5 s were lower compared with 10, 15, and 20 s ITIs. In these
two cases, the possible explanations for divergent findings compared to the current are
somewhat difficult to reconcile.

In contrast, the current results align with a seminal repetitive TMS study [33], which
discovered that an ITI of one second did not affect successive MEPs, indicating that ITIs
shorter than one second were needed to induce significant after-effects on MEP amplitude.
This conclusion is bolstered by physiological findings showing that a solitary TMS pulse
applied to M1 only elevates cortico-muscular coherence for a duration of 300–800 ms before
returning to baseline levels [34]. Furthermore, our recent study that involved the influence
of ITI on ICF was conducted in nearly identical experimental conditions as the current
study and also found no evidence of time-dependent effects in the single-pulse TMS control
blocks [38]. To conclude, the overall literature displays mixed findings on the effect of brief
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ITIs of 5 s or less on MEP amplitude measurement with the preponderance of the available
studies being in opposition to the present results. However, differences in methodology
and the much lower sample sizes in previous studies likely account for most of these
discrepancies.

4.2. The Influence of ITI on the Measurement of SICI

SICI is the most common and extensively studied paired-pulse TMS protocol [7,10,11]
Although a series of previous studies by different research groups have investigated the
effect of short and long ITIs on single-pulse TMS amplitudes, this was the first study to
examine the effects of ITI on the measurement of SICI. Based on these prior single-pulse
studies [35–37,39–41], the a priori hypothesis of the current study was that the magnitude
of SICI in the short (4 s ITI) SICI block would be increased (greater inhibition) compared
with the 6, 8, and 10 s ITI SICI blocks. In addition, it was hypothesized that these differences
would be manifested through an initial suppression (greater inhibition) over approximately
the first 8–10 MEP trials and would not be due to a serial increase (more inhibition) in
SICI over the entire trial block. Theoretically, some weighted contribution of both of these
elements within SICI_4 block relative to the to three SICI blocks with longer ITIs could also
occur. Any of these results would imply that prior SICI studies that utilized ITIs of 4–5 s or
less may have provided imprecise or even partially inaccurate results.

A total of 52 MEP trials were attained in each of the four SICI blocks. Each block
comprised 26 test MEP trials and 26 condition–test MEP trials presented in a semi-random
fashion. For analysis, these sets of responses were divided into time three epochs and
were collectively utilized to calculate SICI. Separate analyses were also performed on
the test MEP trials and condition–test MEP trials alone to examine their individual role
in determining the magnitude of SICI induced in each of the four SICI blocks. For the
test MEP trials alone, the results mirrored those of the control blocks as there was no
indication of a serial reduction in MEP amplitude over any of the epochs of test MEP
trials in any of the SICI blocks (Figure 4A). Therefore, the overall average test MEP was
also not different between the four SICI blocks (Figure 5A). All of these statistical findings
are clearly corroborated by the graphical representation of the group average test MEP
amplitudes plotted by trial number (Figure 6A–D). In conclusion, the test MEP amplitudes
when analyzed alone displayed no differences across epochs or between SICI blocks.

Similarly, the condition–test trial MEP amplitudes when analyzed alone displayed the
exact pattern of findings and therefore overall results as the test MEP trials. They failed
to exhibit time-varying characteristics over any of the epochs that comprised the total of
26 condition–test MEP trials in any of the four SICI blocks (Figure 4B). Accordingly, the
overall average condition–test MEP was also not different between the four SICI blocks
(Figure 5B). Thus, condition–test MEP amplitudes randomly varied around the average
value obtained over the entire duration of the SICI blocks. All of these statistical findings
are clearly supported by the graphical representation of the group average condition–test
MEP amplitudes plotted by trial number (Figure 6A–D). In conclusion, the condition–test
MEP amplitudes when analyzed alone displayed no differences across epochs or between
SICI blocks.

Since the test MEP and condition–test MEP are the two components that comprise the
measurement and mathematical calculation of SICI, the same overall pattern of results had
to manifest for SICI. Therefore, there was neither a serial increase (greater inhibition) in SICI
over the course of any of the SICI blocks (Figure 4C) nor a difference in the overall SICI block
average values (Figure 5C). These findings were reflected in the graphical representations
of the group average SICI values plotted as a function of trial number (Figure 7A–D). Thus,
there were no significant differences in the magnitude of SICI obtained across epochs or
between SICI blocks. In summary, the present findings were relatively straightforward as
ITI had no meaningful influence on single-pulse MEP amplitude in the control blocks or
on the test MEP, condition–test MEP, and therefore SICI values obtained under the current
experimental conditions.
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4.3. Methodological Considerations

There are numerous methodological issues that can potentially impact the quan-
tification of single- and paired-pulse MEPs. Thus, this study implemented nearly all
the elements of methodological quality that have been proposed for single- and paired-
pulse TMS studies [6,21,30]. In addition, the study employed similar procedures to most
previous single-pulse TMS studies that explicitly studied the influence of ITI on MEP
amplitude [35–37,39–41]. The study was also limited to healthy young adults and had
nearly equivalent numbers of women and men. Therefore, any differences that could have
occurred due to any disorder, a wide age range, or an unequal distribution of participants
by gender was greatly minimized. The possible influence of handedness or degree of
laterality was also likely very low as all participants were strongly right-handed. Lastly,
MVCs were also performed before and after the main aspect of the experiment to verify
that the target FDI muscle’s voluntary activation levels did not significantly change over
the entire course of the experiment. Although the experiments were performed completely
at rest it may have been possible that concentration, arousal, or alertness [6] could have
decreased during that rather long experiment and impacted MEP amplitude.

The data analysis aspect most pertinent to the interpretation of results of the present
study could be argued to be the somewhat common procedure to exclude the first few (e.g.,
1–5) MEPs from the analysis of each trial block. However, close scrutiny of Figures 3, 6 and 7
all unambiguously show that this procedure would not have influenced any of the current
findings. It appears that the first mention of this method of MEP data reduction was in a
study dating back to the earliest days of TMS [29]. The authors stated that they usually
excluded the first MEP because it displayed a greater amplitude compared with all the suc-
cessive MEPs of the trial block. In that study, the ITI employed in that study was randomly
given within a range of 3.5 and 7 s. However, this appeared to be based solely on subjective
examination and no objective calculations were provided. Another possible origin to the
idea of deleting the first several MEPs was a fatigue study [61] that reported a serial decline
in the initial four MEPs of trial block. Nevertheless, the condition of the motor system and
corticospinal excitability subsequent to the completion of a fatiguing contraction is not
comparable to rest and the evolution of the after-effects of fatigue obviously contributed to
those results. Accordingly, a comprehensive study that focused only on the effects of initial
MEP removal concluded as long as an adequate number of total MEPs were collected the
deletion of the first 3–5 MEPs did not significantly influence results [64].

4.4. Practical Applications for SICI Studies

The current results have a number of practical implications for single-pulse TMS
studies and the quantification of SICI. First, the tactic of removing the first MEP or initial
several MEPs of a trial block from analysis seems to be an unwarranted loss of data and not
necessary. Second, the widespread approach of adjusting the SICI test MEP amplitude to
1 mV or slightly higher was further supported in the current study for ITIs ranging between
4 and 10 s and appears to be the best practice. By extension, the less frequent method of
setting the test MEP stimulation intensity to 110–120% of the RMT is also viable as this
almost always elicits MEPs of 1 mV or slightly [42]. Third, it probably does not matter if
short and long ITIs are employed in a randomized fashion within the same block of trials as
long as they are in the range of 4 to 10 s. Therefore, some researchers may want to do this in
experimental circumstances where they do not want the participants to anticipate the TMS
pulses that would occur at constant fixed intervals. Fourth, the administration of the 10 s
ITI condition clearly indicated to the experimenters and participants that ITIs of that length
or longer are uncomfortable, time-inefficient, and not necessary [37] to obtain the same
results as shorter ITIs. In summary, it is recommended based on the current findings that
ITIs of between 4–6 s represent the optimal balance between reasonable MEP amplitude
estimation, participant comfort, and the use of the time of investigators. Obviously, this
approach may be especially relevant to older adult or patient populations who may find
it more difficult to undergo prolonged experiments relative to younger adults. These
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recommendations seem to be congruent with the calculations of a recent review article [42],
which gave mathematically derived guidelines for determining the trade-offs involved
when considering the interrelated experimental variables of sample size, MEP variability
and error estimation, experiment time, MEP trials per block, and the total number of blocks.

4.5. Limitations

The study had a few potential limitations that warrant discussion. First, the study
only used a single constant ITI in all trial blocks. Many studies have chosen to randomly
present MEP trials of different ITIs with a range of several seconds within blocks. However,
it is pretty unlikely that varying ITI over a span of several seconds would have resulted
in different overall results based on the current findings and prior studies [35–37,39–41].
Nonetheless, a comparison between constant and varied ITIs could be warranted in subse-
quent studies. Second, only one set of stimulation parameters were used to evoke SICI. This
set was carefully chosen to reflect not only the most frequent in the literature, but also the
best to produce the greatest SICI [12]. Despite these considerations, it cannot be completely
discounted that a different set of stimulation intensities and ISI could deliver dissimilar
findings as modification of some of these parameters provide measurements of SICI that
are due to different populations of intracortical neurons [13]. Third, the single-pulse con-
trol blocks and the SICI blocks did not investigate ITIs below four seconds. However, as
mentioned previously this was often not possible due to the TMS device’s limitations for
SICI. Although this could have been carried out for the single-pulse blocks [35–37,39–41],
this approach would have not fit well into our research design for comparisons to the SICI
measurements and would have been a repetition of several of the aforementioned previous
studies. Fourth, none of the TMS measures in the current study were conducted under
experimental conditions involving FDI muscle contraction. On the other hand, former stud-
ies have clearly shown that ITI has influence on MEP quantification during active muscle
contraction [36,39] due to the fact that the values of background cortical excitability and
therefore EMG levels are relatively stable compared with the fluctuating levels of cortical
excitability over small time scales at rest. Fifth, the other possible pathways measured with
paired-pulse TMS such as ICF, LICI, and SICF were assessed in the current study. However,
based on our previous similar ITI study involving ICF [38], which yielded a similar lack of
influence of ITI on results, it is highly improbable that ITI would differentially influence
these other paired pulse measures. Sixth, the number of participants in the study could be
viewed as low as in many neurophysiology studies in general [65,66]. As mentioned above,
however, the current sample size of was substantially greater that all former single-pulse
ITI studies by a wide margin (grand average of 12.5 and maximum of 17 participants) in
these investigations [35–37,39–41]. Finally, the effect sizes were exceedingly low in the
current study and provided objective evidence that further increasing the sample size
would be unlikely to change the results and to have been a worth the additional time and
resources to accomplish.

5. Conclusions

The major findings indicated that measurements of SICI neither differed between
ITIs ranging between 4 and 10 s nor demonstrated significant time-dependent amplitude
changes within blocks of trials. MEPs elicited with single-pulse TMS exhibited analogous
overall results between the ITIs and during trial blocks. Based on these two sets of findings,
it appears that ITIs of 4–6 s provides comparable results for SICI relative to longer ITIs,
while having the advantages of being more comfortable to participants and reducing the
experimental time needed to evaluate perform single- and paired-pulse TMS experiments.
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Abstract: Neurostimulation devices that use rotating permanent magnets are being explored for their
potential therapeutic benefits in patients with psychiatric and neurological disorders. This study
aims to characterize the electric field (E-field) for ten configurations of rotating magnets using finite
element analysis and phantom measurements. Various configurations were modeled, including
single or multiple magnets, and bipolar or multipolar magnets, rotated at 10, 13.3, and 350 revolutions
per second (rps). E-field strengths were also measured using a hollow sphere (r = 9.2 cm) filled
with a 0.9% sodium chloride solution and with a dipole probe. The E-field spatial distribution
is determined by the magnets’ dimensions, number of poles, direction of the magnetization, and
axis of rotation, while the E-field strength is determined by the magnets’ rotational frequency and
magnetic field strength. The induced E-field strength on the surface of the head ranged between
0.0092 and 0.52 V/m. In the range of rotational frequencies applied, the induced E-field strengths
were approximately an order or two of magnitude lower than those delivered by conventional
transcranial magnetic stimulation. The impact of rotational frequency on E-field strength represents a
confound in clinical trials that seek to tailor rotational frequency to individual neural oscillations.
This factor could explain some of the variability observed in clinical trial outcomes.

Keywords: electric field; finite element method; permanent magnets; head phantom measurement;
rotating magnets; magnetic stimulation; neuromodulation; depression

1. Introduction

Conventional magnetic stimulation systems, such as transcranial magnetic stimu-
lation (TMS), utilize a current-carrying coil to generate a time-varying magnetic field
pulse. This process produces a spatially varying electric field (E-field)—via electromagnetic
induction—in the central or peripheral nervous system. TMS is cleared by the United
States Food and Drug Administration (FDA) for major depression, anxious depression,
obsessive–compulsive disorder, smoking cessation, and migraines [1,2]. An alternative
approach to generating a time-varying magnetic field involves mechanically rotating
permanent magnets. Several rotating magnet devices have been proposed [3–5], using
rotating high-strength neodymium magnets to induce an E-field in nearby nerve tissue.
The strength, efficiency, and precision of these rotating magnets in inducing E-fields for use
in neuromodulation have yet to be established.

One such system, known as synchronized transcranial magnetic stimulation (sTMS)
or Neuro-EEG Synchronization Therapy (NEST), has been investigated as an innovative
approach to personalize the treatment of major depressive disorder (MDD) [6–10]. The
sTMS device consists of three cylindrical N52 grade neodymium magnets (Figure 1; Model
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I), which are diametrically magnetized with a surface field of 0.64 T [3,7,9,11]. The magnets
rotate along the cylindrical axis and are positioned over the midline frontal polar brain
region, the superior frontal gyrus, and the parietal region. The rotation speed of the
magnets is customized to match the patient’s individual alpha frequency (IAF) of neural
oscillations, as determined by pre-treatment electroencephalography (EEG) recorded from
a fronto-occipital montage while the patient is in an eyes-closed resting state [9]. The
hypothesized mechanism of action involves the entrainment of alpha oscillations through
exogenous subthreshold sinusoidal stimulation produced by sTMS. This aims to reset the
neural oscillators, enhance cortical plasticity, normalize cerebral blood flow, and thereby
ameliorate depressive symptoms [6]. In contrast to conventional TMS, the sTMS device
delivers a sinusoidal and subthreshold intensity stimulus.

In a multicenter, double-blinded, sham-controlled clinical trial evaluating the efficacy
of sTMS for the treatment of depression, no significant difference was observed between
the active and sham in the intent-to-treat (ITT) analysis [7]. However, among patients who
completed the treatment per-protocol, there was a significant treatment response after six
weeks. The authors also showed that patients in the per-protocol treatment group with a
history of poor response or failed medication trials had a better improvement compared to
those who received no prior treatment, suggesting that more severely depressed patients
may benefit more from sTMS treatment. Additionally, secondary analysis showed that
a lower IAF correlated with a lower treatment response [8]. In addition to MDD, sTMS
has also been explored as a therapeutic intervention for post-traumatic stress disorder
(PTSD) [12]. In a small prospective, sham-controlled, multisite pilot of sTMS treatment for
patients experiencing moderate-to-severe symptoms of PTSD, there was a greater reduction
in the PTSD threshold symptoms [12]. However, there was no significant difference
between the active and sham groups. Furthermore, ongoing research is assessing the safety
and feasibility of sTMS in individuals with cocaine, opioid, and alcohol use disorders
(ClinicalTrials.gov Identifier: NCT04336293).

Another device that employs similar mechanics is the transcranial rotating permanent
magnet stimulator (TRPMS) [5,13,14]. This portable, battery-operated device consists of
an array of small cylindrical N52-grade neodymium magnets mounted on high-speed
motors, which are in turn mounted on a helmet. Compared to the sTMS device, the TRPMS
device uses smaller magnets, measuring 0.9525 cm in height and 0.635 cm in diameter, but
has a stronger remanent magnetic flux density (Br = 1.48 T). In addition, the TRPMS
magnets are axially magnetized, whereas the sTMS magnets are diametrically magnetized.
However, the axis of rotation for the TRPMS magnets is perpendicular to the cylindrical
axis of the magnet, whereas in the sTMS system, the axis of rotation is parallel to the
cylindrical axis of the magnet. The motor operates at a no-load speed of 24,000 revolutions
per minute (rpm) or 400 revolutions per second (rps), achieving a rotational speed of
20,000 rpm (approximately 333 rps) under load. The induced E-field strength is directly
proportional to the rotational frequency of the magnet, a higher rotational speed of the
TRPMS magnets results in a higher E-field strength compared to the sTMS system. Voltage
measurements conducted by Helekar and colleagues used an inductor search coil to esti-
mate the maximum intensity of the TRPMS device to be approximately 7% of that produced
by the maximum conventional TMS output [14]. At a distance of 21.2 to 26.2 mm from the
TRPMS and inductor, representing the depth of the cerebral cortex, the intensity reduces by
approximately half.

Recent studies have shown the safety and potential effectiveness of the TRPMS device
in treating voiding dysfunction in patients with multiple sclerosis (MS) [15–18]. In a feasibil-
ity and safety study, the microstimulators from the TRPMS device were individually placed
over predetermined regions of interest (ROI) during voiding initiation [15,17,18]. These
predetermined ROIs were identified from the individual blood-oxygen-level-dependent
(BOLD) activation at voiding initiation. Applying the TRPMS device to brain regions that
modulate voiding initiation significantly improved bladder emptying symptoms [15,17,18].
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Additionally, a proof-of-concept pilot study suggests that the TRPMS device may offer
potential benefits for muscle function in individuals with type 1 myotonic dystrophy [16].

Figure 1. Dimensions, placement, and magnetization directions for ten configurations of rotating
magnets (A–J). Model of single magnets in the (A) TRPMS and (B) sTMS systems. (C–H) Model of
single magnets with multiple segments of different magnetization directions. (I) Model of the full
sTMS system. (J) Model of the wide-bore, low-frequency magnetic spinner. The green arrows show
the rotation axes, with the rotation direction determined by the right-hand rule. The red/blue arrows
show the direction of the magnetization.

Yet another system that uses a magnet array is a wide-bore, low-frequency magnetic
spinner comprising approximately 1300 Alnico permanent magnets [19]. These magnets are
arranged radially within a 30 cm diameter ring (Figure 1; Model J). The resulting rotating
magnetic field is perpendicular to the ring axis, in which the measured magnetic field
strength at the center of the bore is approximately 32 mT. The device reaches a rotational
speed up to 15 rps. This wide-bore magnetic spinner was originally designed to induce
alternating electric currents in biological tissues, particularly in bones. Its application for
brain stimulation has yet to be evaluated.
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The utilization of rotating magnets has also been proposed for the stimulation of
peripheral nerves and muscles [20]. Recognizing that long, straight nerves are more respon-
sive to E-field gradients, Watterson proposed the use of multipole magnets with different
magnetization directions and different axes of rotation to achieve a higher field gradi-
ent [4,20]. In a series of in vitro experiments, Watterson employed a bipole configuration,
featuring two diametrically magnetized cylindrical segments (N52 grade neodymium mag-
nets with a surface field ranging from 1.43 T to 1.48 T), positioned adjacent to one another
with opposite magnetization directions, to activate the cane toad sciatic nerve and the
attached gastrocnemius muscle [20]. It was demonstrated that muscle and nerve activation
could be achieved with rotational frequencies of 180 rps and 230 rps, respectively.

In this work, we assess the E-field characteristics of various rotating magnet con-
figurations through computational modeling. Complementary to numerical simulations,
experimental measurements of field strengths are performed on a head phantom, validating
the computational results. Our objective is to provide a comprehensive and comparative
understanding of the E-field profiles generated by different rotating magnet setups. We
further compare their E-field characteristics to those generated by conventional TMS. Via a
combination of computational simulations and experimental validation, this comparative
analysis aims to elucidate a comprehensive understanding of the potential advantages and
limitations offered by rotating magnets for noninvasive brain stimulation applications.

2. Methods

2.1. Simulations and Solver

The finite element models were implemented in COMSOL Multiphysics (COMSOL,
Burlington, MA, USA). Two different head models were used: a spherical head with a ra-
dius of 8.5 cm (Model A–H) and the Institute of Electrical and Electronics Engineers’ (IEEEs)
Specific Anthropomorphic Mannequin (SAM) phantom head (Model I–J), as illustrated in
Figure 1. Both the sphere and SAM phantom head were characterized by uniform, isotropic
electrical conductivity, σ = 0.33 S/m, and relative permeability, μr = 1. In a homogeneous,
symmetric conductor head model, the E-field induced by magnetic stimulation is tangential
to the surface of the head model. The E-field is insensitive to radial variations of conductiv-
ity. This has been shown mathematically for low frequencies that are generally used for
transcranial stimulation of the brain [21]. Therefore, the exact conductivity value used in
our head model is not expected to affect the E-field. The tissue relative permittivity at low
frequencies is approximately 1 × 107 [22,23], although this parameter does not affect our
quantity of interest. The magnets are cylindrical; they have recoil permeability, μrec = 1.05,
which is typical of neodymium magnets [24]. The recoil permeability is the slope of the
linear portion of the B-H curve, where B is the magnetic flux density and H is the magnetic
field strength (see neodymium magnet demagnetization curves in [24]). The rotor—the
moving components of the system—includes the magnet(s); the stator—the stationary part
of the system—includes the head model and the surrounding air sphere.

Under the magnetic vector potential (A–V) formulation and the induced solenoidal
E-field, Ampère’s law was applied to all domains:

σ
∂A

∂t
+∇×

(
1
μ
∇× A

)
= 0. (1)

This equation signifies the relationship between the time-varying component of the mag-
netic vector potential (A), the material’s conductivity (σ), and its permeability (μ). Addi-
tionally, for the sections of both the rotor and stator that were devoid of current, a magnetic
flux conservation equation pertinent to the scalar magnetic potential was applied. This
equation is represented as:

−∇ · (μ∇Vm − Br) = 0. (2)

Here, Vm denotes the magnetic scalar potential, while Br represents the remanent magnetic
flux density, as detailed in [25]. Furthermore, to maintain consistency, the continuity of the
scalar magnetic potential was ensured at the interface between the rotor and stator.
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The stator and rotor were meshed, and then the stationary solution was obtained using
the multifrontal massively parallel sparse direct solver (MUMPS). The time-dependent
problem was then solved in 10° rotation steps, using a relative tolerance of 1.0 × 10−8.
This approach is based on the assumption that the transient effects originating from the
initiation of the rotating magnets have diminished. Consequently, the obtained final
solution is indicative of the system’s steady-state behavior.

2.2. Magnet Configuration

The magnets in each model are cylindrically shaped (Figure 1). Models A and B
represent single magnets from the TRPMS and sTMS systems, respectively. Model A,
which measures 0.9525 cm in height and 0.635 cm in diameter, has an axial magnetization
and a residual flux density of 1.48 T. This magnet is rotated around its diameter axis and
tangentially to the spherical head at 350 rps. Model B measures 2.54 cm in height and
diameter, with an inner diameter of 0.635 cm. The magnet is diametrically magnetized with
a residual flux density of 1.32 T and rotates about its central axis at 10 rps. To confirm that
the E-field strength is linearly proportional to the rotational frequency of the magnet, we
performed a parametric simulation using Model A, varying the rotational frequency from
10 rps to 400 rps.

Models C–H represent multipole configurations [4]. Model C is a bipolar magnet con-
figuration, consisting of two diametrically magnetized cylindrical segments, each segment
measures 3 cm in height and diameter, placed adjacent to each other with opposite magne-
tization. Model D is another bipolar configuration (3 cm in height and diameter), consisting
of two diametrically magnetized, half-cylindrical segments with opposite magnetization
directions. Model E (3 cm in height and diameter), similar to Model D, consists of two axi-
ally magnetized, half-cylindrical segments with opposite magnetization directions. Model
F is a quadrupolar configuration (1 cm in height and 5 cm in diameter), consisting of four
quadrants axially magnetized with each quadrant alternating and opposite magnetization
around the central axis. The configuration is positioned on the base of the cylindrical config-
uration and rotates around its central axis. Model G is a quadrupolar configuration (3 cm in
height and diameter), consisting of four quadrants radially magnetized with each quadrant
alternating and opposite magnetization around the central axis. Model H’s configuration
utilizes eight segments (6 cm in height and 3 cm in diameter), in which two Model G-like
configurations are placed adjacent to each other, ensuring all eight quadrants have opposite
magnetization. Configuration C–H has a residual flux density of 1.48 T and rotates around
its central axis at 10 rps.

Model I depicts the complete sTMS system, which includes three cylindrical magnets
aligned along the sagittal midline of the head. The positioning of these magnets is as
follows: The frontmost magnet is situated above the frontal pole, above the eyebrows; the
middle magnet, positioned 7.1 cm from the frontmost magnet, aligns approximately with
the superior frontal gyrus; and the most posterior magnet, located 9.2 cm from the middle
magnet, corresponds roughly to the parietal cortex area. Each magnet measures 2.54 cm
in both diameter and height, with an inner diameter of 0.635 cm. They are diametrically
magnetized and possess a residual flux density of 1.32 T. The rotation axes are oriented
perpendicular to the sagittal plane, and the rotational frequency is 10 rps, mirroring the
center frequency of the alpha band oscillation. Model J, on the other hand, represents a
wide-bore, low-frequency magnetic spinner. This spinner is composed of 1224 cylindrical
magnets, each 2.54 cm tall and 0.3175 cm in diameter. These magnets are axially magnetized
and arranged radially within a ring with a 30 cm diameter. The magnets are uniformly
distributed across 12 layers in a staggered stacking formation, with each layer being
1.905 cm apart. The spinner operates at a rotational frequency of 13.3 rps.

2.3. E-Field Measurements

The E-field was characterized experimentally using a hollow sphere mold with a
radius of 9.2 cm (Ibili, Bergara, Spain) as the head phantom, along with a custom-made
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silver–chloride (AgCl) twisted pair dipole probe [26]. The probe was constructed from
99.99% pure silver, 21 gauge wire, with a bare diameter of 0.635 mm, and coated with a
0.762 mm perfluoroalkoxy (PFA) layer. For insulation, the probe was coated in epoxy resin
with a thickness of approximately 0.2 cm. The tips of probes are separated by a distance of
9.40 mm. The exposed tips of the probe were immersed in Clorox bleach until a light gray
color was observed. The two hemispheres of the sphere mold were sealed with vacuum
grease and were filled with approximately 3 L of 0.9% sodium chloride (NaCl) in deionized
water to emulate the conductivity of the brain (3.33 mS/cm at 20 °C) [27]; previous research
has shown that 0.9% NaCl has a conductivity of 12 mS/cm at 20 °C [28]. Figure 2 illustrates
the measurement apparatus.

Figure 2. Experimental setup to measure the induced E-field strength using (A) rotating magnets
Models A and B and (B) the MagVenture TMS coil.

Model A and B were experimentally measured using magnets from K & J Magnets Inc
(Pipersville, USA). (Figure 2A). The magnet in Model A was mounted perpendicular inside
a cylinder-shaped polyetheretherketone (PEEK) material and attached to a 24 V motor
(model RS550, Shengle Electronic, Quanzhou, China), enabling the magnet to rotate around
its central axis and tangentially to the spherical head. The magnet in Model B had an
aluminum rod attached to its inner diameter and positioned approximately 5.08 cm away
from the motor to minimize interference between the magnet and the motor. Rotation of
the magnet occurred along the axial direction of the cylinder. The revolution (period = T)
of the magnets was measured using a digital hand tachometer (PH-200LC, Mitutoyo,
Kawasaki, Japan) and a piece of reflective tape (0.64 cm × 1.27 cm). In addition to the
rotating magnets, the E-field was measured with the MagVenture TMS coil (figure-8, cooled
B65 coil). The probe was oriented to measure the maximum E-field at 100% maximum
output of a MagPro X100 stimulator (MagVenture A/S, Farum, Denmark) (Figure 2B).

3. Results

3.1. Simulations

The computational parameters and the maximum induced E-field strength for Modela
A–J are found in Table 1. Figure 3A illustrates the E-field distribution for Model A, repre-
senting the single rotating magnet in the TRPMS system. As the magnet rotates, the E-field
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distribution transitions from a figure-8 pattern (when the magnetic dipole is perpendicular
to the spherical head at multiples of T/2) to a circular pattern (when the magnetic dipole
aligns parallel to the head at multiples of T/4). The peak induced E-field strength at the
surface of the head is approximately 0.52 V/m, in the direction parallel to the rotation axis
of the magnet. In addition, the induced E-field strengths are linearly proportional to the
rotational frequencies in the range of 10 rps to 400 rps (Figure 3B). Figure 4, representing
the single magnet in the sTMS system (Model B), presents a similar E-field distribution
to Figure 3 at a lower E-field strength. The peak induced E-field strength at the head’s
surface for this magnet configuration measures approximately 0.098 V/m in the direction
perpendicular to the direction magnetization.

Table 1. Magnet specifications (magnet dimensions, magnetization directions, magnetic flux densities,
rotational frequency) and the maximum induced B- and E-field strength for Models A–J.

Model
Dimensions

(cm)
Magnetization

Direction
Br

(T)
Rotational

Frequency (rps)
Maximum
|B| (mT)

Maximum
|E| (V/m)

A
Cylinder × 1
od = 0.635
h = 0.9525

Axial 1.48 350 94.1 0.52

B

Ring × 1
od = 2.54
id = 0.635
h = 2.54

Diametrical 1.32 10 334.8 0.098

C
Cylinder × 1
2 segments
od = 3, h = 6

Diametrical,
multipole 1.48 10 462.8 0.13

D
Cylinder × 1
2 segments
od = 3, h = 3

Diametrical,
multipole 1.48 10 209.8 0.13

E
Cylinder × 1
2 segments
od = 3, h = 3

Axial,
multipole 1.48 10 134.1 0.025

F
Cylinder × 1
4 segments
od = 5, h = 1

Axial,
multipole 1.48 10 2 0.13

G
Cylinder × 1
4 segments
od = 3, h = 3

Radial,
multipole 1.48 10 353.7 0.23

H
Cylinder × 1
8 segments
od = 3, h = 6

Radial,
multipole 1.48 10 350.6 0.14

I

Ring × 3
od = 2.54
id = 0.635
h = 2.54

Diametrical 1.32 10 354.7 0.11

J

Cylinder × 1224
od = 0.3175
h = 2.54
Array id = 30
12 layers
s = 1.905

Axial 1.48 13.3 2.5 0.0092

od: outer diameter; id: inner diameter; h: height; s: layer separation.
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Figure 3. (A) Half revolution of configuration A in steady state. The cylinder represents the magnet.
(B) The induced E-field strengths as a function of rotational frequencies.
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Figure 4. Half revolution of configuration B in steady state. The cylinder represents the magnet.

Figure 5 displays a bipolar E-field distribution in Model C. As the magnet rotates,
the E-field distribution shifts from a four-leaf-clover pattern (when the magnetization
direction is perpendicular to the spherical head at multiples of T/2) to a figure-8 pattern
(at multiples of T/4). The peak induced E-field strength at the head’s surface measures
approximately 0.13 V/m. Figure 6 (Model D) showcases another bipolar E-field distribution
similar to Models A and B. Similarly, the circular pattern occurs when the magnetization
directions are parallel to the spherical head. In this configuration, the peak induced E-field
strength measures approximately 0.13 V/m. Additionally, Figure 7 (Model E) shows a
bipolar E-field distribution with a similar pattern to Figure 5 (Model C), with a lower peak
induced E-field strength of approximately 0.025 V/m. Figure 8 (Model F) demonstrates
a quadrupolar E-field distribution. As the magnet rotates, the E-field distribution has
the shape of a four-leaf clover that rotates. The peak induced E-field strength measures
approximately 0.13 V/m. Figure 9 is another quadrupole E-field distribution, with similar
E-field patterns to Models A, B, and D. In this configuration, the peak induced E-field
strength is approximately 0.23 V/m. Figure 10 shows an eight-pole E-field distribution
with a similar E-field distribution as Model C. The peak induced E-field strength measures
approximately 0.14 V/m.

73



Bioengineering 2024, 11, 258

Figure 5. Half revolution of configuration C in steady state. The cylinder represents the magnet.

Figure 6. Half revolution of configuration D in steady state. The cylinder represents the magnet.
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Figure 7. Half revolution of configuration E in steady state. The cylinder represents the magnet.

Figure 8. Half revolution of configuration F in steady state. The cylinder represents the magnet.
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Figure 9. Half revolution of configuration G in steady state. The cylinder represents the magnet.

Figure 10. Half revolution of configuration H in steady state. The cylinder represents the magnet.
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Figure 11 shows the E-field distribution of the full sTMS configuration in the SAM
head model. The stimulation is broadly distributed over the midline frontal polar, medial
frontal, and parietal regions. The peak induced E-field strength at the surface of the head is
approximately 0.11 V/m. At a depth of 1.5 cm from the head surface, corresponding to the
depth of the cortex, the E-field strength attenuates by approximately half. Figure 12 shows
the E-field distribution of the wide-bore, low-frequency magnetic spinner. The stimulation
is broadly distributed vertically of the head and rotates around the head as the device spins.
The peak induced E-field strength at the surface of the head is approximately 0.0092 V/m.

Figure 11. Half revolution of configuration I in steady state. The cylinders represent the magnets.
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Figure 12. Half revolution of configuration J in steady state. The cylinders represent the magnets.

3.2. Experimental Measurements

When comparing the E-field measurements to the computational results for Models A
and B, similar values are reported in Table 2. Specifically, the maximum E-field strength
for Models A and B was found to be approximately 0.39 V/m and 0.082 V/m when the
magnets were spun at 349.9 rps and 10.1 rps, respectively. Model B, representing one single
magnet in the sTMS system, induces a maximum E-field strength (0.082 V/m) which is
lower than the maximum induced E-field strength of the sTMS system (0.11 V/m). The
maximum induced E-field for the MagVenture TMS coil was measured to be approximately
401.5 V/m at a pulse frequency of 3448 Hz, corresponding to a pulse width of 290 μs.
The measured induced E-field has a similar order of magnitude to previous simulations
(370 V/m) [29].
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Table 2. E-field measurements compared to the computational measurements.

Configuration

Measured
Rotational/Pulse

Frequency (rps, Hz)

Measured
Maximum |E|

(V/m)

Simulated
Maximum |E|

(V/m)

Model A 349.9 0.39 0.52

Model B 10.1 0.082 0.098

TMS 3448 401.5 370 [29]

4. Discussion

The distribution of the E-field induced by a single rotating magnet is influenced by
several factors, including the dimensions and placement of the magnet(s), the number of
poles, the direction of the magnetization, and the axis of rotation. Furthermore, the E-field
strength is dependent on the rotational frequency and the surface field strength of the
magnets. Our simulations revealed that the induced E-field strength on the head surface
ranged from 0.0092 V/m to 0.52 V/m. The spatial pattern of the E-field varied between
circular, figure-8, or four-leaf-clover shapes, depending on the relative orientation of the
magnetization vector to the head model. For instance, in Model A, the E-field exhibits a
circular pattern when the magnetization vector is parallel to the head and morphs into
a figure-8 pattern when the magnetization vector is rotated perpendicular to the head.
With more than one magnet, the E-fields from each magnet are summated according to the
principle of superposition, resulting in more complex patterns and strengths depending on
the arrangement and characteristics of the magnets (e.g., the distance between the magnets
and their initial polarizations). Similarly, single-magnet configurations with multiple poles
illustrated complex patterns and strengths, depending on the summated magnetization
directions. In general, configurations with a figure-8 or a more localized E-field distribution
resulted in a higher peak surface E-field strength, while those with a circular or more
spread-out pattern induced lower peak surface E-field strength. This phenomenon mirrors
the depth–focality trade-off observed in TMS coils, where the E-field strength in a more
focal distribution decays more rapidly with distance compared to a more spread-out E-field
distribution [30].

In the full sTMS model (Model I), the magnets were set to rotate at a fixed frequency of
10 rps. Since the induced E-field strength is linearly proportional to the rotational frequency,
the field strengths at other frequencies can be easily calculated (Figure 3B). In practice, the
sTMS system synchronizes the rotational frequency of the magnets to the IAF measured
from EEG, which typically ranges between 8 and 13 Hz [9]. Jin and Phillips estimated
the intensity of sTMS to be less than 1% that of conventional TMS [9]. This estimate was
based on the ratio of the maximum rate of change in the magnetic field over time, dB/dt,
between the sinusoidal waveform of sTMS and pulsed waveform of conventional TMS.
However, this comparison did not account for the magnetic fields’ spatial characteristics
and the head’s boundary conditions, which are crucial factors that affect the distribution
and intensity of the induced E-field. Our simulation and measurement of the single
magnet (Model B), as well as simulation of the full three-magnet array (Model I), yielded a
peak E-field strength of approximately 0.11 V/m. This strength represents only 0.025% of
conventional TMS at the surface of the head.

Synchronizing the exogenous subthreshold sinusoidal stimulation to the intrinsic
alpha EEG rhythm was thought to be an important feature that underlies the mechanism
of sTMS treatment for depression [6]. In the sTMS depression study, some participants
did not receive stimulation at the correct IAF, which led to inferior outcomes compared
to those treated at the correct IAF [7]. Secondary analysis showed that participants with
a lower IAF exhibited the least clinical improvement [8]. It is important to note that
since the induced E-field strength is directly proportional to the rotational frequency
of the magnets, customizing the rotational frequency could introduce variability in the
induced E-field strength across individuals. Consequently, a lower IAF would determine a
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lower rotational frequency of the magnets, leading to decreased E-field strength, thereby
potentially confounding the interpretation of this finding. One potential solution to mitigate
this confound is to employ electromagnets, such as those used in n-phase motors. In a
three-phase motor, for example, three coil windings in the motor stator receive power from
three alternating currents that are out of phase with each other by one-third of their cycle,
creating a magnetic field that rotates, similar to that in a mechanically rotating permanent
magnet system. The advantage of using electromagnets is that they independently control
frequency and amplitude, as opposed to the fixed coupling of these variables in mechanical
rotating systems.

Compared to the sTMS system, the TRPMS system produces an E-field strength which
is approximately five times higher, achieved through the use of a stronger magnet and a
higher rotational frequency. Both the sTMS and TRPMS systems fall within similar order
of magnitude, which are significantly lower compared to conventional TMS. Inductive
measurements by Helekar and colleagues estimated the maximum TRPMS stimulation
intensity to be approximately 7% of the maximum conventional TMS output at a distance of
6.2 mm from the magnet or TMS coil [14]. First, these estimates are based on measurements
made in the air and do not account for head boundary conditions, potentially overestimat-
ing the E-field strength. Second, the TMS waveform reported in Helekar et al. [14] does not
resemble the conventional biphasic cosine waveform generated by the Magstim Rapid2

stimulator. This is possibly due to a lower sampling rate in their measurements, causing a
distortion in the waveform, thus underestimating the peak value. Third, since smaller mag-
nets have faster field attenuation with distance compared to larger magnets [30], the E-field
strength of the TRPMS system at the depth of the cortex would be further overestimated.
Our simulation and measurement for a single magnet in the TRPMS system showed that
the peak E-field strength is approximately 0.1% of conventional TMS.

In the simulations of multipole magnets rotating at 10 rps (Model C–H), the E-field
strengths are similar to that of the sTMS system, except for Model E, which exhibits an E-
field strength of 0.025 V/m, which was approximately an order of magnitude lower. The E-
field distribution from Watterson’s configurations demonstrated characteristics of multiple
magnets. For example, Model C, representing the bipole configuration used in Watterson’s
nerve stimulation experiments, exhibits a four-clover and a figure-8-shaped field pattern.
The four-clover pattern emerges when the magnetization direction is perpendicular and
shifts to a figure-8 pattern when the magnetization direction is parallel to the head model.
Using this bipole configuration, Watterson and colleagues demonstrated the ability to
achieve nerve activation at a rotational frequency of 230 rps [20]. According to their
measurements, this resulted in an E-field strength of approximately 1 V/m, equivalent to
0.4% of the conventional TMS maximum output. In our finite element models, we use a
rotational frequency of 10 rps to simulate the effect of multipolar magnet stimulation for
brain stimulation. The 10 Hz frequency matches that of the sTMS model. Our simulation
shows that this configuration induces an E-field strength of 0.13 V/m, approximately
0.032% of conventional TMS at the surface of the head. The multipolar magnets could be as
effective as sTMS when used as part of a brain stimulation device.

In comparison to other proposed rotating magnetic systems, the wide-bore, low-
frequency magnetic spinner (Model J), designed to induce alternating electric currents
in biological tissues, induced the lowest and most nonfocal E-fields. This device gen-
erates a maximum magnetic field of 2.5 mT, resulting in a maximum induced E-field of
0.0092 V/m in the head model. With the installation of a magnetic yoke, which concentrates
the magnetic flux to the inside of the bore, the measured magnetic field reaches 32 mT,
bringing the induced E-field strength close to that of other devices. In terms of the spatial
distribution, there are two E-field peaks located where the column of magnets reverses
magnetization, e.g., where the magnetic field gradient is the highest. Since the induced
field is more diffused, the field penetration is deeper compared to other smaller rotating
magnetic configurations.
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One potential advantage of utilizing rotating permanent magnets is the ability to
create portable, cost-effective devices compared to conventional TMS [20]. Depending on
the magnet strength and rotational frequency, the E-field strengths in the sTMS, TRPMS,
and Watterson multipolar systems are comparable to other forms of low field stimulation,
including low field magnetic stimulation (LFMS) [31], transcranial current stimulation
(tCS) [32,33], and low-intensity repetitive magnetic stimulation (LI-rMS) [34,35]. Low field
stimulation has been shown to induce changes at the cellular and molecular levels. For
example, in an in vitro model, LI-rMS has been shown to alter cellular activation and gene
expression in an organotypic hindbrain explant and in a stimulation frequency-specific
manner [34]. Dufor and colleagues reported the induced E-field strengths of this device to
be between 0.05 and 0.075V/m [36]. Similarly, LI-rMS delivered during visually evoked
activity increased the densities of parvalbumin-expressing GABAergic interneurons in
an adult mouse visual cortex [37]. These findings suggest that the low field strengths
produced by rotating permanent magnets might be biologically active, warranting further
investigation to evaluate their potential therapeutic value.

Achieving higher field strengths through increased rotational speeds of the magnets is
feasible. However, it is important to consider the low-pass filtering property of the neuronal
membrane, rapid changes in voltage are not transmitted as efficiently across the membrane,
diminishing the effect of high frequency stimulation [38]. Additionally, the interaction
between field strength and excitation frequency could be nonlinear, as demonstrated in
a transcranial alternating current stimulation (tACS) study [39,40]. For example, when
140 rps tACS is applied to the motor cortex, a low current amplitude of 0.4 mA results
in a reduction in motor evoked potential (MEP) amplitudes; intermediate amplitudes of
0.6 mA and 0.8 mA showed no effect on MEP, and a high amplitude of 1 mA resulted in the
enhancement of MEP amplitudes [39].

Several limitations should be acknowledged when interpreting this work. First, the
simulations were not performed on realistic head models. Our models assume a simplified
geometry with homogeneous, isotropic conductivity to better illustrate the spatial field
distribution. Realistic head models consist of several tissue types with varying conductivi-
ties, the values of which are frequency dependent [22,23]. However, at the low frequency
range that we are operating in (<1 kHz), tissue conductivity values remain relatively sta-
ble [22,23]. In addition, cortical folding in realistic head models can increase the maximum
E-field strength compared to spherical head models [32,41]. It has been shown, for example,
that skin conductivities’ variation can result in minor changes in E-field strength induced by
TMS [42]. Future work could consider integrating realistic head models to better represent
accurate head anatomy and the variations in E-field strengths across individuals. The
second limitation of our work is that we did not perform a high-resolution spatial sampling
of the E-field in the phantom to characterize the full spatial distribution, which varies
over time. Our focus was simply on measuring the peak E-field strength to validate the
simulation magnitudes and compare them to previously conducted measurements and to
conventional TMS.

5. Conclusions

In this study, we evaluated the E-field characteristics of the sTMS system, TRPMS
system, and other configurations of rotating magnets using finite element modeling and
phantom head measurements. Our findings indicate that the maximum induced E-field
strength on the head surface ranged from 0.0092 V/m to 0.52 V/m, which is on the order of
0.1% of the field strength induced by conventional TMS. Furthermore, we demonstrate that
E-field strength depends on rotational frequency, which represents a previously unappreci-
ated confound in clinical trials that seek to synchronize rotational frequency to individual
endogenous oscillatory activity. Future research directions include conducting simulations
of rotating magnetic stimulation on anatomically accurate head models, which would be
based on individual brain imaging data, as well as optimizing treatment parameters such
as stimulation frequency and magnet placement. Additionally, it is essential to gather direct
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electrophysiological data to corroborate the hypothesized mechanism of action of these
stimulation systems.
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Abstract: In recent years, the interest in transcranial magnetic stimulation (TMS) has surged, necessi-
tating deeper understanding, development, and use of low-frequency (LF) numerical dosimetry for
TMS studies. While various ad hoc dosimetric models exist, commercial software tools like SimNIBS
and Sim4Life are preferred for their user-friendliness and versatility. SimNIBS utilizes unstructured
tetrahedral mesh models, while Sim4Life employs voxel-based models on a structured grid, both
evaluating induced electric fields using the finite element method (FEM) with different numerical
solvers. Past studies primarily focused on uniform exposures and voxelized models, lacking realism.
Our study compares these LF solvers across simplified and realistic anatomical models to assess
their accuracy in evaluating induced electric fields. We examined three scenarios: a single-shell
sphere, a sphere with an orthogonal slab, and a MRI-derived head model. The comparison revealed
small discrepancies in induced electric fields, mainly in regions of low field intensity. Overall, the
differences were contained (below 2% for spherical models and below 12% for the head model),
showcasing the potential of computational tools in advancing exposure assessment required for TMS
protocols in different bio-medical applications.

Keywords: conformal mesh; solvers comparison; structured and unstructured grids; transcranial
magnetic stimulation (TMS) dosimetry

1. Introduction

Lately, transcranial magnetic stimulation (TMS) is undergoing significant interest due
to its non-invasive approach and lower side effects than its counterparts [1–6]. TMS can be
successfully used for diagnostic purposes (e.g., myelopathy, amyotrophic lateral sclerosis,
and multiple sclerosis) or the treatment of several mental disorders. Recently, it received
significant attention for its application in the treatment of Alzheimer’s disease in patients
at the early stage of the pathology, as proposed by [7], thanks to its ability to modulate the
synaptic plasticity of specific brain areas devoted to memory and cognition. In all cases,
a changing magnetic field is applied to induce an electric field at a specific area of the brain
through Faraday’s law of induction.

During the design stage, the use of numerical tools for predicting this induced electric
field is paramount. Low frequency (LF) numerical dosimetry for TMS studies is therefore
more and more relevant [8–11]. Several ad hoc (or in-house) models have been devel-
oped [12–18], but commercial software tools are more user-friendly and general-purpose.
Among these, SimNIBS [19] and Sim4Life (ZMT, Zurich MedTech, Zürich, Switzerland)
are the most widely used. The former uses a pipeline that interpolates data from a Neu-
roimaging Informatics Technology Initiative (NifTI) format image to obtain a model with
an unstructured tetrahedral mesh, whereas the latter employs voxel-based models in a
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structured or rectilinear grid. The computational techniques to evaluate the induced electric
fields are based on the finite element method (FEM) for both software, but with different
numerical solvers. The results of these two software packages have been compared in
simplified geometries consisting of a homogeneous and non-homogeneous sphere or in a
realistic anatomical model of the head and brain.

In the past, several inter-comparison studies have examined LF numerical issues [20–23].
These studies employed various anatomical models, but primarily focused on uniform
exposures and voxelized models prone to staircasing errors, using methods like the scalar
potential finite difference (SPFD) or the scalar potential finite element (SPFE). In a study
by Poljak et al. [15], different computational models and/or solvers (i.e., surface integral
Equation (SIE)-based Method of Moments (SIE/MoM) [14,24], the FEM with cubical el-
ements [12], the BEM and the hybrid FEM/BEM [25,26], and the FEM with rectilinear
elements using Sim4Life software [15]) have been used for a non-uniform exposure (i.e.,
TMS application), but only for a homogeneous sphere or head. The only works where more
realistic anatomical models for a TMS application were applied for both voxelized grids
and tetrahedral mesh are found in [16,18,27]. However, the comparison in the induced
electric field (E-field) was made only for a simplified homogeneous sphere in [16], or a
multi-layered sphere with E-field looping tangentially on it [18,27], while for the realistic
head, it was evaluated on a plane situated in the middle between the surfaces of the white
and gray matter [16] to avoid evaluating the field on the boundary of tissues having dif-
ferent conductivities. In [27], the excitation source was also a simple circular coil far from
realistic TMS applications, while in [18], the head was made of four tissues only.

In this paper, the comparison between the two solvers adopting different grids (struc-
tured and unstructured) is, instead, performed in the overall domain consisting of both
homogeneous and moreover non-homogeneous spheres intentionally created to enhance
the induced E-field at these discontinuities that have been poorly investigated so far. A more
realistic non-homogeneous anatomical model is also considered for TMS applications (with
a realistic figure-of-8 coil) to validate both commercial software. These results could sign
an important advancement in exposure assessment, which is based more and more on
computational tools.

2. Materials and Methods

2.1. Source Model

For this study, a typical figure-of-8 coil, the Deymed 70BF (Deymed Diagnostic, Payette,
ID, USA), has been chosen as a TMS source. This coil, consisting of two adjacent circular
loops with current flowing in opposite directions, produces a magnetic field with pulses
waveforms approximable to a sinus at 3200 Hz. Due to the time-varying nature of the field,
the E-field is induced in the underlying area of the head via the induction Faraday’s law.
The focality of the induced E-field is given by the particular shape and path of the coil
current, and reaches its maximum at the point of intersection between the two loops [1].

2.2. Computational Methods

The simulation environments chosen for this comparison are two widely available
software packages: SimNIBS v.4.0.0 [19], which is based on tetrahedral mesh, and Sim4Life
v7.2.4 (ZMT, Zurich MedTech, Zürich, Switzerland), which is based on a voxelized model
or structured grids. All of the simulations have been run on a Workstation with a 32-Core
processor at 3.69 GHz and with 256 GB RAM.

2.2.1. SimNIBS

SimNIBS is an open-source pipeline for simulating the E-fields induced by TMS based
on FEM and individualized head models generated from magnetic resonance images
(MRIs). The pipeline automatically makes FEM tetrahedral mesh starting both from
T1 + T2 MRI-scans and from only T1 MRI-scans. We used the default solver option, which
consists of an algebraic multigrid preconditioned conjugate gradient solver (CG-AMG).
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SimNIBS provides a built-in range of TMS coil models [28], including the Deymed
70BF. The coil shape is obtained from geometric models of the coil turns, and it is repre-
sented as a set of magnetic dipoles, from which it is possible to calculate, in a user-defined
voxelized volume, the normalized magnetic induction (B-field) and the normalized mag-
netic vector potential (A-field) obtained when the coil is fed by a current of 1 A, using a
simple formula [29]. These fields will also be used in Sim4Life to model the TMS source
(see Section 2.2.2). However, SimNIBS does not allow the user to directly choose the current
intensity feeding the coil (I), but the input for the simulations is in terms of dI/dt. There-
fore, a comparison with the analytical solution using a single-shell sphere with a uniform
B-field is needed to correlate the normalized B-field and the normalized A-field used as
input in Sim4Life and the output of SimNIBS simulations (see Appendix A). Based on this
comparison, it is obtained that the results of the simulations carried out with SimNIBS
with dI/dt = 1 A/μs must be divided by 50 to be compared to the ones carried out with
Sim4Life (see Figure A1).

TMS simulations start by calculating the change in the A-field in the elements of the
volume conductor mesh for the appropriate coil model, position and current. The time-
varying A-field (dA/dt) is used as source terms to solve a linear system and obtain the
electric potentials (φ) at the nodes of the mesh, considering the following equation:

E = −dA

dt
−∇φ (1)

2.2.2. Sim4Life

Sim4Life is a simulation platform developed by the IT’IS Foundation and ZMT
(Switzerland, CH) to model the interactions between physical stimuli and the human
body. Similar to SimNIBS, this software can even deal with medical image data obtained
from MRI. The simulation platform includes many physical solvers. Among these, the Mag-
neto Quasi-Static (M-QS) module included in the LF Solvers (EM-LF-MQS) has been
selected. This solver evaluates the induced E-field by applying the SPFE method on graded
voxel grids and solving (1) in the frequency domain by setting the operation frequency to
3200 Hz.

In the EM-LF-QS solver, it is possible to add a magnetic source in two principal ways:
(1) modeling the current path with dimensionless wires that replicate the coil’s windings in
the desired position, or (2) importing an external source file with a user-defined discretized
volume on a 3-D grid where the values of B-field and A-field are known. It should be
noted that a cubic (tri-linear) interpolation is performed on the magnetic field source values
from this grid (which is usually coarse) to the one used in the induced E-field evaluation
(which is usually finer). Also note that if the A-field is unknown, it can be derived starting
from the only knowledge of the B-field by means of the procedure described in [30],
implemented in Sim4Life. In order to have a fair comparison of the field generated by
the two software, the second way has been chosen, since the B-field and A-field are easily
calculated in the SimNIBS coil database and exported to Sim4Life in a .txt file in the desired
discretized volume.

Under the QS approximation, the conduction currents are at least one order of magni-
tude higher than the displacement currents for most of the tissues [31,32], and therefore
only tissue conductivity can be considered.

2.3. Exposure Scenarios

Three different scenarios have been considered for the numerical comparison, as shown
in Figure 1.
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Figure 1. Considered exposure scenarios for the numerical comparison: (A) single-shell sphere,
(B) single-shell sphere with orthogonal slab, and (C) MRI-derived human head model.

2.3.1. Single-Shell Sphere

The first scenario is a homogeneous sphere model comprised a single-shell sphere
with a radius of 50 mm and conductivity of 0.275 S/m (like the gray matter GM, [33]).
Preliminary simulations have been carried out varying both the voxels side of the grid (0.25,
0.5, 1 and 2 mm) and the side of tetrahedrons (see Appendix B), both for the single-shell
sphere and for the single-shell sphere with slab (see Section 2.3.2). These simulations
showed that the differences between the results of the two solvers are minimized when
the voxels side in Sim4Life is 0.25 mm only in the homogeneous case (Table A3). This
means that when a discontinuity is introduced in the model, like in Section 2.3.2 and in
Section 2.3.3, the accuracy of the results is not guaranteed by shrinking the grid (Table A5).

For this reason, and also because the MRI-derived human head models are generally
discretized at 1 mm, for the sake of uniformity in the comparison, in all the simulations in
Sim4Life, a regular grid constituted of 1 mm side cubic voxels has been set, and the SimNIBS
mesh has been chosen to have a comparable number of tetrahedrons (632,765 tetrahedrons
vs. 520,613 voxels). For each simulation environment, the sphere is centered about the
origin and the bottom of the coil windings is at a distance (d) of 10 mm above its apex at
location (50, 0, 0) mm (Figure 1A).

2.3.2. Single-Shell Sphere with Orthogonal Slab

The second scenario is a sphere model of the same size as the previous one, but with
a conductivity of 1.654 S/m (like the cerebrospinal fluid, CSF, [33]) in which a rounded
slab with 10 mm height and conductivity of 0.275 S/m (like GM) is included. As in the
previous case, both the sphere and the slab are centered about the origin and the bottom
of the coil windings is at a distance (d) of 10 mm above its apex at location (50, 0, 0) mm,
as shown in Figure 1B. Once again, we handled the discretization parameters in order to
obtain a number of tetrahedrons in SimNIBS comparable with that of voxels in Sim4Life
with a fixed 1 mm grid (637,816 tetrahedrons vs. 520,613 voxels).

2.3.3. MRI-Derived Head Model

The head model was the one provided in the SimNIBS v4.0 package Ernie, which is
a human head model obtained by the segmentation headreco tool that segments, cleans-
up the tissue maps and meshes the surfaces into triangles and volumes into tetrahe-
drons. The mesh consisted of nine homogeneous tissues in which the tissue conductivities
were considered constant and were set as follows: σ(white matter, WM) = 0.126 S/m,
σ(GM) = 0.275 S/m, σ(CSF) = 1.654 S/m, σ (scalp) = 0.465 S/m, σ(compact bone) =
0.008 S/m, σ(spongy bone) = 0.025 S/m, σ(eyeball) = 0.500 S/m, σ(blood) = 0.600 S/m,
σ(muscle) = 0.160 S/m [33,34]. The coil was placed in order to mimic the dorsolateral pre-
frontal cortex (DLPFC) stimulation, 4 mm away from the scalp (Figure 1C). The resulting
number of tetrahedrons in SimNIBS and voxels in Sim4Life (fixed 1 mm grid resolution)
were 4066640 tetrahedrons vs. 5077706 voxels.
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2.4. Metrics for Comparison

To facilitate a direct comparison of the results from the two simulation environments,
the E-field calculated in SimNIBS has been interpolated for each model to derive values
corresponding to the Sim4Life grid.

First, of all, a comparison of the maximum E-field obtained from each simulation (EMax
and E99.9th) has been made. E99.9th was obtained by taking the 99.9th percentile of each
GM E-field distribution, and it is, as some authors suggested [8,35–39], a good trade-off for
localized exposures that reduces hot spots of E-field due to numerical artifacts. All of the
E-field values higher than E99.9th were considered equal to the maximum.

To further quantify the comparison, different metrics have been used. The first local
metric, i.e., voxel-by-voxel, is the symmetric mean absolute percentage error (SMAPE), and
it is defined as:

SMAPEloc% = 100 · |Esim4 − EsimN|
(|Esim4|+ |EsimN|)/2

(2)

where Esim4 is the calculated module of the E-field with Sim4Life, while EsimN is the one
calculated with SimNIBS. Note that the above expression is evaluated in each voxel, so it
is possible to obtain the spatial distribution of the differences between the two solutions.
If this quantity (2) is averaged on the entire domain, a global metric is obtained, i.e.,

SMAPE% =
100
n ∑

n

|Esim4 − EsimN|
(|Esim4|+ |EsimN|)/2

(3)

where n is the number of voxels of the domain in which the E-field is calculated. Other
global metrics can be defined as:

ε1 = 100 · ∑n |Esim4 − EsimN|
∑n |Esim4| (4)

and

ε2 = 100 ·
√

∑n |Esim4 − EsimN|2√
∑n |Esim4|2

(5)

These metrics consider the differences (in a global sense) between the results of
SimNIBS with respect to the ones obtained in Sim4Life. Since the exposure that has been
simulated in all three scenarios (Section 2.3) is a localized one, it becomes interesting to
analyze the errors in the Stimulating Volume X (SVX), which is the volume exposed to an
E-field equal to or greater than X% of E99.9th.

Therefore, it is possible to define the SMAPE%X, the ε1X and the ε2X, which are the
global metrics of Equations (2)–(4) in which only the voxels where the E-field is equal to or
greater than X% of E99.9th are considered.

3. Results

Table 1 summarizes the maximum values of the E-field for all exposure scenarios
considering an input current for the coil of 1 A. Looking at the E99.9th, the two software
packages yield very close results, while the EMax exhibits a higher discrepancy. For both
software packages, EMax overestimates the expected maximum induced field, so tetra-
hedral meshes are not capable of suppressing numerical errors caused by stair-casing
in voxelized models when curved boundaries are approximated with voxels. However,
nothing can be said about the actual maximum induced field, because, in such localized
exposure with the figure-eight coil, no direct comparison with the analytic solution can be
made. The contrast of conductivities between tissues and low-quality tetrahedral mesh
cause numerical artifacts as well, but E99.9th calculated for both software return stable and
comparable values.
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Table 1. Maximum value of E-field for the three exposure scenarios calculated by both software with
an input current of 1 A. (EMax) is the maximum E-field obtained from each simulation and E99.9th

was obtained by taking the 99.9th percentile of each GM E-field distribution.

Sim4Life SimNIBS
Max 99.9th Max 99.9th

(mV/m) (mV/m) (mV/m) (mV/m)

Single-shell sphere 38.3 29.1 34.0 29.1
Single-shell sphere with slab 82.6 79.0 100.1 78.3

MRI-derived head model 43.0 27.9 38.0 27.2

An example of E-field distribution induced in a single-shell sphere model calculated
in Sim4Life (panel A) and in SimNIBS (panel B) for an input current of 1 A is reported in
Figure 2. The selected slice is perpendicular to the coil, and passes through the center of the
sphere, i.e., also through the maximum of the localized induced E-field. By visual inspection,
meshes and grids produce similar field distributions, meaning physically reasonable results.
Panel C shows the SMAPEloc calculated in the sphere. To enhance visibility, the results
have been saturated to 40%. As can be observed, the error becomes significant only in the
volume in which the calculated E-field is very low, so it can be given to numerical errors.

Figure 2. E-field induced in the sphere model on a section perpendicular to the coil and passing
through the center of the sphere, calculated by (A) Sim4Life and (B) SimNIBS, and the SMAPEloc

between the two software results (C). Input current: 1 A. Computing time: 6 s (SimNIBS) and 9 s
(Sim4Life).

Similar considerations can be performed in the single-shell sphere with the orthogonal
slab (Figure 3). In this case, to better visualize what happens near the discontinuity between
the two materials, the selected slice is parallel to the coil, perpendicular to the slab and
passing through the center of the sphere. It is also possible to see that, in this case, the error
is significant and exceeds 40% only where the calculated E-field is very low, i.e., in the inner
part of the sphere (due to Faraday’s law); however, the error also slightly increases near the
interface between the two materials (Figure 3C).

Figure 3. E-field induced in the sphere with orthogonal slab model on a section parallel to the coil,
perpendicular to the slab and passing through the center of the sphere, calculated by (A) Sim4Life and
(B) SimNIBS and the SMAPEloc between the two software results (C). Input current: 1 A. Computing
time: 6 s (SimNIBS) and 9 s (Sim4Life).
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Figure 4 shows the same comparison on a transverse section passing through the
maximum of the localized induced E-field of the MRI-derived head model. Results on
materials not belonging to the brain are neglected, so the calculated E-field is shown only
on the GM and WM. In this case, the geometrical and electrical discontinuities are more
pronounced than in the other two models, and the difference between the two solvers
becomes more evident at the interface between GM and WM and between GM and materials
outside the brain.

Figure 4. E-field induced in the MRI-derived head model in the GM and WM on a transverse
section passing through the E99.9th, calculated by (A) Sim4Life and (B) SimNIBS and the SMAPEloc

between the two software results (C). Input current: 1 A. Computing time: 205 s (SimNIBS) and 122 s
(Sim4Life).

Table 2 summarizes all of the global error metrics between the two software for the
three models. As the model becomes more complex, the computational differences between
the two software packages increase, albeit remaining within acceptable bounds (below 5%
for the spherical models and below 12% for the realistic head model).

Table 2. Global error metrics between the results of the two software for the three dosimetric models.

SMAPE% ε1 ε2

Single-shell sphere 1.1 1.2 3.0
Single-shell sphere with slab 1.6 1.4 4.4

MRI-derived head model 9.4 8.6 11.5

An analysis of the Stimulating Volume X (SVX), i.e., the volume exposed to E-field
equal to or greater than X% of E99.9th, varying X% has been conducted for the head model
(as shown in Figure 5). This metric is interesting when a localized exposure is considered,
because it is an estimation of the focality of the stimulation. In particular, many authors [10]
take the SV50 to quantify the focality. Figure 5 shows that the focality (SV50) slightly differs
(of about 5%) between the two software.
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Figure 5. Stimulating Volume X (SVX), i.e., the volume exposed to E-field equal to or greater than
X% of E99.9th in MRI-derived human head model varying X%.

Finally, an analysis of the errors varying X% is shown in Figure 6. As X% decreases,
the comparison is conducted over an increasingly larger volume (Figure 5). Indeed, when
X = 100%, it means that the comparison is made in the volume in which the E-field is
equal or higher than the E99.9th, whereas when X = 0%, the comparison is made in the
entire volume.

Figure 6. Errors in the Stimulating Volume X (SVX), i.e., the volume exposed to E-field equal to
or greater than X% of E99.9th. (A) Single-shell sphere, (B) single-shell sphere with orthogonal slab,
and (C) MRI-derived human head model.

Certainly, the stair-casing error, which, as already described, results in an overestima-
tion of the E-field at certain points, and maximizes the error when the analysis focuses on
that volume. However, by widening the analysis volume, the error reduces and increases
again when considering volumes where the E-field is very low (Figure 6B,C).

4. Discussion

The comparison of LF numerical dosimetry results between conformal and non-
conformal discretization of the human bodies, specifically the head and brain, has been
deeply investigated [15,16,18,27]. Usually, conformal meshes are employed in solvers
adopting the FEM or BEM/MoM or hybrid combinations of them for solving the induced
electric field. This generally yields more accurate results, at the expense however of
computationally heavier simulations. On the other hand, non-conformal solvers (e.g.,
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SPFD or SPFE) using rectilinear grids are easier and faster to implement but suffer from
staircasing errors.

When doing this discretization comparison, particular attention must therefore be
paid to aligning or “matching” the nodes of the meshes with those of the grids. More
precisely, the barycenter of tetrahedra should coincide with that of the voxel, in order to
have a fair comparison of the dielectric properties of the material and hence of the obtained
results. This is what has been made in [27,40], where special focus has been given to the
parameters used to generate the meshes.

Such attention has been paid also in this study, where some parameters have been
settled in SimNIBS to obtain a desired mesh. The rationale behind a fair comparison
is to have a number of tetrahedral nodes similar to that of voxel numbers. This has
been shown to be a good approach, as demonstrated in the supporting material with the
analytic solution.

Besides paying attention to mesh generation, a lot of efforts have been made in the
past to “remove” or quantify the staircasing error [8,35–39], finding, for instance, some
smoothing techniques with fixed artifact removal (e.g., 99.9th or 99.99th [35,37,38], rather
than 99th percentiles (as suggested by ICNIRP-2010 [41]) or flexible/variable removal
artifact (depending on the grid resolution employed) [36,39]. However, among these
suggested approaches, no one can be perfect in removing 100% of the numerical artifacts,
as no analytic or experimental solution exists for realistic anatomical models. This is
erroneously stated in [16], even though we can draw the same conclusions that choosing
a grid resolution of 1 mm (or below) is retained to be good enough for structured or
rectilinear grids. Once again, this is confirmed by the results shown in our and their
supporting materials when comparing the induced E-field in a homogeneous sphere with
the analytic solution. Further, looking at the errors reported in Figure 6, it emerges that
their minimization is for X% between 40% and 60% for both software. This result indicates
this volume % range as the optimal one for dosimetric assessment.

The comparison between structured and unstructured numerical solvers revealed that
errors become more pronounced with increasing geometric complexity, this finding has
several practical implications for TMS applications.

This comparison could be helpful when it is required to target small and specific brain
regions. This is of interest for TMS applications in treating conditions such as Alzheimer’s
disease [7]. Their approach focuses on stimulating specific areas of the brain, which requires
precise modeling to ensure effectiveness of the treatment. The increased error in complex
geometries indicates the need for advanced solvers to accurately define exposure also
in interconnected brain areas. This is important for TMS applications that aim to target
networks of brain regions. Accurate modeling can help in understanding the effects of
TMS on these interconnected areas, leading to more effective treatments. Understanding
the limitations and potential errors of different numerical solvers can aid in optimizing
TMS protocols. Clinicians and researchers can choose the most appropriate solver based
on the complexity of the target geometry, improving the precision of TMS treatments and
potentially enhancing clinical outcomes. In summary, the results underscore the importance
of selecting the right numerical solver for accurate TMS application, particularly when
dealing with complex brain geometries. This has direct implications for the treatment of
neurological conditions like Alzheimer’s disease [7], as well as for the broader use of TMS
in targeting specific and interconnected brain areas.

Finally, regarding the comparison between the two commercial software packages,
no preferences or endorsements are made. The computation time for the two software
packages is comparable (below 10 s for the two spherical model, and about 2–3 min for the
head model, cfr. Figures 2–4). The choice between the software packages should be based
on practical considerations, such as the type of sources available. SimNIBS, for example,
offers more specific commercial coils built into the software, while the other software may
require the realization of specific geometries. Sim4Life, for instance, includes permittivity

93



Bioengineering 2024, 11, 712

values for tissues, which are not included by default in the other software, and could be
relevant in specific applications.

The flexibility in terms of GUI and computing interface varies, and the operator may
prefer one over the other based on their skill set. Both software packages are user-friendly
for standard cases and deliver computational results quickly.

Overall, these tools have the potential to open numerous doors in the treatment of
various mental disorders using TMS applications. They allow for rigorous assessment of
E-field values for different protocols in real-time patient scenarios.

5. Conclusions

In this study, a comparison of TMS dosimetry between structured and unstructured
grids using different solvers was performed with the two most commonly used software
packages for TMS dosimetry: Sim4Life and SimNIBS. The comparison was conducted
on three different geometrical models of increasing complexity: a homogeneous sphere,
a sphere with an internal discontinuity, and a head model derived from MRI data.

The results demonstrate that differences between the obtained results are larger as
geometric complexity increases. However, these differences remain on overall contained
(below 5% for spherical geometric models and below 12% for the head model) and locally
significant only in areas of tissues where the electric field value is very low (and therefore
much more susceptible to numerical errors) or, as expected, near the tissues discontinuities.
These results could sign an important advancement in exposure assessment protocols,
which are based more and more on computational tools.
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Appendix A

Since in SimNIBS the magnetic source can be generated only in the form of magnetic
dipoles, in the case of the spatially uniform exposure, the magnetic vector potential A
was given by a strong point-wise magnetic dipole placed very far away from the head,
in order to obtain a spatially uniform B-field at 3200 Hz of 0.2 mT, directed along the x-axis.
The spatial distribution of the induced E-field in a homogeneous conductive sphere is
well-known, i.e., the analytic solution exists and is given by:

E =
ωBr

2
= π f Br (A1)

where f = 3200 Hz, B = 0.2 mT and r is the radial direction.
Figure A1 shows the magnitude of the E-field along this radial direction. This quantity

is calculated with Equation (A1) (blue line) and with Sim4Life (red line). The yellow line is
the E-field derived by multiplying SimNIBS results by a multiplicative factor k, which was
determined through fitting the results to the analytical values (found to be equal to 0.02).
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Figure A1. Comparison between the E-field obtained with analytical calculation (A1) and the two
software packages, calculated on y-axis (perpendicular to B-field and passing through the center of
the sphere). Blue line: E-field obtained with analytic solution (A1); red line: E-field calculated with
Sim4Life; yellow line: E-field derived by multiplying SimNIBS results by a multiplicative factor k,
which was determined through fitting the results to the analytical values (k = 0.02).

Appendix B

In this appendix, a comparison between several meshes and grid discretizations will
be provided in order to compare the results obtained in SimNIBS and Sim4Life.

Five different tetrahedral single-shell sphere models were generated with different
resolutions in SimNIBS, as reported in Table A1, whereas four different voxels side of the
grid have been chosen for simulations in Sim4Life (see Table A2).

Table A1. Tetrahedral meshes for single-shell sphere models (SimNIBS).

Mean Edge Length (mm) Tetrahedra (×106) Nodes (×106)

Mesh 1 2.64 0.30 0.05
Mesh 2 2.03 0.63 0.11
Mesh 3 1.20 3.07 0.52
Mesh 4 0.80 9.46 1.56
Mesh 5 0.54 30.90 5.07

Table A2. Number of voxels in different grids for single-shell sphere models (Sim4Life).

Voxels Side (mm) Voxels (×106)

Grid 1 2.00 0.07
Grid 2 1.00 0.52
Grid 3 0.50 4.17
Grid 4 0.25 33.32

In Table A3, the SMAPE% obtained by comparing all the combinations between
different meshes and different voxel sizes is reported. Decreasing the mean tetrahedral
edge length from Mesh 3 to Mesh 4 and Mesh 5 does not significantly reduce the errors
with Sim4Life. On the contrary, decreasing the grid size in Sim4Life always reduces the
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errors with SimNIBS. However, a convergence trend is almost found at around (or less) 1
mm grid size.

Table A3. SMAPE% between the results of different meshes/grid sizes for single-shell sphere.

Grid 1 Grid 2 Grid 3 Grid 4

Mesh 1 1.54 1.17 1.00 0.93
Mesh 2 1.44 1.08 0.90 0.83
Mesh 3 1.38 0.97 0.76 0.67
Mesh 4 1.37 0.95 0.75 0.66
Mesh 5 1.38 0.95 0.75 0.66

For the single-shell sphere with slab, only two different tetrahedral meshes have
been tested in SimNIBS (Mesh 6 and Mesh 7, which have similar characteristics to Mesh
2 and Mesh 3; see Tables A3 and A4). In Table A5, the SMAPE% obtained comparing
all the combinations between different meshes and different voxel sizes is reported. It is
possible to notice that minimizing the grid size to 0.25 mm does not guarantee the error
minimization. This is probably due to the local enhancement of the induced E-field around
the low-lossy slide.

Table A4. Tetrahedral meshes for single-shell sphere model with slab (SimNIBS).

Mean Edge Length (mm) Tetrahedra (×106) Nodes (×106)

Mesh 6 2.03 0.64 0.11
Mesh 7 1.20 3.08 0.52

Table A5. SMAPE% between the results of different meshes/grid sizes for single-shell sphere
with slab.

Grid 1 Grid 2 Grid 3 Grid 4

Mesh 6 2.30 1.56 2.33 2.45
Mesh 7 1.89 1.00 1.98 2.11
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Abstract: Venous leg ulcers are one of the most common nonhealing conditions and represent an
important clinical problem. The application of pulsed radiofrequency electromagnetic fields (PRF-
EMFs), already applied for pain, inflammation, and new tissue formation, can represent a promising
approach for venous leg ulcer amelioration. This study aims to evaluate the effect of PRF-EMF
exposure on the inflammatory, antioxidant, cell proliferation, and wound healing characteristics of
human primary dermal fibroblasts collected from venous leg ulcer patients. The cells’ proliferative
and migratory abilities were evaluated by means of a BrdU assay and scratch assay, respectively. The
inflammatory response was investigated through TNFα, TGFβ, COX2, IL6, and IL1β gene expression
analysis and PGE2 and IL1β production, while the antioxidant activity was tested by measuring
GSH, GSSG, tGSH, and GR levels. This study emphasizes the ability of PRF-EMFs to modulate
the TGFβ, COX2, IL6, IL1β, and TNFα gene expression in exposed ulcers. Moreover, it confirms
the improvement of the proliferative index and wound healing ability presented by PRF-EMFs. In
conclusion, exposure to PRF-EMFs can represent a strategy to help tissue repair, regulating mediators
involved in the wound healing process.

Keywords: pulsed radiofrequency electromagnetic field; wound healing; dermal fibroblasts; inflammation

1. Introduction

Chronic wounds have an important impact on global health [1]. Leg venous ulcers
(VLU) account for 60 to 80% of leg ulcers, which are described as the most frequent type
of chronic skin wound [2]. The alteration of the wound healing process in these ulcers
may persist for weeks or years and can become chronic, leading to the establishment
of nonhealing wounds and to the development of complications such as cardiovascular
diseases, diabetes, and bacterial infection, thus leading to the worsening of the patient’s
quality of life [3,4].

Wound healing (WH) goes through several overlapping and consecutive phases,
including hemostasis, inflammation, new tissue formation, and tissue remodeling, in a
well-coordinated process, with the active involvement of platelets, immune cells (neu-
trophils and macrophages) and fibroblasts [5]. Fibroblasts display a prominent role in
the wound healing process, contributing to the creation of a new extracellular matrix
(ECM) and the deposition of collagen structures, as well as removing denatured proteins
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and matrix-associated materials not needed for the healing, thanks to the production of
proteinases to support the migration and activity of immune cells, vascular cells, and
organ-specific cells [6]. Furthermore, fibroblasts produce various cytokines and growth
factors that can promote or suppress inflammation, depending on the stage of healing and
the specific signals from the surrounding cells. Fibroblasts may play a key role in inflam-
matory signaling pathway regulation, managing the interplay between inflammatory cells,
inflammatory cytokines and growth factors in several pathophysiological processes [7,8].

Nonhealing wounds display a reduced cellular proliferation and unbalanced pro-
duction of inflammatory cytokines, such as interleukin (IL1) , (IL6), and tumor necrosis
factor (TNF)α, as well as of growth factors, such as transforming growth factor (TGF)β,
platelet-derived growth factor (PDGF), epidermal growth factor (EGF), basic fibroblast
growth factor (bFGF), and matrix metalloproteinases (MMPs) [9].

Oxidative damage is another feature in nonhealing wounds; this process can prolong
microenvironmental homeostasis disruption [10].

All of the mentioned conditions cooperate to determine the pathological nonhealing
in VLU and represent the targets of the therapeutical approach.

Currently, the standard therapy for VLU is local wound management, including de-
bridement, dressing techniques, compression therapy [11], and biofilm and bacterial over-
growth control [12]. In non-responsive cases, the standard therapy is associated with ad-
vanced treatments. The advanced WH technologies act on tissue, inflammation/infection,
moisture, and edge/epithelialization, referred to using the acronym “TIME”. The most
used techniques are negative pressure wound therapy, stem-cell therapy, the application of
3D hydrogel dressings, and oxygen therapy, alongside other remedies to better support the
repair process [3,13].

Numerous clinical and in vitro studies have shown that electromagnetic therapy
(EMT), including electromagnetic fields (EMFs), extremely low-frequency electromagnetic
fields (ELF-EMFs) and pulsed radiofrequency radiation (PRF), could be a notable option in
the treatment of different medical conditions.

To date, the clinical efficacy of PRF-EMFs has been observed in bone [14], joint, muscle,
and soft tissue injuries, leading to a reduction in pain [15,16].

The pulsed signal generated by PRF-EMFs allows heat to dissipate, preventing ex-
cessive heat buildup, and exerts biological effects without causing important structural
alterations. PRF-EMFs can induce biological changes such as the enhancement of endoge-
nous bioelectrical currents [2,17], with Ca2+ efflux changes and the modulation of pathways
involved in inflammatory responses [18–20].

Although specific intensities and frequencies are applied to help in the treatment of
some health conditions, it is difficult to develop standardized treatment protocols due to
the high variability of physical parameters and clinical variables, including the frequency
and duration of therapy [14,21].

Despite the advanced knowledge and the widespread therapeutic application of these
techniques, the complete mechanism of EMT, and above all of PRF-EMFs, is unclear.

Herein, we aimed to evaluate the mechanisms underlying the effect of a commercial
medical device (generating a PRF-EMF) on cell proliferation and migration, the expression
of tissue repair mediators and the production of antioxidant molecule in primary human
dermal fibroblasts (HDFs) collected from patients affected by VLU.

2. Materials and Methods

2.1. Patients and Tissue Samples

Eleven patients (36.6% female and 63.4% male, mean age = 55 ± 13) were enrolled
from the Department of Dermatology, Spedali civili di Brescia, Brescia, Italy. Patients
affected by stable VLU, unresponsive to traditional dressings, were selected for the study.
The exclusion criteria included the presence of infective, arterial, inflammatory or diabetic
diseases. Patients were treated according to the “Nested graft” technique, which involves
the acquisition of numerous punch biopsies from the uninvolved skin and seeding in
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pits made with other punch biopsies at the edge of venous ulcers of the leg of each
patient [22,23]. The skin samples derived from the ulcer’s edge (destined to be thrown
away) constituted the study sample, while punches from healthy skin constituted the
internal sample control. Informed consent was obtained from all patients, in accordance
with the 1964 Declaration of Helsinki and its subsequent amendments. This study was
approved by the internal local ethics committee and approved and supported by Scientific
Committee of Sidemast (Società Italiana Dermatologia e Malattie Sessualmente Trasmesse).

2.2. Cell Culture

Immediately after collection, the biopsy samples were placed in trypsin at a ratio of
1:3 with Dulbecco’s phosphate-balanced solution (DPBS) (Merk, St. Louis, MO, USA) for
the exclusion of epidermis and adipose tissue residues. Biopsies were cut into fragments of
about 2 × 1 mm (length by width), washed in DPBS and placed in 35 mm culture plates in
the presence of Dulbecco’s modified Eagle medium (DMEM, Merk, St. Louis, MO, USA)
supplemented with 10% fetal bovine serum (FBS) (Merk, St. Louis, MO, USA) and 0.5%
penicillin-streptomycin (Merk, St. Louis, MO, USA), and then were incubated at 37 ◦C
in a humid atmosphere with 5% CO2. The culture medium was replaced every 3 days.
After about 2 weeks, each biopsy section spontaneously released fibroblasts that began
to proliferate.

Once the cells started growing, skin fibroblasts were synchronized by being placed
in 0.1% serum for 48 h before being trypsinized and plated in the presence of complete
medium (DMEM with 10% FBS).

In order to avoid any effect deriving from the native environment, all skin fibroblasts
were cultured under the same in vitro conditions for five passages. Ulcer fibroblasts (ulcer-
HDFs), established in cultures from biopsies of the edge of chronic VLU, were tested and
compared side by side in the same experiment with normal fibroblasts (normal-HDFs)
grown from biopsies from normal skin. Conventional phase-contrast light microscopy
(Leica DMi1, Wetzlar, Germany, obj. ×10) was used daily to assess the morphological
features of normal-HDFs and ulcer-HDFs throughout all growth phases.

2.3. Pulsed Radiofrequency Electromagnetic Field Device

Ulcer-HDF cultures were exposed to a PRF-EMF generated by a commercially available
medical device provided by Tecnica Scientifica Service (TSS) Medical Srl, Turin, Italy. The
device emits a PRF-EMF which induces a small constant electric charge over time for the
purposes of its internal functioning; hence, its RF emissions are very low and do not cause
interference with nearby electronic devices. The circuit that constitutes the PRF-EMF device
is powered by a direct current provided by a CR2032 lithium battery with a nominal voltage
of 3 V.

The same circuit converts the delivered square wave, emitted in packets of sinusoids,
in PRF. The device’s power is < 3 mW, and it does lead to an increase in local temperature.
The PRF-EMF emits non-ionizing radiation at a carrier frequency of 27.1 MHz (37 ns) with
a carrier RF modulated through a pulse at 600 Hz (1.66) and a duty cycle of 10%. The
duration of a single pulse is 167 μs. The load adapted to the antenna output is identical to
the parallel between a 5 ohm resistor and a capacity of 150 pF. The PRF-EMF device also
has the following specifications: height, 12 cm; antenna width, 5–6 cm; antenna material,
copper wire; action depth, 5–7 cm; max thickness, 1 cm; electromagnetic compatibility level,
Group 2 class A.

2.4. BrdU Assay

Normal-HDFs and ulcer-HDFs (3 × 103) were cultured in growth media (DMEM sup-
plied with 10% FBS and 0.5% penicillin-streptomycin) in 96-well plates. After 24 h (~70%
confluence), cell cycle synchronization was performed by means of overnight serum star-
vation (serum free culture). Once the cell culture preparation phase was concluded, fresh
complete medium was added and the proliferation at different time points (3-6-24 and 48 h)
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was determined by measuring bromodeoxyuridine (BrdU) incorporated into DNA, follow-
ing BrdU Roche’s colorimetric protocol (Roche, Mannheim, Germany). BrdU incorporation
was measured using the GloMax Multi-Detection System (Promega Corporation, Madison,
WI, USA) at an absorbance of 450 nm. For ulcer-HDFs, a second culture plate was set up
and exposed to the PRF-EMF for 6 h. Proliferation was assessed with BrdU, starting from
the same concentration of cells (3 × 103) and at the same time points. All the experiments
were performed in triplicate.

2.5. Wound Healing Assay and Image Acquisition

The wound healing assay was performed on normal-HDFs and ulcer-HDFs to test
their damage repair capacity. A total of 1.6 × 105 cells/35 mm were plated, and after 48 h
at 37 ◦C cells adhered and spread, obtaining a confluent monolayer. Cell cultures were
scratched with a straight line across the center of the well with a p10 sterile pipette tip.
After scratching, one wash with DPBS was performed to remove debris and fresh medium
was added. Culture plates were then placed in the cell culture incubator for 24 h. The
ulcer-HDFs were exposed, in a different set of culture plates, to a 6 h period of PRF-EMF.

Plates were observed using a phase-contrast microscope (Leica DMi1, Wetzlar, Ger-
many), and the edges of the induced wound area (scratch) were documented, acquiring
pictures with a digital camera (Leica DMi1, Wetzlar, Germany,) at 0 h, 6 h, and 24 h to eval-
uate the fibroblasts migration. The images were processed using the NIH ImageJ software
version 1.54 h [24] to calculate the wound area dimensions. The data were obtained from
triplicate experiments.

2.6. Gene Expression Profiling

Total RNA was isolated using QIAzol reagent (Qiagen, Hilden, Germany) and reverse
transcribed with the QuantiTec Reverse Transcription kit (Qiagen, Hilden, Germany) ac-
cording to the manufacturer’s instructions. Real-time qPCR was performed using GoTaq®

qPCR Master Mix (Promega, Milan, Italy) and a Bio-Rad Real-Time PCR instrument (CFX
Real-Time PCR Bio-Rad, Hercules, CA, USA) with the following cycling conditions: 95 ◦C
for 10 min, followed by 40 cycles of denaturation at 95 ◦C for 10 s, annealing at 60 ◦C for
10 s, and extension at 72 ◦C for 20 s. The primer sequences used for qPCR are provided in
Table 1. qPCR results were analyzed using Bio-Rad system software (CFX Manager). The
2−ΔΔCt method was used to detect the relative expression of TNFα, TGFβ, cyclooxygenase
(COX)2, IL6 and IL1β, using RPS18 to normalize the gene expression levels. Relative
quantification cycle (Ct) values were reported as fold changes in expression. Experiments
were performed in triplicate and the data were averaged.

Table 1. Primer pair sequences used in the study.

Gene Forward Primer Sequence (5′–3′) Reverse Primer Sequence (5′–3′) Amplicon Leght

TNFα CCTTCCTGATCGTGGCAG GCTTGAGGGTTTGCTACAAC 184 bp
TGFβ AACAATTCCTGGCGATACCTC GTAGTGAACCCGTTGATGTCC 197 bp
COX2 GACAGTCCACCAACTTACAATG GGCAATCATCAGGCACAGG 105 bp

IL6 GTACATCCTCGACGGCATC ACCTCAAACTCCAAAAGACCAG 198 bp
IL1β TGAGGATGACTTGTTCTTTGAAG GTGGTGGTCGGAGATTCG 115 bp

RPS18 CTTTGCCATCACTGCCATTAAG TCCATCCTTTACATCCTTCTGTC 199 bp

2.7. ELISA Assay

The concentration of IL1β and prostaglandin (PG)E2 was assessed in the supernatant
of normal-HDFs, ulcer-HDFs, and PRF-EMF-exposed ulcer-HDFs using the Enzyme-Linked
ImmunoSorbent Assay (ELISA). Specifically, after each experimental protocol, the cell cul-
ture supernatant was collected and stored at −80 ◦C for subsequent evaluation. Before
assessing the IL1β and PGE2 levels, samples were centrifugated at 10,000× g for 5 min
to eliminate cell debris and they were then plated following the manufacturer’s instruc-
tions. Relative absorbance was measured at 450 nm using the GloMax Multi-Detection
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System (Promega Corporation, Madison, WI, USA). Cytokine concentration was calcu-
lated using a standard reference curve. The intra- and inter-assay reproducibility was
>90%. The specificity and the sensitivity of the cytokine were defined according to the
manufacturer’s guidelines.

2.8. Antioxidant Mediators Quantification

The amount of total GSH (tGSH), oxidized GSH (GSSG), and free GSH (GSH) in the cell
culture supernatant was quantified using a colorimetric detection kit for Glutathione (Arbor
Assays, Ann Arbor, MI, USA), while for glutathione reductase (GR), a fluorescent activity
kit was used (Arbor Assays, Ann Arbor, MI, USA). GSH was calculated by subtracting
GSSG from the total fraction, where the oxidized data were obtained using 2-vinylpyridine
to block the free fraction in the samples. Experiments for each different condition (normal-
HDFs, ulcer-HDFs, and exposed ulcer-HDFs) were conducted in duplicate.

2.9. Statistics

GraphPad Prism (v.6.0; GraphPad Software, La Jolla, CA, USA) was used for statistical
analysis of the data. All results were expressed as mean ± SD. For repeated measures,
one-way ANOVA was performed to compare differences between groups. The differ-
ences between the normal-HDFs, ulcer-HDFs, and exposed ulcer-HDFs were measured by
means of Tukey post hoc comparison or by Student’s t-test for unpaired data. Significant
differences were established at p < 0.05.

3. Results

3.1. Cell Morphology

Using light microscopy in the routine monitoring of cell cultures, differences in mor-
phology and growth rate between normal-HDFs and ulcer-HDFs were highlighted. In
normal-HDFs, the increased number of cells was readily apparent when cultures were
viewed under a light microscope. Cells appear with a normal morphology, being compact
with a spindle shape and well-defined nuclear morphologic features. Meanwhile, the ulcer-
HDFs appear larger with a polygonal shape, including some lipid droplets and granular
cytoplasmic structures, with nonuniform nuclear morphologic features such as segmented
nucleoli. Furthermore, starting from the same density of plated cells, and observing the
cultures after 6 and 24 h, cells are differently distributed in the well. Indeed, a reduction
in the growth rate of ulcer-HDFs after only 6 h was observed, in accordance with the
literature data [25,26]. After 24 h, differences in concentration, density, size, arrangement
and orientation of ulcer-HDFs were still detectable with respect to normal-HDFs (Figure 1).

Figure 1. Light microscopy displaying the cellular morphology and confluency of normal-HDFs and
ulcer-HDFs. Micrographs are representative images from independent experiments performed for each
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sample and in duplicate. Images of normal-HDFs and ulcer-HDFs were captured after 6 h and after
24 h of cell incubation. Total magnification = 10×. Lipid droplets are indicated by white arrows,
granular cytoplasmic structures are indicated by black arrows, and segmented nucleoli are indicated
by black arrowheads.

3.2. BrdU Assay

The ability of normal-HDFs and ulcer-HDFs in cell proliferation was assessed by
means of the BrdU uptake assay, which is a marker for cell proliferation due to it being
rapidly taken up and accumulated by dividing cells since it is not metabolizable. Our
results show that, starting from the same cell concentration (3 × 103), normal-HDFs have an
increased proliferation rate compared to ulcer-HDFs. The proliferation rate is significantly
enhanced for all measured time points (3, 6, 24 and 48 h), with a rapid increase in BrdU
accumulation in normal-HDFs immediately after 3 h and with a steady increase at 6 and
24 h.

Otherwise, in ulcer-HDFs, a slow incorporation of BrdU is observed, with an increase
after 6 h (ratio = 1.7 vs. 0 h) and an additional increase at 24 h (ratio = 1.9 vs. 0 h) in
comparison with the basal levels. For both normal- and ulcer-HDFs after 48 h, there is a
slight reduction in cell proliferation (Figure 2). These data underline that cells isolated from
the ulcer area show a slower replicative capacity and a longer time to become confluent
when compared with the healthy skin fibroblasts.

Figure 2. BrdU uptake of normal- and ulcer-HDFs evaluated by the BrdU assay. All experiments were
performed in triplicate and the results are presented as fold of the control (normal-HDFs). Statistical
significances: ### p > 0.001 for time comparison in the normal-HDF group vs. normal-HDF at 0 h;
** p > 0.01 and *** p > 0.001 for comparison in the ulcer-HDF group vs. ulcer-HDF at 0 h.

Recently, several studies [5,27–29] have suggested that the application of a PRF-EMF
modulates fibroblasts’ capability to regulate tissue homeostasis. To investigate the ability
of a PRF-EMF to reduce the proliferative gap between ulcer-HDFs and normal-HDFs, the
ulcer-HDFs of each patient were seeded at a concentration of 3 × 103 in 96-well plates and
exposed for 6 h to the PRF-EMF. After 3, 6, 24 and 48 h, BrdU uptake and the proliferation
rate were determined. A growth curve with the ratio between the different time points
and the 0 h levels of BrdU for each condition is reported in Figure 3. Our results show that
ulcer-HDFs’ proliferation rate is significantly lower than that of normal-HDFs, while the
exposure of ulcer-HDFs to a PRF-EMF determines an early improvement in proliferation
at 3 h compared to the normal-HDFs. This improvement is maintained for the other time
points (Figure 3).

3.3. Scratch Wound Assay

To evaluate cell migration and the regeneration of the cell monolayer, the most used
in vitro model is the mechanical damage model (“scratch wound assay”). The ability of
normal-HDFs, ulcer-HDFs and exposed ulcer-HDFs to migrate into the damaged area was
evaluated. Immediately (0 h), 6 h, and 24 h after the scratch, pictures were acquired and
processed with the ImageJ software to calculate the size of the damaged area. The size of
the initial scratch was calculated and assumed as 100% of the cell-free area for each sample
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and condition. After 6 h, in normal-HDFs, the cell-free area was 68.6%, and after 24 h, it
was only 8.2%. In accordance with the decreased proliferation, the reduction in the cell-free
area in scratched ulcer-HDFs is lower than that in normal-HDFs, with the cell-free area
being 75.1% after 6 h and 10.4% after 24 h, compared with 100% after 0 h (Figure 4).

Figure 3. Relative cell proliferation ability in ulcer-HDFs after 6 h of PRF-EMF exposure compared to
normal- and ulcer-HDFs without exposure, measured using the BrdU proliferation assay. Relative
cell proliferation was calculated as the ratio between each time point and 0 h. All experiments were
performed at least three times.

Figure 4. (a) Light microscopic images of normal-HDF, ulcer-HDF, and exposed ulcer-HDF scratched
cells. Images with 10× magnification were captured at 0 h, immediately after the wound creation, at
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6 h post wound, and at 24 h post wound. A Leica DMi1 microscope with a digital camera was
used to capture images, and the cell-free area was measured using NIH ImageJ software version
1.54 h. (b) Graph of the percentage of cell-free area of the scratched HDFs. One-way ANOVA
statistical significance: ### p < 0.001 for the comparison with normal-HDFs at 0 h; *** p < 0.001 for the
comparison with ulcer-HDFs at 0 h; ◦◦◦ p < 0.001 for the comparison with exposed ulcer-HDFs at 0 h.
Differences between different samples were considered significant at p < 0.05.

To evaluate if PRF-EMF exposure can affect ulcer-HDFs’ migration for wound closure,
cells were scratched and exposed to the PRF-EMF for 6 h. Observing the exposed ulcer-
HDFs after 6 h, the cell-free area was 63.5%, compared to 100% at 0 h, with significant
differences compared to unexposed ulcer-HDFs (cell-free area of 75.1%; p < 0.001) and
normal-HDFs (cell-free area of 68.6%; p < 0.05) at the same time. Furthermore, 24 h after the
scratch in all of the evaluated HDF samples and conditions, a considerable improvement
in the regenerative capacity was observed, with a significant reduction in cell-free area in
PRF-EMF-exposed ulcer-HDFs with respect to both the normal- (p < 0.05) and ulcer-HDFs
(p < 0.001) (Figure 4b).

3.4. Gene Expression

Considering the broad role of inflammatory cytokines in the regulation of the WH
process, we evaluated the expression of COX2 and pro-inflammatory cytokines, namely
IL1β, IL6, TGFβ, and TNFα, that are important for cell proliferation and the synthesis of
the ECM, both in normal-HDFs and ulcer-HDFs. At the end of incubation (24 h), the gene
expression of mediators in ulcer-HDFs in comparison with normal-HDFs was significantly
higher, in accordance with the persistence of the inflammatory phase in chronic ulcers
(Figure 5). Thus, in this study, we evaluated the effect of the exposure to a PRF-EMF on
ulcer-HDFs, observing a significant increase in the expression levels of IL1β, IL6, COX2,
and TGFβ with respect to unexposed normal-HDFs and ulcer-HDFs.

Figure 5. Gene expression of IL1β, IL6, COX2, TGFβ, and TNFα in ulcer-HDFs and exposed ulcer-
HDFs compared to normal-HDFs, assumed as 1. Changes in gene expression were determined by
means of qPCR and evaluated via the 2−ΔΔCt method. Data are reported as the mean and 95% CI.
◦◦◦ p < 0.001 and ◦◦ p < 0.01 for the comparison with normal-HDFs; *** p < 0.001 in PRF-EMF-exposed
ulcer-HDFs compared with ulcer-HDFs.

3.5. PGE2 and IL1β Levels

The levels of production of PGE2 and IL1β were evaluated in scratched normal-HDF,
ulcer-HDF, and exposed ulcer-HDF supernatants to underline the differences between the
cell lines. PGE2, which constitutes the major PGE in human skin [30,31], and IL1β, which
is a master cytokine for cell recruitment and activation [32], can be produced by many
cell types, such as epithelial cells, fibroblasts, and keratinocytes, as well as inflammatory
cells. The production of PGE2 and IL1β increases significantly in the presence of damage
and influences cell growth and differentiation processes. Indeed, in our data, we observed
increased levels of PGE2 in ulcer-HDFs with respect to normal-HDFs, although this was not
significant. When ulcer-HDFs are exposed to a PRF-EMF, in accordance with the results of
Cheng et al. [33], we observed a higher increase level of PGE2 with respect to normal-HDFs.

106



Bioengineering 2024, 11, 357

The levels of IL1β show the same trend, with a slight increase in ulcer-HDFs and a
more significant increase in exposed ulcer-HDFs with respect to normal-HDFs, in accor-
dance with the increased cell proliferation and early scratch healing progression (Figure 6).

Figure 6. Analysis of levels of (a) PGE2 and (b) IL1β in normal-HDF, ulcer-HDF, and exposed ulcer-
HDF supernatants. Values represent the mean ± SD of three independent experiments. Statistical
significance for p < 0.05 with respect to normal-HDFs.

3.6. Antioxidant Activity

Oxidative stress, due to an imbalance in the pro-oxidant–antioxidant homeostasis,
plays an important role in the nonhealing of wounds. When a higher load of reactive
oxygen species (ROS), caused by the abnormal generation of or deficiencies in the an-
tioxidant defenses, persists over a long time, continuous damage and chronic nonhealing
wounds are detected. We focused our study on the evaluation of antioxidant mediators,
measuring tGSH, GSSG, and GSH, as well as the activity of GR, an enzyme responsible for
catalyzing the reduction of GSSG to GSH. Our results show that in comparison with normal-
HDFs, in ulcer-HDFs, there are no significant differences in GR activity (0.18 mU/mL in
normal-HDFs and 0.19 mU/mL in ulcer-HDFs) or in GSSG levels (0.22 μM and 0.25 μM
in normal- and ulcer-HDFs, respectively), while tGSH and GSH levels are significantly
reduced (p < 0.001), in accordance with the impaired fibroblast proliferation and migra-
tion driven by the production of ROS, the lack of antioxidant defenses, and the excessive
oxidative stress.

After the PRF-EMF exposure of ulcer-HDFs, the levels of the antioxidant molecules
are comparable to those in ulcer-HDFs (Figure 7).

Figure 7. Antioxidant activity. (a) Oxidized glutathione (GSSG); (b) free glutathione (GSH); (c) total
glutathione (tGSH); (d) glutathione reductase (GR); (e) ratio of GSH/GSSG concentrations in the
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supernatant of wounded normal-HDFs, ulcer-HDFs, and exposed ulcer-HDFs. Whisker plot rep-
resents the distribution of numeric data values with the minimum and maximum. Significant
differences were detected at * p < 0.05 and *** p < 0.001 with respect to normal-HDFs.

Therefore, since the ratio between GSH and GSSG can represent an important indicator
of cell health [34], we calculated the ratio and pointed out that in both ulcer-HDFs and
exposed ulcer-HDFs, there is a significant reduction compared to normal-HDFs. Thus,
PRF-EMF exposure is unable to modify the antioxidant system.

4. Discussion

A complex crosstalk and a different cellular response are involved in the WH process,
resulting in the overlap of dynamic phases (hemostasis, inflammation response, new tissue
formation, and tissue remodeling). The alteration or deregulation of one or more of these
phases may lead to chronic ulcers. Fibroblasts actively participate in WH and orchestrate
all of the phases of tissue repair/regeneration process through interactions with other cell
populations involved in the process [7]. In this study, we first assessed the differences
between HDFs isolated from normal and ulcerative areas of patients affected by VLU,
the most frequent form of chronic skin ulcers, and following this we evaluated the effect
of a PRF-EMF on ulcer-HDFs’ morphology, proliferation and gene expression, as well as
WH modulation.

Significant differences were observed in the morphology and proliferation rate of
ulcer-HDFs compared to normal-HDFs, with alterations in shape and a reduced growth
time. These characteristics resemble those observed in senescent fibroblasts and confirm
the findings of Wall et al., who demonstrated that fibroblasts from chronic nonhealing
wounds display abnormal phenotypes, including decreased proliferation, early senescence,
and altered patterns of cytokine release [35].

In the last few years, an increasing number of reports have evaluated the effects of
ELF-EMFs on keratinocytes and immune cells involved in skin repair. ELF-EMFs act on
the WH process though the modulation of inflammation, protease matrix rearrangement,
neo-angiogenesis, senescence, stem-cell proliferation, and epithelialization. The exposure
times, waveforms, frequencies, and amplitudes used in the different literature reports are
very varied and the results obtained are often in contrast, highlighting that the biological
effects of ELF-EMFs may vary with the EMF’s physical characteristics and based on the
type of target cell [28].

To evaluate the cell migration and regenerative capacity, we applied the widely used
in vitro “scratch wound assay”, inducing mechanical damage to confluent cell layers.

PRF-EMF exposure for 6 h led to a significant improvement in the proliferation ability
of ulcer-HDFs subjected to the scratch wound assay, which promptly migrated to the
wounded area and displayed accelerated wound closure.

The cell-free area caused by the scratch was covered at a proportion of 31.4% by
normal-HDFs 6 h after the scratch, while ulcer-HDFs were capable of covering only 24.9%
of the wound area. These differences were also maintained at 24 h, when ulcer-HDFs
presented an 89% reduction in the cell-free area compared to the 92% reduction noted for
the normal-HDFs, supporting the hypothesis regarding the altered proliferation/migration
capabilities of ulcer-HDFs.

The pattern displayed by ulcer-HDFs in reaching a confluence layer was dissimilar
from that of normal-HDFs. Ulcer-derived HDFs individually adhered to the dish and then
randomly migrated, occasionally coming into contact with other cells. We hypothesize that
the shape alteration of ulcer-HDFs weakens the cell–cell interaction and may be responsible
for their reduced ability to cover the cell-free area.

Interestingly, after exposure to the PRF-EMF, the proliferative index of ulcer-HDFs
increased significantly and better cell alignment and movement towards neighboring cells
were evident, resulting in optimal wound closure.
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The exposure to PRF-EMF prompts an earlier reduction in the scratch-induced cell-
free area displayed by exposed ulcer-HDFs (11.6% coverage) compared to the unexposed
ulcer-HDFs and even to normal-HDFs (5.1% coverage) (p < 0.05). This trend persisted after
24 h, showing that in PRF-EMF-exposed ulcer-derived HDFs, there is an increase in the
repair ability.

In agreement with the literature [36,37], a more intense expression of COX2, IL1β, IL6,
TGFβ, and TNFα was observed in ulcer-HDFs than in normal-HDFs.

These cytokines are involved not only in the inflammation phase but also in the ep-
ithelialization phase, promoting cell proliferation and migration, fibroblast differentiation,
and the mobilization of resident stem/progenitor cells [38]. Our study demonstrated an
increase in the levels of these cytokines in ulcer-HDFs after PRF-EMF exposure, which may
explain the results regarding the increased migration in the scratch wound assay.

We suggest that in inefficient WH, such as in chronic wounds, the exposure to a
PRF-EMF may help to restore the well-orchestrated interaction between cells and medi-
ators, driving the progression of overlapping phases of inflammation, proliferation, and
tissue remodeling.

Furthermore, we hypothesize that the increase in TGFβ gene expression after PRF-
EMF exposure can be responsible for fibroblast and mesenchymal cell activation, as well as
the recruitment and activation of neutrophils and macrophages.

This could be important since it is known from the literature that in the early phase of
WH perturbation, neutrophil recruitment may induce the alteration of monocyte infiltra-
tion timing with decreased IL1β secretion, which in turn reduces keratinocyte migration
and proliferation.

Changes in the macrophage phenotype during the healing process help in the transi-
tion from a pro-inflammatory to a pro-resolution state, promoting keratinocyte, fibroblast,
and epithelial cell proliferation with the secretion of cytokines and growth factors [39].

Interestingly, our finding that that levels of IL1β were significantly higher in the
supernatant of exposed ulcer-HDFs with respect to unexposed ulcer-HDFs and normal-
HDFs may explain the optimization of the wound closure assay, since evidence [38,40,41]
has shown that IL1β levels correlate with active immune cell infiltration following the
exacerbation of inflammation, leading to the rebalancing of pro-inflammatory cytokines and
aiding in the transition from the inflammatory to the proliferative phase in skin wounds.

Moreover, our study revealed that the overproduction of IL1β correlates with the
higher release of PGE2 in PRF-EMF-exposed cells, prompting an increase in cell prolifera-
tion [42] and TNFα gene expression inhibition [43,44].

In both unexposed and exposed scratched ulcer-HDFs, we observed decreased ac-
tivity of antioxidants with respect to scratched normal-HDFs. These data agree with the
role of unbalanced oxidant/antioxidant homeostasis, a reduction in GSH levels and al-
terations in the overall redox status in the worsening of the microenvironment in chronic
wounds [45,46]. In our study, in exposed ulcer-HDFs, probably due to the system parame-
ters of the PRF-EMF device, such as the frequency, pulse or intensity, significant modulation
of antioxidant activity was observed [47,48].

5. Conclusions

The results of this study show that a PRF-EMF may affect ulcer-HDFs’ cell proliferation
and modulate the expression and production of cytokines, leading to an improvement
in WH. Our results indicate that a PRF-EMF enhances ulcer-HDF activation, helping
the WH by activating the robust migration of fibroblasts and by further stimulating the
inflammatory response. The recruitment of other cells is necessary to continue the healing
process, pushing forward all repair phases and stimulating and coordinating the essential
functions of wound repair.

We acknowledge that the transition from two-dimensional (2D) monocultures of
dominant cell types such as keratinocytes and fibroblasts to co-culture systems and to more
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complex three-dimensional (3D) tissue models is needed to improve the transferability of
our results.

The exploration of the mechanics and effects PRF-EMF exposure might help in the
search for promising approaches for chronic WH treatment. The next goal would be to
evaluate the effect of PRF-EMFs, alone and in addition to other standard therapies, in
order to investigate additional effects and hypothesize the application of a PRF-EMF as a
supportive therapy.
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Abstract: The cultivation of excitable cells typically profits from continuous electrical stim-
ulation, but electrochemical consequences are mostly harmful and must be minimized. The
properties of the electrode materials and stimulation impulses are key. Here, we developed
an easy method to analyze the electrochemical impact of biphasic, current-controlled im-
pulses, applied via graphite electrodes, using phenol red as the redox indicator. We also
tested the stimulation conditions for the long-term cultivation of myocardial tissue. The col-
orimetric assay was able to detect ±0.2% deviations in typical positive and negative pulse
charges. Phenol red was best preserved (20% degradation over 24 h) by impulses of equiv-
alent positive and negative charges (full charge balance), generated with either manual
calibration, capacitive electrode coupling, or feedback regulation of electrode polarization.
Feedback regulation established full charge balance at pre-pulse voltages of about 300 mV,
but also provided the option to selectively compensate irreversible electrode reactions.
Modifications to shape and timing did not affect the electrochemical effects of symmetric
impulses. Charge-balanced stimulation maintained more than 80% of the contractility
of porcine left ventricular myocardium after 10 days of culture, whereas disbalances of
2–4% provoked weakening and discoloration of the tissues. Active polarization regulation,
in contrast to capacitive electrode coupling, reproduced the biological advantages of full
charge balance.

Keywords: field stimulation; biphasic; charge balance; tissue culture; living myocar-
dial slice

1. Introduction

The cultivation of excitable cells has become an important research tool. To main-
tain the physiological function of such cells in vitro, chronic and cell-specific electrical
stimulation seems to be essential [1,2]. Stimulation is usually performed by an electrical
field, applied through electrodes which are not in direct contact with the cells, but are
submerged in the culture medium at some distance [3]. In this indirect configuration of
field stimulation, electrical gradients, e.g., at the cell membrane, are a function of local
conductivity and current density, implying a direct correlation of biological effectivity
and stimulation current. An effective depolarization of excitable cells typically occurs at
current densities in the range of 15 mA/cm2 [1,4–6], and such currents require electrode
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voltages well above the redox potential of many medium constituents [7]. Consequently,
electrochemical reactions at the electrode surface cannot be avoided, but must be kept to
a minimum since they degrade bioactive substances, produce reactive oxygen species, or
shifts in pH [7–10]. This is particularly detrimental in cell culture applications, where elec-
trodes and solutions cannot be changed frequently, and electrochemical reaction products
accumulate over time [6,7]. One way to separate electrode reactions from the cultivated
cells is the transmission of currents by a defined electrolyte solution, e.g., provided by an
agar bridge [11], but such designs are not compatible with the requirements of tissue culture
and would not be stable over long periods. Alternatively, stimulation modalities may be
chosen that take advantage of the capacitive properties of some electrode materials. The
capacitance arises from the charges at the electrode surface that are reversibly bound in an
ionic bilayer or as partial redox-reactions at the electrode interface [12]. As a consequence of
capacitance, stimulation currents can be generated apart from irreversible electrochemical
(faradaic) reactions; however, reversibility of these reactions is only ensured if the charge
applied to the electrode with an electrical impulse is removed subsequently. Shortening
of the electrodes after each impulse can achieve this, but typically, discharging of the
electrodes is performed actively by application of an inverted current. Technically, this is
implemented by biphasic impulses, which are characterized by a leading impulse, followed
by an equivalent current of inverted polarity.

Recent studies employed either mono- or biphasic impulses for the long-term stimula-
tion of cardiac cells [13–16] but information about their electrochemical impact is missing.
One comprehensive investigation reported a 15% fraction as the non-recovered charge of
monophasic impulses [17]. This may be important, since this charge is fully absorbed by
redox reactions, possibly affecting medium components and electrode materials. Consis-
tently, a regular exchange of electrodes has been recommended [16]. In these studies, the
potential to minimize the electrochemical impact of stimulation was limited by the fact
that voltage-controlled impulses were applied exclusively. With this mode of stimulation,
the electrical charge of a stimulation impulse is not usually considered, and therefore, its
recoverable fraction is unknown. Importantly, the biological implications of electrochemical
electrode reactions are mostly disregarded.

Obviously, uncertainty exists with regard to the electrical configuration and technical
implementation of field stimulation ensuring the highest biocompatibility. As stated,
stimulation impulses can be generated with constant voltage or current. Voltage control
is more easily implemented, but the resistance of the stimulation circuit, particularly
the electrode–solution interface, may change over time. This implies alterations in the
biological activity of the impulses, which directly correlates to current density. In this regard,
impulses with constant current provide better control and they are a requirement for the
application of a defined charge to an electrode, including its removal in an equivalent,
“balanced” way. The most appropriate strength of the discharging impulse has been
discussed [12]. The leading impulse will not only generate capacitive, but also irreversible
currents, and it is unclear whether only reversible or total charges should be antagonized by
the discharging impulse. The first option will remove the reversible charge of the electrode
and therefore may prevent delayed faradaic reactions, while the second option of “fully
balanced” impulses will avoid any direct current [12].

Another approach to optimize the electrochemical compatibility of field stimulation
takes into account the non-linear relationship between currents and the durations of im-
pulses with equivalent biological activities. In general, stimulation voltage and current
should be kept at low but sufficient levels to guarantee stimulation of the cells [18]. How-
ever, such conditions will favor long pulse durations of the discharging impulses which
might increase the total charges at the electrodes. On the other hand, short impulses will
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only be effective when applied with high overpotentials, and these might even produce
new classes of reaction products because they exceed the redox potentials of additional
culture medium ingredients. Even the frequently used symmetrical biphasic impulses
may be subject to optimization, since they have been reported to exert less biological
efficacy compared to monophasic impulses [18,19]. An inhibitory biological activity of the
discharging pulse might be overcome by a low current and long duration of discharge,
thus suggesting superior properties of asymmetric, biphasic stimulation impulses.

In the present study, the electrochemical compatibility of various configurations of field
stimulation was evaluated. For the analytical part, it was assumed that faradaic reactions
at the electrode surface can be quantified using phenol red as a redox-sensitive tracer. The
stability of phenol red under continuous stimulation may therefore be considered as an
indicator of high biological compliance with the electrical currents. Phenol red is typically
used in cell culture to monitor the pH value [20]. However, in redox reactions, which
can be independent of the pH value, phenol red is decolorized to transparency [21]. This
characteristic can be used to measure the degradation rate of phenol red in the cell culture
medium with a spectrometer which, in our case, reflects the activity of redox reactions
caused by the stimulation impulses.

For the biological evaluation of various stimulation modalities, we chose their ap-
plication for the long-term cultivation of myocardial tissue. It has been shown that the
myocardial differentiation of stem cell-derived artificial myocardium, as well as the func-
tional maintenance of adult myocardial tissue slices greatly profit from continuous electrical
stimulation in vitro [22]. Bioreactors for the cultivation of such tissues have been designed
to provide suitable biomechanical conditions, and to apply regular field stimulation [23].
In many cell culture applications, the electrical field is introduced by electrodes made of
graphite, because this material is highly conductive, non-toxic, inert, and autoclavable [5].
In addition, particle-based graphite is cost-effective, and features high porosity which is
associated with large specific capacitance [24]. Such electrodes were therefore used to
evaluate various stimulation impulse configurations for the maintenance of living myocar-
dial slice preparations obtained from porcine hearts. To improve the quality of long-term
cultivation and stimulation of these heart slices and of bio-engineered tissues, our study
pursued the following aims:

1. Development of a simple and sensitive method to quantify the electrochemical reac-
tivity of biphasic stimulation impulses.

2. Determination of the impact of charge balance on the electrochemical properties of
biphasic stimulation impulses.

3. Evaluation of capacitive electrode coupling and active impulse adaptation as the
technical means to establish charge balance.

4. Evaluation of various pulse configurations with regard to the individual biological
excitation efficacy and electrochemical compatibility.

5. Demonstration of the benefit of charge-balanced stimulation for the cultivation of
adult pig myocardium.

2. Materials and Methods

2.1. Electrochemical Degradation of Phenol Red

A MyoDish tissue culture system designed for long term cultivation of heart slices
was used in this study (InVitroSys GmbH, Gräfelfing, Germany). Each original culture
chamber was filled with 2.4 mL PBS (DPBS (1×), titrated to pH 7.4, Gibco, Thermo Fisher
Scientific, Waltham, MA, USA) containing 20 mg/L phenol red (Sigma-Aldrich, Merck,
Darmstadt, Germany), and was incubated on the system’s integrated rocker (60/min) for
10 h or 24 h at room temperature. Electrical stimulation was performed by the MyoDish
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control unit, which generated constant current, biphasic impulses with arbitrary timing
and PC-controlled scheduling. The initial phase of these impulses is addressed as “charg-
ing” or “stimulatory” phase, whereas the secondary phase is “discharging” the electrode
capacitance. Stimulation pulses were applied at 4 Hz, using parameters well established for
myocardial tissue culture (50 mA, 3 ms duration, followed by 1 ms interval and 3 ms current
of inverted polarity). The stimulation frequency and duration were chosen to simulate
the number of impulses applied over 3 days of slice culture at stimulation frequencies
of 0.5 or 1 Hz. As such, the typical protocol for slice cultivation administered 129,600 to
259,200 impulses in between medium exchanges. To increase the sensitivity of the system,
we increased the incubation time to 24 h in a set of experiments. Stimulation currents
were introduced into the phenol red solution by 6 × 8 × 2 mm3 graphite electrodes (type
CG 1290, CGC Klein, Siegen, Germany) placed at 16 mm distance After the indicated
exposure to stimulation, the absorbance of the phenol red solution was determined at
430 nm with a microplate reader (SpectraMax iD3, Molecular Devices, San Jose, CA, USA).
The equilibrium polarization of the electrodes was measured as the imprinted voltage
present in the open-circuit condition prior to each stimulation impulse (pre-pulse volt-
age). This voltage was determined during the experiments with an oscilloscope (HM407,
Hameg, Frankfurt, Germany). Modifications of stimulation parameters are described for
the individual experiments.

2.2. Balance and Regulation of Stimulation Impulse Charges

The equivalence of the negative and positive charges of each stimulation impulse
was tested with an electronic model of the electrolyte interface (Figure 1). Essentially,
a capacitor was charged and discharged during the respective periods of the biphasic
impulses and the equivalence of both charges was assumed if no voltage was detectable
during the interval between the impulses. To compensate imprecise current regulation of
the impulse source, charge balance was established by manual adjustment of the duration
of the positive current of each impulse. In practice, the electrode model (Figure 1) was
connected to a digital voltmeter (Voltcraft VC170-1, Conrad, Munich, Germany) and to the
impulse generator, which was set to standard conditions (3 ms charge and discharge, 1 ms
pause, 50 mA). Pre-pulse potential was assessed as the voltage between the single negative
readings provoked by the impulses (Figure 1). The duration of the positive impulse phase
was stepwise shortened or prolonged (range ±200 μs) to drive the pre-pulse potential
to more negative or positive values, respectively. The duration resulting in the lowest
pre-pulse potential (range 0–5 mV) was accepted as the reference value of charge balance.
Intentional disbalance was established by reduction or prolongation of the positive impulse
phase (range −60 to +120 μs), and the relative disbalance of negative and positive charges
was expressed as the deviation in its actual duration in relation to the reference value
(range −2 to +4%). As an alternative way to keep positive and negative charges equivalent,
we tested the suppression of any direct current by introduction of a serial capacitor into
the stimulation circuit. Active control over the electrochemical consequences of biphasic
stimulation was pursued by feedback regulation of the discharge pulse duration, targeting
at a defined value of the pre-pulse voltage. The feedback loop was implemented with a
level-shifter circuit and the internal analog–digital converter of the microcontroller (MCU).

2.3. Culture and Analysis of Living Heart Slices

The preparation and cultivation of living myocardial slices followed the procedures
described elsewhere [5]. In short, pig hearts were obtained at the Walter-Brendel-Centre
after termination of unrelated experiments. Slices of 300 μm thickness were cut from
1 cm × 1 cm transmural blocks of left ventricular myocardium using a vibratome (VT1200s,
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Leica AG, Wetzlar, Germany). Slices were glued to plastic holders, trimmed and mounted
in MyoDish cultivation chambers with a preload tension of 1 mN. Slices were culti-
vated in Medium 199 (Thermo Fisher Scientific, Waltham, MA, USA), supplemented
with 1% penicillin-streptomycin (Sigma-Aldrich, Merck, Darmstadt, Germany), 1% insulin-
transferrin-selenium-ethanolamine (Thermo Fisher Scientific, Waltham, MA, USA), and 20
nM cortisol (Sigma-Aldrich, Merck, Darmstadt, Germany) for 10 days with constant rock-
ing (60 rpm), and electrical stimulation (30 bpm) featuring the impulse characteristics of
interest. Forces developed by the myocardial slices were continuously monitored, and the
contraction force of an individual slice was derived from the amplitude of each stimulated
beat. Preservation of contractility over 10 days of cultivation is given as the contraction
force at the end of this period normalized to the initial value (10 h after start of cultivation,
initial force). The stimulation threshold of each slice was determined by an automated
protocol (starting at 50/60/70/90/120 mA for 3/2/1/0.5/0.3 ms pulse durations, respec-
tively) which stepwise (2 mA steps in the critical region) decreased the stimulation current
in 10 s intervals. The lowest current that was sufficient to maintain regular beating was
considered as the stimulation threshold.

Figure 1. Test circuit for the manual calibration of biphasic pulses. Serial resistance and capacitance
replicate electrode properties. A pre-pulse voltage of 0 V indicates equivalence of positive and
negative pulse charges.

2.4. Statistics

One-way or two-way analysis of variance (ANOVA) was performed to test the raw
data (Sigma Plot 12, Systat Software, San Jose, CA, USA). Tests were followed by compar-
isons versus the control (0% charge deviation) with Bonferroni’s method. The method used
and the number of samples are indicated in the figure legends. Mean values and standard
error of the mean are given. At an error probability of less than 5% (p < 0.05), the effects
were considered significant.

3. Results

3.1. Full Charge Balance of Biphasic Stimulation Minimizes the Degradation of the Redox-Indicator
Phenol Red

Biphasic impulses were applied with either equivalent (balanced) charges of the
positive and negative phases, or with modifications of the duration of the positive impulse
in order to generate charge disbalance (Figure 2A). In the culture chambers containing
either PBS with phenol red or heart slices in the culture medium, the impulses were applied
via graphite electrodes embedded in the chamber (Figure 2B). Balanced biphasic impulses
(charge disbalance 0%) degraded phenol red by about 10% within 10 h regardless of
whether a negative (Figure 2C) or positive (Figure 2D) current was applied first. Disbalance
of positive and negative impulse charges increased the redox degradation of phenol red.
Deviations of ±2% applied at 4 Hz for 10 h led to an excessive medium decolorization and
decrease in phenol red absorbance by approx. 60% (Figure 2C,D). Interestingly, a positive or
negative excess of impulse charges did not promote phenol red degradation in an identical
manner, thereby generating a non-symmetric relationship. Impulses starting with either
negative or positive currents were less active in the degradation of phenol red, when their
net charge was opposite to the polarity of the leading current (Figure 2C,D). Longer (24 h)
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stimulation (Figure 2E) revealed that the method can detect as little as 0.2% imbalance in
charges (6 μs difference in impulse durations), and confirmed a peculiar drop in phenol red
stability at a 0.2–0.27% excess in the positive charge, as was also observed in the previous
experiment (Figure 2C).

Figure 2. (A) Schematic of the impulse generator employing a microcontroller (MCU) and an
adjustable current source. Highlighted in blue is the equivalent circuit of the Galvanic cell of the
incubation chamber. (B) Design of the biomimetic chamber for tissue culture. The myocardial slice
(red) is elastically mounted between the stimulation electrodes (grey rectangles). (C–E) Preservation
of phenol red after stimulation for 10 h (C,D) or 24 h (E) with symmetric, biphasic impulses (4 Hz,
50 mA, 3 ms each phase). Impulses were generated with negative current first (C,E), or positive
current first (D). Charge disbalance was set by shortening or prolonging the phase of positive impulse
current. (C) # p < 0.01 vs. all conditions, ANOVA, Bonferroni correction, (n = 3–11); (D) ** p < 0.01
vs. ≥±1% disbalance, ANOVA, Bonferroni correction, (n = 4); (E) * p < 0.01 vs. ≥±0.2% disbalance,
ANOVA, Bonferroni correction, (n = 7–10).

3.2. Capacitive Electrode Coupling Enforces Charge Balance and Improves the Electrochemical
Compatibility of Stimulation

Biphasic impulses with a difference of up to −2% or +2% in the negative and positive
charges led to a decolorization of phenol red up to 87% and 90% within 24 h, respectively
(Figure 3B). Introduction of a serial capacitor into the stimulation circuit (Figure 3A) reduced
phenol red degradation in all conditions tested, in a similar way as manual balancing of
impulses (Figure 3B). The capacitor achieved the effect of charge balancing by accumulating
the excess charge of any polarity until the impulse source could not deliver the requested
charge due to its limitation in output voltage. The capacitor reduced the charge of the
predominant polarity to the equivalent of the inverted impulse charge. Asymmetric
stimulation with discharge prolongation (i.e., a decrease in current to one third, and
an increase in duration by three-fold) had similar effects on electrochemical reactivity,
as evidenced by the similarity of the minima and maxima of phenol red degradation,
independent of the insertion of a capacitor (Figure 3C). A less pronounced formation of a
plateau within a range of positive charge excess was the only notable difference from the
symmetric impulse shape (Figure 3C).
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Figure 3. (A) Schematic of the pulse generator with direct or capacitive electrode coupling.
(B,C) Preservation of phenol red after 24 h stimulation with biphasic impulses (4 Hz, negative
current first) with or without a serial capacitor in the stimulation circuit. Impulses were either
symmetric with 3 ms, 50 mA each phase (B), or asymmetric with a prolonged (9 ms) and attenuated
(17 mA) secondary phase (C). * p < 0.01 vs. 0% direct coupling (without capacitor), two-way ANOVA,
Bonferroni correction ((B) n = 5–13, (C) n = 4–16).

3.3. Electrode Polarization Enables Active Feedback Regulation of Impulse Charges

Any charge excess from repetitively applied biphasic impulses will accumulate on
the electrodes until the resulting voltage will generate an equilibrium of net charge and
faradaic (electrochemical) current. The voltage generated by the electrodes in an open-
circuit condition can therefore be used as an indicator of charge balance. We measured
the electrode voltage right before each biphasic stimulation impulse (pre-pulse voltage)
under equilibrium conditions, i.e., at the end of phenol red degradation experiments. It was
expected that any consistent charge excess from the stimulation impulses would shift the
pre-pulse voltage to the respective polarity (Figure 4A). Indeed, there was a strict, positive
correlation between both parameters, which revealed the generation of a 244 ± 55 mV
baseline potential by fully charge-balanced impulses (Figure 4C). The relative recovery
of phenol red confirmed this observation by demonstrating an optimum preservation
in the range of pre-pulse voltages between +200 and +400 mV (Figure 4B). A pre-pulse
voltage close to zero requires a charge imbalance of about −0.14% (Figure 4C), and it may
be deduced from Figure 2D, that such a deviation would effectively promote phenol red
degradation after 24 h.

Figure 4. (A) Development of pre-pulse voltage of impulses with balanced (central graph) or disbal-
anced charges. (B) Preservation of phenol red and steady-state pre-pulse voltage after stimulation
(24 h, 4 Hz, 50 mA, 3 ms, negative current first) with various states of disbalance. A non-linear fit
based on a Gauss equation (red line) estimates best preservation at 390 mV. (C) Relationship of charge
disbalance and pre-pulse voltage in the same experiment. Linear regression (red line) indicates a
pre-pulse voltage of 244 mV for charge-balanced impulses (n = 5–9).
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The strict correlation between pre-pulse voltage and charge balance inspired us to
utilize the easily measurable voltage as the target value for active regulation of charge
balance. With the interposition of a level shifter, the pre-pulse voltage was quantified by
the analog–digital converter of the microcontroller. In response to these measurements, the
duration of positive current was automatically modified to generate a defined pre-pulse
voltage (Figure 5A). With this regulation, phenol red degradation was studied with pre-
pulse voltages actively set within a wide range (Figure 5B). Preservation of phenol red
by 80–90% was observed with pre-pulse voltages between 0 and +450 mV. The optimum
preservation was equivalent to the stability of phenol red achieved with manually balanced
impulses (Figure 2D).

Figure 5. (A) Schematic of the active feedback regulation of pre-pulse voltage. The microcontroller
(MCU) modified pulse charges in response to deviations from the pre-pulse target value. (B) Preser-
vation of phenol red after 24 h stimulation (4 Hz, symmetric, 3 ms, 50 mA, negative current first)
with pre-pulse voltage regulated to values of −300 to 750 mV. Best preservation was achieved with
150 mV pre-pulse voltage (n = 4).

3.4. Stimulation Efficacies of Various Impulse Configurations in Cultivated Pig Myocardium

To explore whether the biological efficacies of certain pulse configurations might be
superior to those of standard symmetric, biphasic impulses, we determined their threshold
intensities for the excitation of cultured myocardial slices. Thin slices of adult pig ventricu-
lar myocardium were cultured using the standard approach of the MyoDish cultivation
system [5], with omission of beta-mercaptoethanol in the culture medium as the only
modification. After 3–10 days of cultivation under standard stimulation (0.5 Hz, 50 mA,
3 ms biphasic balanced impulses), impulse shapes were modified, and stimulation was
applied in a series of declining currents. The minimum current required to induce regular
contractions of the heart slice was considered as the stimulation threshold. The stimulation
threshold predicted for indefinite impulse durations is given here as the rheobase of the
stimulation modality. For symmetrical impulses, the stimulation threshold (16.2 ± 0.2 mA
for 3 ms, 65.2 ± 0.7 mA for 0.3 ms stimulus duration, n = 20) was lower, but very close to
that of monophasic stimuli (18.9 ± 0.2 mA for 3 ms, 71.8 ± 0.9 mA for 0.3 ms stimulus dura-
tion, n = 17) (Figure 6A). Two-phase decay fitting revealed rheobase values of 14.5 mA and
16.5 mA for biphasic and monophasic impulses, respectively. Asymmetric impulses were
generated with a three-fold extension of either the charge or the discharge duration and
corresponding reductions in the pulse currents. Overall, their efficacies were comparable
to those of symmetric impulses, indicated by rheobase values of 15.8 mA and 17.3 mA for
impulses with prolonged charge or discharge durations, respectively. The overall charge
of impulses was lowest using very short impulses, but, as the current required to induce
stimulation was quite high in this setting, irreversible effects at the electrodes should be
considered when choosing the stimulation duration for long term experiments (Figure 7B).
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Figure 6. (A) Stimulation thresholds of impulses with various durations and shapes (symm: identical
charge and discharge durations, asymm: asymmetric pulses with prolongation of duration and
reduction in current by factors of 3 of either the first (3× primary) or the second (3× secondary)
phase. The secondary phase was initiated after a 1 ms pause duration, if not indicated differently
(n = 12–20). (B) Preservation of phenol red after 24 h stimulation (4 Hz, symmetric, negative current
first) with pulse currents either set to 50 mA, or adapted to achieve biological efficacies equivalent to
the 3 ms, 50 mA condition. Experiments were performed with either 1 ms or 0.1 ms pause intervals
between negative and positive impulse phases (n = 5–11).

Figure 7. Effects of long-term stimulation on myocardial slices in tissue culture. (A) Typical pre-
sentation of tissue slices and cultivation medium in original biomimetic chambers after 10 days
of cultivation, applying stimulation (0.5 Hz, symmetric, 3 ms, 50 mA, negative current first) with
disbalanced (−2%, +4%) or balanced (0%) impulses, and direct or capacitive (cap.) electrode coupling.
(B) Contraction forces at the end of the same experiment, as related to the initial (10 h cultivation)
force of each slice. Stimulation conditions with active regulation of the pre-pulse voltages to 0 or 300
mV were included in this experiment (n = 9–19, * p < 0.05 vs. all conditions except active regulation,
two-way ANOVA, Bonferroni’s correction).

3.5. Electrochemical Compatibility of Symmetric Biphasic Impulses with Various Pulse Timings

Electrode reactions were quantified in terms of phenol red degradation over 24 h.
Stimulation with balanced symmetrical impulses of 50 mA current produced more intense
decolorization of phenol red with increasing pulse durations, which directly corresponded
to pulse charges (Figure 6B). A reduction in the interval between negative and positive
currents from 1 ms to 0.1 ms did not change this relationship significantly (Figure 6B). The
reversibility of charge accumulation and faradaic reactions during the leading impulse did
not seem to change within such millisecond time ranges. Short (<3 ms) impulses were
also applied with increased currents to compensate for their reduced efficacy, according
to the established relationship of both parameters (Figure 6A). In this condition, the high
overpotential (86 mA) of the 1 ms pulse durations greatly accelerated phenol red break-
down. In summary, biphasic symmetric impulses with 2 or 3 ms pulse and 1 ms pause
durations seemed to have the best ratio of effectivity and chemical reactivity of all pulse
configurations investigated.
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3.6. Electrochemical Damage in Continuously Stimulated Cultured Myocardium

Slices of porcine myocardium were constantly stimulated with balanced or disbalanced
biphasic stimuli for 10 days (50 mA, 0.5 Hz, 3 ms charge and discharge with 1 ms interval).
The application of severely disbalanced stimuli (+4% charge excess) led to de-colorization
of the phenol red during the intervals of medium exchange (2–3 days) with no significant
influence on medium pH (Figure 7A). The cultivated tissue also underwent stimulation-
dependent chemical reactions, whose products accumulated over the 10 days of cultivation,
and resulted in a general brownish coloration of the tissues. These changes slowly evolved
during cultivation, and were clearly visible after 10 days of stimulation with either −2%
or +4% charge disbalance (Figure 7A). Neither discoloration of the medium, nor brownish
coloration of the tissue was observed after stimulation with charge-balanced impulses.
Integration of a capacitor into the stimulation line prevented the color changes in the
slices and medium even at a disbalance of 4% (Figure 7A). Under constant stimulation,
the myocardial tissues contracted synchronously, and contraction force was continuously
recorded by the cultivation system. Contractility was determined as the difference between
diastolic and maximum systolic forces. The stable values of twitch force after 10 h of
cultivation were taken as the reference for the contractility development of each slice.
Contractile performance generally declined over the subsequent 10 days of cultivation, but
was best preserved (>80%) when impulse charges were manually balanced, or pre-pulse
voltage was adjusted to 0 or +300 mV (Figure 7B). The amplitude of contraction decreased
significantly in slices treated with disbalanced stimuli (−2% or +4% deviation of net charge)
and, surprisingly, charge balance by capacitive coupling did not prevent this. The capacitor
in the stimulation line even deteriorated the compatibility of charge-balanced impulses.

4. Discussion

This study represents a practical approach to optimize the electrochemical compat-
ibility of continuous, long-term field stimulation in a demanding in vitro environment,
characterized by product accumulation and low anti-oxidative capacities. The general
problem of electrochemical compliance arises from the fact that induction of electrical
current in an aqueous electrolyte solution is based on either redox (faradaic) reactions or
reversible ion accumulation at the electrode surface [10]. Depending on time and ener-
gies, electrode-associated redox reactions may be reversed, but the best way to prevent
irreversible faradaic reactions is unclear. Here, we present an easy assay that quantifies the
electrochemical compatibility of stimulation impulses using phenol red as a redox indicator,
and we confirm that the application of an inverted charge in a second phase of each set of
stimulation impulses is an effective way to maximize the reversible fraction of the electrode
reactions. Our study indicates that the technical implementation of an impulse generator
should aim for a well-controlled balance of positive and negative impulse charges, with a
deviation in charges as small as 0.2% already being significant. Since charge control with
this accuracy may be technically demanding, we also present a way to accomplish it by
feedback regulation of electrode polarization. This technique also enables partial compen-
sation of impulse charges, which may be beneficial when complex media are considered
as electrolytes.

4.1. Principles of Pulsatile Field Stimulation and Charge Balance

Any current applied to an electrode will redistribute electron and ion densities at the
electrode–electrolyte interface and generate an electrode potential. Static currents will raise
this potential until potential-driven redox reactions will convert all electrical charges into
ionic currents [12]. Biphasic stimulation with two equivalent pulses of opposing polarities
provides the opportunity to minimize such irreversible electrochemical reactions by rapid
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discharge of the electrode capacitance and reversal of intermediate redox reactions [12].
Such discharge current can be enabled by shortening two working electrodes after termi-
nation of a monopolar impulse, but in this case, the full removal of all reversible charges
will only occur at high levels of electrode polarization which will promote irreversible
faradaic reactions [12]. Under such conditions, unrecoverable fractions of impulse charges
as high as 15% have been reported [17]. Acceleration of electrode discharge by an inverted
current subsequent to the leading impulse will reduce electrode polarization, but may
provoke irreversible reactions by itself, when its inverse charge exceeds the reversible
part of the leading current. Technically, this can be avoided by proper limitation of the
discharging current [12].

Our study clearly indicates that full balance of positive and negative charges minimizes
the electrochemical breakdown of phenol red (Figure 2B). However, the difference between
the full and the reversible charge of the leading impulse is small. Charge disbalances less
than 0.2% will double the degradation of phenol red compared to the balanced condition
(Figure 2E). The net charge applied with this disbalance will therefore be equivalent to the
faradaic loss of charges in the fully balanced condition. In this case, 99.8% of the initially
applied charge will be retrieved by the discharging impulse. Consequently, discharging the
electrodes to the full extent of the leading phase of the impulses (full charge balance) will
leave a charge excess on each of the electrodes thereby generating an inverted polarization.
This will reduce the overpotential of the leading current of the next stimulation impulse,
which seems to be favorable in terms of phenol red stability even at higher degrees of charge
excess, as can be concluded from the asymmetric dependency of phenol red degradation on
the polarity of charge disbalance (Figure 2B,C). Equilibrium conditions are reached when
each electrode has developed a baseline polarization that renders the faradaic reactions
of the stimulation impulses equivalent to those within the pulse intervals. Essentially,
two conditions must be considered for the irreversible part of faradaic reactions: a high
redox potential during the usually short stimulatory phase of the biphasic impulse, and
subsequently, a lower potential during the long interval between the impulses. Both
phases may affect the degradation of various substrates differentially, according to their
susceptibility to oxidation or reduction, as discussed below.

4.2. Electrode Reactions of Phenol Red and Electrolyte Constituents

For biological applications, the chemical nature of the electrode reactions is crucial.
The effective potential at the electrode interface exceeds the redox potential of phenol
red, but the respective reactions of this substrate cannot constitute a major fraction of the
irreversible electrode currents. In our experiments, a total charge of 4 Hz × 0.003 s × 0.05 A
× 86,400 s = 103.7 C is applied over 24 h, of which 0.2% = 0.21 C, corresponding to
1.3 × 1018 e−, are consumed by irreversible electrochemical reactions. This by far exceeds
the 50.4 × 10−6 mol/L × 0.0024 L × 6.02 × 1023 parts/mol × 20% = 1.46 × 1016 molecules
of phenol red that are degraded within this period. Under the assumption that the ox-
idation number of phenol red changes by 1 or 2, we would expect that only 1.1–2.2%
of the irreversible faradaic reactions involve phenol red. There are several options for
the electrochemical modifications underlying phenol red decolorization. Phenol red may
undergo irreversible oxidation and reduction processes with complicated conformation
and energy dependencies [25]. Oxidation will induce electropolymerization of phenol red,
thereby forming a poly(phenol red) modification of the electrode surface [26]. Reduction
may occur at a redox potential of −0.9 V by a one-electron transfer generating a radical
intermediate [27].

This potential is close to the “water window” of aqueous electrolytes beyond which
H2O hydrolysis (anodic generation of O2 + 4H+, cathodic generation of H2 + 2OH−)
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will occur [28]. However, graphite as an electrode material permits a greater range of
electrocatalytic potentials since it demands high overpotentials of −0.47 V and +0.5 V for
H2O hydrolysis [29]. Therefore, phenol red oxidation is unlikely to compete with H2O
hydrolysis, but with reactions of lower redox potentials. A dominant cathodic reaction is the
reduction of dissolved oxygen (O2 + 4H+ + 4e− → 2H2O) which starts at +0.2 V electrode
potential, and may include the formation of hydrogen peroxide (O2 + 2H+ + 2e− → H2O2).
Anodic processes may produce O2 from H2O, but at similar potentials, also reduce chlorine
(2Cl− → Cl2 + 2e−) with the formation of hypochlorite as a secondary product (Cl2 + H2O
→ HOCl− + H+) [28]. A further anodic reaction with potential significance involves the
electrode material graphite. Carbon may be oxidized by an anodic reaction (C + 2H2O
→ CO2 + 4H+ + 4e−) at a redox potential of +0.2 V [30]. The initial reactions of graphite,
however, lead to a functionalization of the surface by generating C-OH, C=O, and CO2H
groups, and these will require an overpotential of 0.6–1 V until degradation of graphite
actually occurs [31,32]. Such reactions have been studied in simplified saline systems,
but an application in cell culture will involve salt solutions with a multitude of biological
supplements. Many organic substrates like carbohydrates, amino acids, and lipids are
easily oxidized, so that these reactions may be predominant, particularly at low anodic
potentials [28]. Due to the highly reversible nature of stimulation, the total of all irreversible
reactions at balanced conditions might generate redox equivalents of 50 μM concentration
per day. This may be of little significance for highly abundant medium constituents,
such as glucose; however, trace amounts of vitamins, hormones and peptides may be
heavily affected.

The antioxidant capacities of biological tissues and media may also explain why
detrimental effects in cultured tissues occurred only under extensive charge disbalance of
stimuli and after prolonged exposure. We did not further investigate the nature of brownish
tissue discoloration, because it can be considered as a clearly artefactual phenomenon. The
discoloration may reflect the formation of oxidized lipids, carbohydrates and proteins,
and if so, it is most likely explained by the accumulation of radicals in the medium, such
as peroxides and hypochlorite. In order to attenuate oxidative stress, the addition of
antioxidants to the culture medium is frequently recommended. For the cultivation of heart
slices, the use of 50 μM mercaptoethanol has been shown to be protective [33,34], but it has
been omitted in this study to avoid electrochemical interactions. The biological significance
of such interactions is still unclear, and therefore the use of mercaptoethanol should be
re-evaluated, whenever novel conditions of electrical stimulation are applied.

4.3. Technical Implementation of Charge Balance

A variety of technical designs were developed for the specific purpose of stimulating
individual muscle cells or multicellular muscle tissues [2,5,17,34]. In many cases, stimula-
tion with voltage-controlled impulses has been successfully applied [16,17]. We opted for
impulses with defined currents, because of their more direct association with the biological
effects of field stimulation, and in favor of the opportunity to control impulse charges.
Technically, constant current sources are readily available, and versatile control of impulse
timing can be conveniently implemented with a microcontroller. Our study shows that best
avoidance of electrochemical reactions requires rigorous charge balance. Unfortunately, an
accuracy of pulsed currents within a range of ±0.1% are at the limit of integrated power
sources and current sensors, and the specifications of custom-made or commercial stim-
ulators in this regard are scarce. In one reported case of a neuronal stimulator, a 0.13%
error of charge delivery was achieved with a specifically designed integrated circuit [35].
In the present study, the integrated amplifier LT1970 (Linear Technology, Analog Devices,
Wilmington, MA, USA) was used as an adjustable current source, which is specified to
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±2% accuracy of current regulation. The deviations were stable enough to be compensated
manually, but they vary with the amplitude and timing of impulses, so that more general
ways of charge balancing were sought.

In theory, suppression of direct current by a capacitor enforces full equivalence of
positive and negative charges, with kinetic properties just depending on amplitudes and
capacitance. The principle of capacitive coupling has been confirmed in our study, by the
prevention of all phenol red degradation raised by disbalanced impulses (Figure 3B,C).
In agreement with this observation, manually balanced impulses did not present overt
alterations in shape after introduction of the capacitor. Nevertheless, the capacitor did not
improve, and in the case of manually balanced impulses it even impaired, the biological
compatibility with cultivated tissues (Figure 7B). The reasons for this discrepancy may
be found in the non-ideal properties of real ceramic capacitors, which comprise current
leakage, dielectric absorption, DC bias and serial impedance [36]. A detailed assessment of
each of these peculiarities is beyond the scope of this investigation. In short, the first three of
these effects should not be of major importance in our setting since they would not impact
the qualities of primarily balanced impulses. A capacitor’s serial impedance includes a
parasitic inductance which might generate voltage spikes in response to rapid changes
of current. A quantitative estimation suggests that typical values of 1 nH and 50 mA/μs
would provoke an inductive voltage of 50 μV for 1 μs duration, which is negligible in
comparison to the 5 V for 3 ms duration of a typical stimulation impulse [5]. Another
peculiarity related to the working principle of the capacitor is the fact that it may constitute
a voltage source during the intervals between the stimulation impulses. This should
not be of any consequence, provided that the stimulation circuit is fully disconnected
during the intervals. Electronic switches, however, are prone to leakage currents in the
range of nA, which would be driven by the charge of the capacitor throughout the pulse
intervals. Such weak currents may be ineffective for the reduction in phenol red, but might
affect sensitive medium constituents, e.g., ascorbic acid. This selectivity would explain
the discrepancy between phenol red degradation and tissue performance which arises in
the case of capacitive coupling only (Figures 5B and 7B). A hypothetical baseline current
would also be unidirectional and, as such, might provoke phenomena of bioelectricity.
These comprise effects on cellular differentiation, proliferation, and migration, which may
be provoked by very weak electrical fields [37,38]. Whether such phenomena might be
relevant for the development of myocardial contractility in tissue culture needs to be
determined in future studies.

Because of the ambiguities of capacitive electrode coupling, we tried to achieve charge
balance by a feedback regulation using the electrode pre-pulse voltage as the regulation
target. The approach relies on the strict relationship between impulse disbalance and pre-
pulse potential (Figure 4C), and is able to maintain both phenol red and tissue performance
as effectively as the manual adjustment of impulse charges (Figures 2C, 5B and 7B). Active
charge balancing also provides the opportunity to compensate the irreversible loss of
charges to different degrees. Appropriate adjustment, however, requires consideration
of the nature and ideal magnitude of the pre-pulse voltage, which represents the added
potentials of both electrodes (Figure 2A). Since the faradaic impedance is a function of
polarity and potential, the latter may not be identical for the two electrodes. In the case
of full charge balance, it can be stated that each impulse will place a charge excess with
the polarity of the discharging current on each electrode, which will be compensated by
irreversible currents during the pulse intervals. Consequently, each electrode retains an
individual charge which will attenuate the electrochemical potential of the next stimulation
impulse, since this will be of opposite polarity. This situation may be ideal for the prevention
of reactions with high redox potentials and low diffusion limits, as presumably applies to
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phenol red, but it may do so at the expense of slow reactions with low redox potentials,
because the sum of irreversible reactions of both electrodes will be reproduced during the
intervals between the impulses. This might predominantly affect the stability of chemically
susceptible substances in low abundance. In contrast, impulse adjustment to 0 mV pre-
pulse potential will distribute only the difference in irreversibly lost impulse charges to
both electrodes, so that their potentials during the inter-impulse phase are minimized. This
situation seems favorable for the preservation of the sensitive ingredients in the culture
medium. However, the differences between full and partial charge balance are small, and
continuous stimulation of myocardial slices for 10 days with either condition did not reveal
any superiority (Figure 7B).

4.4. Optimization of Impulse Shapes and Currents

Another attempt to improve the compatibility of electrical stimulation was made
by modification to the impulse waveforms. The tested configurations were based on the
considerations that the second phase of the biphasic impulse may attenuate the efficacy of
stimulation [19], or the pause between charge and discharge may unnecessarily enhance the
faradaic activity of the stimulatory phase. Neither of these hypotheses could be confirmed.
The effectiveness of biological stimulation was not modified by the magnitude, current, or
delay in discharge (Figure 6A). Shortening impulse durations may even enhance phenol
red degradation, when the associated reduction in biological efficacy was accounted for
(Figure 6B). These observations reflect the kinetics of myocardial depolarization and the
exponential increase in faradaic reactions at higher electrode potentials, and indicate that
bioelectrical characteristics provide no options for further improvement in the standard
impulse configuration (biphasic symmetric, 2–3 ms each phase with 1 ms interval).

5. Conclusions

This study demonstrates that charge control is an effective measure to improve the
electrochemical compatibility of biphasic electrical impulses. While its advantages have
been demonstrated for the culture of adult myocardial slices, they may also apply to the
chronic treatment of excitable cells (neurons, skeletal muscle cells), and to the manipulation
of potential-dependent cellular functions (smooth muscle, sensory or secretory cells) in
general. The observed negative impact of capacitive electrode coupling requires further
investigation, since this mode is commonly used for charge balancing in medical cardiac
pacemakers. For the purpose of field stimulation, the regulation of pre-pulse potential is a
suitable, and probably a preferable, way to achieve charge balance. The technique is easily
implemented, and avoids the technical challenge of precise current control. Assessment of
electrode voltages and currents may also yield information about the redox capacities of
the culture medium, thus enabling the improved control of cell metabolism and culture
conditions. Technical implementations and protocols for such analyses need to be validated
in future studies.
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28. Ehlich, J.; Vašíček, Č.; Dobeš, J.; Ruggiero, A.; Vejvodová, M.; Głowacki, E.D. Shattering the Water Window: Comprehensive

Mapping of Faradaic Reactions on Bioelectronics Electrodes. ACS Appl. Mater. Interfaces 2024, 16, 53567–53576. [CrossRef]
[PubMed]

29. Heard, D.M.; Lennox, A.J.J. Electrode Materials in Modern Organic Electrochemistry. Angew. Chem. Int. Ed. 2020, 59, 18866–18884.
[CrossRef]

30. Wei, L.; Chen, Y. Degradation of Carbon Materials in Electrocatalysis. Curr. Opin. Electrochem. 2022, 36, 101159. [CrossRef]
31. Rueffer, M.; Bejan, D.; Bunce, N.J. Graphite: An Active or an Inactive Anode? Electrochim. Acta 2011, 56, 2246–2253. [CrossRef]
32. Yi, Y.; Weinberg, G.; Prenzel, M.; Greiner, M.; Heumann, S.; Becker, S.; Schlögl, R. Electrochemical Corrosion of a Glassy Carbon

Electrode. Catal. Today 2017, 295, 32–40. [CrossRef]
33. Brandenburger, M.; Wenzel, J.; Bogdan, R.; Richardt, D.; Nguemo, F.; Reppel, M.; Hescheler, J.; Terlau, H.; Dendorfer, A.

Organotypic Slice Culture from Human Adult Ventricular Myocardium. Cardiovasc. Res. 2012, 93, 50–59. [CrossRef]
34. Cao-Ehlker, X.; Fischer, C.; Lu, K.; Bruegmann, T.; Sasse, P.; Dendorfer, A.; Tomasi, R. Optimized Conditions for the Long-Term

Maintenance of Precision-Cut Murine Myocardium in Biomimetic Tissue Culture. Bioengineering 2023, 10, 171. [CrossRef]
35. Li, X.; Zhong, S.; Morizio, J. 16-Channel Biphasic Current-Mode Programmable Charge Balanced Neural Stimulation. BioMed.

Eng. OnLine 2017, 16, 104. [CrossRef]
36. Ceramic Capacitor. Wikipedia 2025. Available online: https://en.wikipedia.org/wiki/ceramic_capacitor (accessed on 1 January

2025).
37. Yamashita, M. Weak Electric Fields Serve as Guidance Cues That Direct Retinal Ganglion Cell Axons in Vitro. Biochem. Biophys.

Rep. 2015, 4, 83–88. [CrossRef] [PubMed]
38. McCaig, C.D.; Rajnicek, A.M.; Song, B.; Zhao, M. Controlling Cell Behavior Electrically: Current Views and Future Potential.

Physiol. Rev. 2005, 85, 943–978. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

128



bioengineering

Article

Ultra-Low Intensity Post-Pulse Affects Cellular Responses
Caused by Nanosecond Pulsed Electric Fields

Kamal Asadipour 1,2, Carol Zhou 2, Vincent Yi 3, Stephen J. Beebe 2 and Shu Xiao 1,2,*

1 Department of Electrical and Computer Engineering, Old Dominion University, Norfolk, VA 23529, USA;
kasad001@odu.edu

2 Frank Reidy Research Center for Bioelectrics, Old Dominion University, Norfolk, VA 23529, USA;
czhou@odu.edu (C.Z.); sbeebe@odu.edu (S.J.B.)

3 Ocean Lakes High School, Virginia Beach, VA 23454, USA; vincentyi98@gmail.com
* Correspondence: sxiao@odu.edu

Abstract: High-intensity nanosecond pulse electric fields (nsPEF) can preferentially induce various
effects, most notably regulated cell death and tumor elimination. These effects have almost exclusively
been shown to be associated with nsPEF waveforms defined by pulse duration, rise time, amplitude
(electric field), and pulse number. Other factors, such as low-intensity post-pulse waveform, have
been completely overlooked. In this study, we show that post-pulse waveforms can alter the cell
responses produced by the primary pulse waveform and can even elicit unique cellular responses,
despite the primary pulse waveform being nearly identical. We employed two commonly used pulse
generator designs, namely the Blumlein line (BL) and the pulse forming line (PFL), both featuring
nearly identical 100 ns pulse durations, to investigate various cellular effects. Although the primary
pulse waveforms were nearly identical in electric field and frequency distribution, the post-pulses
differed between the two designs. The BL’s post-pulse was relatively long-lasting (~50 μs) and had
an opposite polarity to the main pulse, whereas the PFL’s post-pulse was much shorter (~2 μs) and
had the same polarity as the main pulse. Both post-pulse amplitudes were less than 5% of the main
pulse, but the different post-pulses caused distinctly different cellular responses. The thresholds
for dissipation of the mitochondrial membrane potential, loss of viability, and increase in plasma
membrane PI permeability all occurred at lower pulsing numbers for the PFL than the BL, while
mitochondrial reactive oxygen species generation occurred at similar pulsing numbers for both pulser
designs. The PFL decreased spare respiratory capacity (SRC), whereas the BL increased SRC. Only the
PFL caused a biphasic effect on trans-plasma membrane electron transport (tPMET). These studies
demonstrate, for the first time, that conditions resulting from low post-pulse intensity charging have
a significant impact on cell responses and should be considered when comparing the results from
similar pulse waveforms.

Keywords: nanosecond pulse; post-pulse; charging current; intracellular effects; spare respiratory
capacity

1. Introduction

In recent years, there have been significant advancements in the field of bioelectrics,
specifically in the study of nanosecond pulsed power technology and its effects on cellular
responses [1–3]. Intense nanosecond pulses have been shown to induce diverse biological re-
sponses, such as membrane permeabilization [4], DNA damage, and activation of signaling
pathways [5,6]. Nanosecond pulsed electric fields (nsPEFs) have emerged as a promising
tool for various biomedical applications such as tissue treatment [7,8], atrium ablation for
heart defibrillation [9,10], and immune response expression for cancer treatment [11–14].

Nevertheless, different research groups have used custom-designed and custom-
manufactured pulse generators, resulting in varying pulse conditions [15–26]. This may
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present a perplexing and challenging situation when comparing and interpreting results.
Results of experiments involving intense nanosecond pulses typically report the electric
field, pulse duration, and pulse number, but nuances in pulse waveforms such as rise time,
pulse plateau, and fall time also exist [27,28]. Even the pulse plateau is not perfectly flat
and can rise or fall to a certain degree between the rise time and fall time. However, these
waveform characteristics are often not well-characterized and not reported. The pulse
rise time and fall time, for example, has been shown to affect mitochondrial membrane
potential and cell viability under the assumption that a pulse rising faster can reach the cell
interior more effectively bypassing the capacitive barrier of a cell membrane compared to a
pulse rising slower [27]. The phenomenon of nanosecond bipolar cancellation (NBC) occurs
when an additional pulse of opposite polarity is applied, resulting in weaker responses than
the unipolar pulse condition where no such cancellation occurs [29–31]. This difference
in results can be explained by the disruption of cell membrane charging by the opposite
current before any harm to the cell is done. However, this is only one possible hypothesis,
and other mechanisms may also be valid. Although standardizing pulse parameters is
difficult, it is becoming evident that the pulse waveform details should be considered when
interpreting results that are generated in close conditions.

As such, there is also a possibility that the charging current of a pulse generator (in
the form of a post-pulse) could affect biological responses, but it is often overlooked after
the main pulse due to its low intensity. The post-pulse can have a magnitude no more than
10% of the main pulse and often does not show up on the oscilloscope because of the small
scale, while the biological response is solely attributed to the main pulse.

Our study, for the first time, investigated the effect of these post-pulses on biological
responses elicited by nanosecond pulses. We used two pulse generators based on transmis-
sion lines, namely a pulse forming line (PFL) and a Blumlein line (BL), to demonstrate the
different post-pulse characteristics while maintaining nearly identical main pulse features.
It is worth noting that PFL and BL remain robust pulsers for in-vitro applications that
require high current, low impedance, and short pulse duration (≤100 ns), despite the
growing utilization of solid-state pulse generators [32].

Understanding the interplay between nsPEFs and ultra-low intensity post-pulses is
crucial for advancing the applications of pulse power technologies in diverse fields. These
findings may have implications for improving therapeutic strategies such as atrium ablation
for heart defibrillation and enhancing immune response expression for cancer treatment.
Moreover, unraveling the underlying mechanisms can provide valuable insights into the
fundamental principles governing cellular responses to pulsed electric fields. Our study
highlights the importance of characterizing and reporting pulse waveforms to enhance the
reproducibility and comparability of results across different research groups using different
pulse generators.

2. Results

2.1. BL Had a Low-Intensity Post-Pulse Opposite to the Main Pulse, Contrary to PFL, despite
Having the Same Main Pulse

The 100 ns pulses generated by PFL and BL are shown in Figure 1. These waveforms
were obtained for the cuvettes with a resistance of approximately 10 Ω, which was needed
to match PFL and BL. Five voltages (1.5, 2, 3, 4, and 5 kV) and ten waveforms are shown,
with each representing the average waveform over 30 pulses with standard errors ±0.5 kV.
For a given voltage, the rise time for PFL was slightly faster than BL, and the pulse duration
for BL was slightly longer than that of PFL (<10 ns, measured at the full width at half
maximum). The peak voltages of BL were slightly larger than those of PFL (<0.5 kV). The
charges flowing through the load were calculated as the time integral of the voltage divided
by the resistance,

∫ V
R dt, where R = 10 Ω (Figure 1c). The charge for BL was always slightly

higher if not equal to that of PFL. Also shown in Figure 1d is the energy calculated by the
integral of the power,

∫ V2

R dt. As the voltage increased, the difference in energy deposited

130



Bioengineering 2023, 10, 1069

in the load resistance between PFL and BL became larger. However, the energy for BL was
always larger than that of PFL.

Figure 1. The waveforms were generated using two pulse generators: the Blumlein line (BL) and
the pulse forming line (PFL). (a): The BL exhibits an opposite polarity post-pulse compared to the
main pulse, whereas the PFL has a post-pulse with the same polarity. In the figure, the BL pulse is
intentionally inverted to match the text, although it should be positive due to the negative charging
power supply concerning the ground. The grey arrow: is pulse current; The orange arrow: post
pulse current. (b): The waveforms display a voltage increase from −1.5 kV to −5 kV. Each waveform
represents the average of 30 consecutive waveforms. (c): The charges delivered to the load are
calculated by integrating the current over time. In this case, the load was a cuvette. (d): The energy
deposited into the load.

To examine the difference in the spectrum of the PFL and BL pulses, Fourier transform
(FT) was performed on the 4 kV data (both PFL and BL) over three time-intervals: the
prepulse (−450 ns to −100 ns), the main pulse (−100 ns to 500 ns), and the post-pulse (500 ns
to 1600 ns) (Figure 2a–d). In the prepulse interval, no signal was observed (Figure 2b).
In the main pulse interval, the BL spectrum almost overlapped with that of the PFL,
although it appeared slightly higher in the near DC frequency (Figure 2c). In the post-pulse
interval, the PFL spectrum appeared higher than the BL one near the low frequencies
(up to 2.5 × 107 Hz). Furthermore, the post-pulse difference between the PFL and BL
waveforms for all voltages can be observed in Figure 3, obtained using STFT (short-time
Fourier Transform). The PFL post-pulses consistently exhibited a more extended signal
spread than the BL pulses, despite mostly being low intensity.
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Figure 2. The pulse waveforms were analyzed in both the time and frequency domains. (a) The
intervals of interest in the waveform, including the prepulse (−450 ns to −100 ns), main pulse
(−100 ns to 500 ns), and post-pulse (500 ns to 1600 ns); the spectrum of the pulses was calculated for
each interval using FFT: (b) the prepulse; (c) the main pulse; and (d) the post-pulse; (e,f) zoomed-in
views of the post-pulses for both PFL and BL on a smaller voltage and longer time scale.

Figure 3. The spectrums of the pulses over time were calculated for the PFL and BL waveforms using
STFT performed on the data shown in Figure 1b. Top row: the PFL voltages (−1.5 kV to −5 kV);
bottom row: the BL voltages (−1.5 kV to −5 kV). The color bars show the magnitude of the spectrum.
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Such a large difference led us to re-examine the post-pulse phases in the time domain,
but this time at a much smaller voltage scale and longer time. Figure 2e,f show the post-
pulses for both PFL and BL. The main pulses were both −4 kV but were truncated to
highlight the difference. In the case of PFL, the post-pulse had the same polarity as the
main pulse and lasted for less than 2 μs. On the other hand, for the BL, the post-pulse was
much longer (50 μs) but had the opposite polarity to the main pulse. It is worth noting
that both BL and PFL’s post-pulses consisted of two components: the charging voltage
and a mismatched component resulting from the slight impedance mismatching between
the transmission line and the cuvette. In terms of duration by excluding the mismatched
component, the charging pulses extended much longer, although their magnitudes were
small and decaying: the PFL’s post-pulse was (5%) of the main pulse, whereas the BL’s was
(1–2%) of the main pulse.

2.2. PFL Pulses Extended the Duration of OMP and Posed Less Change on IMP than BL Pulses

Using a linear cell model consisting of resistances and capacitances representing the
cell structure [33], potential drops across the outer membrane (OMP) and intracellular
organelle membrane (IMP) were calculated for three scenarios: the clean pulse, the PFL
pulse, and the BL pulse. During the 100 ns main pulse, there was no discernible change
in the OMP among all pulse conditions. Moreover, the pulses in all cases resulted in
approximately a threefold increase in the IMP compared to the OMP, indicating that
nanosecond pulses generally bypass the outer membrane and penetrate to the cytoplasm
for intracellular manipulation (Figure 4). After the main pulse (>100 ns), the IMPs reversed
their polarity and swung in the opposite direction, with the magnitude being 13.3% of that
during the main pulse for the CP and BL pulses. Conversely, the PFL post-pulse caused
a smaller change in the IMP, reducing it to only 8% of its value during the main pulse.
Additionally, the PL post-pulse sustained the OMP longer than the CP and BL pulses. The
BL pulse dissipated the OMP rather rapidly (<4 μs) and led to a reversed OMP.

Figure 4. The potential drops were simulated using a linear equivalent cell model by applying a
clean pulse (CP), a PFL pulse, and a BL pulse at 1 μs. The potential between the outer membrane
(OMP) and the potential between an intracellular organelle (e.g., mitochondrion) (IMP) are shown
in (a) on a larger scale (both in voltage and time) and (b) on a smaller scale. (c) The equivalent cell
model in Pspice (Version 9.1) along with the parameters (Rext= 1 kΩ, Com = 100 pF, Rcyt2 = 100 Ω,
Cim = 10 pF, Rcyt = 10 kΩ) [33].

The ability of the BL post-pulse to reverse the OMP is significant due to its much
longer duration (>100 ns), despite maintaining a low voltage. Generally, the PFL post-pulse,
which shares the same polarity as the main pulse, prolongs the duration of the OMP, while
the BL post-pulse shortens and even reverses the OMP. Moreover, the PFL post-pulse
induces less change in the IMP compared to the BL post-pulse. These observations suggest
that the PFL pulse can sustain membrane potential changes in both IMP and OMP for a
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longer duration compared to the BL pulse, indicating its potential for greater effectiveness
in induing cellular responses. However, it should be noted that this model has limitations,
as it assumes intact cell membranes and constant resistances without considering factors
such as electroporation, cell shapes, orientations, etc. It thus provides a qualitative analysis
that predicts the general trend of the potential changes resulting from electric pulses but
does not reflect the absolute membrane potential changes.

2.3. Effects of PFL and BL Pulsers on Cellular Plasma Membrane Responses

Plasma membranes (PMs) are best known as physical barriers that define the cell and
maintain ion transport across the membrane as a means of excitability and homeostatic
maintenance. The PM also exhibits an electron transport (ET) mechanism carried out by
plasma membrane redox systems (PMRSs). These ET systems transfer electrons from either
intra- or extracellular donors to extracellular acceptors [34,35]. They regulate cellular redox
homeostasis by maintaining the NAD(P)+/NAD(P)H ratios and attenuate oxidative stress
acting as a compensatory mechanism during the stress, and aging process [36]. Given the
known effects of electric fields to electroporate the PM, it was of interest to see if the PFL
and BL pulsers had different effects on PM permeabilization as propidium iodide uptake
and effects on trans plasma membrane electron transport (tPMET).

Figure 5 shows two distinct responses from the plasma membrane activity of the
PMRS regulating tPMET rates and plasma membrane permeability to propidium iodide
(PI) in response to the PFL and BL pulsers. The linear tPMET velocity rates were measured
in the 10–35 min range, which serves to measure the tPMET activity of the PMRS in B16F10
cells after pulsing with the BL or PFL pulser. The PFL pulser showed biphasic tPMET rates
across different ranges of nsPEF pulsing. Under lower pulsing conditions (≤5 pulses),
nsPEFs increased tPMET rates above the control rates while there was no increase in PI
influx. However, under higher pulsing conditions (≥10 pulses), tPMET rates decreased
below the control rates as there were increases in PI influx coincident with the decrease
in tPMET. The maximum dimension of the PI molecule is typically 1.4 nm. Therefore, the
absence of PI uptake does not definitively prove that the cell membrane is completely
electroporation pore-free, as nsPEFs have been observed to create smaller nanopores that
can cause Ca2+ influx [37]. In contrast, the BL pulser at low pulsing conditions (≤5 pulses)
showed the same level of tPMET activity as the control. However, as the pulse number was
increased to ≥20, a significant pulse number–dependent reduction in tPMET activity was
observed coincident with a pulse number-dependent increase in PI influx. In general, for
both the decrease in tPMET and the increase in PI influx, the PFL has a lower threshold
or is more sensitive for determining these changes in cell responses. Thus, the PFL pulses
can elicit a biphasic response, stimulating tPMET activity with a low number of pulses, but
inhibiting it with a high number of pulses. In contrast, the BL pulses did not induce such a
biphasic response and only inhibited tPMET.

2.4. PFL Has a Lower IC 50 for Cell Death Induction than BL

Figure 6a shows the effects on cell viability 24 h after PFL and BL pulsing (100 ns,
40 kV/cm) with different pulsing numbers. Viability was found to be dependent on the
number of pulses, such that the PFL IC50 value was 9 pulses and the BL IC50 value was
14 pulses. For 100 ns and 40 kV/cm, the decrease in cell viability from 95% to 25% occurred
between 5 and 15 pulses for the PFL pulser and between 10 and 20 pulses for the BL pulser.

Figure 6b considers the electric field decreases in cell viability with the 100 ns pulses at
10 pulses. For PFL pulses, cell viability began to decrease at a threshold of 30 kV/cm. On
the other hand, a significant decrease in viability for BL pulses was observed only when
the electric field was raised to 50 kV/cm, with a slight decrease noticeable at 40 kV/cm.
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Figure 5. nsPEF effects of BL and PFL pulsers on tPMET and PI uptake. The tPMET rates defined as
the rate of increase in WST-8 absorbance per min of reaction (left axis, solid lines), and PI fluorescence
(Right axis, doted lines) were determined by plate reader (10–35 min) and flow cytometry (5 min)
respectively in a different assay. B16F10 cells were exposed to different pulsing numbers with BL or
PFL (green and blue color code respectively) with a fixed electric field of 40 kV/cm. BL pulser showed
the inhibitory effect on tPMET (significant decrease start at 20 pulses compared to control) while
the PFL showed the biphasic effect on tPMET with a significant increase at fewer pulsing numbers
(5 pulses, showed by red **) and then decrease for high pulsing number (significant decrease at
10 pulses). Significant differences were observed between these two pulsers in regard to an increase
in PI uptake (at 10, 15, 20, and 30 Pulses), indicated by the (****). (n = 3) ** p < 0.05 and **** p < 0.0001.

Figure 6. nsPEF effects of BL and PFL pulsers cell viability. Cell viability of B16F10 cells was
determined using a plate reader after 24 h for (a) various pulsing numbers with a fixed electric field of
40 kV/cm, or (b) different electric fields (0, 30, 40, and 50 kV/cm) of 10 pulses, with BL (green) or PFL
(blue) pulsers. In (a), significant differences were observed between these two pulsers, particularly at
5 and 10 pulses. In (b), the viability did not show a significant decrease compared to the control at 30
and 40 kV/cm with BL pulsing, whereas with PFL pulsing, a significant decrease in viability was
observed (**** p < 0.0001).

2.5. Differential Loss of ΔΨm with Increases in mROS Production with the PFL and the BL Pulsers

Figure 7 shows nsPEF-induced mitochondrial ROS (mROS) production determined by
MitoSox (solid lines) and change in the ΔΨm (dotted lines) as pulse numbers are increased
at 40 kV/cm. In contrast to the differential loss of ΔΨm as the PFL (blue lines) and BL pulse
(green lines) numbers increased, there was no difference in the production of ROS between
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the two pulsers. For the PFL, 75% of cells were mROS positive and only about 25% of cells
had a loss in ΔΨm. In contrast, essentially all the cells were mROS positive before there
is a significant loss in loss in BL ΔΨm. The losses in ΔΨm were nearly parallel with 50%
of cells showing a loss in ΔΨm for the PFL and BL at about 12 pulses 20 pulses. Thus, the
PFL was more sensitive than BL for loss of ΔΨm but there were no differences between
the two pulsers in pulse number for mROS production. The difference in the response
thresholds of ΔΨm and ROS indicates that the ROS mechanism is not directly linked to
the ΔΨm mechanism. This disparity in response solely attributable to the pulse condition
is noteworthy.

Figure 7. nsPEF effects of BL and PFL pulsers on the reactive oxygen species and mitochondria
membrane potential at 20 min after pulsing. B16F10 cells were exposed to different pulsing numbers
with BL or PFL (green and blue color code respectively) with a fixed electric field of 40 kV/cm.
Dotted lines represent the TMRE and solid lines represent the MSOX. The IC-50 is mentioned at
the top. Significant differences were observed between these two pulsers in regard to a decrease in
mitochondrial membrane potential (at 10, 15, and 20 pulses), indicated by the (**** with p < 0.0001).

2.6. PFL but Not BL Caused a Decrease in Maximal OCR and Spare Respiratory Capacity (SRC)

Figure 8 shows the metabolic effects of PFL and BL nsPEFs on oxygen consumption
rate (OCR) using the Seahorse. Cells were treated with nsPEFs and then incubated until
they were attached, as required for analyses. A look at responses that were measured after
5 pulses within the first 30 min after pulsing indicates that there was no ROS production
or loss of ΔΨm (Figure 7), no PI uptake or no loss in tPMET (Figure 5), and no loss in
viability after 24 h post pulse (Figure 6). However, for the PFL, there was an increase in
tPMET. Seahorse results show that there was no significant decrease in basal OCR 15 h
after nsPEFs with either pulser. However, after FCCP (uncoupling agent) treatment, the
PFL treatment resulted in a significant decrease in maximal OCR and a decrease in spare
respiratory capacity (SRC) determined by FCCP OCR minus basal OCR. BL pulses led to a
slight but insignificant increase in SRC. The SRC reflects the mitochondria’s ability to fulfill
additional energy requirements beyond the basal level in response to acute cellular stress.
Thus, PFL pulsers show differences in responses to maximal OCR and SRC that are not
present in the BL pulser and not present in basal conditions for either pulser occur 15 h
after nsPEF treatment.
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Figure 8. nsPEF effects of BL and PFL pulsers on mitochondrial oxidative metabolism in B16F10
melanoma cell lines. The oxygen consumption rate (OCR) of cells was measured 15 h after pulsing
with 5 pulses. The x-axis represents time (up to 75 min), which aligns with the recommended
test profile in the Seahorse assay for measuring mitochondrial respiration. The electric field was
maintained at 40 kV/cm for both pulsers. The cells were maintained at 37 ◦C during the 15 h while
they adhered. The different states of mitochondrial respiration are indicated: basal respiration (Basal),
proton leak (respiration after oligomycin exposure), maximal respiratory capacity (respiration after
FCCP, MRC), and non-mitochondrial respiration (after rotenone and antimycin A) (NM). * p < 0.05
compared to control. Cells treated with PFL pulses showed a lower SRC compared to the control
group (** p < 0.002).

3. Discussion

These studies show that nanosecond pulses generated by commonly used pulse
generators (PFL and BL) with the same pulse duration and essentially the same electric
field and frequency distributions can result in different cell responses owing to distinct
post-pulse waveforms determined by their dissimilar circuit topology. These subtle post-
pulse waveform differences, which have been overlooked, can have a significant impact
on functional outcomes. Specifically, the PFL post-pulse waveform was unipolar, while
the BL pulse was bipolar. For instance, at 4 kV, the PFL pulse exhibited a small post-pulse
waveform (5% of the main pulse, same polarity) lasting approximately 2 μs. Conversely,
the BL pulse had an even smaller post-pulse waveform (1–2% of the main pulse, opposite
polarity) but lasted longer (~50 μs). These post-pulses were a result of their electrical
configurations being unique. In the PFL configuration, the load (cells in cuvette) was
isolated from the charging circuit by a switch. After the switch closed, allowing the 100 ns
pulse current flow, there was a brief charging current from the high voltage power supply.
However, this current stopped quickly as the switch recovered and isolated the load from
the charging circuit. The recovery process occurred on a scale of 2 μs, much shorter than
that of a conventional spark gap switch [18]. This could be attributed to the small energy
involved (100 mJ) and the short pulse duration (100 ns), whereas a conventional spark gap
switch can handle >10 J and conduct for >1 ms. In our case, the discharge mode might
involve a streamer-arc channel without significant heating of the ambient air, allowing
for a rapid switch recovery. On the other hand, in the BL configuration, the load was
continuously connected to the BL and remained in the charging loop regardless of the
switch state. A small charging current was present throughout the charging time until the
BL was fully charged before the next pulse (Figure 1a).

The distinction in cell responses to PFL pulses and BL pulses, as summarized in
Figure 9, can be attributed to the differences in their post-pulse condition. During the
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main pulse interval, the frequency contents, charges, and energy of both types of pulses
were almost identical, with some cases where the BL pulses exceeded the PFL pulses.
However, in the post-pulse interval, compared to the BL post-pulses, the PFL post-pulses
demonstrated a longer duration effect on the OMP and had a lesser impact on the IMP
established by the main pulse, (Figure 4). Given that the MP created by the main pulse
leads to membrane pore formation, Ca++ influx, and other effects, it would be expected to
elicit a stronger cell response for holding longer. Therefore, it is not surprising that the PFL
pulses generally demonstrated greater potency than the BL pulses.

Figure 9. The timeline of the cell responses to PFL and BL pulses at different time intervals: 10–50 min,
15 h, and 24 h after pulsing. The magnitude of cell responses is represented by the extension of
azimuthal angels (larger angle meaning larger response). Created with BioRender.com.

The main pulse waveforms of PFL and BL, which are nearly identical in charge and
spectrum, can induce similar membrane and intracellular effects. For example, the charging
of the cell’s outer membrane can lead to an amplified electric field across it, resulting in
pore formation and increased membrane permeability. However, the subsequent post-
pulse current can modify the membrane potential by neutralizing the charges that have
accumulated across the membrane. This effect is particularly pronounced in the case of
BL pulses, which have an opposite post-pulse current. The charge of the main pulse was
estimated as −40 μC (−4 kV × 100 ns/10 Ω), which is close to the measured value of
−50 μC presented in Figure 1c. On the other hand, the charge flowing during the post-pulse
can be calculated by integrating over the post-pulse waveform to be 75 μC. This accounts
for the same magnitude of the charge of the main pulse charge, which would have reduced
the membrane charging established by the main pulse, and it would certainly cause a
significant change in both the OMP and the IMP, as indicated in Figure 4. In contrast, in
the case of PFL pulses, the post-pulse current does not significantly alter the membrane
potentials initiated by the main pulse. However, it is possible that the potential could be
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slightly larger due to the same polarity of the post-pulse, which serves to maintain the
charging of the membranes.

However, in addition to plasma membrane electroporation as PI influx, nsPEFs also
shows a unique electric field modulation of a well-known but seldomly discussed activity
of the plasma membrane redox system (PMRS) function of tPMET, which plays a crucial
role in safeguarding cells against intracellular oxidative stress, maintains redox balance,
and regenerates NAD+ for glycolysis [36]. Notably, in contrast to the BL pulser showing
only a decrease in nsPEF-induced tPMET, the effect of the PFL induced a biphasic effect
with an increase in tPMET at lower electric field conditions before any PI influx appeared
and an inhibition of tPMET at higher electric fields where PI influx demonstrated PM
EP. So, the presence of PM pores was coincident with the loss of tPMET for both PFL
and BL. Although coincidence is not an indication of the cause, it does raise the question
of the relationship between nsPEF-induced PM permeabilization (pore formation) and
tPMET. Nevertheless, the increase in tPMET appears to be independent of PI permeability.
However, it is possible that molecules smaller than PI, such as Ca2+ could gain entry at
lower nsPEF conditions through pores smaller than PI [27]. Overall, for effects on the PM,
the PFL has a greater sensitivity or lower pulse number threshold for all three PM effects
on the PI influx, gain and loss of tPMET activity.

Having seen these differences between the PFL and the BL pulsers, it was of interest
to see the effects on cell viability. While effects depend on different factors, in all studies of
nsPEFs no cell line or tumor type has shown resistances to nsPEF elimination. Two models
have shown vaccine effects as vaccinations [13,38,39], meaning that tumor-free animals are
resistant to regrowing the treated cancer again. In the viability studies, like that seen for
the PM responses, the PFL had a lower IC50 value for viability than the BL pulser, as shown
by requiring fewer pulses and requiring a lower electric field. This is interesting because
all the nsPEF pulsers in those studies were BL constructions. Although the construction of
a PFL for studies is less practical than the BL construction because of half-charging voltage
output, it would be interesting to determine if a PFL pulser would require lower electric
fields or fewer pulses for tumor elimination and be more effective for inducing immunity
and vaccination.

Having shown that nsPEFs cause a dissipation of the mitochondrial membrane po-
tential (ΔΨm) [27], we were curious to determine what caused this loss of ΔΨm. One
obvious possibility was that like nsPEF effects on the plasma membrane, they could also
permeabilize the inner mitochondrial membrane (IMM). However, another way that the
nsPEFs could cause a loss of the ΔΨm, is through opening the mitochondrial permeability
transition pore (mPTP). When we saw that the nsPEF-induced loss of ΔΨm was enhanced
by Ca2+ [27], we considered that membrane permeabilization does not require Ca2+ and
further that Ca2+ effects are essentially always mediated through a protein. Therefore, we
hypothesized that nsPEF-induced loss of ΔΨm was not due to permeabilization of the IMM
but more likely due to opening the mPTP, a hypothesis yet to be proved. Although the
identity of the mPTP has been controversial, it has recently been proposed that the mPTP
is a dimer of the F0F1 ATP synthase [40,41] and that Ca2+ binding to F-ATP synthase β

subunit triggers the mitochondrial permeability transition [42]. This is consistent with the
role of Ca2+ to enhance the dissipation of the ΔΨm.

ROS is a well-known activator of the mPTP and disturbances in Ca2+ and oxidative
stress are tightly coupled for opening the mPTP. NsPEF induces the production of ROS with
no distinctions between the PFL and the BL pulsers. These observations that nsPEF-induced
ROS and that the elevation of ROS was enhanced in the presence of Ca2+ have heightened
our attention to determining the roles of nsPEF-induced ROS in mPTP opening. Although
there is no established direct role of ROS in opening the mPTP, ROS has effects that
indirectly influence opening the mPTP. Many factors determine the probability for opening
the mPTP including Ca2+, ΔΨm, and the redox state of mitochondrial components, which
can be influenced by ROS [43]. Many SH reagents were among the strongest stimulators
of permeability transition, so it was proposed that thiol groups on some protein(s) played
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roles in opening the mPTP [44]. It was proposed that the mPTP is modulated by the redox
state of pyridine nucleotides and glutathione at two independent sites, one of which could
be the adenine nucleotide translocase (ANT) [45]. Although the protein structure of the
mPTP is still not defined, cyclophilin D (CypD) is a well-characterized regulator of the
mPTP. CypD has also been shown to be redox regulated by forming an intramolecular
disulfide with a conformational change playing a major role in cell necrosis by opening the
mPTP acting as a redox-sensor protein in mitochondria [46].

In many of our studies, we have monitored the dissipation of the ΔΨm in response to
nsPEFs in the presence of Ca2+ and ROS indicators, and antioxidants to determine roles
for Ca2+ and ROS in ΔΨm. Figure 7 is one of those studies using TMRE to determine
changes in the ΔΨm and MitoSox (MSOX) to monitor mitochondrial ROS (mROS) changes
in response to the PFL and BL pulsers. Interestingly the results indicate that ROS plays
different roles for the loss of ΔΨm depending on the pulser. The pulse number-dependent
increase in ROS is essentially the same with both pulsers showing a significant increase in
mROS between 5 and 10 pulses and a maximum at 15 pulses. In contrast, the loss of ΔΨm
is different between the two pulsers.

Therefore, the relationships between mROS and loss of ΔΨm are dissimilar between
the two pulsers. What is similar between the two pulsers with the other cell responses
is that compared to BL responses, PFL responses are more sensitive for dissipation of
ΔΨm, loss of cell viability, PI permeability, activation of tPMET activity, and loss of tPMET
activity. In contrast to all these cell responses, nsPEF-induced ROS production is the same
for both PFL and BL pulsers. This suggests that the nsPEF-induced loss of ΔΨm is relatively
independent of the production of ROS.

In another approach for analyzing these pulsers on biological responses, we evaluated
metabolic responses using the Seahorse to determine nsPEF effects on oxygen consumption
rate (OCR) in control (sham-treated) and nsPEF-treated cells with 5 pulses from each of the
PFL and BL pulsers. The 5-pulse condition did not cause any cell death, PI permeabilization,
increase in ROS, loss of ΔΨm, or loss of tPMET activity with either pulser. However, the
5-pulse treatment did induce an increase in tPMET activity with the PFL but not the BL
pulser. It should be noted that except for cell death, all these cell responses were determined
within ≤30 min after treatment. Yet 15 h after treatment there were no significant differences
in basal OCR with either pulser. With the increase in OCR after the addition of the FCCP
uncoupling agent, the BL OCR was not significantly different than the control while the
PFL treatment exhibited a significant decrease in OCR compared to the control and the BL
response. The spare respiratory capacity (SRC) of the cells (FCCP minus basal OCR), was
lightly increased with the BL pulser but significantly decreased in the PFL, which was due
to the attenuated FCCP response and independent of the basal OCR. This suggests that
there was a time-dependent deterioration of the status of the mitochondria presumably in
response to cellular stress and the ability to fulfill additional energy requirements beyond
the basal level in response to acute cellular stress. While there was not a significant
increase in ROS in the 5-pulse condition, ROS likely increased during the 15 h time it took
the nsPEF-treated cells to bind to the Seahorse plate for OCR analysis. Given that the
increased ROS response was the same for both pulsers and only the response to the PFL
showed a decreased SRC, any hypothesized increase in cellular ROS would be expected
in the response to the PFL and not the BL. However, other stress response signaling
pathways could have been activated that were not analyzed such as activation of the
mitogen-activated protein kinase (MAPK) pathway and the nuclear factor kappa-light-
chain-enhancer of activated NF-κB pathway, which could also have been activated during
the 15 h post nsPEF exposure to the PFL pulser [47]. These MAPK-NFκB stress pathways
could have caused a deterioration of mitochondrial SRC, but this would have occurred in
the PFL but not the BL pulser. Given that the PFL induced more sensitive responses than
the BL, this could have resulted in a selective response of these stress pathways from the
PFL, like that for the increase in tPMET. However, these are speculations since we did not
analyze these enzymatic stress responses. Nevertheless, the differences in the metabolic
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response to the PFL and BL pulses provide another example of selectivity for a biological
response from different nsPEF post-pulse waveforms.

We previously published a conformation that a fast or short pulse rise time of the
primary pulse was an important feature for inducing intracellular effects [27]. We were
not cognizant at that time about roles for a post pulse, yet both fast and slow rise time
pulsers were based on PFL design. Those studies showed that faster rise times vs. slower
rise times were more effects to dissipate the ΔΨm and induce cell death while effects for
Ca2+ or PI influx through the plasma membrane were not dependent on the pulse rise time.
The present studies show yet a different way that nsPEF waveforms can have different
and selective effects on cell responses. As indicated here, these different or selective effects
have nothing to do with the primary pulse like the rise time studies just discussed but are
related to the effects the post-pulse waveforms have on the primary pulse.

Regardless of the different primary pulse waveforms based on their rise times or
the post-pulse waveforms based on dissimilar circuit topology, these results show that
dissimilar nsPEF waveforms can have distinctive and possible selective biological outcomes
that can determine cell fate. Given that nsPEFs produce ROS and ROS are endogenous
signaling molecules, it is most likely that nsPEF waveforms at the lower pulse conditions
will have a greater impact on physiological functions while higher pulse conditions will be
more typical of pathological conditions or for regulated cell death mechanisms. It is also
possible that these nsPEF waveforms will initiate other non-ROS cellular responses.

Furthermore, in Figure 8, the impact of 5 pulses on mitochondrial oxygen consumption
is shown. The PFL pulser showed a significant decrease in spare respiratory capacity
(SRC) by reducing maximal respiration without affecting the basal respiratory level. This
observation indicates a disruption in the ETC and/or proton transport across the inner
mitochondrial membrane [48]. These findings are consistent with the notion that glycolysis-
derived pyruvate oxidation is involved in maintaining SRC levels, which supports the
stimulating effect observed on tPMET (Figure 5). In contrast, the BL pulser led to high SRC
levels, a characteristic often associated with cancer cells that are resistant to targeted agents.
This can be attributed to the fact that the low pulse number (5 pulses) in this experiment
was insufficient to cause significant pore formation and promote the loss of the ΔΨm.

There have been previous studies that involved the deliberate introduction of post-pulses
to investigate cell responses. One phenomenon that has been observed is NBC [29,31,49],
where a reversed-polarity nanosecond pulse can reduce the cell responses caused by a
preceding ns pulse. The underlying mechanisms for NBC are still not fully understood
and may involve assisted membrane discharge, a two-step process of charge transfer, an
alternating reduction and oxidation mechanism, as well as cation diffusion reversal. These
mechanisms are more pronounced when the second pulse is of similar magnitude as the
first pulse. In another study [50], a double pulse strategy has been used for electroporation,
where a high voltage short pulse is used for electroporation and a low voltage long pulse
facilitates drug delivery through electrophoresis. Bipolar pulses with high frequency
characteristics have also been employed for irreversible electroporation (HFIRE) [51,52],
with the reversed polarity pulses used to suppress or remove muscle twitching by exploiting
different time constants between electroporation and muscle excitation [53]. In these studies,
the post-pulse to main pulse ratios were much larger compared to our study. For example,
in BPC, the best cancellation efficiency was observed when the reversed pulse magnitude
was 50% of the first pulse. In HFIRE, the first pulse was delivered at a higher amplitude
than subsequent pulses, but it was common for the second pulse to be equal to the first
phase. In the double pulse strategy, the second pulse was also 10% to 100% of the first
pulse. In our study, the magnitude of the post-pulse was less than 5% of the main pulse
and determined by dissimilar circuit topology differing between the two designs, yet it still
resulted in disparate cell responses. This suggests that a mechanism like electrophoresis
may be involved in cells responding to the post-pulse. Further investigation into the
mechanisms, specifically in the realms of electrokinetics and bioelectrochemistry, may help
elucidate the underlying processes that have often been overlooked in pulse engineering.
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4. Conclusions

In the studies here, two different 100 ns pulses generators were used providing 100 ns
pulse durations and electric fields of 40 kV/cm primary pulses with similar voltage and
frequency wave distributions. One was a PFL with a post-pulse waveform having the same
polarity as the primary pulse and the other was a BL pulses with a post-pulse waveform
having an opposite polarity as the primary pulse. The cell responses obtained from these
distinct pulse generators were determined from their post-pulse waveforms, not their
primary waveforms.

Cells exhibited greater sensitivity to the PFL than the BL pulser with lower pulse
numbers or electric field intensities for inducing cell membrane permeability, dissipation of
ΔΨm, a decrease in mitochondrial SRC, a biphasic effect on tPMET, and eventual cell death.
This biphasic behavior holds significant implications for enhancing the efficacy of ablation
procedures and potentially facilitating cellular differentiation in cancer therapy, ultimately
leading to the prospect of in-situ vaccination. Interestingly, both pulse types demonstrate a
similar dependence on pulse number in terms of ROS production. Despite the post-pulse
having a magnitude of less than 5% of the main pulse and lasting for a longer duration
(50 μs), its low intensity is still expected to decrease the membrane potential caused by the
main pulse. To the best of our knowledge, this is the first time that charging current, which
is reflected as a post-pulse, has been reported to have such a significant effect on cellular
response. This work highlights the importance of considering the charging characteristics in
pulse generator design and when comparing cell responses under similar pulse conditions.

5. Material and Methods

5.1. Experimental Conditions and Protocols
Pulse generators and Cell Exposure System

Two pulse generators were utilized in the experiments. The first generator employed
a PFL comprised of five 50 Ω cables (RG-8) to generate 100 ns pulses. The second generator
utilized a BL constructed with ten 50 Ω cables (RG-58), also producing 100 ns pulses
(see details in Chapts. 15 & 16 in [1]). For both pulse generators, the lengths of the
cables were determined based on a propagation length of 5 ns/m. Under ideally matched
conditions, both loads required a resistance of 10 Ω. The switches for these generators were
atmospheric pressure spark gaps. These spark gaps consisted of polished, plane-plane
brass electrodes and would self-close once the voltage exceeded the breakdown threshold.
During the experiment, the breakdown voltages of the two pulse generators were regulated
by adjusting the gap distances of the corresponding spark switches. Both generators were
powered by the same high voltage supply (Glassman, series EH, 60 kV). No extra charging
resistor was employed throughout the experiments. The pulse repetition rate was set at
1 Hz, controlled by the current setting on the power supply. Standard electroporation
cuvettes with a 1-mm gap distance were used for the experiments. The solution contained
within the cuvettes resulted in a resistance that was close to 10 Ω, eliminating the need for
additional resistance for impedance matching. The pulse waveforms were measured with
a custom-made, calibrated, high precision resistor divider (1000:1).

5.2. Cell Culture

The murine melanoma cell line B16F10 (ATCC® CRL-6475TM) was used in this study.
The cells were grown in a humidified incubator at 37 ◦C with 5% CO2 in the Dulbecco’s
Modified Eagle Medium (DMEM) produced by ATCC (30-2002), supplemented with 10% fe-
tal bovine serum (FBS) (ATCC, 30-2020) and 1% of penicillin-streptomycin (Sigma-Aldrich).
B16F10 cells were harvested with 0.25% (w/v) Trypsin- 0.1% EDTA solution (Corning,
MT25053CI). The cells were passaged no more than 20 times. Initial cell counts and viability
were determined using a 0.4% trypan blue exclusion viability assay (Corning, 25900CI).
Cells with greater than 95% viability were washed with PBS, centrifuged at 300 RCF for
5 min at room temperature, and resuspended at a concentration of 1 × 105 cells/ 100 μL
for nsPEF treatments. In all experiments, cell suspensions were added to 100 μL cuvettes
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(1-mm gap sterile electroporation cuvette, BioSmith, U-72001) and treated with a BL or PFL
pulser in the culture medium with the conductivity of 1.18 S/m.

5.3. tPMET Rate Determination

The Cell Counting Kit-8 (CCK-8/WST-8-reducing NADH oxidoreductase activity,
Dojindo, CK04-11) was used here to measure the trans-PM electron transport (t-PMET)
of the plasma membrane redox system (PMRS). The quantification of the final electron
acceptor (WST-8 reduction) was based on the change in absorption at 450 nm per minute of
incubation. Cell suspensions with a concentration of 4 × 105 cells/100 μL were added to
cuvettes for treatment with different pulsers and varying numbers of pulses. Following
the nsPEF treatment, the CCK-8 reagent was added (at a 1:1 volume ratio) and mixed
immediately, and the cells were transferred to 384-well plates (Greiner Bio-One CELLSTAR
plate, with cover, from VWR, 50051816) with 30 μL per well. Microplate readers (Spectra
Max i3) were used to measure the absorbance at 450 nm at 37 ◦C for 0–90 min. The tPMET
rates were determined based on linear time courses between 10 and 35 min, as specified in
the statistics analysis section.

5.4. Cell Viability Analysis

The Cell Counting Kit 8 (CCK-8, Dojindo, Kumamoto, Japan) was used to measure
cell viability. B16F10 cells were grown to 80% confluency, and then the cell concentration
was adjusted to 1 × 106 cells/mL for nsPEF treatment. Following the pulsing, 15,000 cells
were seeded into 96-well plates (Corning Incorporated, Corning, NY, USA). The cells
were cultured for 24 h, after which 10 μL of CCK-8 solution (1:10 v/v) was added to each
well. Following an additional 1.5 h incubation, the optical density was measured at an
absorbent of 450 nm using a microplate reader (ELx800; BioTek Instruments, Inc., VT, USA).
The OD value was divided by the control value to calculate the relative cell survival rate
(background values were subtracted).

5.5. Flow Cytometry

ΔΨm was detected using tetramethylrhodamine ethyl ester, perchlorate (TMRE; Im-
munochemistry Technologies LLC, Bloomington, MN, USA). B16F10 cells were harvested,
counted, and resuspended following the previously described method. The samples were
then treated with the BL and PFL pulsers, and TMRE was added to the cells at a concen-
tration of 0.3 μM. The cells were incubated for 20 min, protected from light. Cells were
not subjected to pre-incubation prior to pulsing, as we observed that this could adversely
impact cell viability [54]. The optimal approach is to introduce the dye immediately after
pulsing and incubate it for precisely 20 min.

The same procedure was employed to detect ROS using MitoSOX-Red (MSOX; Invit-
rogen, Molecular Probes, Inc., Eugene, OR, USA), albeit with a final concentration of 2 μM.
Red fluorescence from TMRE and ROS was detected in separate experiments using the PE
channel on a Miltenyi MacsQuant Analyzer 10 flow cytometer, as both molecules share the
same excitation/emission characteristics.

To detect cell permeabilization, cells were exposed to nsPEFs, and Propidium Iodide
(PI; Invitrogen, P3566) was added to a final concentration of 10 μg/mL immediately after
pulsing. Cells were then analyzed by flow cytometry 10 min after nsPEF treatment using
the FITC channel [27]. Untreated and/or unstained samples were used as negative controls
for treatment and fluorescence, respectively, in all experimental groups. Data analysis
was conducted using FlowJoTM Software (Windows) Version 10 (Ashland, OR: Becton,
Dickinson, and Company; 2019).

5.6. Seahorse Assay

The OCR (oxygen consumption rate) was measured using an XF HS Mini Analyzer
(Seahorse Bioscience). Following the pulsing treatment, B16F10 cells were seeded into
XFp cell culture 8-well mini plates in duplicate at a density of 3 × 103 cells/well. The
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cells were then cultured under standard conditions for 15 h. Before measurement, the
medium was replaced with Seahorse XF Assay Media (Agilent, Santa Clara, CA, USA) with
a pH of 7.4. The assay media was supplemented with 10-mM glucose, 2-mM L-glutamine,
and 1-mM pyruvate. For the mitochondrial stress test, the following inhibitors were
used at the indicated final concentrations: 1.5-μM oligomycin, 1-μM FCCP, and 0.5-μM
rotenone–antimycin A. Two wells without cells were included to assess non-cellular oxygen
consumption, and the value of non-cellular oxygen consumption was subtracted from the
cellular OCR value. After completing the experiment, the OCR data were normalized to
the number of cells.

5.7. Statistics Analysis

The tPMET data obtained from the 10–30-min time period was subjected to linear
regression analysis using GraphPad Prism version 9 (GraphPad Software, San Diego, CA,
USA). Statistical analyses comparing the tPMET rates of the samples to the control were
conducted using one-way ANOVA. For the Seahorse data obtained from the XF HS Mini,
analysis and normalization of the number of cells were performed using Agilent Seahorse
Wave Desktop software (Agilent Technologies, USA). Flow cytometry analysis was carried
out using FlowJoTM Software Version 10 (Ashland, OR: Becton, Dickinson, and Company;
2019). All experiments were conducted at least three times, and the data were expressed
as Mean ± Standard Error of the Mean (S.E.M.). Statistical analyses such as one-way or
two-way ANOVA were performed using GraphPad Prism, with a significance level of
p < 0.05.
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Abstract: Numerous preclinical results have been verified, and clinical results have validated the
advantages of modulated electro-hyperthermia (mEHT). This method uses the nonthermal effects of
the electric field in addition to thermal energy absorption. Modulation helps with precisely targeting
and immunogenically destroying malignant cells, which could have a vaccination-like abscopal effect.
A new additional modulation (high-power pulsing) further develops the abilities of the mEHT. My
objective is to present the advantages of pulsed treatment and how it fits into the mEHT therapy.
Pulsed treatment increases the efficacy of destroying the selected tumor cells; it is active deeper in the
body, at least tripling the penetration of the energy delivery. Due to the constant pulse amplitude, the
dosing of the absorbed energy is more controllable. The induced blood flow for reoxygenation and
drug delivery is high enough but not as high as increasing the risk of the dissemination of malignant
cells. The short pulses have reduced surface absorption, making the treatment safer, and the increased
power in the pulses allows the reduction of the treatment time needed to provide the necessary dose.

Keywords: hyperthermia; tumor; electric-field; thermal; energy; pulse; nonthermal; apoptosis;
cell-selection

1. Introduction

Hyperthermia as a cancer cure is one of the early medical practices that originated
from ancient medicine. The medical processes using heat remain a vital “household rem-
edy”, even nowadays. Electromagnetic heating techniques replaced the ineffective ancient
heat delivery. The application of electromagnetic effects presented unique possibilities and
renewed the hyperthermia methodology. In modern therapeutic practices, using electro-
magnetic processes (mainly radiation) to heat the whole body or its local volume developed
rapidly over a century ago. Various technical solutions for oncologic hyperthermia (HT)
attract growing attention among oncology professionals.

The technical development of electromagnetic heating methods in the early 1900s
revolutionized heat application for therapeutic gains, including malignancies. The curative
processes with electromagnetic methods became available in the first quarter of the 19th
century [1]. A French doctor, Arsene D’Arsonval, introduced a pure electromagnetic
treatment called “Darsonvalization”. The absorbed electromagnetic energy resulted in
heating. However, the physiological effects of heating (change in blood perfusion, thermal
homeostatic regulations, risk of malignant dissemination, etc.) were initially neglected.
The starting process was not free from extreme exaggerations. The German Electric Belt
Agency went far, advertising that practitioners should reduce or even stop using drugs,
advocating for electricity treatment alone [2].

The research on electromagnetic heating effects has revealed a complex interplay of
factors. The temperature increase caused by electromagnetic energy absorption and the
additional chemical changes (molecular excitations) induced by the electromagnetic field
are key aspects. The thermal component is directly related to the square of the electric
current, while the field component is proportional to that current. The bioelectromagnetic
excitation alters the chemical bonds and the structure of compounds through direct electric
forces, while some of the absorbed energy heats the target, raising its temperature. The
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thermal effect alone can also trigger chemical reactions, and the field excitation enhances
these effects. This understanding has paved the way for therapeutic practices that combine
electromagnetic molecular, cellular, and tissue excitation with heating.

A further push on the development was the discovery of microwaves, which began
clinical practice working similarly to microwave ovens. The thermal effect of electromag-
netic energy absorption was much more straightforward to understand and was more
accessible to study; therefore, separating the heating and exciting (thermal and nonthermal)
effects became dominant (Figure 1). Our present approach creates synergy between the
thermal and nonthermal components of the electromagnetic energy absorption processes.

Figure 1. Arsene d’Arsonval (French) and Kristian Overgaard (Danish) are the leading doctors who
divide the nonthermal field effects from heat, and the separation has widened over time.

The method’s long history has not benefited it and has increased skeptical opposition,
with varying positive and negative results. Infancy is standard for all developing systems
but is abnormal when it is unusually long. Hyperthermia is mature for broad acceptance.

The currently known and accepted oncological hyperthermia effects can be divided
into three categories, according to Figure 2:

1. It destroys the tumor cells by absorbing energy;
2. It has immunogenic effect;
3. In the most frequent application, it sensitizes the conventional oncotherapies, like

radiotherapy and chemotherapy.

Two primary electromagnetic therapies are applied in medicine: ionizing and nonion-
izing radiation. Ionizing radiation (e.g., radiotherapy) primarily has a nonthermal effect,
breaking the DNA string with energy and causing more nonthermal radiative damage. At
the same time, its thermal component is only tiny in most cases. The nonionizing radiation
used in hyperthermia treatments is the opposite of the thermal/nonthermal ratio. It usually
concentrates on the thermal component of the radiation, and the nonthermal component is
a small part of conventional hyperthermia (Figure 3). The ratio of the thermal component
effects looks at contrasts between the two methods, and direct cellular damage is also
unlike. The direct cellular damage in the ionizing instance mostly breaks the DNA strands.
At the same time, in nonionizing impact, the primary effect targets the cells as units, with
concentration on the membrane damage at a temperature of about 42 ◦C. We discuss here
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the non-ablative applications, where the nonionizing has less energy than necessary for a
direct burn.

 
Figure 2. The hallmarks of hyperthermia’s effects in oncology. The main tasks are connected to
complementary applications, where the thermal conditions promote the parallel administration of
other therapies.

Figure 3. The treatments of electromagnetic radiation sharply differ in ionizing and nonionizing
conditions.

2. Electrothermal Complexity

The electrothermal interactions are complex and can not be separated by thermal and
nonthermal effects because their synergy does the job [3]. However, the ratio of these effects
could be modified, forcing more nonthermal parts into the processes by the molecular
excitation methods [4,5]. The primary selection mechanism uses the target’s extended
electric and thermal heterogeneity, which can be utilized to select the molecular groups
and excite the appropriate signal patterns [6]. The electric field gives the best opportunity
for selection, which can technically be achieved with capacitive coupling [7]. Capacitive
coupling with the intent of homogenous mass heating was applied on deep-seated [8] and
superficial tumors [9]. Multiple clinical trials were performed for many metastatic stages.
Soft-tissue [10] and Ewing sarcomas [11], pancreas cancer [12], breast cancer [13], liver
tumors [14], rectal [15] and colorectal [16,17] malignancies, metastatic gastric tumors [18],
urinary bladder lesions [19,20], esophageal [21–23], and head & neck tumors [24,25] all
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have shown the feasibility of capacitive hyperthermia with remarkable results. Some
studies were performed on non-small-cell lung cancer, too [26,27], but its efficacy was
questioned [28]. Intraluminal capacitive application for the esophagus has also shown
feasibility [21,29].

However, numerous challenges need solutions. The physiological thermal homeosta-
sis, the thermal and electric inhomogeneity of the tumor, the complexity of the bioelectro-
magnetic processes, which are induced by the hyperthermia, the controllable dose, and the
nearly exponential decay of the energy absorption, which overheats the surface, are all com-
plications that need to be solved. The conventional dose is connected to the tumor’s reached
temperature, supporting isotherm homogeneity in the target. However, due to thermal and
electric heterogeneity, the heating of biosystems is far from thermal equilibrium. Due to the
physiological corrective feedback and the enormously inhomogeneous malignant target,
fixing a homogeneous energy absorption in the tumor is impossible. The physiological
feedback and thermodynamic processes destroy the possible homogeneous absorption part.
The complex reality of living objects contradicts the macroscopic equilibrium. Moreover,
the feedback processes deviate from the standard linearity of the specific absorption rate
(SAR) and the temperature growth [30]. The isothermal expectation and the time-linearity
in the heating process are only an illusion.

2.1. Temperature Development

The temperature development in the selected molecular group could be higher than
their surroundings [31] and heat the area by the thermal convection of conduction, as is
characteristically recognized in nanoparticle heating [32]. The extensively heated distance
from the selectively heated small parts is small, less than 100 nm, and depends on how far
it is from the artery, which cools it down. The heated molecular groups have relatively high
temperatures due to the absorbed energy, and the larger volumes have gradually lower
temperature averages (Figure 4). The concentrated energy absorption heats the transmem-
brane protein clusters (rafts), which heats the cell, but the average temperature will be less
than in the raft. The cell heats the tumor, further lowering the average temperature. This
thermal cascade makes it possible that the thermal effect, on average, remains safe and
creates optimal conditions for the chemical reactions. Still, the micro-parts have enough
energy to excite the necessary signal pathways.

Figure 4. The thermal cascade of the averages for the heterogenic heating of the mEHT. The average
sizes magnify about three orders of magnitudes in the different steps.

The heating by the small protein molecular groups (rafts) has limitations. When the
energy is too large, the transmembrane proteins are dehydrated and decomposed, which
does not serve the signal excitation demand. The selection no longer works, and the thermal
component starts to overdominate the entire process.
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2.2. Selection

The first selection step is based on the metabolic differences between cancer and
healthy cells. The reprogrammed metabolism (Warburg effect) increases the ionic con-
centration in the tumor microenvironment, so the well-chosen RF current may prefer to
flow through the tumor. The next selective factor finds the tumor cells, which will differ
from their healthy counterpart because of their autonomy and the broken healthy network,
which provides differentiation in the dielectric constant of the cell and offers a cellular
selection. The selected malignant cells have transmembrane protein molecular clusters
(membrane rafts) that are the target of the selection. These rafts are embedded in the
well-isolating lipid membrane, so their relative conductivity is high, and they massively
absorb the energy [31]. The energy absorption with the well-chosen modulation, delivered
by the RF carrier frequency, induces signals leading the cell to immunogenic cell death
(Figure 5).

Figure 5. The cell is “gently” destroyed by the support of natural apoptotic signals, allowing the
unhurt immunogenic information to be liberated during special apoptosis.

The impedance matching allows an energy-dose measure, ensuring that mainly the
selected molecules absorb the energy. The specific absorption rate and temperature are
connected at the physiological level by the blood flow (vasodilatation and vasocontraction
changes) [30], which has no relevance when the heating is nanoscopic but has an increased
modification of the energy intake by the homogenization of the temperature, leading to
overdosing. Applied fractal modulation is also a novel technical innovation in impedance
matching solutions [33], helping to produce immunogenic cell death (ICD) with its dynamic
synchronization for homeostatic demands. The modulation with impedance-matching
cellular selection completes the modulated electro-hyperthermia (mEHT) method [34,35].
The technical solution to optimize the ratio of the thermal and nonthermal components
of the RF current needs a precise fit to the individual case, which changes with every
treatment. The electronic solution is tuning the system to the measured impedance of
the treated individual. The tuning seeks to form a touching situation as a purely metallic
electrode would be fitted to the skin directly. This matching situation calculates the actual
energy loss carefully, controls the reflected power, and matches the resonant compensation
of the surface capacitor of the adipose tissue. The active impedance-guided capacitive
solution (like mEHT) can use the bioelectromagnetic specialties of the malignant cells
directly by RF current flow when it is matched to the optimized current. Cancer cells have
an intensive metabolism to supply their proliferation [36]. The metabolic rate in most of
the tumors is higher than their healthy counterpart (by at least 15% higher [37,38]), which
selectively increases their temperature. The process has positive feedback because the
growing temperature decreases the impedance of the tissue [39]. The high metabolic rate
is used to identify the proliferation by positron-emission tomography (PET) [40,41]. The
high nutrient/waste transport increases the ion concentration of the electrolytes in the
surroundings of the malignant cell. The increased ionic concentration means a higher
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microenvironment conductivity [42] in the tumor cells and lowers the resistivity of the
whole tumor. It could distinguish between healthy and malignant situations [43]. Due to the
lack of a healthy cellular network in malignancy, the extracellular matrix of malignant cells
has high dielectric permittivity, which can be used for selection [44,45]. The permittivity
and the conduction modify the total impedance in the microenvironment of the malignant
cells [46], which allows their automatic selection, while the RF current flows in the direction
of the low electric impedance. The RF current density (specially chosen frequency and
modulation) will self-selectively flow toward the malignant cells, which is measurable by
the MRI current density image [47,48]. This effect is entirely automatic and follows any
movements of the cells in real-time, solving the challenge of focusing.

The amount of apoptosis could be regulated by the ratio of the heating (temperature
grows) and keeping (temperature is stable) periods. In the heating-up period, the thermal
effect grows, and the excitation (non-thermal effect) grows due to the better conditions of
the molecular reaction rates. In the stable temperature period, the thermal and non-thermal
factors are constant, and the absorbed energy replaces the heat loss in the system. It is
observed that during the heating-up period by mEHT, the apoptosis rate is significantly
higher than that of the temperature-keeping period [49]. Applied step-up heating uses this
difference to improve apoptotic processes [50].

2.3. Nonthermal Effects

Living objects are profoundly heterogenic. This heterogeneity defines the nonthermal
electromagnetic interactions and the final effect. Electromagnetism acts through the various
molecular and cellular structures, making energy absorption by current flow, making
the polarization effect for polar molecules, exciting electrons between two energy levels,
arranging the structure (order/disorder transition), making connected or separated clusters
(percolation), breaking the cellular membrane (electroporation), inducing electrophoresis,
electroosmosis, and excitation of the membrane channels. These effects are well-oriented,
while the thermal effect primarily increases the kinetic energy of the molecules, which
move faster and vibrate more intensely. The more considerable thermal energy may change
the molecular interactions or cause phase changes (Figure 6).

 

Figure 6. Nonthermal and thermal difference. (a) The nonthermal bioelectromagnetic effects vary
widely in modifying energy absorption, allowing targeted manipulations of the chemical bonds in the
body. (b) The thermal effects directly energize the target’s electrolyte components (ions, molecules,
cells), significantly increasing their kinetic energy.

The applied RF electric field changes the cells’ polarization and has different current
components caused by the target’s impedance (Figure 7). The target’s capacitive behavior
declines a part of the current from the ohmic component, which is mainly responsible for
thermal effects by its vectorial direction.
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Figure 7. The effects of the external RF field. (a) The intense polarization effect of the external field
repolarizes the cells, causing hyperpolarization and depolarization states on the membrane. (b) The
complex current has two components flowing through capacitors (membrane lipid layers).

Many molecular and physiological processes are determined by the heterogeneous
lipid domains serving as molecular sorting platforms [51]. The malignant cells have a
denser lipid-raft population on their membranes than their healthy counterparts [52]. Con-
sequently, membrane heterogeneity is crucial in malignant cells’ selective energy absorption
(Figure 8) and appears to be a synergy of thermal effects with nonthermal electricity.

Figure 8. The electromagnetic heterogeneity of the selected tumor cell. (A) The transmembrane
protein excitations are targeted by α-dispersion. (B) The electromagnetic heterogeneity is targeted by
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particular RF frequency (C). The result is the damage associated with molecular patterns induced
by immunogenic cell death. Abbreviations/references: εex and σex are the relative permittivity and
conductivity of extracellular electrolytes in the microenvironment of a cell [53]; εtu

ex and σtu
ex are the

relative permittivity and conductivity of extracellular electrolytes in the microenvironment of a tumor
cell: εm and σm are the relative permittivity and conductivity of the cell membrane [54]; εin and σin

are the relative permittivity and conductivity of intracellular electrolytes of a cell [52]; εr−in and σr−in

are the relative permittivity and conductivity of the intracellular side of raft proteins [55,56]; εr−ex and
σr−ex are the relative permittivity and conductivity of the extracellular side of raft proteins [57,58].

2.4. Thermal Homeostasis

The thermal processes have a complex nonlinear interaction with homeostatic regula-
tion, which tries to keep thermal homeostasis. The hypothalamus receives thermal signals
(primarily from TRP receptors) and acts to reduce the temperature. The principal effects
are blood flow with vasodilation and sweating trying to cool using an evaporating process.
The thermal regulation balances the incoming energy, which nonlinearly fluctuates in the
equilibrium (Figure 9) of incoming energy [59]. The fluctuation has various physiological
components, including the opposition sensory mechanisms [60] and the various relax-
ation times of the different processes. The basic relaxation times could be measured with
NMR [61], and the complex processes by various physiological measurements [62,63].

 

Figure 9. The temperature in the homeostatic range adapts to the new conditions, defining a new
equilibrium state. (a) Thermal homeostasis has a negative feedback loop as the basis of regulation.
(b) In a pulse of mEHT, the heat stress rises, and exponential decline returns to the baseline. The
thermal reference (hypothalamus) and the physiological counter action (mainly the blood low) have
a time lag, acting later. (c) In continuing the mEHT impact, the stress, physiology, and reference point
fluctuate decreasingly.

The temperature growth of local tissue in depth has a well-known character in time at
constant absorbed power, defined by the specific absorption rate

(
SAR = Absorbed power [W]

Mass o f absorber [kg]

)
.

The absorbed energy (Eabsorb) heats the local target, increasing its temperature (T). The
physiological feedback process has a condition-dependent delay. Still, thermal homeosta-
sis tries to restore equilibrium after the reaction time with intensive heat exchange and
electrolyte transport (Etransport), like blood and lymph. Some absorbed energy also heats
the surroundings, initially nontargeted issues (Etissue). Consequently, the energy which
increases the temperature (ET) is less than the incident Eabsorb value. The absorbed en-
ergy grows the target temperature energy, but a part of the energy is used up for thermal
homeostatic control (primarily the blood flow regulation) and heat conductivity to the
neighboring tissues:

Considering the energy balance, the Pennes equation [64] describes the heating process:

ρhc
∂T
∂t

= ρhSAR − cbρbwb(T)(ΔT)− kh∇2T + q0ρ1.1(ΔT) (1)
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The terms in the Equation (1) are as follows: ρhc ∂T
∂t =

Energy f or the
temperature grows

in the target
, ρhSAR =

Absorbed energy
f rom outside

incident power
, cbρbwb(T)(ΔT) =

Energy loss by
homeostatic regulation

(blood, lymph transport)
, and

(
kh∇2T + q0ρ1.1(ΔT)

)

=
Energy loss

by tissue
environment

.

The c, ρ, and w are the specific heat, density, and perfusion. The subscripts denote
the healthy tissue (h) and the blood (b) values. When the Pennes equation is applied to
the tumor, the subscript will be t. The wb is the blood perfusion rate and T and t are
the temperature and time, respectively. The analytical solution of this partial differential
equation is a difficult task. The first approach uses the Green function [65,66] and the
Green heat kernel function [67] and uses an analytical solution [68]. The point source Green
function solution [69] can simulate the nanoparticle or thin needle with very local heating.

The differential equation can be well approached with differences when the time
changes. The homeostatic control is slow enough and does not allow rapid changes, so the
differences in the values can be used to approach the solution of the differential equations
with enough accuracy, neglecting the minority effects in (1) at constant SAR. Introducing
the temperature difference instead of the differential, ΔT = T − Tb, we obtain the following:

∂ΔT
∂t

+
1
τ

ΔT =
SAR

c
(2)

where τ0 ∼= 1
cbwb

is the relaxation time in the perfusion model according to the Pennes
Equation (1). The solution to this difference-equation is as follows:

ΔT =
SAR
cbwb

(1 − e−
t
τ ) (3)

We must approximate the relaxation time in cancerous tissue. In rough approximations,
the blood perfusion of the tumor is 0.833 kg/sm3 when the temperature is below 41 ◦C and
0.416 kg/sm3 when the temperature is above it [70]. Therefore, the following applies:

τ<41
∼= 103

0.833 = 1200 s = 20 min,
τ>41

∼= 103

0.416 = 40 min
(4)

However, the inflammatory reaction occurs in the surrounding tissues and not in the
tumor itself, so the relaxation time in this constant perfusion model is as follows:

τ0 ∼= 103

4
∼= 4.2 min (5)

It is the “wash-out” time of the heat perturbation in the tissue [71], depending on
the blood flow of the studied tissue. This is the tissue relaxation after a heat shock by
the blood-flow washout process. Healthy tissue is measured at ∼ 4 − 7 min. The clinical
standard average of SAR in the MHz range is 6 min [72], and we use it as a standard
physiological average relaxation time, τave = 6 min.

The time of thermal washout could be modified by changing the metabolic rate by
lowering the temperature, and it will make the tail of the washout function longer in time.
Consequently, a longer t′0 > t0 a value will be added to the simple exponential, which
depends on the decreased metabolism by the cooling process. This additional effect will
cause a time lag because of the actual physiological time of the metabolic reaction. Due to
the physiological self-time, which is about the same as the thermal washout physiological
time, is approximately 6 min.
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Thermal homeostasis regulates the temperature of the tissue. The absorbed energy
drives temperature growth, but the increased blood flow, as an energy sink, counteracts.
Over time, thermal homeostasis fixes the temperature in the thermal equilibrium, forming
a steady-state process. The temperature, in this case, becomes constant. The absorbed
energy substitutes the losses by Etransport and Etissue, without changing the temperature
(Figure 10).

Figure 10. The phases of the temperature development while the absorption is on/off.

All these dynamic changes depend sharply on personal homeostatic regulations, the
electrolyte transport in the targeted volume, and the incident power. The dynamism of the
heat delivery may also profoundly change the heating process [69]. Due to the physiological
changes (first due to the blood-stream variation), the linear dependence breaks (Figure 11).
When the SAR value is moderate, thermal surveillance develops an equilibrium [73].
However, a higher SAR (rapid temperature gain) could cause overshooting, compensated
only after an overshooting, but the SAR could be as much as the homeostatic regulation
cannot fix the temperature. Notably, the tumors are usually hotter than their host due to
the high proliferation and energy use, even in thermal equilibrium.

Figure 11. The incident heat could determine the different processes of the control process of thermal
homeostasis. (a) (I) Is the simplest saturation, a steady state heating of a healthy tissue When the
SAR is moderate, the temperature rise is relatively slow (this is the case in most regional treatments).
(II) The SAR is high enough for sudden temperature changes, while the physiological thermal feedback
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only reacts later and regulates the saturation value (this is the case in high-energy local treatments).
(III) The SAR is huge; feedback is not able to moderate the temperature, and it toxically burns (this
is the case in most ablation treatments). (b) The tumor is highly heterogenic, and the temperature
develops differently in its parts [71,74]. The high proliferation rate of the tumor enhances the
deviation from the healthy equilibrium. A significant volume of the tumor could be necrotic without
control.

The blood delivers the drugs for chemotherapies and oxygen for radiotherapy, so its
behaviors are essential. The timing of the deliveries and washing out the toxic species are
important factors to consider. In hyperthermia applications, the thermal washout time
is driven by the BF and differs from the nonthermal clearance of molecules (like radio-
farmacons, tracers, blood-delivered molecules, drugs, particles, or cells) from the tissues.
The main difference is in the mechanisms of diffusion, which are different for various
blood-delivered particles or molecules and heat. The thermal washout is also a complex
process mainly driven by the BF, but not determined by it alone. The investigations of
the clearance of tracers clearly show that the clearance (wash-out) tightly depends on the
BF but these parameters are not equal; instantaneous mixing with metabolic changes and
diffusion breaks the unity. Also, the metabolic heat does not directly affect the clearance,
while the thermal washout is directly modified by it.

A “similarity” could be observed in the washout of tracers [74], which is a rescaling of
the time, showing a similar scaling behavior as we saw in the heat-up process. The washout
scaling “similarity” is also present in the wash-in of the tracer [75]. An important observa-
tion in contrast material studies is that the enhancement of the contrast material decreases
with the temperature growth while increasing with the thermal cooling coefficient [76]. The
main message is the high variability of the BF with tumor entities, and the tumors have a
massively heterogeneous BF, having a gradient from the center to the periphery.

Hyperthermia protocols usually apply step-up heating specialized to the patient’s
sensing. The heat pain effectively limits the hyperthermia dose. The patient senses the
process and thus guides the personalized homeostatic heating-up dosing. It is more patient-
friendly, causing as little discomfort as possible because the patient’s homeostatic control is
active. The central task is to provide the proper dose. The actual protocol for the treated
patient must be optimized to the given conditions and curatively effective with a high
standard for safety, limiting the applied dose. This concept is entirely different from the
conventional hyperthermia goals because instead of trying to produce isothermal volumes
(equal temperature in the tumor), it uses heterogenic heating, following the heterogeneity
of the tissue itself. This far-from-equilibrium heating keeps the driving force between the
heated membrane rafts and its environment, pumping the heat from these nanoclusters to
the cell interior.

When the intended dose is too much, it has to be corrected via personal notes. On the
other hand, when the protocol presets a low energy dose, higher energy can be applied
until the patient indicates the personalized limit. Overheating is practically impossible
because the skin’s surface has the highest thermal load, and heat sensing is also there.
This personalized dose regulation is the main factor for safety and, together with this,
for efficacy. In proper step-up heating, no continuous increase of the temperature is
applied. The primary governing process is homeostasis, so the heating fits that equilibrium.
A steady-state gradual heating is necessary. The physiological response time must be
considered. This characteristic time is when the homeostatic equilibrium is re-established
in the new conditions after a definite disturbance. The average wash-out time in humans is
approx. five to seven minutes. Considering the transient “break” of six min, the step-up
heating is shown in Figure 12. A detailed calculation shows the rise in temperature and its
dependence on the power function in step-up heating [49,50].
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Figure 12. Step-up heating considers physiological adaptation. Step-up heating maintains the steps
until homeostatic equilibrium. The provided cumulative energy could vary with the time intervals of
the steps.

3. Semi-Adiabatic Synergy (SAR)

At the start of the heating, when the physiology does not impact (Etransport = Etissue =
0), the complete ET makes a temperature increase, so in this case, the following applies:

ET = Eabsorb = mt·ct·ΔT (6)

where mt is the heated tumor mass, ct is the specific heat of the tumor, and ΔT is the
temperature increase. In a shorter time than the actual relaxation of the tissue, the ther-
mal homeostasis does not modify the absorbed energy, and the SAR directly defines the
temperature development. Using (6) in this initial stage as follows:

SAR =
Eabsorb
mt·Δt

=
mt·ct·ΔT

mt·Δt
= ct·

(
ΔT
Δt

)
(7)

This initial period is too short, causing a physiological reaction with blood perfusion.
It is “semi-adiabatic”, and only the SAR acts for temperature development, neglecting
the thermal homeostatic processes led by blood perfusion, but additionally keeps away
from the growing metabolic rate, the change of the absorbed power due to the variation of
electric and thermal parameters with the temperature, etc. All the absorbed energy appears
like it would be a non-living target, so the thermal and nonthermal synergy appears. Due to
this period not dealing with the homeostatic processes, the nonthermal effects occur more
than in the further heating when the thermal control works. So, the nonthermal impact is
dominantly active in this period Figure 13.

The temperature profile after this semi-adiabatic period declines with the slope of
the temperature change and seeks thermal equilibrium without changing the temperature
(Figure 14). This equilibrium temperature requests an energy dose, which replaces the lost
energy by cooling.

The equilibrium process could be described with a stochastic explanation [49], ap-
proximating the different heat transfer parts. When thermal homeostasis stabilizes the
temperature, the absorbed energy replaces that lost by heat conduction, convection, and
radiation to keep the equilibrium. When the temperature development deviates from the
slope, going stationary, another so-called constant perfusion rate model could be intro-
duced. We seek to equilibrate the dominant factors that remain in the Pennes Equation (1)
as follows:

ρhch
∂T
∂t

= ρhSAR − cbρbwb(T)(ΔT) (8)
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The solution of (8) is as follows:

ΔT =
ρhSAR

cbρbwb(T)

(
1 − e−( t

τ0
)
)

(9)

where
τ0 =

chρh
cbρbwb(T)

∼= 1
wb(T)

(10)

is the time constant of the constant perfusion model. Using realistic parameters, we obtain
τcp ∼= 6 min. When t is large, the system reaches thermal equilibrium, and no further rise
in the temperature is observed:

0 = ρhSAR − cbρbwb(T)(ΔT) (11)

From (11), the equilibrium temperature is as follows:

Teq ∼= 1.4
SAR

cb·wb
(
Teq

) = 1.4
SAR

per f usion
(12)

When the power is switched off, the target cools down, determined by the wash-out
time.

Figure 13. The semi-adiabatic heating of the raft structure. The energy absorption is focused on the
rafts. They are embedded in a well-isolating lipid layer, which has bad heat conduction, increasing
the time lag of the body’s reaction to the heating process.

The impedance matching covers the cooling process and stabilizes the homeostatic
control in the subcutis layer under the electrodes. Significant differences appear in the
doses during the heating period, showing an increase in the temperature until it reaches the
stable thermal equilibrium. The emphasis on the thermal or nonthermal processes makes
the principal difference between the two heating periods. The nonthermal period primarily
depends on the heating technique, the position of the tumor, and the initial power density[

W
cm2

]
. The semi-adiabatic period in radiation is between 10 and 15 min [77], which is about

20% of the complete session time. However, some protocol modifications could change
the ratio. Step-up heating typically increases relative nonthermal dominance because the
power proceeds before the thermal regulation becomes active. Of course, the thermal and
nonthermal effects are strongly synergistic and tightly interact (Figure 15).
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Figure 14. Heating process. (a) The target heated homogeneously. (b) The starting period heats
only the target. It is semi-adiabatic. The physiological feedback has a conditional delay. (c) When
the thermal regulation makes equilibrium, the temperature does not change, and the perfusion of
the electrolyte transfer compensates for the incoming energy. When the power is switched off, the
perfusion and tissue heat transfer defines the slope down (wash-out).

Figure 15. The thermal and nonthermal effects work in synergy. The nonthermal dominates the
semi-adiabatic heating period, while the thermal dominates the equilibrium.

The length of the semi-adiabatic synergy (SAS) period depends on many factors.
In addition to the leading thermal homeostasis, the heterogeneity of the target and the
dynamism of the forced energy absorption define the length of the semi-adiabatic period
(Figure 16). When the heating has no loss by various heat exchanges, the slope of the
temperature change is linear. In heterogeneous heating, the small parts of the material
absorb most of the energy, gradually heating the volume. In this case, a shorter period
remains adiabatic, and the heat conduction actively spreads the energy. When the system
has no other energy losses (well isolated), the temperature growth has no equilibrium.
When the thermal homeostatic dynamism is active, the heat is gone quickly and forms
an equilibrium.
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Figure 16. The temperature change strongly depends on the properties of the target. When there
is no loss of heat, the target is a homogeneous material and thermally isolated (adiabatic heating);
then, the temperature growth is linear, and no equilibrium exists. When only diffusion drives the
temperature variation in heterogeneous material, the decline from the adiabatic slope starts, and the
system seeks equilibrium at a high temperature. However, when the system has inside transports,
the convective energy exchange is added to the conductive one, the radiation cools down the surface,
and the dynamic equilibrium appears soon.

3.1. Semi-Adiabatic Synergy (SAS) Promotes Apoptosis

Two main categories (and many of their variants) cause cell death. Necrosis is the
sudden rupture of the cell. The cytoplasm and the cellular organelles located freely in
the extracellular matrix could cause inflammation or, in large quantities, could be toxic.
Another major variant is apoptosis, where cell death is gentler. The cellular components
became fragmented and could be embedded in lipid membranes for safe elimination.
An extremely gentle fragmentation happens in immunogenic cell death when damage
associated with a molecular pattern is released in an undestroyed form [78]. The unhurt
molecules deliver information about the genetic structure of the cancer cell, which could
be used to adapt the available dendritic cells for immune surveillance to overcome the
evading capability of cancer [79,80]. The tumor-specific adaptive immune T cells (killer
and helper cells) perform immune attacks on distant metastases to where the bloodstream
delivers them [81], which was observed in human studies as well [82,83].

Nonthermal activity was widely studied [84,85], and its synergy with a thermal compo-
nent of absorption is also studied [4,5]. The synergy of the thermal and nonthermal effects
recognized in mEHT increases apoptosis compared to the only thermal conditions [86–88],
which has been shown to be complementary to chemotherapy [89] and radiotherapy [90].
The effect of modulation as a purely nonthermal impact also increases apoptosis [91].

3.2. In Vitro Verification

In cell-line experimental conditions [49], it was proven that the increased temperature
is proportional to the absorbed power (SAR) in semi-adiabatic states as shown in (7), while
exponential declines from this linearity, as in (9), and equilibriums appear at constant
temperature (12). The SAS conditions have nonthermal dominance. Apoptosis during
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this linear changing period may be compared to the equilibrium to study the thermal
and nonthermal impact difference on the cellular level [49]. The experiment measured
apoptosis during the two definite periods of energy absorption. The regular mEHT of the
adenocarcinoma human alveolar basal epithelial cell line, A549 treatment, was performed
at 42 ◦C starting from 25 ◦C. The heating details were studied by divided periods, as shown
in Figure 17:

1. Phase 1. heated the cells from the room temperature (25 ◦C) to the usual starting
temperature of the in vitro experiments, the human body temperature (37 ◦C);

2. Phase 2. heated the cell culture from 37 ◦C to 42 ◦C, which is the equilibrium tempera-
ture of many standard hyperthermia treatments expecting the thermal impact;

3. Phase 3. kept the equilibrium 42 ◦C for 30 min;
4. Phase 4. continued the equilibrium heating at 42 ◦C for the next 30 min.

Figure 17. Analyzing the heating process in four phases: heat from 25 ◦C to 37 ◦C, from 37 ◦C to
42 ◦C, and keep the 42 ◦C for 30 and 60 min. (a) The power and temperature diagram: phase I and
II 18 W, phase III and IV 7.5 W, and the absorbed energy in Phase I is 10.8 kJ, in Phase II 5.4 kJ in
Phase III 13.5 kJ, and in Phase IV 13.5 kJ [49]. (b) The development of apoptosis in mEHT and wHT
applications in the A549 cell line.

The SAS period was 15 min, (with 18 W power) the equilibrium period 30 min (7.5 W).
In this case, the apoptosis (measured by Annexin V positive cells) was 31.18%. Remarkable
apoptosis was measured in phases I and II, while in the longer phases III and IV, the
apoptotic activity was low. Replacing the 1st phase with purely thermal water bath (WB)
heating, apoptosis decreased to 22.6%, and when the 2nd phase was also replaced with WB,
apoptosis decreased further to 7.2%, showing that the non-thermal effect in the heating up
SAS period had produced the majority of apoptosis (Figure 18). Counting that the SAS
had 18 W for 15 min (16.2 kJ), equilibrium needs only 7.5 W of power for 30 min (13.5 kJ).
The energy-corrected expected apoptosis in the equilibrium period increased a little and
became ~8.64%, but much smaller than the apoptosis in the SAS period. With the WB
(42 ◦C) and the incubation (37 ◦C), applied for the same time when the mEHT treatment
was performed, apoptosis was low at 2.61% and 2.42%, respectively.

Numerous control experiments were performed [49], substituting the various phases
with WB or incubation; the results showed the same dominance of the SAS period in
apoptotic production. When the treatment time in the equilibrium temperature (42 ◦C) was
doubled (added Phase 4.), apoptosis grew significantly from 31.18% to 31.63%. However,
when the equilibrium period cooled down the cell line to 37 ◦C for 5 min and up again to
42 ◦C in the next 5 min, apoptosis significantly increased to 51% altogether (Figure 19). In
this experiment, the pulsing increased apoptosis to more than two times more than the
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standard mEHT at the same time and same temperature. This remarkable result gave rise
to the idea of the pulsed mEHT development.

Figure 18. The apoptosis is high in the mEHT, keeping the treated adenocarcinoma human alveolar
basal epithelial cell line, A549, at 42 ◦C, and statistically does not differ from the time of keeping the
equilibrium (45 min or 75 min treatments), but the water bath with the same 42 ◦C has significantly
less apoptosis in the same cell line and, at the same time [49]. This difference was observed by others,
too [84,86]. It is noteworthy that the process in the incubator at 37 ◦C has statistically the same result
as the water bath at 42 ◦C. Results are significant (**, p < 0.005).

Figure 19. The interruption by pause/pulse power made a significant improvement in apopto-
sis. (a) the power impulse and the consequent temperature change in time. (b) The apoptosis
development over time with mEHT and wHT is related to temperature. (c) Apoptosis in differ-
ent treatment conditions. The difference between the continuous and pulsed treatment is highly
significant (***, p < 0.0005).

The pulsing role in apoptosis well supports the importance of the semi-adiabatic
heating period. At the same time, it proves the decisional role of the nonthermal effects on
apoptosis. These experiences were verified in vivo.
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3.3. In Vivo Verification

The in vivo rat model used immunocompetent animals [92]. An RG2 [D74] (ATCC®,
CRL 2433™, Manassas, VA, USA) astrocytoma [93] was inoculated into the parietal lobe of
syngeneic Fischer 344 rats. The inoculation was syngeneic, genetically sufficiently identical,
and immunologically compatible to allow for transplantation. There were three groups
(three animals in each): (1) sham, (2) continuous mEHT, and (3) periodically stopped,
pulsed mEHT treatments. The pulsing periods were 6 min with a 0.5 duty cycle, using the
homeostatic relaxation time shown in Figure 20. A gadolinium-based MRI contrast agent
(MAGNEVIST®, 0.5 mmol/mL, 0.2 mL/kg bdw) was used to detect lesions associated
with an altered blood-brain barrier, and the volume of the tumor was quantified at the
8th and 15th days after inoculations. The brain temperature was evaluated indirectly by
measuring the temperature in the middle ear and using a correlation curve set up in an
earlier experiment.

Figure 20. (a) The applied protocol. (b) Well-localized energy targeting on the head of the rat. (c) The
parameters during the treatment [93].

The tumor growth rate between the 8th and 15th days after inoculations was, in
the case of sham animals, 23.73 ± 12.15, in the treated with classical mEHT protocol,
19.08 ± 0.49, and in the treated with pulsing mEHT protocol, 6.83 ± 2.02 (Figure 21).

Figure 21. In vivo verification of the advantage of pulsed mEHT. (a) MRI imaging of the tumor
15th-day post-treatment with the Mediso nanoScan 1T small animal MRI system and a 3D image
acquisition sequence MAGNEVIST®, 0.5 mmol/mL, 0.2 mL/kg body. (b) Tumor growth rate after
the treatment (15th day) [92]. Results are significant (*, p < 0.05).
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The immunohistochemical analysis shows the highest effects of the extracellular re-
lease of HSP70 in pulsed treatment. The extracellular HSP70 molecule has a decisional
role [94] in tumor-specific immune reactions, delivering information for antigen-presenting
and killer T cell priming [95,96]. The reduction of the Ki67 protein, which marks prolifera-
tion, shows the suppression of the malignant activity in the rat highest with pulsed mEHT,
Figure 22.

 

Figure 22. The increase of the extracellular HSP70 and the reduction of the Ki67 proliferation marker
significantly increased in the pulsed experiment [92].

4. Pulsing Modulated Electro Hyperthermia

It is early knowledge that the blood flow and the speed of the heat delivery are con-
nected. Rapid heating well differentiates the blood flow between the tumor and healthy
host, while at slow heating, this difference tends to disappear [78], even when both were
performed for 20 min at 43 ◦C. In an early experiment, a heating pulse (45 ◦C, 10 min) was
used to treat experimental rhabdomyosarcoma BAll12 cells before continuous hyperther-
mia exposure for 3 h at 42.5 ◦C [97]. The starting pulse had a noticeable role in the results of
the hyperthermia procedure. These observations emphasize the role of the semi-adiabatic
heating period as one of the factors in the selection. Pulsed hyperthermia in cancer treat-
ment refers to a technique where heat is applied to tumor tissue in short, controlled bursts
rather than continuously. This approach can potentially enhance the effectiveness of cancer
treatments while minimizing damage to healthy surrounding tissues. Pulsing is not a new
heating technique. The precise temperature adjustment often uses pulsing for preciosity,
like in the incubators [98]. Hyperthermia in cancer therapy also uses thermal cycling to
enhance even the anticancer effect of natural compounds in pancreatic malignant cells [99],
and it was also used in human treatment [100].

Continuous hyperthermia can also damage healthy tissues surrounding the tumor.
Pulsed heating addresses this concern by delivering heat in cycles, having a heating phase
(applied for a short duration and raising the temperature to the desired level), and following
it with the resting phase (heating is stopped, allowing the tissue to cool down partially).
This cycling provides for the following:

• Reduced risk of damage to healthy tissues: since healthy tissues cool down faster than
tumors, they experience less heating during the resting phase;
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• Potentially enhanced tumor damage: some tumor cells might be more susceptible to
heat when exposed to pulsed heating than continuous heat;

• Improved treatment tolerability: patients may experience fewer side effects due to
reduced overall heat exposure.

The nonthermal effects of pulsed electromagnetic fields have also been
investigated [101] and are shown to have a harmful nonthermal effect when the puls-
ing power is high. Damage by the pulsing heat treatment is also displayed in skin layer
experiments [102] and well applicable for the chemical and thermal activation of the TRPV3
vanillin receptor [103], which otherwise has a role in immunogenic effects in mEHT appli-
cations because the mechanism of these channels could be modified by electric field [5]. An
essential application of the pulsed electric treatment makes the transient reversible opening
of the blood-brain barrier (BBB) [104–106]. This non-invasive method could be applied
to promote drug delivery to the brain, which the BBB blocks. The opening mechanism is
connected to the impact on tight junctions even without thermal effect [107]. When the
power has a periodic increase, the applied step-up heating is also a pulsed process with
very low frequency. The pulsed electric field (PEF) heating has particular applications in
pain management [108,109]. The oncological applications have just started and have a good
perspective [110]. The pulses are short (most nanoseconds) [111]. Longer heating times
(50 s) by magnetic pulses shows the usual heating pattern for breast cancer hyperthermia
treatment [112] and for induced damage of the tumor microcirculation. Electrochemother-
apy (ECT) is developing on this basis. Continuous ECT (galvanic treatment) is an old
therapy [113], also developed in the early 1990s in Bad Aibling (Germany) [114]. The PEF
application is quickly developing in electroporation [115]. While the “pulsing technique”
is commonly used in hyperthermia treatments, capacitive hyperthermia specifically does
not utilize this technique broadly.

The new mEHT with a pulsing technique is thermally assisted and provides all the
advantages of continuous mEHT operation. The above-described selective mechanisms
target the membrane rafts and the membrane microdomains, which have a role in intra-
cellular signal excitation and regulation, as well as the ICD processes. The targeting of
membrane rafts helps to develop novel complementary therapies to increase the sensitivity
to chemotherapeutic compounds, opening the gate for drug penetration into the cell and
reducing multidrug resistance [116]. The capacitive coupling could also give a unique
advantage in modifying the membrane voltage [117] with a low electric field.

The personal sensing homeostatic step-up heating solves safety problems when the
patient communicates about identifying any discomfort. The question naturally arises about
the reliability of subjective sensing, but personal sensing is the best available method for
monitoring the heating process. Personal sensing is typically used to drive many protocols
active in today’s medical treatments. When the patient cannot tolerate the prescribed dose,
it is lowered, trying to fit it to the personal tolerance level. There is no reliable personalized
dosing without controlling the guidance of personal sensing. In pulsed heat treatment,
immense power can be tolerated for the short pulsing time when the time between the two
pulses is long enough to return the temperature to the tolerable zone, at least partially. In
these conditions, personal sensing will be the average time of the power. The slow thermal
and physiologic reaction to the rapid power absorption makes averaging possible. By
applying heat in pulses, healthy tissue surrounding the targeted area has more time to cool
between pulses, potentially minimizing damage and side effects. This can be especially
beneficial for tumors located near sensitive organs or nerves.

4.1. The Pulsing Technique

The duty cycle is as follows:

D =
〈P〉
Pp

=
tp

tr
(13)
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where 〈P〉 is the average, Pp is the pulsed power, tp is the pulse width, and tr is the
repetition time. While the pulse “window is rectangular, the resulting heating pattern
differs. It all depends on the thermal parameters of the targeted mass (Figure 23).

 

Figure 23. The electric pulsing and the thermal reaction differ. (a) The pulse heats the material, which
is slower than the electric signal, and the end of the pulse starts a cooling process. (b) The thermal
parameters of the target (t0) define the relaxation time of heating–cooling phases. The change of t0

may drastically change the thermal pulse at the same electric pulsing.

When the duty cycle is low, the average temperature is unchanged and remains
on the baseline, having enough time to cool between the pulses. However, when the
duty cycle grows, the cooling down period relatively shortens and could not be enough
to reach the baseline again. In this case, the average temperature rises. The growing

temperature follows roughly a cumulative Weibull function [49] W = exp
(
−
(

t
t0

)n)
,

where n is the shape parameter, and t0 is the time parameter. Both depend on the target
material (Figure 24).

Figure 24. Effect of the duty cycle. (a) When the off-period of the pulsing is shorter than necessary for
the thermal return to the baseline, the target cumulates the heat, and the overall average temperature
grows. (b) The average temperature growth can usually be described with the Weibull function. (c)
The pulsed heating process with Weibull heat-shape.

4.2. Advantages

The pulsing of mEHT has numerous advantages, as follows:

1. Enhanced Efficacy:

a. The active factor of the mEHT is the RF current, which selectively flows through
the target. In pulsing conditions, the extreme power gives a proportionally
sizeable current density, which causes an effect. Pulsed heating can be more
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effective at killing cancer cells than continuous heating at the same average
temperature;

b. The pulsing induces the semi-adiabatic start of temperature growth, which
accounts for the most significant part of apoptosis and induces immunogenic
processes;

c. In a low-duty cycle, increased blood flow to the tumor during the off pulses can
bring in more oxygen and nutrients needed for the heat to damage the cells.

d. The high-power pulse may induce reversible electroporation, increasing syner-
gic efficacy with complementary chemo and immune therapies;

e. Pulsed heating does not drastically influence homeostatic regulation as contin-
uous heating does. So, the treatment and natural regulations are more effective
in cooperative harmony;

f. Studies show that pulsed electric fields effectively relieve pain, improving
patients’ quality of life.

2. Control and Flexibility:

a. Pulsed heating allows for finer control over the temperature delivered to the
target area. The pulse duration, frequency, and power can be adjusted to achieve
the desired therapeutic effect while minimizing the heating of surrounding
tissue;

b. The power in the pulses may be kept constant; only the duty cycle changes the
average power, which determines the temperature. Like digital technologies,
the continuous power (and constant energy absorption in a pulse) makes the
dose more controllable;

c. The associated side effects are reduced due to the pulsed heating and its rela-
tively long relaxing time with a low-duty cycle;

d. The synergy of the thermal and nonthermal electric absorption is more reliable;
e. Despite the large pulse power, skin and adipose burns are less likely because

the subcutaneous blood flow is active, may quickly reduce the heat stress in the
pausing period, the pulse is short to burn, and the low-duty cycle ensures the
low average temperature on the surface, too.

3. Potential Dose Reduction:

a. Due to potentially higher efficacy, pulsed heating might require lower overall
heat doses than continuous heating, potentially reducing treatment time;

b. The specific benefits of pulsed heating may vary depending on the type of
cancer, tumor size, location, and other factors.

4. Technical advantages:

a. The reduced cooling facility makes designing a simpler and more efficient
electrode system possible;

b. Forcing step-up heating is unnecessary; choosing the semi-adiabatic phase is
automatic and self-adjusted;

c. The tuning is more accessible because the power (the pulse intensity) is constant
during all the processes;

d. Having 200 W in continuous heating, the power is at a 36 cm depth (the heaviest
patient) and is ∼ 15% of the incident field, which is ∼ 30 W. In the pulsed
case, reaching the same temperature with 800 cap W pulses with 0.24 duty cycle
(average power is also 200 cap W like it was in the continuous case), the power
at 36 cm will be 120 W in pulses, which is a significant increase. I propose the
idea that this method treats all depths in humans equally.

4.3. Limitations

While pulsed mEHT shows significant advantages in cancer treatment, there are
still potential limitations and adverse effects. The severity of the possible adverse ef-
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fects depends on various factors, such as individual health, treatment parameters, and
tumor characteristics.

1. Local tissue damage: Although pulsed heating reduces overall heating time, localized
areas within the treatment zone may still experience high temperatures, potentially
leading to extended tissue damage. The selection mechanisms on the tumor localize
it, so the host tissues are likely safe. Still, we may lose part of the immunogenic
advantages by the necrotic way of tumor cell death;

2. Pain: The heating process can cause discomfort, and individual sensitivity varies.
Some patients might experience more intense pain with pulsed heating than continu-
ous heating, but the overall pain reduction after the treatment likely works for all;

3. Nerve effect: Depending on the location, pulsed mEHT could lead to local numbness,
tingling, or other nerve-related issues, depending on the patient’s state;

4. Systemic effects: Like any hyperthermia treatment, pulsed heating can cause systemic
effects like thirstiness, fever, chills, fatigue, nausea, and vomiting. The severity of these
effects depends on factors like individual health, treatment parameters, underlying
medical conditions, and complementary medical applications;

5. Tumor-specific risks: The significantly high-power intensity in the pulses may cause
rapid tumor lysis syndrome, which is toxic;

6. Unforeseen complications: As with any new medical technology, unforeseen complica-
tions are always possible. More research is needed to fully understand the long-term
effects and potential rare side effects of pulsed mEHT. Open communication and
regular monitoring during treatment are crucial to identify and promptly manage any
adverse effects;

7. Technical challenge:

a. The pulsing power and temperature averages could differ depending on the
tumor’s thermal washout physiology, which patients may have differently.

b. The average power depends on the duty-cycle, so it does not serve as a dose in
the mEHT as it was in continuous power. The dose could be only the integrative
absorbed energy.

c. The pulsing can change the original 1/ f modulation depending on its duty
cycle.

5. Conclusions

The pulsed mEHT treatment gives additional advantages to the standard modulated
electro-hyperthermia. This type of treatment provides promising improvements in terms
of safety and efficacy. The additional impulse modulation (high-power pulsing) increases
the mEHT efficacy. The increased penetration depth supports the treatment of deep-seated
tumors for heavy patients, and the decreased thermal load on the skin and the adipose
tissues increases the patient’s safety and quality of life
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Abstract: Pulsed Electromagnetic Fields (PEMF) are widely used, with excellent clinical outcomes.
However, their mechanism of action has not yet been completely understood. The purpose of this
review is to describe current observations on the mechanisms of PEMF, together with its clinical
efficacy. Osteoblast responsiveness to PEMF is described on several scales, from the cell membrane to
clinically relevant bone formation. PEMF has been shown to activate membrane adenosine receptors.
The role of adenosine receptors in activating intracellular second messenger pathways, such as the
canonical Wnt/β-catenin pathway and the mitogen-activated protein kinases (MAPK) pathway, is
described. The responsiveness of osteoblasts and the synthesis of structural and signaling proteins
constitute the role of PEMFs in promoting osteogenesis and bone matrix synthesis, and they are
described. Multiple studies, ranging from observational and randomized to meta-analyses that
investigate the clinical efficacy of PEMF, are described. This review presents a favorable conclusion
on the clinical effects of PEMF while unlocking the “black box” of PEMF’s mechanism of action, thus
improving confidence in the clinical utility of PEMF in bone repair.

Keywords: pulsed electromagnetic field; bone repair; intracellular second messenger; adenosine
receptor

1. Introduction

Pulsed electromagnetic fields (PEMF) are regarded as safe and efficacious treatments
for fracture non-unions and bone defects. Despite excellent clinical outcomes, however,
the mechanisms of PEMF stimulation of bone have, until recently, been incompletely
understood, compromising confidence in clinical and physiological observations. Within
recent years, the mechanisms of PEMF effects on osteoblasts and repairing bone have been
elucidated, allowing an understanding of the biology of PEMF-augmented bone formation
and repair [1,2]. This review describes cell recognition of PEMF through signal transduction
of adenosine A2A and A3 cell membrane receptors [3,4] and traces intracellular signaling
through pathways such as the WNT–β-catenin pathway [5]. PEMF effects on osteoblast
responses of the synthesis of structural and signaling cytokines and the formation of bone
matrix are described. Then, a compilation of the clinical results of PEMF treatment of
fractures and non-unions through individual studies and meta-analyses is presented [6–8].
Understanding of PEMF membrane reception and of the intracellular pathways involved,
culminating in the synthesis of extracellular matrix proteins and bone restoration, should
enhance confidence in the clinical use of PEMF and the identification of clinical conditions
likely to be favorably affected by PEMF exposure. This review describes mechanistic
observations of PEMF on bone on several scales, from the cellular to the organismal and
clinical levels.
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2. Cell Reception of Pulsed Electromagnetic Fields—The Role of A2A Adenosine
Receptors in PEMF-Mediated Bone Healing

PEMFs have been known to stimulate bone healing for more than 40 years. The most
commonly accepted hypothesis of the mechanism of action is that PEMFs act through
the modulation of Ca2+ intracellular concentration and the action on membrane receptors.
Early studies showed that PEMF exposure affects membrane-associated second messenger
systems such as Ca2+, cAMP, or phosphatidylinositol metabolism and subsequent cellular
responses. Cain et al. demonstrated that PEMFs inhibit the cAMP response to parathyroid
hormone in bone cells [9]. Similarly, Cadossi et al. found that PEMF exposure enhances
the response of human lymphocytes to phytohemagglutinin (PHA) by enhancing ligand-
receptor migration and capping at the cell membrane [10]. In 1999, Ventura et al. showed
that PEMF-induced nuclear PKC activation led to myocardial opioid gene expression [11].

Adenosine is an endogenous purine nucleoside involved in various physiopathological
processes. Adenosine is primarily synthesized through the dephosphorylation of ATP, ADP,
and AMP by two hydrolyzing enzymes: ectonucleoside triphosphate diphosphohydrolase
(CD39) and ecto-5′-nucleotidase (CD73) [12]. Adenosine functions are mediated by its
interactions with four G-protein coupled receptors (GPCRs): A1, A2A, A2B, and A3 ARs.
Specifically, A1 and A3 adenosine receptors (ARs) are coupled to Gi proteins, which inhibit
adenylate cyclase (AC), leading to a reduction in cAMP levels. cAMP is located on the
intracellular side of the plasma membrane and is important for activating intracellular
second-messenger systems. Conversely, A2A and A2B ARs are coupled to Gs proteins, and
their activation leads to an increase in cAMP [12].

Under physiological conditions, adenosine is found in low concentrations in the
extracellular environment; however, under stress conditions, such as bone loading, fracture,
and repair, adenosine concentrations increase [13]. Activation of adenosine receptors has
been reported to affect the differentiation and activity of osteoblasts and osteoclasts both
in vitro and in vivo, suggesting a role for adenosine in bone healing and regeneration. In
particular, activation of A2A ARs has been reported to inhibit osteoclast differentiation
through the activation of protein kinase A (PKA) and inhibition of nuclear factor kB
(NFkB) nuclear translocation [14], while the selective A2A receptor agonist CGS21680 has
been shown to inhibit osteoclast function, by decreasing interleukin-1β (IL-1β) and tumor
necrosis factor-α (TNF-α) secretion [15].

Gharibi et al. reported that A2A ARs are expressed in rat MSCs, and their expression
is upregulated during the later stages of osteoblastic differentiation, where they play a
crucial role in osteoblast maturation and osteoblast phenotype maintenance [1]. Micro-
computed tomography of the femur from A2A knockout mice showed a significant decrease
in the bone volume/trabecular bone volume ratio, decreased trabecular number, and
increased trabecular space. Histological analysis showed an increased number of tartrate-
resistant acid phosphatase (TRAP)-positive osteoclasts, and electron microscopy showed
increased bone reabsorption [15]. Altogether, these results suggest that A2A ARs regulate
osteoclast formation and function in vitro and that deletion of these receptors leads to
enhanced osteoclast formation and function in vivo, causing a decline in bone mineral
density (BMD) [15].

In vivo, the selective agonist for A2A ARs has been shown to reduce osteoclast-
mediated bone resorption in a murine calvaria model of wear particle-induced bone
resorption [9]. Micro-computed tomography of calvaria showed that CGS21680, a specific
A2A AR agonist, treatment reduced particle-induced bone pitting porosity and increased
local bone volume compared to control mice [16]. Moreover, A2A ARs stimulation sup-
pressed inflammation, leading to reduced secretion of pro-inflammatory cytokines and
molecules that stimulate osteoclast formation, such as macrophage-colony stimulating
factor (M-CSF) and receptor activator of nuclear factor-kB (RANKL) [16].

A number of other studies have been supportive of the role of A2A in bone formation.
In a critical size defect model in murine calvaria, Mediero et al. showed that the treatment
with the A2A R selective agonist stimulated new bone formation similar to BMP-2 [17].
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Zheng et al. reported that local implantation of fibrin gel containing an A2A adenosine
receptor agonist enhanced bone healing in rat fractures [18]. Recently, Larranaga-Vera et al.
used a conjugate of CGS21680 to alendronate through a PEG-linker to treat osteoporotic
mice and showed that mice treated with the A2A AR agonist only exhibited both new bone
formation and reduced bone loss [19]. Altogether, these findings suggest a role for A2A
ARs in regulating bone homeostasis and regeneration.

In 2002, Varani et al. identified adenosine receptors (ARs) as the primary targets
of PEMF stimulation [20]. PEMF exposure significantly increased the density of A2A
and A3 ARs on the cell membrane of chondrocytes, synoviocytes, and osteoblasts [20].
Notably, A1 and A2B receptors are not influenced by the same exposure conditions. More-
over, PEMFs synergize with a specific A2A receptor agonist to elevate intracellular cyclic
adenosine monophosphate (cAMP) levels, while an A2A receptor antagonist blocks these
effects, suggesting that PEMFs specifically act through A2A adenosine receptors with a
pharmacological-like mechanism. In vitro studies conducted in the human osteoblast cell
line, hFOB 1.19, showed that PEMF exposure leads to increased expression of A2A and A3
ARs, resulting in an increase in cAMP production [21]. The specific A2A agonist, CGS21680,
significantly increases hFOB 1.19 cell proliferation, and PEMF treatment further enhances
such cellular proliferation. Furthermore, the A2A and A3 receptor agonists, CGS21680
and Cl-IB-MECA, respectively, showed anti-inflammatory activity, decreasing the release
of inflammatory cytokines and other mediators implicated in bone diseases [21]. This
agonist activity inhibits the NF-kB pathway, a key regulator of matrix metalloproteinase
(MMP) expression, alongside several inflammatory response genes [6]. However, these
effects were blocked when the specific A2A receptor antagonist was present, suggesting
that PEMFs act through A2A AR activation via a pharmacologic-like mechanism [20]. An
experimental study using an A2A agonist drug demonstrated that PEMF may also provide
chondroprotective effects on articular cartilage [22].

Recently Kar et al. studied the role of A2A and A3 ARs in PEMF-mediated bone healing
by means of gene disruption experiments. The results showed that A2A and A3 ARs could
activate two complementary signaling pathways involved in PEMF-induced osteoblast
differentiation, suggesting that A2A and A3 ARs facilitate PEMF action in the initial phases
of osteoblast differentiation [4].

Taken together, these results suggest that PEMF-induced bone healing could be me-
diated at least in part through agonistic activity on A2A ARs. Table 1 summarizes the
main findings described in this section. The studies described highlight the significant
role played by A2A receptors in bone healing alongside the complementary role played by
A3 receptors in osteoblast differentiation. These studies show that PEMF activation can
activate these receptors.

Table 1. Summary of Studies that Highlight the Role ARs Play in Bone Healing.

Authors Adenosine Receptor Results

Gharibi et al. [1] A2A

A2A ARs play a crucial role in osteoblast
maturation and osteoblast phenotype
maintenance.

Varani et al. [20] A2A and A3
PEMF significantly increased A2A and A3
ARs density, but not A1 and A2B receptors.

Kar et al. [4] A2A and A3

A2A and A3 ARs can activate pathways
that enhance osteoblast differentiation
through PEMF exposure.

Mediero et al. [17] A2A

Treatment with an A2A receptor selective
agonist stimulated new bone formation in a
murine calvaria model, similar to BMP-2.

177



Bioengineering 2024, 11, 1223

Table 1. Cont.

Authors Adenosine Receptor Results

Zheng et al. [18] A2A

Local implantation of fibrin gel containing
an A2A receptor agonist enhanced bone
healing in rat fractures.

Larrañaga-Vera et al. [19] A2A

CGS21680 conjugate to alendronate
promoted new bone formation and
reduced bone loss in osteoporotic mice.

3. Intracellular Signaling and Nuclear Responses to Pulsed Electromagnetic Fields:
From Membrane to Nucleus

Intracellular signaling pathways convert received stimuli into cell responses, some of
which can be therapeutically advantageous through the reinforcement or repair of local
structures [23,24]. This section will describe the intracellular signaling paths, primarily
in osteoblasts, resulting in bone formation. Several pathways have been implicated as
intracellular messengers of the PEMF signal to the cell-to-bone repair. However, the roles
of some of the pathways are still debated and will be briefly discussed to provide a more
complete picture.

3.1. Calcium/Calmodulin

Several in vitro and in vivo studies showed that PEMF exposure elicits dose–response
effects on osteoblast proliferation and on the synthesis of structural and signaling extra-
cellular matrix (ECM) components. An important signaling mechanism described for
PEMF involves the release of intracellular Ca2+ from the endoplasmic reticulum [25].
The subsequent increase in intracellular Ca2+ concentration leads to the activation of the
Ca2+/Calmodulin pathway, resulting in the upregulation of osteogenic genes, such as
Transforming Growth Factor-β family genes (TGF-β1, -β2, -β3), Bone Morphogenetic Pro-
tein 2 and 4 (BMP-2 and -4), Fibroblast Growth Factor (FGF)-2, Osteocalcin (BGP), and
alkaline phosphatase (ALP) [26]. Activated PLA2 leads to an increase in prostaglandin E2
(PGE2), a potent stimulator of bone formation in vivo and in vitro [27,28].

The increase in intracellular calcium concentration induced by PEMFs has also been
reported in hMSCs as an early event during the stimulation of osteogenic differentiation [29].
Currently, the exact mechanism connecting PEMFs, calcium, and osteogenesis remains
unclear, likely due to the intricate processes that control calcium influx and the not yet
fully understood roles of calcium flux and voltage-gated calcium channels in osteogenic
differentiation [30].

3.2. Bone Morphogenic Protein

Additionally, PEMF stimulation has been reported to significantly increase the pro-
osteogenic activity of members of the TGF-β gene family, including BMP-2 and BMP-4.
Martini et al. confirmed the combined osteogenic activity of PEMFs and BMP-2 in human
bone marrow MSCs (hBMSCs) [31–33] in the presence of low doses of BMP-2. Their findings
indicate that the effects of PEMFs were linked to the upregulation of several BMP signaling
components, including BMP-2, BMP-6, and BMP type I receptor, and to the activation of
SMAD1/5/8, the main player in the canonical BMP signaling pathway [33].

3.3. MAPK/ERK and Wnt/β-Catenin

Two major messaging systems that are activated by ARs and result in nuclear activa-
tion are the MAPK/ERK pathway and the canonical Wnt/β-catenin pathway.

The mitogen-activated protein kinases (MAPK) pathway transmits extracellular sig-
nals, such as those activated by PEMF, to the nucleus by utilizing the three MAPK subunits,
composed of serine/threonine kinases: extracellular-regulated kinases (ERKs), Jun N-
terminal kinases (JNKs), and p38 [5]. This pathway allows cells to interpret external signals
and plays a significant role in many pathophysiological processes, such as differentia-
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tion and apoptosis, through the regulation of nuclear transcription factor activation [5].
The MAPK pathway is important for osteogenic differentiation, particularly through its
interactions with the TGF-β/BMP gene family.

The canonical Wnt/β-catenin pathway promotes MSC commitment to differentiation
into the osteoblastic lineage while indirectly repressing osteoclast differentiation and, ac-
cordingly, bone resorption by increasing the secretion of osteoprotegerin [22]. The pathway
is stimulated by PEMF and is a regulator of bone homeostasis. A review reported increased
bone mass as a result of increased Wnt–β-catenin pathway activation and decreased bone
mass as a result of Wnt–β-catenin inhibition [5]. Increases in cAMP, which are further
increased by A2A receptors, enhance transmembrane signaling and activate intracellular
second-messenger systems such as MAPK and Wnt–β-catenin.

3.4. Other Relevant Pathways

Other intracellular signaling pathways of importance have been described as well.
Miyamoto et al. described the effects of PEMF on osteoblasts as they related to cellular
responses such as the mTOR pathway [2]. They found that intermittent PEMF stimulation
may participate in accelerated cell proliferation to promote fracture healing [2]. Wang et al.
reported activation by PEMF exposure of the sAC–cAMP–PKA–CREB signaling pathway,
stimulating osteogenic differentiation and mineralization [34].

The osteogenic differentiation of bone marrow mesenchymal stromal cells
(BMSCs) may be stimulated through PEMF-activation of the Notch signaling pathway [35].
Four Notch receptors have been identified in humans (Notch 1–4), allowing the Notch
pathway to play a dimorphic role in bone turnover [36]. Notch signaling on osteoblasts is
cell context-dependent and not strictly inhibitory or stimulatory. For example, increased
bone formation can result from a restriction of Notch signaling in osteoblasts [36].

Collectively, these data highlight the important role these pathways play in fracture
healing, alongside PEMF interactions with second messenger systems and the membrane.
Table 2 summarizes the main findings described in this section.

Table 2. Important Pathways Activated by PEMF Exposure that Increase Bone Formation.

Pathway Affected Molecules Outcome

Ca2+/Calmodulin
TGF-β1, -β2, and -β3, BMP-2
and -4, FGF-2, BGP, and ALP.

Upregulation of osteogenic genes
leading to bone formation.

MAPK/ERK ERKs, JNKs, p38, and the
TGF-β/BMP gene family. Osteogenic differentiation

Wnt/β-catenin β-catenin, Wnt,
osteoprotegerin

MSC commitment to osteoblastic
differentiation and repression of

osteoclast differentiation

mTOR mTOR Promotion and acceleration of cell
proliferation and fracture healing.

Notch Notch 1–4 Bone turnover

4. Pulsed Electromagnetic Field Stimulation of Bone Matrix Synthesis: From Stem
Cells to Bone

PEMF has been shown to enhance chondrogenic and osteogenic mesenchymal stem
cell (MSC) differentiation, most likely through AR activation [37]. AR activation activates
many second messenger pathways, which activate relevant genes within the nucleus, where
relevant bone proteins are eventually synthesized.

Some MSC types can express an adipogenic, chondrogenic, or osteogenic pheno-
type distinguished through the synthesis of molecules such as collagen, proteoglycan,
fibronectin, and CD44 [38]. A study found increased osteoblastic gene expression in re-
sponse to specific PEMFs on human bone marrow-derived MSCs [39]. MSCs are involved
in bone repair following an injury, such as a fracture, through endochondral ossification

179



Bioengineering 2024, 11, 1223

and intramembranous ossification [40]. During endochondral ossification, MSCs differenti-
ate into chondrocytes to create a cartilage model, which is then replaced by vasculature
and osteoblasts, which synthesize osteoid and induce calcification into bone. During in-
tramembranous ossification, cartilage is not first formed, and MSCs directly differentiate
into osteoblasts instead [40]. In both types of bone formation, osteoblasts build bone by
depositing osteoid (the organic bone matrix) during bone remodeling and repair. Bone
formation occurs when osteoid is calcified with inorganic calcium hydroxyapatite [41].

Bone morphogenic protein (BMP) and transforming growth factor β (TGF-β) are the
primary stimulators of MSC differentiation into osteoblasts and chondrocytes. BMPs have
multiple subtypes. A comprehensive analysis found that BMP-2, -6, and -9 were the most
potent in the differentiation of MSCs into osteoblasts [42]. Interestingly, low BMP-2 levels
are associated with MSC differentiation into adipocytes [43].

TGF-β is a potent chemotactic agent that stimulates MSC, pre-osteoblast, osteoblast,
and chondrocyte proliferation. During the early stages of fracture healing, TGF-β is released
by activated platelets to induce MSC migration and proliferation [44]. Taken together, both
BMP and TGF-β are essential for normal fracture healing since they are critical for MSC
differentiation into osteogenic cells. Figure 1 below summarizes the impact of several
physical factors, including PEMF, on MSC differentiation.

Figure 1. Sources of MSCs and physical factors that can stimulate MSC differentiation into osteogenic
cells. Figure from Hung et al. [45].

With PEMF exposure, bone marrow-derived and other MSCs promote a more rapid
onset of osteogenesis when compared to unexposed controls. This was identified through
enhanced alkaline phosphatase, osteocalcin, BMP-2, and TGF-β measurements only during
the early stages of differentiation [31,46].

Bone matrix synthesis is stimulated by PEMF through an increase in osteocalcin,
alkaline phosphatase, and matrix mineralization in BMSCs and adipose stem cells (AMSCs),
according to Ongaro et al. [32]. PEMF has also been shown to significantly enhance alkaline
phosphatase production, an early osteogenesis marker, within seven days in “both basal and
osteogenic cultures as compared to untreated controls” [39]. In an AMSC and osteoblast
co-culture, Ehnert et al. demonstrated that PEMF increased osteogenic differentiation
and proliferation [47]. Of particular importance, the Wnt–β-catenin pathway, which is
stimulated by PEMF, increases the expression and activation of transcription factors, which,
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in turn, stimulate the nucleus and protein synthesizing apparatus of subcellular organelles
to synthesize the extracellular structural proteins that comprise osteoid.

Poh et al. showed that PEMF induced protein kinase B (Akt) and activation of the
MAPK/ERK signaling cascade. This significantly upregulated osteocalcin, collagen type I,
and alkaline phosphatase levels [48]. ARs activate MAPKs and, thus, provide an intracellu-
lar pathway for PEMF signaling. As a result of MAPK activation, PEMF upregulates ECM
molecules, collagen type I, alkaline phosphatase, and osteocalcin [48]. Figure 2 describes
how JNKs, a MAPK subunit, seem to be the most affected by PEMF exposure.

Figure 2. Effects of PEMF exposure on MAPK subunits. This is a western blot analysis of the
three MAPK subunits, ERK, p38, and JNK, indicating that JNK is the only subunit affected by PEMF
exposure. Figure from Littman [5].

One of the transcription factors activated by MAPKs is activating protein-1 (AP-1),
which controls several cellular responses and regulates gene expression from external
stimuli. Notably, AP-1 is a transcription factor for TGF-β, and it is enhanced by PEMF
exposure. Electromobility shift assay (EMSA) of nuclear extracts has shown that, in ex-
perimental endochondral ossification, PEMF stimulation bound AP-1 at a significantly
higher rate at all times compared to non-PEMF-stimulated endochondral bone formation,
indicating increased transcriptional activity [5]. These results are described in Figure 3.
As a consequence of nuclear activation by AP-1, a variety of structural and signaling pro-
teins that are essential for successful bone healing are synthesized. These proteins include
osteoprotegerin, osteocalcin, and collagen type I.

Immediately after a fracture occurs, a hematoma forms, where hematopoietic stem
cells, such as MSCs, are recruited to the fracture site. Over a variable time period, depending
on the fracture, inflammatory tissue and cartilage are formed, which are replaced by os-
teoid and, eventually, followed by bony callus formation and, finally, bone remodeling [49].
When fractures do not heal after nine months, without signs of healing for three months,
they become known as fracture non-unions [50]. During fracture non-union, endochondral
ossification occurs in a clinically insignificant degree, preventing the formation of calcifi-
able cartilage and eventual bone formation. Exposure to appropriately configured PEMF
has been shown to stimulate endochondral ossification. In experimental endochondral
ossification, radiolabeled sulfate incorporation into glycosaminoglycan demonstrated in-
creased chondrogenesis. The chondroid matrix content was significantly increased and at
an accelerated rate by PEMF (Figure 4a,b). Importantly, for the success of endochondral
bone formation, chondrogenesis ceased on time, and the cartilage matrix was removed for
calcification and bone formation [45].
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Figure 3. EMSA of nuclear extracts of ossicles demonstrating increased AP-1 binding as a result of
PEMF stimulation. Figure from Littman [5].

Figure 4. (a) In experimental endochondral ossification, PEMF stimulation produced a significant
increase in proteoglycan synthesis on day 4 of stimulation, peaking at day 8 before dropping down to
normal levels associated with calcification. (b) PEMF stimulation gradually increased glycosamino-
glycan content between days 4 and 8 prior to calcification onset on day 10. Reprinted with permission
from Ref. [45]. 2024, Oxford University Press.

Fassina et al. demonstrated in SAOS-1 human osteoblasts that PEMF improved cell
proliferation and decorin, fibronectin, osteopontin, types I and III collagen, osteocalcin,
and TGF-β [51]. Collectively, the data presented in this section show that PEMF stimulates
a variety of structural and signaling molecules of importance to bone formation. Table 3
summarizes the main findings from this section.

Table 3. Summary of Key Studies Showing PEMFs’ Effects on Bone Matrix Synthesis.

Author Affected Molecules Outcome

Ongaro et al. [32] Osteocalcin and alkaline
phosphatase

PEMF enhances bone matrix synthesis
and osteogenic differentiation in
BMSCs and AMSCs.

Ehnert et al. [47] Alkaline phosphatase
PEMF increased osteogenic
differentiation and proliferation in
AMSCs and osteoblasts.
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Table 3. Cont.

Author Affected Molecules Outcome

Poh et al. [48] Akt, osteocalcin, collagen type I,
and alkaline phosphatase

PEMF activation upregulates ECM
molecules and osteogenic markers via
the MAPK pathway.

Fassina et al. [51]
Decorin, fibronectin, osteopontin,
types I and III collagen,
osteocalcin, and TGF-β

PEMF improved cell proliferation in
SAOS-1 human osteoblasts.

5. Clinical Evidence for Enhanced Fracture Repair by Pulsed Electromagnetic
Field Exposure

Bone fractures and non-union present significant challenges in orthopedic care, often
leading to prolonged pain, disability, and increased healthcare costs, requiring interven-
tions beyond traditional methods to promote healing. Traditional methods such as casting,
surgical fixation, bone grafting, and pharmacological interventions are effective but can
be limited by patient-specific factors, complications, or delayed healing. PEMF is a non-
invasive treatment modality that has emerged as a promising adjunct therapy, offering
a non-invasive approach to stimulate bone repair [52,53]. Recent reviews suggest that
PEMF stimulation is both beneficial and cost-effective for specific orthopedic conditions,
particularly when used alongside standard first-line treatments. When applied appropri-
ately, PEMF stimulation enhances the success rates of fracture healing and is effective in
preventing and treating non-unions [6,53–55]. PEMF stimulation is U.S. F.D.A. approved
as a non-invasive method to promote bone healing and is widely used in both the U.S.
and Europe.

Evidence for the clinical efficacy of PEMF in bone healing is provided by observational
studies, controlled trials, and meta-analyses for both fresh fractures and non-unions.

5.1. Clinical Efficacy of PEMF in Fresh Fractures and Osteotomies

Del Buono et al. conducted a case-control study with 50 diaphyseal tibial fractures
that underwent reduction and nailing fixation and were allocated to two groups: PEMF-
stimulated and unstimulated controls [7]. The pain was significantly lower in the PEMF
group at three months, with an average functional recovery of 4.1 months, while control
patients took an average of 5.3 months (p < 0.0001). The PEMF group achieved frac-
ture healing, assessed by X-ray, more quickly (12.3 ± 2.8 weeks) than the control group
(16.5 ± 8.4 weeks, p = 0.02). PEMF reduced postoperative pain, analgesic use, and fracture
healing time.

In 1986, Fontanesi et al. showed a clinically significant acceleration in healing time
in 20 PEMF-stimulated patients (85.7 ± 18.1 days) compared to 20 unstimulated control
patients (109.2 ± 30.7 days; p < 0.005) [56]. Borsalino et al. conducted a double-blind
study of 32 patients (16 treatment and 16 control) who underwent femoral intertrochanteric
osteotomy. The authors conducted a roentgenographic evaluation and callus density
measurements. All patients were given a placebo control or active PEMF unit on the third
day after osteotomy. PEMF exposure accelerated femoral osteotomy healing by increasing
callus formation and trabecular bone bridging in the osteotomy area (p < 0.01). At 40 and
90 days after surgery, consolidation was described as significantly more advanced in the
PEMF-treated group: p < 0.05 [57].

Mammi et al. investigated the effects of PEMF in 40 patients treated for degenerative
knee arthrosis who underwent valgus tibial osteotomy. Patients were randomly assigned to
either a placebo control group or a PEMF-stimulated group. The patients were then rated
by osteotomy healing progress into four categories. Category one was the least advanced
stage in healing, while category four was the most advanced. 72.2% of the PEMF-stimulated
group were ranked categories three and four, while 73.6% of the placebo control group were
ranked to categories one and two. PEMF exposure accelerated tibial osteotomy healing
(p < 0.04) [58].
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In both the Borsalino and Mammi studies, performance bias was minimized by having
a standard operating protocol and a single operating surgeon in each [57,58]. The data
from both studies were combined by Massari et al. Figure 5 highlights these findings.

Figure 5. Adapted from Massari et al. [6]. Data are presented as mean +/− standard deviation.
(a) represents increased bone callus density measurements at both 40 and 90 days with PEMF
stimulation compared to placebo from Borsalino et al. (b) represents increased bone callus quantity
measurements at both 40 and 90 days with PEMF stimulation compared to placebo. (c) represents an
increased percentage of bone healing at 60 days with PEMF stimulation compared to the placebo from
Mammi et al.

Sharrard et al. conducted an RCT assessing the impact of PEMF therapy on tibial
shaft fracture, all of which were conservatively treated and had union delay between
16 and 32 weeks [59]. All patients were treated with plaster immobilization; however,
20 patients received active PEMF stimulation units, while 25 received placebo control
units for 12 weeks. Radiographic assessments were conducted, and evaluation of the
PEMF-stimulated group revealed radiological union in 5/20 fractures, progression toward
union in another 5/20, and no progress in 10/20 cases. In the control group, only one
fracture showed union, another showed progress, and 23/25 showed no progress. These
results indicated a highly significant difference in favor of the active group (p = 0.002).
The study concluded that PEMFs significantly promote healing in tibial fractures with
delayed union.

Faldini et al. conducted an RCT of 77 patients with femoral neck fractures treated
with screw fixation in which patients were randomized into a PEMF-stimulated group or
a placebo control group. During follow-up at 15.7 months, fracture healing occurred in
15/16 (94%) of patients who were compliant with the active PEMF treatment (more than
6 h/day), compared to 11/16 (69%) in the placebo group. Pain levels were significantly
lower in the compliant active group at all follow-up visits compared to the placebo group.
In compliant patients, a reduced incidence of osteonecrosis was observed (37% vs. 78%,
p < 0.03). This demonstrated that PEMF can increase healing rates of fresh femoral neck
fractures [60].

In these six studies of the clinical efficacy of PEMF for fresh fractures and osteotomy,
PEMF has been demonstrated to increase healing rates by accelerating the healing time
and increasing the number of patients who were healed when compared to a placebo
control group.

5.2. Clinical Efficacy of PEMF in Non-Unions

Marcer et al. completed a case series where a 73% healing rate was observed in
147 patients who underwent PEMF stimulation for 10 h/day after tibial, femoral, or
humeral external fixation. On average, the time elapsed since the original fracture was
13.8 months, and an average of 3.3 operations were performed without successful union
prior to PEMF-stimulated [61].

Traina et al. reported a controlled study of patients suffering from non-union fresh
tibial fractures in which they found that 41 PEMF-stimulated patients had a shorter union
time compared to 26 unstimulated control patients. In the control group, the average
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healing time was 7.8 ± 3.5 months versus 5.7 ± 2.5 months in the stimulated group
(p < 0.01); 69% of the control patients healed compared to healing in 88% of the PEMF-
stimulated patients (p < 0.03) [62].

In a prospective comparative study, Cebriàn et al. reported 57 patients who under-
went intramedullary nailing for non-union of tibial pseudoarthrosis. Of those patients,
22 received PEMF stimulation in addition to the nailing [63]. Successful healing was ob-
served in both groups. 20/22 (91%) in the PEMF-stimulated group compared to 29/35 (83%)
in the surgery-only group. The average time to union, based on radiological evidence, was
3.3 months with PEMF and 4.9 months with the surgery-only group (p ≤ 0.05). PEMFs
proved beneficial in treating tibial non-union, and their non-invasive nature contributed to
a higher rate of complication-free unions.

Shi et al. conducted an RCT that evaluated the effectiveness of early PEMF application
compared to a placebo control group in the treatment of delayed union of long-bone
fractures [64]. A total of 58 patients who presented with delayed union ranging from
16 weeks to 6 months were included. Of those patients, 31 received PEMF stimulation, and
27 were in the control group. Clinical and radiological assessments were conducted to
evaluate the healing progress. PEMF treatment, administered for an average of 4.8 months,
resulted in a 24/31 (77.4%) success rate. This was significantly higher than the control
group, which had a success rate of 13/27 (48.1%) with an average treatment duration of
4.4 months (p = 0.029) [64]. Figure 6 presents an example of a delayed union of a tibial
fracture treated with PEMF.

Figure 6. Delayed Union of Tibial Fracture in a 65-year-old Patient Treated with PEMF. (a) Delayed
union present after closed reduction and intramedullary fixation 16 weeks post-op. PEMF treatment
was initiated at this stage. (b) Fracture union observed at the 3-month treatment mark. Figure from
Shi et al. [64].

Murray et al. found that a longer daily PEMF stimulation in 1382 patients with fracture
non-unions was associated with a significant reduction in healing time. The group that

185



Bioengineering 2024, 11, 1223

used PEMF for 9 h per day on average healed within 112 days. This was 76 days faster
than the patients who used PEMF for 3 h or less per day, on average, which took them 188
days to heal (p < 0.001) [65].

In 2023, Factor et al. conducted an RCT that investigated a novel PEMF device in the
treatment of distal radius fractures in comparison to a placebo group. PEMF treatment sig-
nificantly demonstrated higher union rates (76%) than the placebo group (58%) at 4 weeks
as assessed by CT imaging (p = 0.02). Additionally, time to cast removal was notably shorter
in the PEMF group (33 ± 5.9 days) compared to the placebo group (39.8 ± 7.4 days) (p =
0.002) [57]. Additional observations suggested that early application of PEMF therapy dur-
ing cast immobilization can improve pain, sensation, range of motion, and daily function
in patients with distal radius fractures [66].

5.3. Clinical Efficacy of PEMF Described in Meta-Analyses

In recent years, there has been a surge in high-quality studies evaluating the effec-
tiveness of PEMFs in fracture healing. These studies have focused on a range of fracture
types and patient populations, providing more robust data on the clinical utility of PEMFs.
Several meta-analyses have evaluated clinical studies conducted in recent years:

A 2011 meta-analysis by Schmidt-Rohlfing et al. examined the potential effects of
electrical stimulation (ES) on bone healing. The meta-analysis included RCTs that focused
on the primary endpoint of the ‘rate of bone healing’. A total of 14 RCTs were identified,
encompassing 915 patients. Nine of the 14 studies were suitable for inclusion in the meta-
analysis, which yielded a cumulative odds ratio of 3.5 with a 95% confidence interval of
1.94–6.3. This systematic review demonstrated a positive effect of ES on bone healing time
(p < 0.0001) [67].

In 2014, a meta-analysis of RCTs by Hannemann et al. investigated the use of PEMF
or low-intensity pulsed ultrasound system (LIPUS) in treating acute fractures in adults. A
total of 737 patients from 13 trials were included in the analysis. Analyzing the time to
radiological union, the results were heterogeneous, with a significant benefit observed for
PEMF in non-operatively treated fractures or fractures of the upper limb (mean difference
[MD] = −26.65, 95% CI = −50.38 to −2.91, p = 0.03). No studies investigated PEMF
stimulation in the lower limb. Additionally, significant evidence was found in accelerating
the time to clinical union in acute diaphyseal fractures (MD = −18.27, 95% CI = −34.59 to
−1.95, p = 0.03). However, no significant differences were found in time to clinical union in
acute metaphyseal fractures (MD = 1.31, 95% CI = 11.45 to 14.08, p = 0.84) [68].

In 2020, a meta-analysis by Peng et al. aimed to assess the effect of PEMF on fracture
healing. Twenty-two studies involving a total of 1468 participants met the inclusion criteria
and were analyzed. The pooled results from 14 studies showed a healing rate of 79.7% in
the PEMF group, compared to 64.3% in the control group. PEMF was associated with an
increased healing rate (RR = 1.22; 95% confidence interval [CI] = 1.10–1.35; I2 = 48) and
accelerated healing time (SMD = −1.01; 95% CI = −2.01 to −0.00; I2 = 90%) also based on
inverse variance analysis [69].

Bhandari’s group has presented an interesting progression of the evolution of thought
on PEMF in three meta-analyses beginning in 2008. The evolving search patterns, outcome
variables, and data observations throughout these meta-analyses are important to highlight
because they influence the conclusions as to the efficacy of PEMF in bone repair.

The 2008 meta-analysis of RCTs sought to evaluate the effects of ES on long-bone frac-
ture healing [70]. This particular meta-analysis utilized eligibility criteria, which included
studies for which PEMF was not indicated, such as pseudoarthrosis and limb-lengthening
procedures. The ES devices used in the studies varied considerably. Eight out of the
11 articles that met inclusion criteria utilized PEMF. Adding further heterogeneity, fre-
quencies of PEMF varied widely from 15 to 75 Hz, and the electromagnetic force ranged
from 0.0025 to 150 V. The trials used a wide range of daily treatment duration from 4 to
24 h per day over a treatment period ranging from 4 to 76 weeks. The clinical outcomes
consisted of a heterogeneous group of markers such as tenderness, pain at specific time
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points, osteonecrosis rates, arthroplasty needs, radiographic injury severity, pseudarthrosis,
and re-displacement rates that compromised statistical assessment. Given the heterogeneity
of included conditions and stimulation dosimetry and the wide range of clinical outcomes,
there were no benefits for PEMF stimulation use. The authors’ data observations on radio-
graphic outcomes described four studies with a nonsignificant pooled relative risk of 1.76,
favoring PEMF. The authors concluded that the impact of PEMF on fracture healing was
uncertain and that the current evidence at the time was insufficient in supporting the benefit
of PEMF in improving union rates in fresh fracture patients, osteotomy, delayed union,
or non-union [70]. It must be noted that given the wide range of eligibility and inclusion
criteria applied to the studies, alongside the variety of devices, frequencies, electromagnetic
forces, and treatment durations, it is difficult to reach any conclusions.

Six years later, Bhandari’s group conducted a second meta-analysis to indirectly
compare low-intensity pulsed ultrasonography (LIPUS) with electrical stimulation (ESTIM)
for fracture healing [71]. This time, the authors searched two Cochrane systematic reviews
to identify relevant RCTs. A total of 15 eligible ESTIM trials were found. This restricted the
inclusion criteria to trials that enrolled patients with more homogeneous and appropriate
pathology, either a recent fresh fracture or delayed union or non-union. Of those trials,
seven reported union rates as one of the outcomes. The patients were randomly assigned to
an ESTIM group or a control group. The trials included were heterogeneous in the dose of
ESTIM, especially exposure duration. They used a wide range of daily treatment duration
from 4 to 24 h per day over a treatment period ranging from 4 to 26 weeks, with one trial’s
treatment period ending when the fracture completely healed. The primary outcome
variable was the fracture union rate at 3, 6, and 12 months. The criterion for a successful
outcome was four cortices of bridging bone. Low-quality evidence showed a nonsignificant
benefit for ESTIM over standard care for non-union populations only at 3 months (RR 2.05,
95% CI = 0.99–4.24) but not for fresh fracture populations (RR 1.23, 95% CI = 0.91–1.66).
The study concluded that ESTIM had no significant benefit over standard care in improving
fracture union rates. It must be noted that none of the ESTIM trials reported functional
outcomes [71].

Two years later, the same group conducted a third meta-analysis, this time investigat-
ing 12 studies that reported PEMF use as the therapy method [8]. The rest either used direct
current or continuous current stimulation, which may work through different mechanisms.
Considerable heterogeneity remained as the trials assessed patients undergoing various
conditions, such as spinal fusion, fresh fracture treatment, delayed union/non-unions, or
surgical osteotomy, in which the biology may be different. Observational or uncontrolled
studies were excluded. Data extracted included interventions, reported outcomes and
follow-up times, and loss to follow-up. The primary outcome variables were functional im-
provement, pain relief, and radiographic non-union. The data observations were different
this time, showing a significant improvement in bone healing rates when ES was used in
comparison to controls. For pain, the pooled estimate of ES effect showed a statistically
significant difference in pain when compared to sham controls (MD on the 100 mm visual
analogue scale = −7.67 mm, 95% CI = −13.92 to −1.43; p = 0.02; I2 = 0%). For function, the
pooled estimate of the ES effect was not statistically significant (MD −0.88, 95% CI = −6.63
to 4.87, p = 0.76), though this was only based on two trials. For radiographic non-union,
the pooled estimate of ES effect showed a reduction in the relative risk of non-union by
35% and the absolute risk by 15% (RR 0.65, 95% CI = 0.53 to 0.81, p < 0.01) when compared
to sham controls. The authors concluded that ES may improve radiographic union rates
and produce clinically significant, albeit modest, improvements in pain [8].

All three meta-analyses highlighted the need for more trials to establish the efficacy of
electrical bone stimulators [8,70,71]. As Bhandari’s group used more appropriate search
criteria over time, which included but was not limited to trials that investigated conditions
where PEMF is used clinically, the growing evidence supporting the safety and efficacy
of PEMF in non-union populations is highlighted. Combined, the discussed clinical stud-
ies demonstrate the safety and effectiveness of PEMF in accelerating healing time and
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increasing healing success of clinical fracture non-unions when the treated conditions and
dosimetry were appropriate. Table 4 describes the most important findings from each
subsection of this section. These studies show consistent positive outcomes by PEMF in
clinical settings, improving bone healing rates and reducing pain.

Table 4. The Most Important Clinical Findings in Each Clinical Subsection.

Author Study Type Fracture Type Outcome

Faldini et al. [60] RCT Fresh (femoral neck)

PEMF increased healing rates
(94% vs. 69%) and reduced pain
and osteonecrosis incidence in
compliant patients.

Shi et al. [64] RCT Delayed union
(long-bone)

PEMF treatment had a higher
success rate (77.4% vs. 48.1%)
compared to the control group
(p = 0.029).

Aleem et al. [8] Meta-analysis Various

ES improved radiographic union
rates (RR = 0.65) and reduced
pain but had no significant
functional improvement.

5.4. Potential PEMF Limitations

No therapy is 100% effective. Most studies show that PEMF is approximately
75% effective in the healing of fracture non-unions, as discussed in this section. Even
though PEMF has been shown to be highly successful, it has limitations that should be
mentioned. First, it cannot be used with people who have implanted electrical devices such
as cardiac pacemakers and deep brain stimulators. Its teratogenic effects are unknown;
therefore, pregnant women should avoid PEMF therapy until those effects are known.

Optimal dosimetry is not known in terms of amplitude, frequency, or duration of
use, and the experimental matrix to determine optimum dosimetry is complex, involving
frequency, amplitude, duration, magnetic field strength, and other factors. The dosimetry
studies that do exist are generally within clinical parameters. We have found no reports of
side effects such as burns or nerve/skin damage from PEMF when clinically appropriate
doses have been used.

Another technique for bone repair stimulation is LIPUS, which has shown good
clinical results. The 2014 meta-analysis by Bhandari’s group [71], which we discussed,
compared LIPUS with ESTIM. The meta-analysis found that there was low-quality evidence
suggesting a potential benefit of LIPUS compared to ESTIM in improving union rates at
6 months in fresh fracture populations. However, ESTIM demonstrated better results than
standard care in improving union rates at 3 months for cases of delayed union or existing
non-union. Another meta-analysis has shown that PEMF stimulation seems to reduce
healing time, whereas LIPUS may be useful for fresh fractures [72].

5.5. Study Selection Criteria

This was a clinical review that generally followed PRISMA guidelines. As authors,
we included two scientists who are experts in adenosine receptor activation by PEMF.
Their expertise provided guidance to our study selection. The PI has extensive experience
using PEMF for bone restoration and bone matrix restoration. For study selection, we
searched PubMed, Undermind.ai, Google Scholar, and references from four meta-analyses
included in the analysis of fracture efficacy. Since the intent of this paper was to show
the progression of PEMF from the membrane to the organ, we had many search queries,
including but not limited to membrane receptor activation, intracellular second messengers,
synthesis of extracellular matrix molecules, and clinical bone healing. The inclusion criteria
focused on studies that demonstrated strong evidence across a wide range, from basic
science experiments to RCTs, and ensured the inclusion of more recent studies. This was
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conducted to provide a more complete picture of the effects of PEMF. The exclusion criteria
focused on disregarding studies without strong evidence and/or had a weak study design.
The final outcome of our biblio search has been presented throughout this paper with an
overarching and detailed account of how PEMF works and is supported by many studies.

6. Conclusions

PEMFs have emerged as a valuable non-invasive therapy for the treatment of fresh
fractures, delayed union, and non-union, with a growing body of clinical data supporting
their efficacy. Until recently, the mechanisms of PEMF stimulation on bones have not
been completely understood. This review described current mechanistic observations,
specifically through the effects of PEMF on ARs, notably A2A and A3, then described
various intracellular signaling pathways that may be stimulated by PEMF. Clinical studies,
ranging from early trials to recent multicenter RCTs, consistently demonstrate that PEMFs
improve healing rates, reduce time to union, and are particularly effective in cases of
non-union where traditional methods have failed.

This review is unique because it presents biological pathways, starting from the
cellular scale, followed by the tissue and organismal scale, provides a complete explanation
of how PEMF works, and unlocks the “black box” that previously existed. The safety
profile of PEMFs is favorable, with no adverse effects reported, and their non-invasive
nature makes them an attractive option for patients, surgeons, and healthcare providers
alike. Additionally, PEMFs have been shown to be cost-effective, reducing the need for
surgical interventions and associated healthcare costs.

As the field continues to evolve, PEMFs are likely to become a standard adjunctive
therapy in the management of fractures and non-union. With continued research and
innovation, PEMFs have the potential to transform the landscape of orthopedic care,
offering hope to patients with challenging bone healing conditions.
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Abstract: It is known that ultrashort echo time (UTE) magnetic resonance imaging (MRI)
sequences can detect signals from water protons but not collagen protons in short T2
species such as cortical bone and tendons. However, whether collagen protons are visible
with the zero echo time (ZTE) MRI sequence is still unclear. In this study, we investigated
the potential of the ZTE MRI sequence on a clinical 3T scanner to directly image collagen
protons via D2O exchange and freeze-drying experiments. ZTE and UTE MRI sequences
were employed to image fully hydrated bovine cortical bone (n = 10) and human patellar
tendon (n = 1) specimens. Then, each specimen was kept in a 30 mL syringe filled with
D2O solution for two days. Fresh D2O was flushed every 2 h to reach a more complete
D2O–H2O exchange. Later, the samples were lyophilized for over 40 h and then sealed in
tubes. Finally, the samples were brought to room temperature and visualized using the
identical 3D ZTE and UTE sequences. All hydrated bone and tendon specimens showed
high signals with ZTE and UTE sequences. However, all specimens showed zero signal
after the D2O exchange and freeze-drying procedures. Therefore, similar to UTE imaging,
the signal source in ZTE imaging is water. The ZTE sequence cannot directly detect signals
from collagen protons in bone and tendons.

Keywords: magnetic resonance imaging (MRI); ultrashort echo time (UTE); zero echo time
(ZTE); D2O–H2O exchange; collagen

1. Introduction

Water and collagen are both important components of musculoskeletal (MSK) tissues,
such as bone, tendons, and ligaments. Normal bone contains ~20% water by volume, while
tendons and ligaments are made up of about two-thirds water [1,2]. The water content in
MSK tissues can vary depending on age, sex, body weight, and other factors. On the other
hand, collagen stands as the predominant protein present in the human body, forming the
structural foundation of various connective tissues in the MSK system. It provides strength,
elasticity, and support to bone, ligaments, tendons, and other MSK tissues [3]. For example,
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collagen provides elasticity and the ability to absorb energy before bone fracture [4]. There
is mounting evidence demonstrating that the role of collagen in these changes has been
underappreciated [4–7]. Loss of collagen can reduce the energy needed to induce bone
fracture (toughness), thereby increasing fracture risk [7]. While collagen has less effect on
bone strength and stiffness than mineral, it profoundly affects bone fragility and is the
primary toughening mechanism in bone [6,7]. Detection of changes in water and collagen
in MSK tissues is clinically and scientifically significant.

Conventional magnetic resonance imaging (MRI) sequences can detect signals from
water in soft tissues. However, water in tissues with high collagen content such as tendons,
ligaments, and bone is typically “invisible” due to the strong dipole–dipole interaction,
which significantly shortens the transverse relaxation time or apparent transverse relaxation
time (T2 or T2*), which refers to the time it takes for the transverse magnetization (magneti-
zation in the plane perpendicular to the main magnetic field) to fall to approximately 37%
of its initial value [8]. After radiofrequency (RF) excitation, their transverse magnetizations
quickly decay to near zero before the receiving mode is enabled for Cartesian spatial en-
coding with conventional MRI. To achieve direct detection of water signals within tissues
with short or ultrashort T2 relaxation times (or the so-called short-T2 tissues), it is critical
to reduce the echo time (TE) to less than the tissue T2*s (T2* relaxation times in tissues) to
allow enough time for spatial encoding before the transverse magnetization decays to near
zero. Recently, a group of sequences with nominal TEs of 0.1 ms or less was developed for
direct imaging of short-T2 tissues [9–21]. These sequences include water- and fat-suppressed
projection MR imaging (WASPI) [9], sweep imaging with Fourier transformation (SWIFT)
imaging [10], hybrid acquisition-weighted stack of spirals (AWSOS) imaging [11], pointwise
encoding time reduction with radial acquisition (PETRA) [12], ultrashort echo time (UTE)
imaging [13–18], and zero echo time (ZTE) imaging [19–21]. UTE and ZTE sequences em-
ploy non-Cartesian spatial encoding to reduce TEs drastically to directly image the short-T2
tissues with useful water signal levels and high spatial resolution.

While water signals in short-T2 tissues can be directly detected with UTE and ZTE
sequences, it is much more challenging to achieve direct detection of signals originating
from collagen protons. The collagen molecule is structured as a triple helix comprising
a three-stranded arrangement of an α-helix [22]. The collagen helix is maintained by
a series of hydrogen bonds with additional support from stereo-electronic interactions
and posttranslational modifications like hydroxylation and cross-linking [23]. As a result,
collagen backbone protons have much-reduced mobility and thus extremely short T2
relaxation times. A recent study by Ma et al. suggested that signals from collagen backbone
protons in bone and tendons cannot be detected by two-dimensional (2D) radial UTE and
3D UTE cones sequences [24].

UTE sequences employ radial ramp sampling, where the k-space data are collected
in a radial pattern, starting from the center and moving outwards quickly, allowing for
much-reduced echo times. The ramp gradient leads to much longer effective TEs, thus slow
sampling of the k-space center (the exact middle of the k-space) [25]. ZTE sequences sample
the k-space center much faster, as the spatial encoding gradient has been fully ramped up
during RF excitation and data acquisition [15]. Therefore, ZTE sequences are expected to
provide shorter effective TEs and, thus, less spatial blurring for short-T2 tissues. Several
studies have claimed that ZTE-type sequences can detect signals from semisolids more
efficiently than UTE sequences [9,19–21]. However, whether ZTE sequences can directly
detect signals from collagen backbone protons is still unclear. This study aims to explore
the feasibility of the 3D ZTE sequence in detecting signals from collagen backbone protons
via H2O–D2O exchange and freeze-dry experiments of cortical bone and patellar tendon
specimens on a clinical 3 Tesla whole-body scanner.
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2. Materials and Methods

2.1. Sample Preparation

Ten bovine cortical bone samples sectioned in a rectangular shape (approximately
30 × 10 × 5 mm3) and one cadaveric human patellar tendon sample (80 mm in length) were
prepared for this study. The bone samples were sectioned from fresh femoral mid-shaft
bovine specimens purchased from a local slaughterhouse using a low-speed diamond saw
(Isomet 1000, Buehler, Lake Bluff, IL, USA) with continuous water irrigation. The patellar
tendon sample was dissected from a cadaveric human knee specimen provided by the
UCSD anatomy lab. Before MRI, all samples were fully hydrated by storing them in a
phosphate-buffered saline (PBS) solution for 24 h.

2.2. Imaging Acquisition

All samples were imaged with 3D ZTE and UTE sequences on a 3T clinical MR scan-
ner (GE Healthcare Technologies, Milwaukee, MI, USA). Figure 1 shows the ZTE and 3D
radial UTE sequence diagrams. The ZTE sequence employed a short rectangular RF pulse
(duration = 8 μs) for nonselective excitation, followed by 3D center-out radial sampling [15].
The 3D UTE sequence utilized a short rectangular pulse (duration = 32 μs) for nonselective
excitation, followed by 3D radial ramp sampling with conical view ordering [14]. A 4-channel
wrist coil was utilized for signal reception for both 3D ZTE and UTE imaging. For the 3D ZTE
sequence, the following parameters were used: repetition time (TR) = 2.1 ms, flip angle (FA) = 4◦,
receiver bandwidth = 62.5 kHz, field of view (FOV) = 40 mm, slice thickness = 3 mm, number of
slices = 52, acquisition matrix of 192 × 192 × 16 for cortical bone and 256 × 256 × 16 for
patellar tendon. Similar sequence parameters were used for the 3D UTE sequence, with the
exception of a longer TR of 10 ms and a higher flip angle of 10◦. The 3D UTE sequence was also
repeated with longer TEs of 1.1 ms, 2.2 ms, 3.3 ms, and 4.4 ms to investigate potential fat–water
oscillations. The total scan time for each sequence was around 2 min. Table 1 summarizes the
MRI parameters for both 3D ZTE and UTE sequences.

Figure 1. The 3D ZTE sequence utilizes a short rectangular RF pulse (duration = 8 μs, flip
angle = 4◦) for nonselective excitation, followed by 3D center-out radial sampling during fully
ramped-up readout gradients (A). The 3D UTE sequence employs a short rectangular RF pulse
(duration = 32 μs, flip angle = 10◦) for nonselective excitation, followed by 3D center-out radial ramp
sampling (B).

Table 1. MRI parameters of the 3D ZTE and UTE sequences.

Parameters ZTE Sequence UTE Sequence

Repetition Time (TR) 2.1 ms 10 ms
Echo Time (TE) 12 μs 28 μs
Flip Angle (FA) 4◦ 10◦
Pulse Duration 8 μs 32 μs

Receiver Bandwidth 62.5 kHz
Field of View (FOV) 40 mm

Acquisition Matrix Bone: 192 × 192 × 16
Tendon: 256 × 256 × 16

Slice Thickness 3 mm
Scan Time 2 minutes
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2.3. Experimental Procedures

All samples were scanned twice, first when fully hydrated and next when water was
completely removed by D2O–H2O exchange, followed by freeze-drying. All bone samples
were put in a 30 mL syringe filled with D2O solution (99.8% isotopic, Thermo Scientific
Chemicals, 168 Third Avenue, Waltham, MA, USA) for exchange and kept in the refrigerator
for two days (~4 ◦C). The tendon sample was placed in a separate syringe following the
same process. Fresh D2O was flushed for both syringes every 2 h to reach a more thorough
D2O–H2O exchange. Then, the samples were lyophilized using a Labconco Lyph-Lock
4.5 L freeze-dry system (model 77510-00, Labconco Corp., Kansas City, MO, USA) for over
40 h. After freeze-drying, all bovine bone samples were stored in one sealed tube, while the
human patellar tendon was kept in another sealed tubal container. Both tubes were brought
to room temperature before being imaged again using the same protocols mentioned above.
Figure 2 shows a flow diagram for the experimental procedure.

 

Figure 2. A flow diagram for the experimental procedure. PBS, phosphate-buffered saline.
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2.4. Image Analysis

The signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR) were measured
for cortical bone and patellar tendon samples, respectively. The SNR was calculated as
the ratio of the mean signal intensity inside a user-drawn region of interest (ROI) to the
standard deviation of the signal in ROI placed in the background. The CNR was calculated
as the ratio of the signal difference between bone/tendon and background to the standard
deviation of the background noise. The analysis was performed using the open-source
software ImageJ (NIH, https://imagej.net/ij, accessed on 25 September 2024).

3. Results

3.1. Bovine Cortical Bone

Figure 3 shows the 3D ZTE and UTE imaging of bovine cortical bone samples before
and after D2O–H2O exchange and freeze-drying. Both the ZTE and the UTE sequences
depicted high signals from all hydrated bovine cortical bone samples, with average SNR
values of 54.6 ± 3.1 for the ZTE images and 103.1 ± 9.8 for the UTE images. The CNR
values were 46.2 ± 3.1 for the ZTE images and 98.4 ± 9.8 for the UTE images. The UTE
images showed a higher signal because of the higher flip angle of 10◦, which is 2.5 times
higher than the flip angle of 4◦ used by the ZTE sequence. After D2O–H2O exchange and
freeze-drying, pure noise was observed in the ZTE and UTE images. None of the bovine
cortical bone samples were visible. The measured CNR values between the bone and the
background air were 0.03 ± 1.11 for the ZTE images and 0.015 ± 0.082 for the UTE images,
suggesting that the bone and background had the same signal level in both the ZTE and
the UTE images. The sequential D2O–H2O exchange and freeze-drying procedures were
expected to completely remove all water in the cortical bone. The pure noise images suggest
that collagen backbone protons, which would stay in cortical bone after the D2O–H2O
exchange and freeze-drying experiments, were invisible with the UTE and ZTE sequences.

Figure 3. Fully hydrated bovine cortical bone samples were imaged with 3D ZTE (A) and UTE
sequences (B), along with ZTE (C) and UTE (D) imaging of the same bone specimens after two
days of repeated D2O exchange followed by freeze-drying for over 40 h. Both the ZTE and the
UTE sequences show high signals for the hydrated cortical bone samples but zero signals after the
repeated D2O exchange and freeze-drying procedure.
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3.2. Human Patellar Tendon

Figure 4 shows ZTE and UTE imaging of a human patellar tendon sample before and
after D2O–H2O exchange and freeze-drying. The ZTE and UTE sequences depicted high
signals from the fully hydrated patellar tendon, with average SNR values of 77.0 ± 7.3
for the ZTE images and 108.3 ± 4.4 for the UTE images. The CNR values were 73.1 ± 7.0
for the ZTE images and 102.6 ± 4.2 for the UTE images. After D2O–H2O exchange and
freeze-drying, only a thin bright line was observed in the margins of the patellar tendon
sample. The measured CNR values between the central part of the patellar tendon and
the background air were −0.09 ± 0.58 for the ZTE images and −0.7 ± 1.6 for the UTE
images. The thin, bright line was from fat and showed typical fat/water in-phase and
out-phase behaviors based on UTE imaging, with delayed TEs of 1.1 ms, 2.2 ms, 3.3 ms, and
4.4 ms. Collagen backbone protons in the patellar tendon, which were supposed to survive
following the D2O exchange and freeze drying, showed zero signal with the 3D ZTE and
UTE sequences. Fat was also supposed to survive the D2O exchange and freeze-drying
process, and showed a high signal in both the ZTE and the UTE images. Therefore, the 3D
ZTE sequence cannot directly detect signals from collagen backbone protons in tendons
using clinical MR scanners.

Figure 4. A fully hydrated cadaveric human patellar tendon sample was imaged with 3D ZTE (A) and
UTE sequences (B), along with ZTE (C) and UTE (D) imaging of the same patellar tendon specimen
after 2 days of repeated D2O exchange followed by freeze-drying for over 40 h. The hydrated patellar
tendon sample shows a high signal with both ZTE and UTE sequences. After the repeated D2O
exchange and freeze-drying procedure, only thin bright lines were observed, which showed typical
fat/water in-phase and out-phase behaviors.

After D2O–H2O exchange and freeze-drying, pure noise was observed in the ZTE
and UTE images, with SNR values of ~5 (close to the SNR values in background regions).
Table 2 summarizes the SNR and CNR values of the ZTE and UTE imaging for both the
bovine bone and the patellar tendon samples before and after the D2O–H2O exchange and
freeze-drying procedure.
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Table 2. Summarize the SNR and CNR values of the 3D ZTE and UTE images.

MRI
Sequences

Tissue Condition
SNR

(Mean ± SD)
CNR

(Mean ± SD)

ZTE
Bone

Hydrated 54.6 ± 3.1 46.2 ± 3.1
D2O Exchange + Freeze-Dried 5.36 ± 1.11 0.03 ± 1.11

Tendon
Hydrated 77.0 ± 7.3 73.1 ± 7.0

D2O Exchange + Freeze-Dried 8.53 ± 2.18 −0.09 ± 0.58

UTE
Bone

Hydrated 103.1 ± 9.8 98.4 ± 9.8
D2O Exchange + Freeze-Dried 5.64 ± 0.08 0.015 ± 0.082

Tendon
Hydrated 108.3 ± 4.4 102.6 ± 4.2

D2O Exchange + Freeze-Dried 4.95 ± 0.60 −0.7 ± 1.6

4. Discussion

Collagen-rich tissues such as cortical bone and tendons have very short T2 relaxation
times. They are invisible with conventional MRI but detectable with ZTE and UTE se-
quences [26]. Understanding the signal origin is crucial to image interpretation, particularly
in in vivo translation, where MRI possibly will substitute more invasive methods [15,16,24].
In this study, we demonstrated that water is the origin of the ZTE signal in bovine cortical
bone and human patellar tendon samples on a clinical 3T scanner. The ZTE images show
high signal intensity for fully hydrated bone and tendon samples. The lack of signal ob-
served in the bone and tendon specimens after D2O exchange and freeze-drying suggests
that collagen backbone protons are not detectable using the ZTE sequence. This study is
the first attempt to investigate the feasibility of directly imaging collagen backbone protons
using the 3D ZTE technique.

The spatial encoding gradient is activated prior to the RF pulse excitation, leading
to a theoretical TE of zero in ZTE imaging [19–21]. The acquisition starts after a short RF
excitation with a delay set to accommodate the transmit/receive switching time. Utilizing
a pulse generator that allows a minimization of the transmit/receive switching to 1 μs,
the actual TE time that ZTE can achieve is approximately 10 μs. Data missed during the
actual TE leads to a central gap in k-space, which has to be compensated by algebraic
reconstruction [19], resampled with a Cartesian trajectory technique such as PETRA [12],
or an additional acquisition with a set of low-frequency projections with lower gradient
strength, such as WASPI [9]. To minimize the loss of data in the central k-space, the
excitation pulse has to be kept very short (e.g., 8 μs), leading to a low flip angle of typically
less than 4◦. The spatial encoding gradient is switched on after the RF excitation pulse in
UTE imaging, allowing a high flip angle to be used. In this study, a low flip angle of 4◦ was
used for ZTE imaging versus 10◦ for UTE imaging, which explains the higher SNR values
for the bone and tendon samples in the UTE images over the ZTE images. Meanwhile, UTE
employs radial ramp sampling, leading to a longer effective TE and, thus, more spatial
blurring. ZTE uses a small step of changing gradients in three directions, allows acquisition
with very low acoustic noise, and reduces eddy current problems, making ZTE imaging
highly robust.

Results from this study are broadly consistent with results from a prior study by Ma
et al., who reported that 2D and 3D UTE sequences could not directly image the collagen
matrix [24]. UTE could detect bound water with an ultrashort T2* and free water with a
slightly longer T2* in hydrated bone and tendon samples [24,26–28]. The D2O exchange
and freeze-drying procedures removed both bound water and free water, leaving collagen
backbone protons being selectively detected by the UTE sequence. The signal void in the
UTE images of the bone and tendon samples demonstrated that the UTE sequences could
not directly detect any signal from collagen backbone protons.
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However, a few prior studies reported contradictory results. For example, Wu et al.
reported that WASPI could specifically suppress signals from water and fat within the
bone, leaving only signals from the solid organic matrix like collagen being selectively
imaged [9]. Cao et al. showed that the WASPI signal was highly correlated with the organic
matrix density derived by gravimetric analysis (R2 = 0.98) and by amino acid analysis
(R2 = 0.95) [29]. Another investigation by Siu et al. indicated that UTE sequences could
detect signals from collagen protons at 7T [30]. The Siu experiments were performed in
collagen solutions. Bi-exponential T2* fitting revealed a highly linear relationship (R2 = 0.99)
between the UTE collagen signal fraction and the measured collagen concentration in
solutions. The authors concluded that the UTE signal originating from protons within
the collagen molecule exhibited an average T2* relaxation time of 0.75 ± 0.05 ms and an
average chemical shift of −3.56 ± 0.01 ppm in comparison to water at a magnetic field
strength of 7 T. They further concluded that collagen could be detected and quantified
using UTE.

The major difference between our study and the Siu study is the different experimental
conditions. In our study, intact bone and patellar tendon samples were directly imaged
with ZTE and UTE sequences after D2O exchange and freeze-drying. The Siu study used
hydrolyzed type I and III collagen powder in solutions [30]. The hydrolyzed collagen
solution could cleavage the structure of the collagen into small peptides, leading to the
destruction of the 3D structure of the collagen molecules [31]. As a result, collagen backbone
protons were in the rigid organic matrix and immobilized in our study, while the amorphous
state of collagen provided much improved mobility in the Siu study, leading to a more
prolonged T2* relaxation time. As the authors reported, collagen protons in the amorphous
state had a relatively long T2* of 0.75 ms. In contrast, collagen backbone protons in the rigid
matrix were expected to have much shorter T2* relaxation times. Bi-component analysis
showed that tendons had two different water components, with T2*s of ~8 ms, which
corresponds to free water, accounting for 75% of the total UTE signal, and ~0.6 ms, which
corresponds to bound water, accounting for 25% of the total UTE signal [32]. Collagen
backbone protons in tendons are expected to have a much shorter T2* than bound water.
Therefore, collagen protons in the amorphous state should differ significantly from collagen
backbone protons in intact collagen bundles in real tissues. This is also why magic angle
spinning (MAS) is required to convert the very broad featureless NMR lines into much
narrower line widths for high-resolution NMR spectroscopy of solid materials [33].

Another way to assess collagen backbone protons in bone and tendons is the UTE
magnetization transfer (UTE-MT) imaging technique [34–38]. Two-pool modeling of UTE-MT
data provides information about the water and macromolecular pools, including their pool
sizes, exchange rates, and relaxation times. UTE-MT studies suggest that collagen backbone
protons have extremely short T2s of 6–15 μs [34–38]. The T2 values are largely consistent
with macromolecular proton T2s reported in the literature [39–41]. Our experimental results
suggest that the 3D ZTE sequence cannot directly image species with T2s of ~10 μs.

While collagen backbone protons in the bone and tendon samples were invisible
with the 3D ZTE and UTE sequences, a large number of studies have reported that these
sequences can directly detect signals from non-aqueous myelin protons in the white matter
of the brain [16,17,20,42–45]. Horch et al. investigated the origins of the ultrashort T2
proton NMR signals in myelinated nerves. They suggested that UTE sequences could be
used to directly measure the ultrashort T2 signals (50 μs < T2 < 1 ms) as a new means
of quantitative myelin mapping [16]. Wilhelm et al. examined UTE imaging of purified
bovine myelin extract and rat thoracic spinal cord samples on a 9.4 T spectrometer (Bruker
DMX 400). They found myelin T2*s varied between 8 μs and 26 ms with ~90% of the myelin
T2* less than 1 ms [17]. Weiger et al. investigated myelin imaging with a 3D ZTE-based
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technique with hybrid filling (HYFI) on a 3T whole-body scanner and found 85% of the
myelin signal had a T2* of 7.5 μs [20]. Sheth et al. studied UTE imaging of lyophilized
bovine myelin powders and reported a T2* of 110–160 μs [43]. Ma et al. reported a novel
3D short TR adiabatic inversion recovery UTE (STAIR-UTE) technique for myelin mapping
in vivo and reported a short T2* of ~210 μs [44]. Shen et al. applied dual-echo UTE with a
rosette k-space pattern to the brain and reported a T2* of ~0.10 ± 0.06 ms and a fraction
of 10.9% ± 1.9% for myelin in white matter and a T2* of 0.09 ± 0.12 ms and a fraction of
5.7% ± 2.4% for myelin in white matter [46]. The considerable variations in myelin T2*
and fraction values suggest that more studies are needed to explore the signal sources in
UTE and ZTE imaging of myelin. More studies are also necessary to explain why collagen
backbone protons are invisible but myelin protons are visible. It is likely related to the
increased mobility of non-aqueous protons in myelin over the more rigid collagen backbone
protons in bone and tendons.

There are several limitations in this study. First, it is unclear whether the D2O–H2O
exchange and subsequent freeze-drying procedures would affect the collagen structure.
Freeze-drying may result in slight protein denaturation and the disruption of water bridges,
which are involved in stabilizing the structure [47]. However, the changes in collagen
structure, if any, are likely small [23] and are unlikely to significantly affect the transverse
relaxation times of collagen backbone protons. We expect the conclusion that ZTE can-
not detect signals from collagen backbone protons still held in fresh bone, tendons, and
other collagen-rich connective tissues in the MSK system. Second, repeated D2O–H2O
exchange and freeze-drying may lead to significant tissue degradation. Again, we expect
that this degradation should not significantly affect the transverse relaxation times of
collagen backbone protons. Therefore, the conclusion that collagen backbone protons are
invisible with the ZTE sequence is still valid. Third, the D2O–H2O exchange process re-
moves all exchangeable protons, leaving unexchangeable protons in the collagen structure
(e.g., -CH2-, -CH3) [48]. The pure noise images in ZTE imaging of bone and tendon samples
post D2O–H2O exchange and freeze drying could only demonstrate that the unexchange-
able protons were invisible. There is no direct evidence that exchangeable protons in the
collagen structure are invisible with the ZTE sequence. Fourth, the longitudinal and trans-
verse relaxation times of collagen backbone protons are unknown. As far as we know, there
are no papers reporting T2 or T2* for collagen backbone protons in bone and tendons. The
T2 of ~10 μs derived from MT modeling is indirect and might be inaccurate. It is difficult
to explain why collagen backbone protons with T2* ~10 μs are invisible with the ZTE
sequence, but non-aqueous myelin protons with T2* ~10 μs or less are visible with the ZTE
sequence. Further research is necessary to enhance our understanding of this interesting
topic. Finally, our preliminary results demonstrate that collagen backbone protons are
invisible with UTE and ZTE sequences. We expect collagen backbone protons in bone and
tendons to be invisible with other UTE-type sequences, including WASPI, SWIFT, AWSOS,
and PETRA sequences.

5. Conclusions

The strong ZTE signal from fully hydrated bone and tendon samples but pure noise af-
ter D2O exchange and freeze-drying suggest that collagen backbone protons are “invisible”
with the ZTE sequence.
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Abstract: As magnetic field strength in Magnetic Resonance Imaging (MRI) technology increases,
maintaining the specific absorption rate (SAR) within safe limits across human head tissues becomes
challenging due to the formation of standing waves at a shortened wavelength. Compounding this
challenge is the uncertainty in the dielectric properties of head tissues, which notably affects the
SAR induced by the radiofrequency (RF) coils in an ultra-high-field (UHF) MRI system. To this end,
this study introduces a computational framework to quantify the impacts of uncertainties in head
tissues’ dielectric properties on the induced SAR. The framework employs a surrogate model-assisted
Monte Carlo (MC) technique, efficiently generating surrogate models of MRI observables (electric
fields and SAR) and utilizing them to compute SAR statistics. Particularly, the framework leverages a
high-dimensional model representation technique, which constructs the surrogate models of the MRI
observables via univariate and bivariate component functions, approximated through generalized
polynomial chaos expansions. The numerical results demonstrate the efficiency of the proposed
technique, requiring significantly fewer deterministic simulations compared with traditional MC
methods and other surrogate model-assisted MC techniques utilizing machine learning algorithms,
all while maintaining high accuracy in SAR statistics. Specifically, the proposed framework constructs
surrogate models of a local SAR with an average relative error of 0.28% using 289 simulations,
outperforming the machine learning-based surrogate modeling techniques considered in this study.
Furthermore, the SAR statistics obtained by the proposed framework reveal fluctuations of up to
30% in SAR values within specific head regions. These findings highlight the critical importance of
considering dielectric property uncertainties to ensure MRI safety, particularly in 7 T MRI systems.

Keywords: generalized polynomial chaos (gPC); high-dimensional model representation (HDMR);
magnetic resonance imaging (MRI); MRI safety; sensitivity analysis; surrogate model; ultra-high-field
(UHF) MRI; uncertainty quantification

1. Introduction

Magnetic Resonance Imaging (MRI) stands as a cornerstone in medical diagnostics,
offering unparalleled detail in imaging soft tissues without the risks associated with ion-
izing radiation [1,2]. During MRI scans, subjects are exposed to strong magnetic fields
and radiofrequency (RF) pulses. These RF pulses cause hydrogen atoms in the body to
resonate, emitting fields captured by the RF coil to produce high-resolution images of
tissues and organs [2]. However, this process results in energy deposition in the body,
quantified via the specific absorption rate (SAR), which measures the RF energy absorbed
per unit mass during the scans [3]. High SAR values indicate elevated tissue tempera-
tures, potentially causing tissue damage and burns. Consequently, ensuring SAR levels
remain within safe limits is paramount for subject safety during an MRI scan [4]. Nonethe-
less, this task becomes challenging with the increasing frequency of the RF pulses in the
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latest ultra-high-field (UHF) MRI systems, where standing waves form at a shortened
wavelength [5,6].

The UHF MRI systems, particularly those operating at 7 T, have become available for
clinical applications. The first 7 T MRI system was introduced to the market in 2017 [7,8].
As of 2023, over 100 7 T MRI systems are in operation globally [9]. These machines utilize
a stronger magnetic field than their predecessors, offering enhanced image clarity and
resolution but presenting new challenges in assessing SAR values and safety considerations.
The increased magnetic field corresponds to an increased frequency of RF pulses, resulting
in non-uniform electric fields (E-fields) and SAR distributions within the body [7,8]. Given
these advancements, understanding the SAR distributions in the context of 7 T MRI systems
has become important. Furthermore, the variability in SAR distributions is influenced
by various factors beyond just the non-uniformity of E-fields. Among these factors, the
dielectric properties of the tissues have a significant impact on the amount of RF energy
absorbed [5,6,10]. Values of the dielectric properties, permittivity and conductivity, are
not fixed but exhibit ±20% variability around their nominal values due to the change in
physiological parameters, e.g., oxygen levels [11–16], reflecting the natural heterogeneity
found within biological tissues. Such variability (or uncertainty) in dielectric properties
can directly lead to variations in SAR values, which significantly impact image quality
and patient safety. These variations in the SAR can introduce artifacts and reduce im-
age clarity, thus compromising diagnostic accuracy and potentially necessitating repeat
scans [17]. Additionally, such variations may cause tissue heating and thermal injuries in
patients. This variability can also introduce significant discrepancies between the actual
and computed E-field and SAR distributions [18,19]. Therefore, to lower such discrepancies
and ensure the SAR values comply with high-tier SAR limit standards [20,21], there is a
need for computational frameworks that can accurately quantify and assess the impact of
uncertainties in tissue dielectric properties on the induced SAR values.

Current tools for computing SAR distributions rely on deterministic electromagnetic
(EM) simulators [22,23]. However, these simulators do not account for the effects of uncer-
tainties in tissue dielectric properties while generating the simulation results. In addressing
this need, the traditional Monte Carlo (MC) methods [24,25] can be applied in conjunction
with these simulators. The traditional MC methods require the execution of the determinis-
tic simulator for numerous randomly selected realizations of tissue dielectric properties,
yielding statistical measures, such as the mean and standard deviation, of the SAR. Despite
their straightforward implementation, MC methods are inefficient as they require a large
number of deterministic simulations, each of which is computationally expensive for EM
characterization in MRI scenarios [24]. To overcome these challenges, surrogate model-
assisted MC presents itself as a viable alternative [26]. This approach leverages surrogate
models to approximate the outcomes of deterministic simulators, thereby significantly
reducing the computational burden associated with traditional MC methods [26]. By inte-
grating surrogate models, the surrogate model-assisted MC method retains the versatility
of traditional MC approaches while acquiring statistics more efficiently.

Previously, researchers have successfully utilized surrogate modeling techniques and
surrogate model-assisted MC methods to quantify the effects of uncertainties in various bio-
electromagnetic problems, including transcranial magnetic stimulation (TMS), transcranial
direct current stimulation (tDCS), and cellphone radiation safety assessment studies. For
TMS, non-intrusive generalized polynomial chaos (gPC) [19] and high-dimensional model
representation (HDMR) techniques [18] have been applied in uncertainty quantification.
Similarly, in tDCS, various techniques, including the non-intrusive stochastic collocation
method (SCM) [27] and gPC [19], have been implemented to achieve the same objective.
Furthermore, both gPC and SCM [28,29] have been employed to quantify the uncertainties
in the SAR induced due to cellphone radiation. These applications have yielded promising
results in terms of accuracy and efficiency, and shown the necessity and effectiveness of the
surrogate model-assisted MC methods for uncertainty quantification in bioelectromagnetic
problems. However, to our knowledge, no study has performed uncertainty quantifica-
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tion in the SAR induced by UHF MRI RF coils and necessarily employed these surrogate
model-assisted MC methods.

This paper proposes a surrogate model-assisted MC framework to quantify the effects
of uncertain tissue dielectric properties on the SAR induced by UHF MRI RF coils. The
framework initially generates surrogate models of E-fields by using the outcomes of a small
number of deterministic simulations performed by MARIE [23], an open-source MRI EM
analysis software. Then, the SAR’s mean, standard deviation, and sensitivity indices are
obtained via MC using the surrogate models instead of the deterministic EM simulator.
Specifically, the proposed framework constructs surrogate models by leveraging the HDMR
technique [30], combined with the gPC method, which requires significantly fewer deter-
ministic simulations than the traditional MC method’s brute-force application [30–32]. The
HDMR technique allows approximation of the multivariate MRI observables (E-field and
SAR) via univariate and bivariate component functions. Doing so effectively tackles the
‘curse of dimensionality’ arising during surrogate model generation of multivariate func-
tions. While the technique iteratively includes the most significant component functions
(of most influential tissue dielectric parameters) in the HDMR expansion, it approximates
each component function via the gPC method [31,32].

The numerical results (in Section 3) show that the proposed HDMR-based technique
demonstrated superior performance over other surrogate modeling methods, including
random vector functional link (RVFL) [33,34], extreme learning machine (ELM) [35,36],
single-layer neural network (NN) [36], Gaussian process (GP) [37], and least square-based
gPC [38]. Among all these techniques, the HDMR required the minimum number of
simulations while providing the statistics with the highest accuracy, thanks to its capability
of selectively incorporating the most significant component functions (with combined
effects of dielectric properties).

The contributions of this study are threefold:

• This is the first and foremost study performing uncertainty quantification of the SAR
induced by UHF MRI RF coils. It demonstrates the significance of uncertainties in
the dielectric properties of human head tissues, which can cause up to 30% fluctua-
tions in SAR values within specific head regions, as demonstrated in the numerical
results section.

• This study proposes an HDMR-based surrogate modeling technique, which emerges
as the best among various tested surrogate modeling methods for approximating
E-fields and SAR induced by UHF MRI RF coils. The technique obtains the surrogate
models with a mean relative error of 0.28% by only 289 deterministic simulations,
surpassing the accuracy and efficiency of other surrogate modeling methods, as shown
in the numerical results section.

• Finally, this study conducts statistical and sensitivity analyses on SAR values. The
statistical analysis presents theoretical maximum 1g-SAR and 10g-SAR values after
incorporating the uncertainties in tissue dielectric properties, which underscores their
importance in MRI safety assessment. Furthermore, the sensitivity analysis shows
the uncertainties in which tissues’ dielectric properties affect the SAR values more in
certain regions of the brain.

The rest of this paper is organized as follows. Section 2 presents the preliminary
concepts, the formulation of the proposed gPC-based HDMR technique, and the general
information on the deterministic simulator MARIE used in this study. Section 3 provides
numerical results and analysis, focusing on the accuracy and efficiency of the proposed
framework and presenting statistical and sensitivity analyses. Finally, Section 4 presents
the conclusion, summarizing the study’s key findings.

2. Formulation and Methods

Please refer to Appendix A for the nomenclature, which lists mathematical terms used
throughout the paper.
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2.1. Preliminary Concepts

Throughout this study, the dielectric properties of six human head tissues are assumed
to be uncertain. Specifically, these uncertain parameters are the relative permittivity, εr,
and conductivity, σ, of white matter, grey matter, cerebrospinal fluid, bone, scalp, and eye
humor, with nominal values provided in Table 1, such that there exist N = 12 uncertain
parameters in total. The uncertain parameters are represented by random variables, xk,
k = 1, 2, . . . , N, each uniformly distributed over a finite 1-D random domain defined by the
ranges [ak, bk], as outlined in Table 1. These random variables, xk, k = 1, 2, . . . , N, assumed
to be mutually independent, are integrated into a 12-dimensional vector, denoted as
x = [x1, x2, . . . , xN−1, xN ] = [εr1, . . . , εr6, σ1, . . . , σ6], where each symbol and corresponding
random variable in x are provided in Table 1 [11–16]. Given the absence of prior knowledge
regarding the distributions of input parameters, they are assumed to follow uniform
distributions according to the principle of maximum entropy and vary ±20% around
their nominal values [11–16,39,40]. Moreover, while this study primarily focuses on the
uncertainties associated with tissue properties, any uncertain parameter deemed significant
for SAR variation can be incorporated in x.

Table 1. Variability in tissue dielectric properties.

Tissue εr Range Symbol RV σ (S/m) Range Symbol RV ρ (kg/m3)

White Matter 43.8 [35.04, 52.56] εr1 x1 0.413 [0.33, 0.50] σ1 x7 1041
Grey Matter 60.0 [48.00, 72.00] εr2 x2 0.692 [0.55, 0.83] σ2 x8 1045

CSF 72.7 [58.16, 87.24] εr3 x3 2.220 [1.78, 2.66] σ3 x9 1007
Bone 13.4 [10.72, 16.08] εr4 x4 0.083 [0.07, 0.10] σ4 x10 1908
Scalp 49.8 [39.84, 59.76] εr5 x5 0.641 [0.51, 0.77] σ5 x11 1109

Eye Humor 69.0 [55.20, 82.80] εr6 x6 1.520 [1.22, 1.82] σ6 x12 1005

Let y = F(x) denote a vector storing the observable values, and F represent a complex
and nonlinear function evaluated by a deterministic simulator for a given input vector, x.
Specifically, in this study, the vector y = [y1, . . . , yNvox ], with a dimension of Nvox = 889,850,
contains the values of MRI observables (E-fields or SAR) on the voxels, where Nvox is the
number of voxels used to discretize the tissues in the voxelized head model. While the
observables are selected as E-fields and SAR in this study, the framework is applicable to
any MRI observable deemed important.

The traditional MC method [24,25] can be used to obtain the statistics of each entry
of y. To do that, NMC number of random vectors, xn, n = 1, 2, . . . , NMC, are uniformly
selected within the ranges provided in Table 1. Then, for each random vector/realization,
xn, a deterministic simulation is performed by a deterministic simulator (please refer
to Section 2.4 for the deterministic simulator used in this study). The results of NMC
deterministic simulations, yn = F(xn), n = 1, 2, . . . , NMC, are then used to compute the
mean and variance of observables as

E[y] ≈ 1
NMC

NMC

∑
n=1

yn (1)

Var[y] ≈ 1
NMC

NMC

∑
n=1

y2
n − (E[y])2 (2)

where summation on the vectors is an element-wise sum, so that E[·] and Var[·] operators
are considered to be acting on each entry of the vector y separately. Clearly, the traditional
MC method is straightforward to implement. However, it requires a large number of
random realizations/deterministic simulations to obtain reasonably accurate statistics
since the convergence rate for the accuracy of the mean is 1/

√
NMC [25]. To this end, the

brute-force application of the traditional MC is not computationally feasible for uncertainty
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quantification of the SAR induced by UHF MRI RF coils since each deterministic simulation
performed by MARIE [23] is computationally costly. In addition to computing mean and
variance, the traditional MC can be used to assess each random variable’s impact on the
observable. This sensitivity assessment can be performed via Sobol indices [41], which
quantify the contributions of individual random variables to the output variance. The kth

random variable’s Sobol index, Sk, can be calculated via

Sk = Varxk [y]/Var[y] (3)

Here, Varxk [·] is the variance of the observable with respect to the random variable xk,
which can be computed by performing MC by only considering the kth random variable
while fixing all remaining random variables to their corresponding nominal values in
Table 1.

2.2. The HDMR Technique

The HDMR, a powerful surrogate modeling technique, approximates N−dimensional
observables with lower dimensional component functions as

y = F(x) = ∑
v⊆Ω

Fv(x
v) (4)

where Ω = {1, 2, . . . , N} represents the set of random variable indices, and v denotes the
subset of Ω with cardinality |v| ∈ {0, 1, 2, . . . , N}. Therefore, Fv(xv) is called the |v|−th
order component function with respect to a |v|−dimensional random input vector, xv [42].
Expanding HDMR in (4) yields

F(x) = F0 + ∑
i

Fi(xi)

+ ∑
i<j

Fij(xi, xj) + · · ·+ FΩ(x1, ..., xN)
(5)

In (5), F0 denotes the zeroth-order component function that remains a constant. Fi(xi)
is the first-order component function modeling the influence of xi on the observable.
The second-order component function, Fij(xi, xj), delineates the combined impact of input
random variables xi and xj, while the remaining terms in the expansion are the higher-order
component functions. When expanded, the number of component functions in HDMR
expansion scales with ∑N

k=0N!/((N − k)!k!), which increase rapidly with increasing N. To
this end, to reduce the substantial computational expenses associated with the component
function generation, HDMR is often truncated at a low order in practice, while discarding
higher-order terms [32]. In many practical problems, encompassing correlations up to the
second order among input random variables is generally sufficient to accurately describe
the input–output relationship [43]. Therefore, in this study, the HDMR expansion is retained
at a maximum of second order as

F(x) ≈ F0 + ∑
i

Fi(xi) + ∑
i<j

Fij(xi, xj) (6)
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This truncated expansion can be better explained via an example. Suppose y is a
function of three random variables (N = 3) with indices Ω = {1, 2, 3}. The component
functions in the HDMR expansion of y = F(x) up to |v| = 2 can be shown as:

|v| = 0, v = ∅, F0
|v| = 1, v = {1}, F1(x1)
|v| = 1, v = {2}, F2(x2)
|v| = 1, v = {2}, F3(x3)
|v| = 2, v = {1, 2}, F1,2(x1, x2)
|v| = 2, v = {1, 3}, F1,3(x1, x3)
|v| = 2, v = {2, 3}, F2,3(x2, x3)

(7)

which can yield
F(x) ≈ F0 + F1(x1) + F2(x2) + F3(x3)

+ F1,2(x1, x2) + F1,3(x1, x3) + F2,3(x2, x3)
(8)

These component functions can be obtained by the CUT-HDMR strategy. In this
strategy, the component functions are interpolated on the multidimensional cuts passing
through a reference point. In particular, the first- and second-order component functions
are interpolated on lines and planes passing through reference point x̄ [42]. Then, the
contributions from the lower-order component functions, Fu(xu), with indices u, which is
the subset of the index set v of the component function, Fv(xv), are subtracted. In other
words, the component functions, Fv(xv), are obtained as

Fv(x
v) = F(x)|x=x\xv − ∑

u⊂v

Fu(x
u) (9)

where x = x̄\xv denotes the condition where random variables, whose indices do not
belong to subset v, are set to their respective values at the reference point x̄, typically set to
the mean values of random variables. For the above example with N = 3, the component
functions in (7) become

F0 = F(x̄)

F1(x1) = F(x1, x̄2, x̄3)− F0

F2(x2) = F(x̄1, x2, x̄3)− F0

F3(x3) = F(x̄1, x̄2, x3)− F0

F1,2(x1, x2) = F(x1, x2, x̄3)− F0 − F1 − F2

F1,3(x1, x3) = F(x1, x̄2, x3)− F0 − F1 − F3

F2,3(x2, x3) = F(x̄1, x2, x3)− F0 − F2 − F3

(10)

To construct the HDMR expansion, an iterative scheme is employed [32]. This scheme
allows carefully selecting the component functions significantly contributing to the ob-
servable and omitting the insignificant ones. Thereby, the scheme requires a minimum
number of component functions and minimal computational resources to construct the
HDMR expansion. In particular, the iterative scheme starts from |v| = 0 by computing
the zeroth-order component function, F0, which is the observable value at x̄ [42]. Next, the
scheme proceeds to the computation of Fi(xi) defined on the lines, intersecting x̄. After
the computation of all first-order component functions, the scheme computes the weights
associated with each random variable (dimension) via

ηi =
∣∣∣E[Fi(xi)]/F0

∣∣∣ (11)

These weights, ηi, i = 1, . . . , N, measure the sensitivity of a specific dimension of the
input, x, to the observable, y, by comparing means of first-order component functions
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E[Fi(xi)] =
∫

Fi(xi)dxi to the mean of F(x̄) = F0. Therefore, when ηi exceeds a prescribed
tolerance, ξ, the random variable of that specific dimension is considered to have substantial
contribution on y and is thus considered as “important” dimension. These indices are
retained in set S for subsequent-level generation, ensuring only second-order functions
satisfying v ⊆ S are incorporated when constructing HDMR. Figure 1a illustrates the
flowchart of the construction of surrogate models using the HDMR technique.

Figure 1. (a) Flowchart depicting the implementation of the truncated HDMR expansion applied in
this study, with N = 12. (b) Flowchart of HDMR-assisted MC method.

For the above-given example (for N = 3), assume that the indices of important
dimensions are found to be S = {2, 3} after the computations of the zeroth- and first-
order component functions and obtaining the weights ηi, i = 1, 2, 3. Thus, the component
function with indices {2, 3} is included in the expansion while the other second-order
component functions with indices {1, 2} and {1, 3} will not be computed, since at least one
of their corresponding first-order terms is considered to be insignificant, with ηi smaller
than the tolerance, ξ. It should be noted that, after this construction, the indices of first-
order component functions of insignificant dimensions are also included in set S since those
first-order component functions are already computed. The component functions used
to construct HDMR expansion are interpolated using the gPC expansion, explained next.
After the HDMR model is constructed, statistics such as mean, variance, and sensitivity
indices can be obtained, as shown in Figure 1b.

2.3. gPC Expansion

The fundamental principle of gPC involves determining the functional relationship
between input vectors, xv, and the component functions, Fv(xv). For simplicity in notation,
let x̃ = x̄\xv represent the scenario where the random variables with indices given in set
v are retained, while all remaining random variables with indices out of set v are set to
their mean values. To this end, F(x̃) = F(x)|x=x̄\xv is the part in (9) to be approximated via
gPC as

F(x̃) ≈
Np

∑
n=0

αnΦn(x̃) (12)

where αn are the coefficients to be calculated, and Np + 1 is the total number of terms
in gPC expansion, such that Np = (|v| + p)!/(|v|! p!) − 1. Here, since the distribution
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of random variables is assumed to be uniform, Φn(x̃) is selected as the product of 1D
Legendre polynomials [44] as

Φn(x̃) = ∏
k∈v

φdk
n
(xk) (13)

which denotes the joint polynomial basis functions of gPC, consisting of polynomials
φk

(
xk
)

, which are individually defined for each random variable [44]. The multi-index dk
n

satisfies ∑k∈v dk
n � p, such that the sum of degrees of all polynomials is constrained within

a chosen degree, p. Also, when given degree p, all possibilities should be considered and
incorporated when constructing (12). For example, for v = {1, 3}, |v| = 2, and p = 2, all
possible polynomial bases are

Φ0(x1, x3) = φ0(x1)φ0(x3)
Φ1(x1, x3) = φ1(x1)φ0(x3)
Φ2(x1, x3) = φ0(x1)φ1(x3)
Φ3(x1, x3) = φ1(x1)φ1(x3)
Φ4(x1, x3) = φ2(x1)φ0(x3)
Φ5(x1, x3) = φ0(x1)φ2(x3)

(14)

The coefficients αn in (12) can be calculated by

αn =
∫

Ω
F(x̃)Φn(x̃)dx̃ (15)

which is often difficult to compute analytically since analytical results of F(x̃) are typically
elusive for complex nonlinear systems. Thereby, the tensor-product Gauss–Legendre (GL)
quadrature integration rule [44] is implemented to calculate gPC coefficients as

αn ≈
N|v|

GL

∑
j=1

F(x̃j)Φn(x̃j)wj (16)

Here, x̃j and wj are the collocation points and weights dictated by the GL quadrature

rule, while the numbers of points and weights are (NGL)
|v|, where the cardinality of v,

|v|, is the power of the number of GL collocation points selected along each dimension,
denoted by NGL. Once these coefficients are computed, the component functions of HDMR
can be approximated using the gPC method.

In short, the proposed methodology leverages the strengths of both techniques:
HDMR’s ability to mitigate the curse of dimensionality and gPC’s capability to inter-
polate the component functions efficiently and accurately. Note that, while any univariate
and bivariate interpolator could be employed, the application of gPC expansion on these
subproblems demonstrates efficacy [42]. Furthermore, in determining the coefficients of
each gPC expansion, the GL quadrature rule, delineated in (16), is applied. The observable
values at collocation points of the GL quadrature are computed using a deterministic
simulator, which is elaborated in the subsequent subsection. The number of required
deterministic simulations corresponding to collocation points to construct HDMR can be
calculated by:

Ncp = 1 + ∑
v⊆S

(NGL − 1)|v| (17)

where Ncp is the total number of collocation points and NGL is kept fixed across all dimen-
sions of univariate and bivariate component functions with indices, which are determined
by the abovementioned iterative scheme and stored in the index set of S. In this study,
we use odd-number GL quadrature rules, which share one collocation point (positioned
at the reference point x̄) for all component functions, while many collocation points of
second-order component functions are already computed when interpolating the first-order
component functions.
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2.4. Deterministic Simulator MARIE [23]

To compute the component functions of HDMR expansion, the observable values on
collocation points are computed via MARIE (MAgnetic Resonance Integral Equation suite)
software [23], an open-source MATLAB-based simulator designed for fast EM analysis
of MRI systems. The primary focus of MARIE is to offer comprehensive EM simulations
in the context of the human body, targeting the determination of port parameters, E-
field distribution, and key metrics like B1+, B1−, and local SAR. At its core, MARIE
uses several integral equation methods. The inhomogeneous human body is voxelized
and E-fields and currents inside the human body are solved using the volume integral
equation technique. In parallel, the RF coils and shields, perfect electric conductors, are
discretized by surface triangles, and the currents on them are computed using the surface
integral equation technique. These techniques are carefully coupled, leveraging the volume–
surface integral equation approach. Moreover, MARIE employs a fast iterative solution
method for computational efficiency, incorporating a fast Fourier transform acceleration
and special preconditioning technique for rapid iterative convergence. In this study, the
observable values provided by MARIE are used to generate the surrogate models across
voxels in the head model. The constructed surrogate models offer a computationally
efficient representation for capturing the intricate relationships between the input random
variables and the output MRI-induced E-field and SAR values in the head model.

3. Numerical Results and Discussion

This section demonstrates the proposed computational framework’s accuracy, effi-
ciency, and applicability in obtaining the statistics of the UHF MRI RF coil-induced SAR
on an MRI-derived head model. To construct the surrogate models, the tolerance for
HDMR component function selection, ξ, is set to 10−2, while the number of GL quadrature
points along each dimension, NGL, is set to 3, 5, or 7. As alluded in Section 2, the relative
permittivities and conductivities of six types of head tissues are uniformly distributed in
the ranges provided in Table 1, while the observables are the SAR values. To evaluate the
accuracy of the surrogate models, the relative error of the observable on each voxel, erri,
i = 1, . . . , Nvox, is computed via

erri =
1

Ntest

Nvox

∑
n=1

∣∣∣∣∣
yi

n − yi
n
′

yi
n

∣∣∣∣∣ (18)

where Ntest = 100 is the number of testing points, randomly selected according to the
distributions shown in Table 1, while yi

n and yi
n
′ represent the observable value on ith

voxel obtained by the deterministic simulator and surrogate model, respectively. Once the
accuracy of each surrogate model of each voxel is assessed via its associated relative error,
the overall accuracy of all surrogate models is evaluated via

errmax = max
i

{erri}, i = 1, 2, . . . , Nvox

errave =
1

Nvox

Nvox

∑
i=1

erri

(19)

Here, the maximum relative error, errmax, gives insight into worst-case scenarios or
outlier behavior, whereas the average relative error, errave, presents a more generalized
view of the accuracy across the entire head model.

3.1. Numerical Settings

In the considered MRI scenario, a birdcage RF coil provided in MARIE [23] is used to
stimulate a human head model, as depicted in Figure 2. This 32-port birdcage coil with
a 140 mm radius operates at 298.06 MHz for 7 T MRI scans and is initially excited from
the port 1 [Figure 2d]. Thereafter, ports 5, 9, and 13, demonstrated in Figure 2d, are also
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activated to examine the accuracy of the constructed surrogate models, as discussed in
subsequent subsections. The human head model is derived from an MR image selected
from the OASIS2 dataset [45]. Initially, the MR image is transformed into a tetrahedral mesh
using the headreco function [46] of SimNIBS [47]. This process yields a segmented head
model with tissues, including white matter, grey matter, cerebrospinal fluid (CSF), bone,
scalp, and eye humor. The conductivities and relative permittivities of these tissues are
sequentially encapsulated in x = [εr1, . . . , εr6, σ1, . . . , σ6] and set randomly or according to
the collocation point for each deterministic simulation. For compatibility with MARIE, the
segmented head model is then converted to a voxel head model situated in a computational
domain of 145× 145× 145 with a voxel size of 1.6 mm, where 889,850 voxels occupy tissues.
The head model is positioned at the center of the computational domain so that the head
model coincides with the birdcage coil’s center [Figure 2].

Figure 2. The MRI-derived head model in an MRI birdcage coil with the locations of activated ports
highlighted. (a) Front view; (b) right side view; (c) top view; (d) port locations: port 1 (red), port 5
(green), port 9 (black), and port 13 (yellow).

3.2. Accuracy

The accuracy of the surrogate models generated by the proposed method is examined.
To this end, the surrogate models of the SAR for all voxels in the head model are obtained by
two approaches. In the first approach, called the direct approach, the input–output relation
is directly formed between the input vector of the head tissues’ dielectric properties, x, and
the output vector storing all SAR values on all 889,850 tissue voxels. In the second approach,
called the indirect approach, the input vector remains unchanged, while the components of
E-fields, [Ex, Ey, Ez], are considered as the output and stored in an output vector of a size of
2,669,550; each entry of the vector is a complex number. In the indirect approach, after the
construction of the surrogate models of E-fields, those are used to compute the SAR values
on each tissue voxel i, SARi, via

SARi = (E2
x,i + E2

y,i + E2
z,i) · σi

/
ρi (20)

where [Ex,i, Ey,i, Ez,i] are the components of E-fields on each voxel i. The density, ρi, stands
consistent for each tissue type throughout the study, as shown in Table 1. The accuracy of
the surrogate models obtained using direct and indirect approaches is assessed using the
SAR values as observables in (18) and (19). To test the accuracy with different parameters,
first, the HDMR expansion is truncated right after the first component functions, and NGL
is set to 3, obtaining gPC coefficients in (16). Furthermore, to achieve better accuracy, the
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number of component functions or GL points is increased in subsequent computations. This
increase ensures a balanced approach between computational efficiency and the accuracy
of the outcomes in the surrogate model assessments. Specifically, the number of GL points
is augmented to 7 to improve approximation of component functions, or the HDMR is
extended to encompass second-order component functions, which describe the combined
effects between entries of the input vector. The results are shown in Table 2 for the direct
approach and Table 3 for the indirect approach.

Table 2. Results of directly modeling SAR values.

Total Order of
Component
Functions

NGL Ncp errmax errave

1 3 25 34.36% 2.97%
1 5 49 33.80% 2.97%
1 7 73 33.74% 2.97%
2 3 289 14.28% 0.71%
2 5 1105 11.17% 0.51%

Table 3. Results of indirectly modeling SAR values through E-fields.

Total Order of
Component
Functions

NGL Ncp errmax errave

1 3 25 11.55% 1.46%
1 5 49 11.50% 1.48%
1 7 73 11.51% 1.47%
2 3 289 2.11% 0.28%
2 5 1105 1.65% 0.26%

A straightforward comparison between Tables 2 and 3 reveals that, generally, the
results obtained through the indirect approach surpass those from the direct approach. This
observation can be linked to the relationship between SAR values and the E-field, as shown
in (20). The added complexity and interactions introduced by the squaring operations might
necessitate a larger number of collocation points and the incorporation of higher-order
terms to achieve a similar level of accuracy as that achieved when modeling indirectly.

Moreover, based on the data presented in the tables, it is noticeable that, when includ-
ing solely the first-order component functions, there exists no direct correlation between an
increment in the number of collocation points and the enhancement of accuracy in both
scenarios. This suggests that the augmentation of collocation points does not significantly
contribute to improving the accuracy of the surrogate modeling technique. Conversely,
upon incorporating the second-order component functions, a notable enhancement in accu-
racy is observed, as evidenced by the substantial reduction in both mean and maximum
relative errors. The optimal results are obtained in the second scenario, where the mean er-
ror is noted to be 0.26% and the maximum error is 1.65%, ensuring the confined error range
for each voxel. In light of this, one should notice that the optimal accuracy in the study is
attained in a scenario necessitating 1105 simulations. Considering the time-intensive nature
of the deterministic simulations by MARIE, this approach might not be pragmatically
viable. However, employing a mere 289 simulations yields results that, although slightly
inferior to the 1105-simulation case in accuracy, offer a more feasible balance between
accuracy and efficiency. Therefore, the subsequent analysis will be performed upon the
289-simulation case, utilizing a total order of 2 for component functions and three GL
quadrature points along each dimension.

The distribution of voxel-based relative errors is shown in Figure 3. Indeed, most
of the voxels exhibit an error of less than 1%, with only 0.339% of voxels surpassing this
value. In Figure 4, selected slices are presented to highlight the accuracy of the proposed
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method under the second scenario. The left column depicts the ground truth SAR values
obtained from the deterministic simulator MARIE, while the middle column displays values
approximated by the HDMR-generated surrogate models. The right column illustrates the
logarithm of the relative difference. With a logarithmic error spanning 2 to 5 digits, these
illustrations underscore the high accuracy achieved by the proposed method.

Figure 3. Relative error distributions for 889,850 tissue voxels. Derived from the second scenario
where the total order for component functions is 2, with 3 GL quadrature points along each dimension.

Figure 4. Comparison of the SAR on slices. The ground truth (Left), approximation via proposed
framework (Mid), and the logarithm of the relative error between the ground truth and approximation
(Right). (a) Ground truth of the axial slice. (b) Approximate SAR of the axial slice. (c) Logarithm
of relative error between (a,b). (d) Ground truth of the sagittal slice. (e) Approximate SAR of the
sagittal slice. (f) Logarithm of relative error between (d,e). (g) Ground truth of the coronal slice.
(h) Approximate SAR of the coronal slice. (i) Logarithm of relative error between (g,h).
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The accuracy of the HDMR technique is assessed by comparing it with other surrogate
modeling techniques such as RVFL [33,34], ELM [34,35], single-layer NN [36], GP [37], and
least square-based gPC [38]. Each of these techniques is applied within the framework
of two scenarios (direct and indirect) and their performances are assessed in terms of
SAR values utilizing the same error metrics. To ensure a fair comparison, a training set
of 300 points is generated through Latin Hypercube Sampling; the testing set remains
the same, with 100 testing points. The results are shown in Tables 4 and 5. Note that
RVFL, ELM, and single-layer NN possess associated hyper-parameters. Therefore, multiple
test cases are conducted to fine-tune these parameters, and the most optimal results are
presented in the tables to ensure a fair and comprehensive comparison. As the tables
illustrate, the proposed HDMR significantly outperforms all other surrogate modeling
techniques.

Table 4. Results for other surrogate models of directly modeling SAR values.

Method errmax errave Remarks

RVFL* 25.13% 3.35% hidden nodes = 120
ELM * 27.00% 3.47% hidden nodes = 120

Gaussian Process 85.64% 0.73% /
Least Square PC 16.34% 0.77% /

Single-layer NN * ≥ 100% 10.30% nodes = 512
HDMR (proposed) 14.28% 0.71% /

* For hyper-parameter tuning on RVFL and ELM, hidden nodes between 20 and 200 were tested, with an increment
of 20 per step. Optimal results were observed at 120 for both ELM and RVFL. In the case of the single-layer
neural network, tests were conducted evaluations spanning from 16 to 1024, progressing in powers of 2, with
512 yielding the optimal result. The optimal result is defined as the hyper-parameter that yields the lowest mean
relative error on the testing set.

Table 5. Results for other surrogate models of indirectly modeling SAR values through E-fields.

Method errmax errave Remarks

RVFL* 7.24% 1.27% hidden nodes = 160
ELM * 7.90% 1.21% hidden nodes = 140

Gaussian Process 16.41% 0.35% /
Least Square PC 2.84% 0.41% /

Single-layer NN * 45.85% 4.57% nodes = 64
HDMR (proposed) 2.11% 0.28% /

* For hyper-parameter tuning on RVFL and ELM, hidden nodes between 20 and 200 were tested, with an increment
of 20 per step. Optimal results were observed at 160 and 140, respectively. In the case of the single-layer neural
network, tests were conducted evaluations spanning from 16 to 128, progressing in powers of 2, with 64 yielding
the optimal result. The optimal result is defined as the hyper-parameter that yields the lowest mean relative error
on the testing set.

The proposed technique is further examined under various conditions by individually
activating other ports (Port 5, Port 9, and Port 13), demonstrating the reliability of the
approach. All results, obtained under the second (‘indirect’) scenario, incorporating a total
of second-order component functions and three GL points, are presented in Table 6. One can
see that the mean relative errors for all conditions exhibit a consistent behavior, fluctuating
within a narrow range. This indicates a stable performance of the proposed method,
irrespective of the port activated. However, while the mean relative error demonstrates
satisfactory performances, reflecting the method’s general effectiveness, the maximum
relative error of port 9 is notably higher than that in all other conditions. The discrepancy
in this case could be attributed to the spatial location of the voxels within an unexcited
region. Given their substantial distance from the activation port, as shown in Figure 2d,
the voxels near the nose region experienced less field excitation, resulting in comparatively
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lower SAR values. Thus, inconsequential deviations in prediction within this region can
result in amplified maximum relative errors, which is expected.

Table 6. Results for different activated ports using second-order component functions with three
GL points.

Port No. NGL Ncp errmax errave

Port 1 3 289 2.11% 0.28%
Port 5 3 289 2.08% 0.17%
Port 9 3 289 11.93% 0.31%
Port 13 3 289 3.82% 0.25%

3.3. Statistical Analysis

After establishing the accuracy of the proposed HDMR in the preceding section, it
is important to assess the crucial statistical metrics obtained from the surrogate model.
Employing the HDMR-assisted MC method with a sample size of 10,000 random points,
the computed means and variances provide crucial insights into the performance and
reliability of the proposed surrogate modeling technique. These statistical metrics are
compared with the results derived from the traditional (brute-force) MC method, using
simulations on MARIE with a sample size of 5000 randomly selected points. It is important
to note that all points for the MC simulations are selected randomly, following the uniform
distributions illustrated in Table 1. This comparative analysis is essential in corroborating
the robustness and validity of the HDMR as a credible and efficient alternative to the
traditional and computationally intensive MC methods for obtaining reliable statistical
metrics. Figure 5 illustrates the convergence trends for the mean and variances of two
selected voxels determined by the traditional MC method with increasing sample size.
These metrics are juxtaposed and compared with the corresponding estimations from the
proposed framework’s indirect approach. It becomes evident that the proposed method
achieves a similar level of accuracy with a significantly lower number of deterministic
simulations, underscoring its efficiency.

Figure 5. Convergence of mean (top) and variance (bottom) values for two different voxels, both com-
puted using the 5000 point traditional MC method with increments of 50 random points/simulations.
The black line represents the mean/variance values obtained via the HDMR-assisted MC method
requiring 289 collocation points/simulations.

Furthermore, the maximum SAR values are also examined, given their paramount
significance related to MRI safety regulations. This inquiry aims to discern the impacts
of variations in tissue properties on the SAR values, which is vital for ensuring the safety
of RF exposure. The nominal SAR values, obtained under nominal conditions of relative
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permittivities and conductivities, serve as a benchmark for comparison. The SAR values
are assumed to follow normal distributions, which allow the estimation of maximum SAR
values, calculated as the mean plus three times the standard deviation. These mean and
standard deviation values are computed using HDMR-assisted MC methods, based on a
sample of 10,000 random points.

In keeping with regulatory standards, voxel SAR values undergo conversion to 1g-
SAR and 10g-SAR using a standard method. This process involves averaging the SAR
values in a progressively expanding region of tissue-containing voxels surrounding a
central voxel. The expansion continues one voxel at a time until the specified tissue mass,
either 1 g or 10 g, is achieved [48]. This procedure is executed using the algorithm detailed
in [49]. The analysis of the maximum SAR further underscores the importance of the
uncertainties of input parameters, which inevitably contribute to the variances observed in
SAR value distributions.

Figure 6 presents a comparison between maximum and nominal 1g-SAR values. Note
that only the top 5% of voxels with the highest values are selected for plotting to optimize
visualization. Utilizing consistent colormaps, the voxels representing maximum values for
the 1g-SAR exceed 6 W/kg, while those reflecting the nominal values for the same case are
approximately 3.5 W/kg. For the 10g-SAR scenario, the maximum SAR values reach up to
4.5 W/kg, while voxels in the nominal values center around 2.5 W/kg.

Figure 6. Comparison between maximum and nominal 1g-SAR and 10g-SAR distributions. For
sub-figures (a–d), only the top 5% of voxels with highest SAR values are plotted. (a) Maximum
1g-SAR distributions. (b) Nominal 1g-SAR distributions. (c) Maximum 10g-SAR distributions.
(d) Nominal 10g-SAR distributions. (e) Activation port location (circled in red).
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Selected sagittal slices (Slice 72) of both 1g-SAR and 10g-SAR are depicted in Figure 7
for a comparative analysis between maximum and nominal SAR values, accompanied by
their respective differences. For the 1g-SAR, there are noticeable increments of approxi-
mately 25% and 32% in the forehead and nose regions, respectively. Similarly, the 10g-SAR
reveals an approximate 35% elevation in the forehead area.

Figure 7. Comparison of sagittal slices between maximum and nominal SAR distributions, along
with their differences. (a) Maximum 1g-SAR. (b) Nominal 1g-SAR. (c) Difference between (a,b).
(d) Maximum 10g-SAR. (e) Nominal 10g-SAR. (f) Difference between (d,e).

3.4. Sobol Indices

For voxel i, its Sobol index with respect to v, Sv,i, can be computed as in (3) and then
classified based on the type of tissue it represents. The average Sobol indices for a given
tissue type t, denoted by St

v, is calculated by averaging Sv,i across all voxels of the same
tissue type, such that

St
v =

1
Nt

Nt

∑
i=1

Sv,i (21)

where Nt indicates total number of voxels of tissue type t.
Figure 8 displays the first-order Sobol indices of each tissue type t with respect to each

input dimension. For most tissues, their own relative permittivity and conductivity have
the greatest influence, followed closely by the relative permittivity and conductivity of
neighboring tissue types. For the white matter, the primary influencers are its inherent
relative permittivity and conductivity, with grey matter’s electrical properties coming next.
In the case of grey matter, in addition to its own relative permittivity and conductivity,
the relative permittivity of white matter and conductivity of the scalp also play significant
roles. For CSF, while its own conductivity is the predominant contributor, other inputs
also significantly influence the variances. This phenomenon can be attributed to the cir-
cumstance that CSF is a common neighbor to most tissues, resulting in its SAR values
being impacted by the changes in the properties of adjacent tissues as well. This suggests a
complex interaction between the CSF and its surrounding environment, emphasizing the
necessity of incorporating second-order component functions in the HDMR framework.
These functions are crucial for capturing the inputs’ combined effects, offering more accu-
rate and detailed models. Sobol indices for bone and scalp tissues display similar patterns,
with their respective relative permittivities and conductivities exerting the most impacts.
The results for the eye require further analysis, given that the relative permittivity of the
scalp appears to be the most influential dimension.

220



Bioengineering 2024, 11, 730

Figure 8. Averaged Sobol indices for each tissue type. The x-axis depicts input dimensions, where εr

is relative permittivity and σ is conductivity; W, G, C, B, S, E represents white matter, grey matter,
CSF, bone, scalp, and eye humor, respectively. Sub-figures show Sobol indices for (a) white matter,
(b) grey matter, (c) CSF, (d) bone, (e) scalp, and (f) eye humor.

4. Conclusions

In this paper, a computational framework for uncertainty quantification of SAR and
E-field values at voxel levels for MRI head scans at 7 T was proposed. This framework
constructs the surrogate models for SAR distributions in head MRI scans utilizing the
HDMR technique and then conducts statistical and sensitivity analyses on the observables.
The application of the proposed framework to realistic head models demonstrated that
the surrogate models are not only accurate in predicting SAR distributions but also signif-
icantly reduce the computational requirements compared with traditional MC methods.
Subsequent statistical analysis revealed that 20% uncertainties in tissue dielectric properties
could result in variations as substantial as 30% in the observed SAR values within certain
regions. This highlights the importance of considering such uncertainties. The framework’s
abilities to predict SAR distributions accurately and quantify the effects of variability in
tissue properties underscore its potential as a valuable tool for supporting the analysis,
design, and safety assessment of novel UHF MRI RF coils. Current research is focusing
on the framework’s application with deep learning techniques for the SAR prediction on
any provided head model [50]. The ultimate goal is to ensure the highest level of safety
and efficacy in MRI procedures, particularly as the technology evolves and becomes more
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complex. This paper’s contribution represents a fundamental advance, providing a robust
tool for researchers and clinicians in the rapidly advancing field of UHF MRI technology.
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Appendix A. Nomenclature

N Dimension of the input vector, N ∈ N

x Input vector, x ∈ RN

xk k-th element of the input vector, where k ∈ {1, 2, . . . , N}
[ak, bk] Range of xk

y Observable vector
F(·) Deterministic simulator mapping x to y

NMC Number of MC simulations
xn n-th input vector of the simulation
yn n-th observable vector of the simulation
E[·] Expected value operator
Var[·] Variance operator
Varxk [·] Variance operator with respect to the random variable xk

Sk Sobol index for the k-th element of the input vector
Ω The set of random variable indices, Ω = {1, 2, . . . , N}
v Subset of Ω
|v| Cardinality of v

xv Selection of the input vector x corresponding to the indices in v

F0 Zeroth-order component function of HDMR
Fi(xi) First-order component function of HDMR
Fij(xi, xj) Second-order component function of HDMR
x̄ Reference point in CUT-HDMR

x̃ = x̄\xv Input vector whose random variables indexed by set v are retained, and all
others are set according to x̄

α Coefficients of gPC expansion
Φ(·) Product of 1D Legendre polynomials
φ(·) 1D Legendre polynomials
NGL Number of Gauss–Legendre quadrature points per dimension
NCP Number of total collocation points
Ntest Number of testing points
errmax Maximum error among all tissue voxels
errave Average error of all tissue voxels
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Abstract: Magnetic scaffolds (MagSs) are magneto-responsive devices obtained by the combination
of traditional biomaterials (e.g., polymers, bioceramics, and bioglasses) and magnetic nanoparticles.
This work analyzes the literature about MagSs used as drug delivery systems for tissue repair and
cancer treatment. These devices can be used as innovative drugs and/or biomolecules delivery
systems. Through the application of a static or dynamic stimulus, MagSs can trigger drug release in a
controlled and remote way. However, most of MagSs used as drug delivery systems are not optimized
and properly modeled, causing a local inhomogeneous distribution of the drug’s concentration and
burst release. Few physical–mathematical models have been presented to study and analyze different
MagSs, with the lack of a systematic vision. In this work, we propose a modeling framework. We
modeled the experimental data of drug release from different MagSs, under various magnetic field
types, taken from the literature. The data were fitted to a modified Gompertz equation and to the
Korsmeyer–Peppas model (KPM). The correlation coefficient (R2) and the root mean square error
(RMSE) were the figures of merit used to evaluate the fitting quality. It has been found that the
Gompertz model can fit most of the drug delivery cases, with an average RMSE below 0.01 and
R2 > 0.9. This quantitative interpretation of existing experimental data can foster the design and use
of MagSs for drug delivery applications.

Keywords: cancer therapy; drug delivery; electromagnetic fields; magnetic nanoparticles; magnetic
scaffolds; tissue engineering

1. Introduction

Tissue engineering (TE) and cancer therapeutics (CThs) have been enabled by the
development of biocompatible tissue-mimicking biomaterials (e.g., metals, biopolymers,
and bioceramics). Bioactive materials, manufactured as tissue scaffolds, are designed to
elicit specific biological responses, which are crucial for controlled healing and regenera-
tion or therapy [1–3]. For 3D scaffolds, a sufficient porosity (50–80%, depending on the
tissue site), as well as pore size distribution (1 μm–250 μm), must be guaranteed to ensure
tissue growth, adequate biomolecule signaling, cellular homing, and vascularization [4,5].
Kim et al. [6] developed a porous polycaprolactone (PCL) scaffold for bone tissue incorpo-
rating cuttlefish bone-derived hydroxyapatite (Hap) powder to demonstrate that, in vitro,
the porosity influences the proliferation and differentiation by creating an adequate biome-
chanical microenvironment for tissue regeneration. However, some strategies for scaffold
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designs do not meet TE goals [7–9]. Therefore, new solutions and alternative strategies to
control cell–biomaterial interactions have been considered.

Biomaterial scaffolds have been explored as devices and platforms for controlled drug
delivery (DD) aimed at manipulating tissue repair and/or therapeutic outcomes [10,11].
Several physical methods in a biomaterial to exert a therapeutic action are available [12,13].
For TE applications, biomaterials for DD have the aim of providing growth factors (GFs)
around the implant region to control and manipulate tissue repair, acting on cell migration,
proliferation, differentiation, or, for cancer therapy (CT), exerting an anti-proliferative
action [2,8,12,14]. Initially, scaffold DD systems for TE relied on mechanisms, such as
molecular diffusion, material degradation, or cell migration, which are poorly control-
lable [14]. This new approach allows us to recreate and mimic the in vivo release profiles
of factors produced during natural tissue morphogenesis or repair. For instance, GFs, such
as platelet-derived growth factor (PDGF) embedded in implanted polymeric (e.g., PLGA
and PLA) formulation or alginate hydrogels, were used for endothelial cell proliferation
with applications in angiogenesis and wound healing [15]. Bone morphogenetic protein-2
(BMP-2) when combined with hydrogels or PLGA scaffolds is useful for modulating cell
proliferation and tuning bone regeneration [15]. The release of drugs and GFs from bioma-
terials is not exempt from shortcomings and limitations. Indeed, not all biomaterials with
local DD exhibit a spatial and temporal controlled release and a sustained drug release
behavior to ensure an optimum controlled therapy, thus avoiding side effects [16–18].

Therefore, bioengineers proposed to trigger and/or regulate the delivery of biological
agents (e.g., drugs and cells) using external cues and physical stimuli, thus overcoming
traditional DD limitations [19]. Potential candidates as therapeutic scaffolds used in DD
applications, such as TE and CT, are called stimuli-responsive scaffolds [19,20]. Stimuli-
responsive scaffolds are smart biomaterial implants that can respond to exogenous or
endogenous physical and/or chemical changes [19–21]. Several active biomaterials, respon-
sive to external stimuli, were proposed in the literature, such as the temperature-responsive
injectable hydrogel scaffold [12] and pH-sensitive scaffold [10]. Furthermore, various
physical fields and energy forms (e.g., mechanical, electric, piezoelectricity, etc.) were
analyzed for controlled delivery with improved safety and efficiency, while enabling new
therapies [22–25]. Despite the disruptive potential of stimuli-responsive biomaterials, some
limitations and challenges must be underlined. Indeed, forms of energy, such mechanical,
thermal, and ultrasound energy, are not specific, reach limited penetration depths, or,
instead, lead to complex technological implementations [19–26].

In the framework of stimuli-responsive scaffolds, electromagnetic (EM) energy can play
a key pivotal role, overcoming DD limitations. Indeed, the EM spectrum, especially ranging
from very low frequencies (i.e., few Hz) to radiofrequency (herein, hundreds of kHz), can
be used to control the response of scaffolds and trigger specific effects and actions on cells
and tissues for both TE and CT remotely, noninvasively, and precisely [27–29]. Electric field-
responsive scaffolds have been proposed [29], but they cannot be easy to reach if implanted in
deep body sites. On the other hand, magnetic fields (MFs) are preferred for some biomedical
applications since they have a higher penetration depth and high specificity. Therefore,
the possibility of manufacturing a biomaterial able to respond to the magnetic field was
investigated, too [30–33]. A magnetic implant can be achieved by incorporating specialized
magnetic biomaterials in a nano-formulation into the biomaterial matrix (see Figure 1), thus
conferring magnetic properties to the structure, which can then be controlled spatiotemporally
and remotely [30–33].

Magnetic nanoparticles (MNPs) are particles (<200 nm in size) composed of mag-
netic elements, such as iron (Fe), nickel (Ni), cobalt (Co), or their oxides (e.g., magnetite,
maghemite, etc.) [34]. Zn- and Mn-substituted magnetite MNPs hold therapeutic potential
against colorectal cancers [35,36]. If MNPs are embedded in biomaterials such as bio-
ceramics or biopolymers, thus creating a so-called magnetic scaffold (MagS), theragnostic
and multifunctional abilities are provided to scaffolds, creating new usage and applications.
By varying the magnetic field strength in space or time, it is possible to control the physical,
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structural, and mechanical properties of these magneto-responsive scaffolds. Therefore,
MagSs can be used for TE, DD, or CT [37]. MagSs can be activated (i) by static or very
low-frequency MF-triggering mechanical forces and deformations, or (ii) by alternate MFs
for magnetothermal conversion.

 

Figure 1. Graphical representation of the concept of magnetic scaffolds as the combination of
magnetic nanoparticles and biomaterials, and their use for drug delivery applications.

In regard to TE, MagSs act as mechano-transducers modifying local Ca2+ fluxes.
In [38], magnetic Hap scaffolds were cultured in vitro with pre-osteoblast and osteoblast
cells (i.e., ROS 17/2.8 and MC3T3-E1, respectively) with and without an exterior static
MF (~15 kA/m), finding that proliferation and differentiation were influenced. MagSs
have been evaluated for cardiac tissue: a functional cardiac patch of microporous alginate
scaffold impregnated with MNPs and the application of a 5 Hz external MF stimulation
has been studied in [39]. The study of PCL/gelatin 3D magnetic nanofibrous constructs
comprising MNPs has been carried out in [40].

On the other hand, MagSs can be used as therapeutic agents by exploiting the highly
efficient magnetothermal conversion that MNPs embedded in a biomaterial matrix expe-
rience, if an RF MF is applied [37]. The dissipated heat can be exploited to administer
hyperthermia at local and interstitial levels against solid cancers, such as bone or ductal
tumors [37].

The intrinsic multifunctional nature of MagSs, in particular, the mechano-transducer
and magnetothermal conversion features, have been exploited to implement an innovative
DD platform for GFs or drug administration, as shown in Figure 1, as epitomized by the
magnetic sponge loaded with docetaxel (DTX), whose release is triggered by static MF-
induced (~50–350 mT) reversible mechanical deformations [41]. Exploiting a similar mech-
anism, in [42], hollow-fiber alginate/iron oxide nanoparticle scaffolds were prepared by 3D
printing, and the MF-mediated delivery of encapsulated drugs (e.g., doxorubicin—DOX),
protein, and mesenchymal stem cells was tested in vitro and in vivo. On the other hand,
in [43,44], composite ethylcellulose membrane scaffolds with embedded thermosensi-
tive poly(n-isopropyl acrylamide) (polyNIPAm)-based nanogels and MNPs exposed to
220−260 kHz, 0−20 mT MF proved to be able to increase membrane permeability as the
dissipated magnetic heating increased the membrane temperature.

Recently, in [44], we dealt for the first time with the mathematical modeling of the
magnetic drug delivery of growth factors to evaluate the effectiveness of MagSs as an in
situ attraction platform for MNPs carrying GFs to control the bone regeneration process.
The proposed DD strategy is a combination of different administration strategies mediated
by different MF types (see Figure 1). Indeed, simulations to evaluate how a static MF can
be used to force and drive MNPs+GFs to the MagSs were performed. Then, the in silico
study of how RF MFs can be used to trigger GF release lead to the findings that the quality
of regenerated bone tissue can be improved using MagSs.

From this introductory discussion, it is possible to infer that MagSs have high potential
for DD. Indeed, MagSs can overcome the significant common problems for traditional
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biomaterials used for DD applications, such as burst release, heterogeneity in the release
phase of the bioactive agent, inhomogeneous spatial distribution, control long-term release,
reduce the leakage of drugs or GFs, avoiding side effects, or the impossibility of re-loading
the biomaterial [10,11,25,44]. However, from the above discussion, it can be observed
clearly that there are several types of MagSs, while presenting different and fuzzy features,
as well as being characterized by various DD mechanisms. This work is motivated by the
need for an engineering and quantitative rationale that can drive and lead their design and
use for TE and DD applications. Traditionally, DD and biomaterials for DD find strong
bases in mathematical modeling and kinetics models. For MagSs, it must be noted and
highlighted that very few or no models were developed to interpret their response as
DD platforms. Therefore, in this work, for the first time, we focus on the physical and
mathematical modeling of MagSs as innovative structures for delivering bioactive agents,
in the pursuit of achieving targeted, prolonged, and stimulus-responsive release. The aim
is to provide a solid framework to empower and further develop the MagS design and DD
applications. To this aim, in Section 2, we performed a literature analysis to select the most
relevant cases study of MagSs used as DD platforms. Then, as explained in Section 3, the
experimental data from DD experiments were digitized and fitted to kinetic models. Then,
in Section 4, the results are presented, and the release and kinetic parameters are linked
and analyzed with respect to the intrinsic magnetic features of MagSs, and an extensive
critical discussion is provided too. In Section 5, the conclusions are reported.

2. Related Works and Cases Study

2.1. Methodology for the Literature Analysis

A literature search aimed at identifying all relevant articles was based on the selection
of works to identify some cases studies of MagS DD applications. The search strategy,
including all identified keywords, index terms, and abstract, has been adapted for each
included database and/or information source. Studies published in the English language
from January 2009 to 2024 were included. The databases used in the research included
Wiley, National Institutes of Health (NIH), Scopus, PubMed, Science Direct, and IEEEXplore.
We focused our attention on different aspects, namely, the biomaterial matrix; the type of
MNPs (e.g., magnetic features and size); MagS manufacturing; the type of DD strategies
triggered, modulated, and controlled by an external magnetic field (e.g., static, dynamic,
magneto-thermal conversion, etc.); and, finally, if experimental tests were performed and
for which DD applications they were proposed. In this respect, we critically and thoroughly
analyzed these literature sources and carefully identified the knowledge gaps to propose a
quantitative framework to study MagSs for DD.

2.2. Literature Analysis

The conducted literature research led to the identification of some different, specific
articles for MagSs and DD applications [41–53]. The results of our literature analysis are
reported in Table 1.

The selected articles offer a comprehensive overview of the different methodologies
and approaches used in MagSs for targeted DD, especially in the context of TE and CT. From
works [41–53], as can be seen from Table 1, the preferred biomaterial matrix formulation,
which is a fundamental factor for achieving mechanical and biocompatibility properties,
is polymeric, allowing the easy manufacturing of magnetic nanocomposite and drug- or
biomolecule-loaded scaffolds.

We hypothesize that, for MagSs, the selection of the magnetic nanoparticles to embed
or the magnetic phase to synthesize is crucial. MNPs can have a different magnetism. They
can be ferrimagnetic or ferromagnetic (for diameters in the range of 25–50 nm to 100 nm),
i.e., they can be intrinsically magnetic and possess a permanent magnetic moment [34,45].
On the other hand, MNPs (diameter below 25 nm) can respond to an externally applied
magnetic field being superparamagnetic (SPM). In any case, MNPs’ magnetism play an
important role in enhancing DD efficiency. In Table 1, we can see that ferromagnetic and
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SPM particles are used. Ferromagnetic particles have been used in [41]. On the other
hand, SPM MNPs are preferred. For instance, in [46], a 3D-printed mesoporous bioactive
glass (MBG)-PCL scaffold with SPM magnetite nanoparticles was proposed for TE and
DD for CT applications. MBG possesses a more optimal surface area, nanopore volume,
controlled drug delivery properties, and in vivo biocompatibility, and this makes the
structure more suitable and effective for the specific applications studied. The particularity
of Fe3O4/MBG/PCL composite scaffolds has been accentuated by the MNPs’ presence that
made these structures able to respond to the external magnetic field. The release of 20 mL of
DOX was evaluated after the application of an alternating MF of 18 mT with an amplitude
of 409 kHz for 30 min. In [47], the formulation of multilayer magnetic gelatin membrane
scaffolds blended with Fe3O4 SPM MNPs was proposed. Gelatin MagSs are supposed
to be used as in situ attraction sites for magnetized DD agents carrying GFs or drugs.
However, SPM MNPs can also be used to perform DD based on the magneto-thermal
mechanism. Chemical routes for doping bio-ceramics and producing in situ MNPs lead
to an interesting sub-class of MagSs. For instance, in [48], magnetic hybrid composites
made of (Fe2+/Fe3+)-doped Hap nanocrystals nucleated on self-assembling collagen fibers
were prepared using a biologically inspired mineralization process. DOX was adsorbed
onto Hap and released through the application of pulsed electromagnetic fields (PEMFs).
These MagSs were tested as DD agents against osteosarcoma cancers [47,48]. In [49], a
magnetic mesoporous glass formulation for a Fe3O4/CaO/SiO2/P2O5 system is proposed.
A dynamic MF with a strength value of 1.47 kA/m and frequency of 232 kHz was used to
trigger, via magneto-thermal conversion, the in vitro release of 20 ml of gentamicin, thus
proving the potential of this MagS for the regeneration of a critical-size bone defect [50]. The
versatility of MagSs as DD platforms is limitless. Indeed, in [51], a macroporous ferrogel
is manufactured by incorporating ferrite SPM MNPs and mitoxantrone (300 g); plasmid
DNA and chemokines (SDF 1-α) were released under the action of a dynamic MF (38 A/m,
120 cycles (on/off), for 2 min). In this framework, new studies dealing with MagSs as DD
systems are being published [52–55] and the interest of the scientific community is very
high in this topic.

Table 1. Literature analysis of MagSs for DD.

Work Biomaterial MNPs Manufacturing Mechanism Drug/GFs DD App.

[41] PDMS Ferromagnetic
carbonyl iron Incorporation Static MF

Mechanical deformation MB, DTX CT

[42] Alginate Fe3O4 Blending Static MF
Mechanical deformation BSA, DOX CT

[43,44] poly(N-
isopropylacrylamide) Fe3O4

Dissolution
Evaporation

Dynamic MF
Magneto-thermal - TE, CT

[46] MBG-PCL Fe3O4 3D printing Dynamic MF
Magneto-thermal DOX TE, CT

[47] Gelatin Fe3O4 Blending Static MF
Mechanical deformation - TE

[48] Hap Fe2O3
Fe3O4

Chemical
doping

Pulsed MF
Mechanical deformation DOX CT

[50] MBG Fe3O4
Chemical
doping

Dynamic MF
Magneto-thermal Gentamicin TE

[51] Alginate Fe3O4 Blending Dynamic MF
Mitoxantrone
plasmid DNA

chemokine
TE

[52] Bioactive glass Fe3O4 3D printing Passive release Mitomycin C TE
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2.3. Knowledge Gaps and Goals

From the above discussion and from Table 1, we can underline that key differences
exist in MagS manufacturing. Depending on the combination of the biomaterial, MNPs and
considering the intended DD applications, various mechanism of drug release are possible.

As can be observed in Table 1, several combinations of MNPs and biomaterials,
different manufacturing approaches have been proposed, but the role of formulation in
DD has been poorly investigated. A rationale or set of rules for driving the selection of
biomaterials and MNPs is missing, as well as to identify the best manufacturing approach.
This is further complicated by the fact that the magnetic response of MagSs, given that the
MNPs interact with the complex material structure, cannot be easily interpreted a priori.
Furthermore, the different release mechanisms obey different physical laws, where the
MagSs’ magnetic features play a pivotal role that has been poorly modeled and understood,
to date. Therefore, despite the fact that the production techniques of these nano-systems
have been carefully studied and tested with a proof of concept to test the release, there is
a lack of theoretical or computational models to study, interpret, and design MagSs. The
proposal and verification of such models are necessary to deal with MagS designs, treatment
planning, and the investigation of the biological effects. In this work, we identified the
difficulty to find an appropriate model suitable for modeling MagSs as DD agents. However,
mathematical modeling has been widely employed in pharmacokinetics and DD, also for
magnetic nano-formulations, such as in [56,57]. Furthermore, very few MagS-related
studies reported the drug concentration profile as a function of release time [41–53]. Thus,
in this work, for the first time, we will focus on works [41,43,44,46,48–51], since suitable,
clear, and exhaustive experimental data for testing MagSs as DD platforms for TE and CT
have been provided. These data have been studied and used to identify suitable models
to apply the results to the understanding of the physical phenomena, mechanisms, and
formulations underlying the interaction between the MF and MagSs for DD.

3. Model and Methodology

3.1. Data Retrieval

The data from studies [41,43,44,46,48–51] were digitized using the online software
“PlotDigitizer” [58]. We retrieved the concentration of released drug for each time for all the
data found in these literature references. For pre-processing, the data were normalized. The
post-processing of the obtained data and subsequent comparison of the various candidate
models were performed using the “Curve Fitting Toolbox” from MATLAB 2023a (The
MathWorks Inc., Boston, MA, USA).

3.2. Modeling

A remark is in order. The aim of this work is the modeling of MagSs as DD agents,
linking drug release to the EM properties. To this aim, the available models from phar-
macokinetics and DD were used. Therefore, in the following section, we will describe
the well-known pharmacokinetic models used to describe the mechanisms governing the
release of bioactive agents. A comprehensive overview of DD models is provided in [59–63].
Given the availability of different models, several fittings were performed to identify the
kinetic model that best fitted the studied data to describe the DD modalities from several
MagSs [41,43,44,46,48–51] based on the available experimental data. In this work, we will
focus on Gompertz and Korsmeyer–Peppas (KPM) models, proving that they are flexible
and generally applicable [59–63].

3.2.1. Gompertz Model

A modified Gompertz model allows studying the dissolution profile of a pharmaceuti-
cal dosage [59–61]:

X(t) = e−αeβ log t
, (1)
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where X(t) represents the percentage dissolved at a normalized time, t. Special attention
should be given to the two coefficients: the first parameter, α, determines the proportion
of the undissolved drug or molecule. This parameter is defined as a scale or position
parameter [59–61]. On the other hand, β is a shape parameter and it determines the disso-
lution rate [59–61]. The Gompertz model is highly useful for determining the comparison
between different in vitro drug release profiles, which, however, must exhibit good solubil-
ity and an intermediate release rate [61].

3.2.2. Korsmeyer–Peppas Model

The KPM is a semi-empirical, comprehensive equation that simulates drug release
from several delivery systems, primarily for polymeric systems. The KPM is expressed as
follows [56,57,59–63]:

X(t) = kKPtn (2)

In Equation (2), kKP represents the constant of proportionality (in s−1), and n is
the release rate index as a drug release indicator of the mechanism. The constant rate
and release exponent are known to depend on dosage form geometry, as well as on the
dominating process (e.g., diffusion), but also on other factors governing diffusion and
relaxation rates [61]. The KPM, if the polymer relaxation process is the slowest step [61],
results in a zero-order drug release kinetics, so that n = 1 [61]. Thus, the KPM can be suited
for several MagS DD cases.

3.2.3. Fitting Quality

For the identification of the candidate equation most suited to the model, the MagS
DD data trend was performed by comparing two figures of merit, namely the correlation
coefficient (R2), or so-called coefficient of determination, and the root mean square error
(RMSE). The correlation coefficient is computed as [64]:

R2 = 1 − ∑N
n=1(yi − ŷn)

2

∑N
n=1(yi − y)2 . (3)

In Equation (3), ŷ1, ŷ2, . . . , ŷn are the n-th predicted values, while y1, y2, . . . yn are
the n-th observed values being y = 1

N ∑N
n=1 yn. In Equation (3), the numerator is the sum

of squares of errors generated by the model under consideration, while the denominator
indicates the average of the sum of squares of errors generated by the reference model.
Since R2 ∈ [0, 1], the best mathematical model will be selected for R2 → 1 , as it is the most
suitable and confirms the drug release kinetics.

Alongside the correlation coefficient, the RMSE is one of the most vital indicators for
verifying the validity of a given mathematical model, as it measures the difference between
the values predicted by the predictive model and the actual values [64]:

RMSE =

√√√√ 1
N

N

∑
n=1

|yn − y|2. (4)

The variable retains its usual meaning. As previously mentioned, it provides an
estimate of the accuracy of the predictive model: the lower the value of the RMSE, the
better the model. Consequently, the model that produces a better approximation and
representation of the starting data is characterized by having the lowest RMSE value.

Therefore, we based our study on the simultaneous estimation and evaluation of these
two figures of merit, aiming to find the kinetic model that best approximated the data of
MagSs for DD. The expression of the theoretical equation to describe the release kinetics has
been plotted to derive the predicted data values and graph them together with the initial
ones, with the subsequent calculation of the previously described error metrics. The validity
of the mathematical model, where validity means the ability to approximate as much as
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possible the release kinetics of the drug contained by the scaffold under examination, has
been evaluated.

4. Results and Discussion

We selected three different types of MagSs [41–44,46,49–51] as cases of study to find a
suitable DD model. These MagSs are interesting since they present different biomaterial-
MNP combinations and different types of drug or biomolecule loadings that have been
tested as potential candidates for the magnetic DD strategy for TE and/or CT, relying on
different release mechanisms, under the application of static or alternate magnetic fields,
with different intensities and frequencies. Therefore, given the limited availability of the
experimental data for MagSs for DD, we will model their response and establish, for the
first time, a quantitative basis for their design and use. By solving the various kinetic
models, the fitting model parameters, along with the error metrics, were evaluated. The
fitting model parameters were correlated and linked to MagS properties (i.e., the saturation
magnetization, MS, and volume fraction of MNPs, φm), and to extrinsic magnetic DD
parameters. The results have been interpreted and critically analyzed.

The data from the magnetic microsprouter from [41] (taken from Figure 4 pag. 4;
Figure 6 pag. 6 from [41]), are presented in Figure 2. The figures of merit to evaluate
the fitting quality and select the most suited kinetic model are provided in Table 2. The
fitting results are presented in Figure 2. The best fitting model is the KPM model. In [41],
methylene blue (MB) and DTX were considered as the drugs to be released. The cumulative
release is studied in the case of a non-magnetic scenario and for a static MF applied to the
MagSs. For the MB, few differences (~10%) are found between the two cases (17.81 μg vs.
19.97 μg) [41]. It must be reported that the authors tested different MF strengths, and a non-
linear quadratic (X(|B|) = 18.6

[
%/mT2

]
· x2 + 3.76[%/mT] · x − 1.7101[%], R2 = 0.98)

trend of the maximum-released drug concentration as a function of the strength of the
magnetic flux density vector (B, in mT) can be derived from the data from [41]. The
authors did not report the exact values of MS and φm; therefore, it is not possible to directly
relate the DD data to the material properties. However, the magnetic force exerted on the
MagSs by the action of the external B field is F ∝ MS∇B [65,66]; thus, by increasing the
field strength, the gradient increases and so the force increases too. Therefore, if the DD
mechanism is dictated by the mechanical deformation, a higher MS can ensure a faster and
more sustained release. However, the drug molecule can affect the release kinetics and the
MagS features can impact on its release too. The most relevant case is DTX release. From
the fitting coefficients reported in Table 3, and the actual docetaxel release [41] (data from
pag. 6, Figure 6 from [41]), whose profiles are presented in Figure 2b, it can be noticed
that the magnetically triggered and controlled release results in a larger proportionality
constant (~two fold) and in a super transport condition (n > 0.89) [59–61]. From these
quantitative findings, the boost of the release resulting from the MF action mediated by the
magnetic biomaterial is evident.

In [42], magnetic alginate scaffolds were considered. The data shown in Figure 3 are
taken from Figure 6, pag. 43 from ref. [42]. A 40–60% difference can be observed in the
cumulative release of BSA and DOX between the non-magnetic and magnetic cases. This
difference can be explained by the fact that the mechanical deformation induced by the
magnetic force exerted by the external MF causes a faster diffusion. To explain the drug
release, for this MagS, the Gompertz model is most suited, as can be seen from the results
reported in Table 4 (on average, R2 = 0.95 vs. R2 = 0.82, RMSE = 0.03 vs. RMSE = 0.05).
From the fitting coefficients reported in Table 5, we can observed a ~70% lower fraction of
undissolved drugs and ~2–3-fold-higher dissolution rates for the magnetically mediated
drug release of BSA and DOX.
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Figure 2. Release profile data for methylene blue in the cases of (a) non-magnetic and magnetic
materials. Docetaxel release over time (b) for a non-magnetic membrane and in the presence of an
external MF.

Table 2. Comparison of fitting quality for the Gompertz and KP models for magnetic microsprouters.

Gompertz Model KPM

R2 RMSE R2 RMSE

DTX (magnetic scenario) 0.9410 0.0888 0.9996 0.0069

DTX (non-magnetic scenario) 0.9636 0.0747 0.9934 0.0318

MB (magnetic scenario) 0.9423 0.0857 0.9994 0.0091

MB (non-magnetic scenario) 0.9631 0.0738 0.9931 0.0319

Table 3. Fitting coefficients for the two models for the drug released from magnetic microsprouters.

Gompertz Model KPM

α β
kKP

(1/min)
n

DTX (magnetic scenario) 624.75 −1.64 0.0093 0.9261

DTX (non-magnetic scenario) 4.6357 × 103 −2.04 0.0024 1.1984

MB (magnetic scenario) 316.05 −1.67 0.0121 0.9758

MB (non-magnetic scenario) 1.71 × 103 −2.07 0.0044 1.2102

Figure 3. Cumulative release of (a) BSA and (b) DOX from hollow alginate non-magnetic (blue curve)
and magnetic scaffolds (red) under the actions of a magnetic field being turned on and off.
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Table 4. Comparison of fitting quality for the Gompertz and KP models for alginate SPIO scaffolds.

Gompertz Model KPM

R2 RMSE R2 RMSE

BSA (magnetic scenario) 0.9334 0.0836 0.9398 0.0795

BSA (non-magnetic scenario) 0.9679 0.0112 0.9863 0.0073

DOX (magnetic scenario) 0.9407 0.0627 0.8780 0.0899

DOX (non-magnetic scenario) 0.9862 0.0092 0.9849 0.0096

Table 5. Fitting coefficients for the two models for the drug release alginate SPIO scaffolds.

Gompertz Model KPM

α β
kKP
(1/h)

n

BSA (magnetic scenario) 5.3917 −0.7583 0.1667 0.3641

BSA (non-magnetic scenario) 7.1249 −0.2701 0.0055 0.6796

DOX (magnetic scenario) 9.2091 −0.6727 0.0698 0.4827

BSA (non-magnetic scenario) 6.1927 −0.2733 0.0112 0.5897

These findings are partially corroborated by the KPM coefficients, since in Table 5,
larger time constants were observed, in the presence of a quasi-Fickian release in magnetic
cases. Therefore, the MF can act on the release kinetic, modifying its features.

The data from [43], Figure 3A, pag. 1398, for the poly(N-isopropylacrylamide) em-
bedding 25% wt. of Fe3O4 MNPs developed for DD for TE and CT under dynamic MF
excitation were considered and are reported in Figure 4. For this MagS, the release is
triggered by an alternate-current (AC) magnetic-flux density field working at 220−260 kHz
and with strengths of some mT [43,44]. The best model is the KPM, and its fitting coeffi-
cients are presented in Table 6. Few details are available for the magnetic properties of this
MagS. However, in the presence of super transport, the AC MF (H, in A/m) causes heat
dissipation for the MNPs embedded in the MagS. The magnetic energy is converted into
power per unit volume according to the law Qm = π f μ0|H|2χ′′ , χ′′ being the out-of-phase
component of the complex magnetic susceptibility of the MNPs that ultimately depends on
φm and Ms [45]. The magnetic energy converted in heat lead for the possibility of breaking
chemical bonds causes phase changes or, as in this case, increases the permeability of
membranes due to the increase in the system’s temperature [43–45].

Figure 4. Cumulative release from magnetic poly(N-isopropylacrylamide) embedding 25% wt. of
Fe3O4 MNPs triggered by magneto-thermal conversion using a dynamic MF.
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Table 6. Comparison of fitting quality for the Gompertz and KP models for alginate SPIO scaffolds
and associated derived coefficients.

Gompertz Model KPM

R2 RMSE R2 RMSE

0.9532 0.0925 0.9985 0.0163

α β kKP (1/h) n

118.9692 −2.2373 0.0277 1.1266

With this knowledge, the release from the MBG-PCL 3D-printed scaffolds loaded
with Fe3O4 MNPs under dynamic MF exposure could be better interpreted [46]. Indeed,
the magneto-thermal conversion triggers a high DOX release useful for CT applications.
In [46], (see Figure 5, pag. 7950 from [46]), the experimentally measured curves of drug
release over time present a general sigmoidal trend, as shown in Figure 5. In [46], different
MagS compositions have been tested, so information about how φm and Ms relate to kinetic
parameters can be modeled for the first time. In Figure 5a, the data and the results from
the fitting are shown. The best model fitting the release data for the bare MBG/PCL and
the magnetic MBG/PCL scaffolds is the Gompertz model, as can be inferred from Table 7.
By observing the retrieved coefficients for the Gompertz model (Table 8), a pattern can
be identified. It can be noticed that a nonlinear relationship between the percentage of
released drug at the final time (t = 250 h) and Ms can be identified (Figure 5b). It must
be reported that the increase in the volumetric content of MNPs in the biomaterials leads
to a slight modification of and increase in MagS porosity [41–53]. However, despite the
porosity changes, we hypothesize that the differences in the DD mechanism are mediated
by the interactions between the MF and the MagS. In other words, we assume that the
released value is therefore a function of MagS features, considering that the MF parameters
were fixed [49]. Therefore, α and β parameters, representing, respectively, the undissolved
proportion and the dissolution rate, must be linked to MagS saturation magnetization.
As it can be observed in Figure 5c, the α parameter is characterized by an approximately
constant trend for all MagS compositions, hence being independent from the fraction of
MNPs contained in the biomaterial (φm). On the other hand, observing β in Figure 5c, it
is possible to infer that the dissolution rate depends on Ms in a linear way (β = −0.015 ·
Ms − 0.38, R2 = 0.97).

 

Figure 5. (a) Cumulative release from different MBG/PCL scaffolds with loadings from 5% to 15% of
Fe3O4 MNPs [51]. (b) Released drug as a function of MagS saturation magnetization. (c) Variation in
the undissolved proportion and the dissolution rate as a function of MagS saturation magnetization.

These findings represent a relevant quantitative result of this work, as they allow
us to understand how, through the MF-MagS interaction, the release kinetics can greatly
improve. Moreover, the finding poses an interesting challenge to material science, i.e., the
investigation of mathematical and physical phenomena that rule the interaction between
MagSs and MFs. To further support the conclusions reported in the above discussion,
another mesoporous calcium–iron-based MagS was studied in [50].
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Table 7. Comparison of fitting quality for the Gompertz and KP models for Fe3O4 MBG/PCL scaffolds.

Gompertz Model KPM

R2 RMSE R2 RMSE

MBG/PCL 0.9986 0.0072 0.981 0.0265

5Fe3O4/MBG/PCL 0.9967 0.0112 0.9824 0.0257

10Fe3O4/MBG/PCL 0.9904 0.0183 0.9869 0.0225

15Fe3O4/MBG/PCL 0.9986 0.0273 0.9868 0.0228

Table 8. Fitting coefficients for the two models for the drug release for Fe3O4 MBG/PCL scaffolds.

Gompertz Model KPM

α β
kKP
(1/h)

n

MBG/PCL 4.551 −0.3929 0.0824 0.3709

5Fe3O4/MBG/PCL 5.1993 −0.4144 0.0769 0.3804

10Fe3O4/MBG/PCL 5.1993 −0.4294 0.0946 0.3474

15Fe3O4/MBG/PCL 5.1993 −0.4397 0.1079 0.3263

This chemically doped MagS releases gentamicin under the action of 1.47 kA/m,
232 kHz MF [50]. The release curves from Figure 11, pag. 1287 ref. [50] are reported in
Figure 6a. It is possible to observe that the MagS can release ~10% more drugs after 40–60 h
than its nonmagnetic counterpart. From Table 9, it can be seen that both the modified
Gompertz model (Equation (1)) and the KPM are suited to model kinetics. The release
constant for the two cases has a 6% difference, and the transport process is diffusion-
dominated (n ≤ 0.45), leading to similar undissolved proportions across the two cases,
whilst a 13% difference in the value of the dissolution rate coefficient is obtained, as shown
in Figure 6b.

(a) 

 

(b) 

 

Figure 6. (a) Cumulative release from a bare and an iron-doped mesoporous bioglass triggered by an
RF MF [50]. (b) Variation in the KPM parameters as a function of MagS saturation magnetization.

Finally, we focused on the investigation of a relevant case in which MagSs allowed
drug transport by an external MF for triggering and controlling the release of very different
drugs and biomolecules. In [49], nanoporous ferrogels were loaded with agents of three
very different molecular weights and of diverse types [51] (see Figure 3, pag. 69 in [51]).
Thus, the controlled release, mediated by the MF, has been evaluated, even under differ-
ent drug functions or bioactive agent loadings. As first, the release of mitoxantrone for
therapeutic purposes was performed in the presence and absence of MFs (Figure 7a). It
can be noticed that, in the magnetic scenario, an increased release of ~40% is observed.
The Gompertz model is the best fit (see Table 10). A faster release kinetic and dissolution
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rate (~3 time) are observed, as well as a modification of the release mechanism (i.e., from
non-Fickian to super transport) for the two cases can be noticed (see Table 11). Then, the
releases of plasmid DNA condensed with polyethylene diamine (with a molecular weight
of ~106) and chemokine SDF-1α (with a molecular weight of ~8000) [51] from the MagS
were modeled. It must be noticed that, in this case, the stimulation has been changed from 2
h intervals to 30 min, with magnetic stimulation achieved through 120 on/off cycles lasting
2 min, so that the highly macroporous structure was reversibly deformed, with subsequent
release [51]. According to Figure 7b,c and the results from Table 10, the Gompertz equation
faithfully simulates the envelope of the release kinetics of the loaded drug and of the other
agents, with a high molecular weight. It is worth noting that the release of the chemokine
is not sufficient and relatively low values are reached (Figure 7b). However, by relying on
the findings shown in Figure 7c, considering the perspective of using MagSs as platforms
for TE and CT, an ~8% release of plasmid DNA, in several hundreds of minutes, can be
achieved from the MagSs using the external MF. The limited DNA release falls under a
non-Fick mechanism that deserves further study, but could be optimized by relying on
MagS properties and external MF parameters.

Table 9. Fitting results for the bare and iron-doped mesoporous bioglasses triggered by an RF MF.

Gompertz Model KPM

R2 RMSE R2 RMSE

15Ca 0.9934 0.0256 0.983 0.041

10Fe5Ca 0.9928 0.0259 0.995 0.0216

α β kKP (1/h) n

15Ca 0.8318 −0.3276 0.4898 0.1161

10Fe5Ca 0.8313 −0.2834 0.4549 0.1257

Figure 7. (a) Release of mitoxantrone for the non-magnetic (blue curve) and magnetic scenarios (red
curve). (b) Release of chemokine SDF-1α from a ferrogel MagS. (c) Release of DNA material over
time from the MagS.

For the sake of clarity, in Table 12, we provide a complete summary of the best
models fitting the drug release data from works [41,43,44,46,49–51]. It can be observed that,
generally, the KPM is the most suitable theoretical framework to interpret drug release
from MagSs, either for a DD triggered by static or alternate magnetic fields. We can further
notice that the MagS composition and manufacturing approach cannot be easily related to
drug delivery performances and to the best model; therefore, future studies to elucidate
this point are needed.
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Table 10. Comparison of fitting quality for the Gompertz and KP models for the active alginate MagS
tested for the release of mitoxantrone, peptide, and DNA.

Gompertz Model KPM

R2 RMSE R2 RMSE

Mitoxantrone (non-magnetic) 0.9944 0.0022 0.9882 0.0031

Mitoxantrone (magnetic) 0.9515 0.0405 0.9392 0.0454

SDF 1-α 0.927 0.0004 0.9101 0.0005

DNA 0.9121 0.0083 0.9066 0.0085

Table 11. Fitting coefficients for the Gompertz and KP models for the active alginate MagS tested for
the release of mitoxantrone, peptide, and DNA.

Gompertz Model KPM

α β kKP n

Mitoxantrone (non-magnetic) 9.6482 −0.2491 0.0013 1/min 0.7664

Mitoxantrone (magnetic) 40.1393 −0.7774 0.0043 1/min 0.9231

SDF 1-α 7.6068 −0.1464 0.0008 1/h 0.7305

DNA 15.4473 0.2812 0.0003 1/min 0.8578

Table 12. Summary of the best model fitting the drug release data.

Ref. [41] [42] [43,44] [46] [50] [51]

Best model KPM Gompertz KPM Gompertz Gompertz Gompertz

5. Conclusions

This work dealt with the modeling of magnetic scaffolds that are magneto-responsive
devices originating from the combination of traditional biomaterials and magnetic nanopar-
ticles. MagSs can be used as platforms for magnetically triggered and controlled drug
release for tissue engineering and cancer therapy. Therefore, static or dynamic external mag-
netic stimuli can be used to remotely control tissue repair or activate the release of drugs
for tumor treatment. After having carefully analyzed the literature, we have identified that,
despite several kinds of MagSs being manufactured, characterized, and tested, there is no
quantitative framework to understand, interpret, or design magnetically triggered drug
release. Furthermore, since most MagSs suffer from a local inhomogeneous distribution
of drug concentration and burst release, models for their optimization are needed. By
relying on experimental data from the literature, in this work, we proposed a modeling
framework and a quantitative interpretation of different magnetic scaffolds. We found
that, generally, the Gompertz model can better fit the drug release data, with a low error
(RMSE < 0.01, R2 > 0.9), for MagSs triggered by static or dynamic magnetic fields. We
found that the intrinsic magnetic properties of MagSs are key features for selecting the
most suited and effective drug release mechanism, as well as to tune the kinetics of release.
It was observed that the undissolved proportion and the dissolution rate decrease as MagS
saturation magnetization increases, whilst the time constant decreases. These findings can
be useful to material scientists to design innovative MagSs for DD.

This work has the potential to be the quantitative basis for subsequent studies that aim
at clarifying the physical phenomena and mechanisms underlying the interaction between
magnetic fields and MagSs that determine the release of drugs or biomolecules for tissue
engineering and/or cancer therapy. The proposed model can serve as a basis to design and
plan experimental studies to further elucidate the mechanisms of DD mediated by MagSs.
Therefore, future works must deal with the manufacturing, characterization, experimental
tests, and modeling of MagSs for DD applications.
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Abstract: The rapid detection of the spore form of Clostridioides difficile has remained a challenge for
clinicians. To address this, we have developed a novel, precise, microwave-enhanced approach for
near-spontaneous release of DNA from C. difficile spores via a bespoke microwave lysis platform.
C. difficile spores were microwave-irradiated for 5 s in a pulsed microwave electric field at 2.45 GHz
to lyse the spore and bacteria in each sample, which was then added to a screen-printed electrode
and electrochemical DNA biosensor assay system to identify presence of the pathogen’s two toxin
genes. The microwave lysis method released both single-stranded and double-stranded genome DNA
from the bacterium at quantifiable concentrations between 0.02 μg/mL to 250 μg/mL allowing for
subsequent downstream detection in the biosensor. The electrochemical bench-top system comprises
of oligonucleotide probes specific to conserved regions within tcdA and tcdB toxin genes of C. difficile
and was able to detect 800 spores of C. difficile within 300 μL of unprocessed human stool samples
in under 10 min. These results demonstrate the feasibility of using a solid-state power generated,
pulsed microwave electric field to lyse and release DNA from human stool infected with C. difficile
spores. This rapid microwave lysis method enhanced the rapidity of subsequent electrochemical
detection in the development of a rapid point-of-care biosensor platform for C. difficile.

Keywords: microwaves; lysis; DNA detection; Clostridioides difficile; spores; electrochemistry; bio-
engineering; point-of-care; biosensors

1. Introduction

Clostridioides difficile is an anaerobic spore-forming pathogen implicated as the primary
cause of antibiotic-associated diarrhea, and healthcare-acquired infections (HCAIs), glob-
ally [1]. Its spores are implicated in long-term survival, biocide, and heat resistance resulting
in transmission of the pathogen [2,3]. C. difficile Infection (CDI) causes ~29,000 deaths per
year in the USA and 8382 deaths per year in Europe, with current data showing an increased
incidence of CDI after the COVID-19 pandemic [4,5].

Patients usually acquire CDI when spores are transmitted via the fecal to oral route
in healthcare environments, either through direct or indirect contact with contaminated
areas or an infected patient [6]. Once spores have been ingested, they germinate into
vegetative bacteria in response to bile salts present in the colon, and toxigenic strains
secrete two clostridial toxins, Toxin A (TcdA) and Toxin B (TcdB), and a Binary toxin [7].
The production of these toxins can contribute to patient symptoms ranging from diarrhea
to pseudomembranous colitis and toxin megacolon [8].

Diagnostic laboratories regularly employ algorithms to detect toxigenic C. difficile in
symptomatic hospitalized patients. This usually involves rapid immunogenic screening
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for the presence of the glutamate dehydrogenase antigen (GDH) on C. difficile vegetative
bacteria, in conjunction with an enzyme immunoassay (EIA) to detect the presence of
TcdA and TcdB [9,10]. These algorithms have yet to be standardized globally; therefore,
the performances of differing diagnostic test algorithms are directly compared to the gold
standard cell culture neutralization assay (CCTA) in studies, often generating conflicting
results and high operation costs [11,12]. While these algorithms improve patient diagnosis,
they also increase the time taken to detect the pathogen, meaning results are often not
available for hours. After sampling, the specimen must be transported to and tested in the
laboratory. Therefore, results from potentially toxigenic samples may be compromised due
to the degradation of toxins within the stool sample, affecting the reliability of results [13].
This, coupled with increased evidence of antimicrobial resistance in clinical isolates of
the pathogen, highlights the importance of rapidly diagnosing CDI patients to reduce
pathogen transmission, and deliver rapid antibiotic therapy. Therefore, a point-of-care
(PoC) diagnostic test with a rapid (in under 10 min) result would increase the speed of
patient diagnosis and assist in the implementation of infection control procedures.

To address this unmet need, we are developing a simple PoC test capable of oper-
ation with minimal training at the patient’s bedside or within a doctor’s appointment.
This aims to support real-time clinical diagnosis of patients with suspected CDI prior to
administration of an antibiotic, hence assisting appropriate antibiotic stewardship and
prescribing [14]. We have designed a compact lysis platform that uses bespoke targeted
microwave irradiation to lyse C. difficile spores and bacteria to release DNA which is then
detected within an electrochemical biosensor assay platform. Our previous 2014 study [7]
used a conventional kitchen microwave oven (operating at 2.45 GHz) to release DNA using
a gold “bow tie” lysis slide, with a microwave-accelerated metal-enhanced fluorescence
(MAMEF) assay technology for subsequent detection of DNA from C. difficile bacteria and
spores, which was operated using large table-top laser platforms [7]. While the MAMEF
and gold tie microwave method demonstrated high sensitivity and DNA release, neither
was suitable for miniaturization or portable diagnostic PoC applications. The bespoke
microwave system used in this study leverages solid-state power generation, with pulsed
capability and full control over the microwave electric field to support bacterial cell and
spore lysis [15].

Microwaves are a type of electromagnetic radiation with free-space wavelengths
ranging from 1 m to 1 mm, with the frequency ranging between 300 MHz and 300 GHz,
respectively. The microwave frequency employed in this study is centered around 2.45 GHz,
which lies within the Industrial Scientific and Medical (ISM) radio band, which is reserved
for such purposes [16,17]. Electromagnetic fields at a frequency of 2.45 GHz penetrate
aqueous samples up to a few cm deep, and so enable uniform volumetric heating [15,18] in
a targeted and highly efficient manner. This is especially so when compared with traditional
conductive heating methods, whereby the resulting heating rate is highly dependent on
the thermal resistance imposed by the nature of the boundaries between the material
components [19].

The use of microwaves in biomedical applications has become more common in recent
years, a relevant example being the microwave-accelerated metal-enhanced fluorescence
(MAMEF) detection method for DNA [7,20]. The underlying principle of the MAMEF
technology is the selective heating of the water molecules via microwave power, while the
metallic surface is not heated. This generates a temperature gradient between the cold metal
and the warm aqueous surface, facilitating mass transport of DNA to the surface where it is
recognized [7,17,20,21]. Microwaves have also been used in a Polymerase Chain Reaction
(PCR) microfluidics based-system, where researchers have used a tuned microwave cavity
to heat and cool DNA (as usually performed by a thermocycler) to amplify DNA [22].

This study describes the use of a bespoke, single-mode microwave-resonant cavity
with solid-state electronics to deliver constant (100% duty cycle) and pulsed microwaves
at a range of duty cycles to the sample (Figure 1) [15]. The cavity allows for targeted and
directed microwaves at a peak absorbed power of 30 W rms milli-Watts to penetrate the
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sample, which in this instance is used to break open bacteria and spores of C. difficile to
release DNA within 5 s [15]. The electrochemical platform uses previously designed [7]
oligonucleotide DNA probes specific to the tcdA and tcdB genes of toxigenic C. difficile to
detect its presence within human stool samples. Initially, the microwaved target DNA
is captured by an anchor DNA probe linked to biotin that is attached to the surface of
the sensor, which is impregnated with streptavidin, via a biotin/streptavidin link. A
second reporter DNA probe, which has horse radish peroxidase (HRP) added, generates
an electrochemical potential when bound to the three-piece DNA complex, producing a
measurable voltametric signal. Herein we describe the rapid detection of C. difficile within
stool from infected patients within 10 min, using the combined approach of microwave
lysis and electrochemical detection. This study examines the utility of using microwave
power to release DNA for subsequent detection within an electrochemical DNA biosensor
platform in the development of a PoC device.

Figure 1. (a) A cylindrical aluminum cavity operating in its TM010 mode, designed to deliver
2.45 GHz of precise microwave radiation to the bacterial sample. An adjustable coupling loop is
used to match the cavity to the microwave source to ensure maximum power delivery to the sample.
(b) The normalized electric field distribution in the TM010 mode; the sample tube is placed in the
region of the high microwave electric field, near the axis of the cavity, with the field parallel to the
axis of the tube. (c) The well-known Bessel function form J0 (2.405x) for the radial dependence of
electric field magnitude.

2. Materials and Methods

2.1. Bacterial Strains and Growth Conditions

The clinical isolates of C. difficile used in this study were toxigenic clinical isolate
DS1813 PCR Ribotype (RT) 027 (B1NAP1/027) containing tcdA and tcdB genes within its
genome, and a non-toxigenic DS1684 PCR RT 010 with no toxin genes (or pathogenicity
locus) within its genome. Strains were obtained from the National Anaerobic Reference Unit
(Cardiff, Wales, UK). Unless otherwise stated, all organisms were stored as spores at 4 ◦C.
Brain heart infusion (BHI) agar and broth (Oxoid Ltd., Basingstoke, UK) supplemented
with 0.1% sodium taurocholate was used as a culture medium. The anaerobic incubation
methods used were as previously published [3]. Clinical fecal samples submitted to Public
Health Wales for diagnostic analysis were cultured on non-selective Fastidious Anaerobic
Agar (FAA) and were residual, anonymous, discarded diagnostic material. These did not
require ethical approval or consent in the United Kingdom.

2.2. Genomic DNA Extraction from C. difficile Using Chelex 100®

Genomic DNA (gDNA) was extracted from C. difficile as described previously [23].
Briefly, a single colony of C. difficile was harvested from a 24-h anaerobic culture on an FAA
plate, and suspended in 5% (w/v) solution of Chelex-100 (Bio-Rad, Hemel Hempstead,
UK). The solution was boiled for 12 min and cellular debris subsequently removed after
centrifugation at 15,000× g for 10 min. The supernatant contained the gDNA.
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2.3. Microwave Apparatus and Exposure Details

The microwave cavity used for the electric field exposure of C. difficile was of identical
geometry to that reported elsewhere for the electromagnetic characterization of mag-
netite [24] and nano-diamond samples [25]. Briefly, the cylindrical cavity was machined
from aluminum and had an internal diameter of 92 mm and an internal length of 40 mm,
designed to have an unperturbed resonant frequency of the TM010 mode of 2.50 GHz
(reduced to 2.45 GHz on dielectric loading by the sample). These dimensions ensured
spectral separation of the TM010 mode from competing modes such as TE111 (at 4.2 GHz)
and maintained a high quality (Q) factor of 8000 when the cavity was empty, both of which
ensured maximum transfer of available microwave power. A bacterial sample within a
200 μL Eppendorf tube (filled with an aqueous sample occupying a volume of 170 μL)
was found to reduce the Q factor to 200. Since the empty plastic Eppendorf tubes were
measured in separate cavity experiments to have negligible microwave loss, ~98% of the
microwave power delivered to the cavity was dissipated in the sample [18]. Microwaves
were inductively coupled to the microwave magnetic field around the perimeter of the
cavity via an adjustable coupling loop, made from a short-circuited N connector. This could
be both rotated and moved in and out of the cavity to ensure fine control of the impedance
matching at resonance. Coupling was adjusted to give a power reflection coefficient at a
resonance of <−20 dB, so that at least 99% of the input power was absorbed by the cavity
and its sample (about 98% of this absorbed by the sample).

A schematic of the microwave circuitry is shown in Figure 2. The solid-state mi-
crowave source (1—(Telemakus TEG27006, Telemakus, LLC, Folsom, CA, USA) provided a
single-frequency microwave output at a power of 0 dBm (i.e., 1 mW rms). The RF switch
(2—(Telemakus TES6000-30, Telemakus, LLC, Folsom, CA, USA) allowed the microwaves
to be pulsed at duty cycles ranging from 0.3% to 100% (here we define a duty cycle to
be the % ratio of the time the microwave power is on to the time it is off, as a percent-
age of the switched waveform cycle). The microwave power amplifier (3—(Mini-circuits
ZHL-30W-262, Mini-Circuits, Brooklyn, NY, USA) had a maximum output power of ap-
proximately 30 Watts and a gain of approximately 50 dB over the system bandwidth of 2.0
to 2.5 GHz. The combination of the directional coupler (4—(Mini-circuits ZABDC20-322H,
Mini-Circuits, Brooklyn, NY, USA) and the two precision power sensors (5—(Telemakus
TED6000-50, Telemakus, LLC, Folsom, CA, USA) allowed simultaneous measurements of
both the transmitted and reflected microwave powers of incident on and reflected from the
sample-loaded cavity, respectively. The wideband power sensor (6—(Rhode & Schwarz
NRP-Z81, Rohde & Schwarz USA, Inc., Columbia, MD, USA) had a maximum video band-
width of 30 MHz and was capable of measuring pulses as small as 50 ns. The sensor was
triggered to allow accurate measurement of the reflected power from the microwave pulses
applied to the cavity and used to confirm that any change in reflection coefficient during
the pulse cycle, due to sample heating, was minimal. All equipment was controlled by
National Instruments LabVIEW 2015 software, which provided a user interface and also
recorded the power readings from all of the power sensors. The maximum delivered power
of 30 W rms gave a maximum local microwave electric field amplitude of approximately
15 kV/m within the sample. For continuous microwave exposure (i.e., at 100% duty cycle),
this high electric field gives rise to an initial sample heating rate of over 40 ◦C/s and in prac-
tice, samples were found to boil in around 4 s. To ensure a high electric field yet negligible
global sample heating, a low duty cycle of only a few percent was used in practice.
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Figure 2. Microwave circuitry. The cavity is excited by a highly adaptable, solid-state microwave
power delivery system (up to 30 W) comprising a low power source and high-power amplifier. The
power sensors [5] are used to measure the incident and reflected power to ensure that maximum
power transfer conditions can be attained. An additional, a wideband power sensor [6] allows the
measurement of any reflected power for low duty cycles, during short pulses. The RF switch allows
the microwaves to be pulsed at duty cycles ranging from 0.3% to 100% (Table S1).

In this study we utilized continuous microwaves (100% duty cycle), and pulsed
microwaves at duty cycles of 1%, 10%, and 100% to examine DNA release from C. difficile
spores suspended in varying matrices of sterile water and human feces.

The subject of the microwave dosage is a very important one. In Figure 1 we show
the theoretical electric field associated with the TM010 mode of the cylindrical cavity,
normalized so that it takes the dimensionless value of 1 on-axis. This is the usual Bessel
function dependence J_0 (x) and we placed samples on-axis, parallel to the axis, to maximize
the effectiveness of the electric field and to minimize depolarization effects associated with
the long, thin Eppendorf tubes. However, this was not the electric field within the sample
to which the spores were exposed, which we estimate in magnitude below.

We did not want to boil the sample as this would have denatured the target DNA. At
full 30 W continuous microwave power (CW) we estimated a heating rate of 40 ◦C/s for
a sample of 170 μL of deionized water. This was measured by monitoring the reflected
power from the cavity. As soon as the sample started to boil the bubbles of steam suddenly
changed their effective permittivity and also the input match to the cavity, which introduced
sudden and chaotic changes in the reflected power. Boiling occurred after 2.0 s for 30 W
CW input power, giving the quoted heating rate based on a laboratory temperature of
20 ◦C. The sample volume of 170 μL corresponded to a heat capacity of approximately
0.7 J/◦C and the dissipated power was then calculated to be approximately 28 W. This was
consistent with the cavity and its aqueous sample load being impedance matched to the
source, so that almost all the 30 W input power was dissipated as heat within the sample.

The most reliable way of estimating the electric field magnitude E within an aqueous
sample within an Eppendorf tube (and hence representative of the absolute field to which
the bacteria are exposed) is via an experiment using the power density equation, which
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gives the power dissipated (in W) for a sample of volume V of loss factor (i.e., imaginary
part of the permittivity ε2, dimensionless) as

P = π f ε2ε0E2V

Using this and the measured heating rate we estimate that E ≈ 16 kV/m, assuming
the well-known loss factor ε2 ≈ 10 for water at 2.45 GHz.

Samples exposed to pulsed microwaves with low duty cycles do not boil but bacteria
are still exposed to the 16 kV/m electric field when the microwaves are switched on. Even
then we expected local heating, but in these instances, we measured no global increase in
temperature of the sample by standard thermometry. Furthermore, an increase in sample
temperature would increase the resonant frequency of the cavity and its sample in the
TM010 mode, since the real part of the permittivity of water ε1 decreases with increasing
temperature; we measured no such change in frequency before and after exposure to pulsed
microwaves. DNA release from bacterial spores is likely to be thermally driven, but in our
experiments the heat was generated on a very local scale that did not measurably increase
the global sample temperature. Each bacterial spore is a very complex structure in terms of
its dielectric property, and any dielectric contrast is likely to produce a non-uniform local
electric field; this will result in thermal hotspots (since the local heating rate is proportional
to the square of the local electric field). We do not further explore the mechanism of
DNA release in this paper, other than to note that the application of pulsed microwaves
is an effective and rapid means of DNA release for the spores studied here. Its origin is
likely to be highly localized heating, which is immeasurable without using a microscopic
temperature probe.

2.4. Scanning Electron Microscopy Studies of C. difficile

Spores of C. difficile were microwaved at a peak power of 30 W rms milli-Watts at a
range of microwave duty cycles: 100%, 10%, and 1% and analyzed using Scanning Electron
Microscopy (SEM) to determine if morphological changes were present. (Supplementary
Information Figure S1 shows SEM results for C. difficile spores exposed to duty cycles
ranging from 0%, 0.3%, 1%, 3% 10%, 33%, and 100%. Table S1 shows microwave duty
cycle information). After microwaving, 20 μL spores of C. difficile strain DS1813 RT027
were inoculated onto a clean microscope slide and heat fixed [3]. Non-microwaved spores
were used as a comparative control. Slides were sputter coated with metal using a gold
palladium sputtering target (60% Au and 40% Pd from Testbourne Ltd., Basingstoke, UK)
and argon as the sputtering gas. Images were taken on a scanning electron microscope
(model XB1540 from Carl Zeiss, Jena, Germany) using an accelerating voltage of 5 kV. Forty
spores per sample were viewed at magnifications of ×82,000 and ×31,000.

2.5. Measurement of DNA Released from Microwave Irradiated Samples

DNA quantification was performed using the Qubit 3.0 Fluorometer (Life Technologies,
Renfrew, UK) as per the manufacturer’s instructions before and after microwave exposure
at 1%, 10%, and 100% DC. Specifically, we were interested in quantifying single-stranded
DNA (ssDNA) release to support subsequent detection in the electrochemical biosensor
assay. Each measurement was repeated in triplicate and DNA yields were measured
in μg/mL.

2.6. Electrochemical Nucleic Acid Detection of tcdA and tcdB Genes within DNA Released from
Microwaved C. difficile in Water

DNA probes used to detect tcdA and tcdB genes of toxigenic C. difficile are as previously
specified [7]. For utilization within the electrochemical DNA biosensor detection system,
anchor DNA probes were labelled with biotin at the 5′ region and the reporter probes were
directly labelled at the 3′ end with enzyme HRP. The anchor probe (40 μM anchor probe)
was bound to the surface of the silver-ink printed acetate sensor coated with 80 μg/mL
Streptavidin (Vantix, Cambridge, UK) via a biotin/streptavidin interaction. Subsequently;
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50 μL target DNA lysed from C. difficile via microwaving was added to the anchor probe
and then 40 μM reporter probe was added, forming a three-piece DNA assay complex on
the biosensor [26]. The three-piece DNA assay complex (shown in Supplementary Materials
Figure S2) was washed with potassium phosphate buffer (pH 7.8) to remove any unbound
DNA, and an enzyme substrate was added to generate voltage proportional to the number
of copies of the target gene within the sample. The electrochemical signal was generated by
horseradish peroxidase (HRP), catalyzing the electro-reduction of hydrogen peroxide in
the presence of a hydrogen donor, in this case o-phenylenediamine (OPD), resulting in the
transfer of an electron from the sensor to the OPD substrate. Toxigenic strain DS1813 was
used as the test strain, and non-toxigenic DS1684 was used as the negative control strain.

2.7. Electrochemical Nucleic Acid Detection of tcdA and tcdB Genes from Clinical Fecal Specimens

A panel of 50 blinded clinical fecal specimens submitted to Public Health Wales for
diagnostic analysis (University Hospital Wales, Cardiff, UK) were tested for the presence
of tcdA and tcdB genes. The blinded samples were previously tested for the presence of
glutamate dehydrogenase and toxin A and toxin B using an Enzyme Immunoassay (EIA)
with a limit of detection (LoD) of >0.8 ng/mL Toxin A and >2.5 ng/mL for Toxin B (Techlab,
London, UK) [27] at the University Hospital of Wales’ Public Health laboratories; of these,
10 samples were C. difficile negative and the remaining 40 were C. difficile positive. For the
toxin assay, 50 μL of liquid stool sample was diluted to a volume of 200 μL. Public Health
Wales also undertook selective agar culture to check each fecal sample for the presence of
C. difficile.

To detect the presence of the pathogen in clinical samples using our microwave-
enhanced method, 900 μL of loose stool was diluted with 100 μL Phosphate Buffered Saline
(PBS) to enhance viscosity and was vortex mixed for 2 min. Then, 170 μL of that sample
was microwaved at a peak power of 30 W rms milli-Watts at a duty cycle of 10% DC to
release target DNA. Subsequently, 50 μL of the microwaved sample was added to the
electrochemical reporter platform for detection purposes. Prior to, and post microwave
exposure, the colony-forming counts (cfu) of C. difficile were enumerated to determine
whether there was a reduction in recoverable C. difficile after microwave exposure [3].
Samples were diluted in Fastidious Anaerobic Broth (EO labs, York, UK) and enumeration
was performed on Braziers CCEY Agar and incubated for 48 h under anaerobic conditions,
as described previously [3].

2.8. Statistical Analysis

Data are expressed as means ± SEM. Two-sample t-tests and One-way ANOVA tests
were performed using Minitab 19 (Minitab Inc., State College, PA, USA).

3. Results

3.1. Microwave-Mediated Spore and Vegetative Cell Lysis

While relatively small amounts of mother cell-derived DNA will adhere to the sur-
face of the spore, the majority of target DNA is sequestered within the spore itself. Our
microwave-based lysis approach has been developed to break open the spore in a controlled
manner to release the internal genomic DNA and increase the sensitivity of this assay. The
microwave lysis method will also release gDNA from vegetative cells of C. difficile which
can be detected downstream in the electrochemical assay. As in Figure 3B, exposure to
constant microwaving at a peak power of 30 W rms milli-Watts at 100% DC caused major
disruption to the spore structure. The magnitude of this damage increased with the level of
microwave exposure (Figures 3A–D and S1, Table S1).
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Figure 3. Scanning Electron Microscopy of C. difficile spores before and after microwaving. Spores
of strain DS1813 were imaged under SEM before and after microwaving at a peak power of 30 W
rms milli-Watts at 100%, 10%, and 1% duty cycles (DC) for 5 s. A total of 40 spores per sample
were imaged per DC at ×82,000 magnification, with the spores chosen here representative of spores
consistently seen within the sample. White arrows indicate areas of lysis and morphological damage.
(A) A control spore of DS1813 which was not exposed to microwaves. (B) DS1813 exposed to constant
microwaves at 100% DC. Damage to the spore structure and debris is clearly visible on this spore.
(C) DS1813 exposed to pulsed microwaves at 10% DC. Some damage to the spore structure is visible
at its terminal end. (D) DS1813 exposed to pulsed microwaves at 1% DC. There is no visible damage
to the spore structure. (Image scale bar = 200 nm).

3.2. The Release of Target DNA from Microwaved C. difficile Spores

In addition to characterizing the effect of microwave exposure on the physical structure
of the spores, the effect of different microwave duty cycles on the release of double-stranded
(ds) and single-stranded (ss) DNA was determined (Figure 4A,B). Quantification of ssDNA
was particularly important as it is this form of DNA which is recognized by our pathogen-
specific oligonucleotide DNA probes. Prior to microwave exposure we observed differences
in the concentration of ss and ds DNA, with the single-stranded variant being the most
concentrated. When the ratio of single- to double-stranded DNA was examined, the
biggest relative difference was seen for DS1684 spores (ss/ds ratio 11,806) compared to
DS1813 spores (3400) suggesting that DS1684 spores may carry more surface-associated
extracellular DNA [26].

The quantity of ssDNA and dsDNA released from each spore type varied depending
on the microwave duty cycle and level of microwave exposure. Treatment of DS1813 spores
with pulsed microwave powers of 1% duty cycle (DC) and 10% DC resulted in a significant
decrease in the concentration of ssDNA by 58% (Figure 2A; two-sample t test; p = 0.017)
and 76% (two-sample t test; p = 0.013), respectively, when compared to spores prior to
microwave exposure. In contrast, upon exposure to 100% DC, the concentration of ssDNA
significantly increased by 59% (two-sample t test; p = 0.007) when also compared to control
spores which were not exposed to microwaves. A one-way ANOVA established that there
was a highly significant difference between the concentrations of ssDNA released when
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spores were treated with varying microwave exposures for DS1813 (p = 0.000), and DS1684
(p = 0.035).

Figure 4. Quantification of double and single-stranded DNA released from microwaved C. difficile
spores. Spores of toxigenic DS1813 and non-toxigenic DS1684 strains were microwaved a peak power
of 30 W rms milli-Watts at a range of duty cycles (0%, 1%, 10%, 100%) for 5 s, each at a concentration
of 1.67 × 107 spores/mL. The single-stranded (ss) and double-stranded (dsDNA) was quantified via
Qubit Fluorometer 3.0. Each test was performed in triplicate (n = 3) (A) Concentration of ssDNA in
samples of DS1813 and DS1684 (ug/mL). (B) Concentration of dsDNA in samples of DS1813 and
DS1684 in ug/mL.

The concentration of dsDNA significantly decreased by 68% following exposure
to 1% DC (two-sample t test; p = 0.060), in a similar fashion to the ssDNA levels. In
contrast, the concentration of dsDNA released increased by 150% as the level of microwave
exposure increased at 100% DC (Figure 2B; two-sample t test; p = 0.014). One-way ANOVA
determined a significant difference between the concentrations of dsDNA released when
spores were treated with varying microwave exposures for DS1813 (p = 0.002) and for
DS1684 (p = 0.042). Microwave treatment of DS1684 spores (30 W rms milli-Watts) showed
a different pattern of ss and dsDNA release than seen for DS1813. Following exposure with
1% DC an insignificant decrease in ssDNA concentration was observed (two-sample t test;
p = 0.108) which was then followed by an increase at 10% DC (two-sample t test; p = 0.461)
and at 100% DC (two-sample t test; p = 0.110). However, the release of dsDNA decreased
from 0% DC through to 1% DC (two-sample t test; p = 0.720) and then increased at 100%
DC (two-sample t test; p = 0.057) demonstrating that DS1684 spores differ in their response
to microwaves when compared to DS1813.

3.3. Electrochemical Detection of tcdA and tcdB in Microwaved C. difficile

The specificity of the toxin-specific DNA probes following microwave treatment was
determined using the VantixTM electrochemical reporter system (Figure S2) [27]. This
reporter system generates a voltage signal which is proportional to the DNA concentra-
tion in the sample. Spores of toxigenic C. difficile DS1813 and the non-toxigenic control
DS1684 (which lacks the toxin gene targets and pathogenicity locus) at a concentration
of 1.33 × 104 spores/mL were exposed to 1%, 10%, and 100% DC of microwaves at a
peak power of 30 W rms milli-Watts for 5 s. DNA released from spore lysis was then
screened for the presence of toxin genes tcdA and tcdB using the VantixTM electrochemical
reporter system.
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As shown in Figure 5, exposure of DS1813 spores to 100% DC microwave power for
5 s gave the strongest signal (milliVolts) for both toxin-specific oligonucleotide probes.
The signal increased as the microwave exposure increased. As expected, no measurable
toxin-specific signal was observed for DS1684 spores under any of the test conditions
(0 mV).

Figure 5. Electrochemical detection of toxigenic C. difficile spores suspended in sterile water following
exposure to microwaves. Spores of toxigenic strain DS1813 and non-toxigenic DS1684 at a set
concentration of 1.33 × 104 spores/mL were exposed to duty cycles of 1%, 10%, and 100% for 5 s.
Spores which were not microwaved were used at controls (0% DC). This equates to 665 spores within
the 50 μL of the assay sample. The microwaved spore samples were then introduced to the VantixTM

electrochemical detection system and tested for the presence of toxin genes tcdA and tcdB. The results
above show voltage signals measured from toxigenic DS1813. The results from the toxin-negative
DS1684 strain did not generate a measurable signal (0 mV). Each result represents the mean of two
independent tests (n = 2).

3.4. Determination of the Lower Limit of Electrochemical Detection in Sterile Water

The lower limit of detection (LoD) of the electrochemical detection assay was deter-
mined using a dose response. A range of spore concentrations suspended in sterile water
were microwaved at a peak power of 30 W rms milli-Watts at 100% DC in sterile water and
the lysed spores were then measured for LoD within the VantixTM electrochemical reporter
system. The LoD for tcdA was 1 × 102 spores/mL which equated to five spores within a
50 μL sample, whilst for tcdB the LoD was 1 × 103 spores/mL equating to 50 spores in a
50 μL sample (Figure 6). As expected, no signal was detected at any of the DS1684 spore
concentrations tested (0 mV).
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Figure 6. Electrochemical detection of C. difficile spores at a range of concentrations in sterile wa-
ter. Spores of toxigenic strain DS1813 and non-toxigenic DS1684 at concentrations ranging from
1 × 101 spores within a 50 μL sample to 1 × 108 spores within a 50 μL sample were exposed to
microwaves at 100% DC for 5 s. The microwaved spore samples were then introduced to the VantixTM

electrochemical detection system and tested for the presence of both toxin genes tcdA and tcdB. No
signal was detected for any of the DS1684 spore concentrations tested (0 mV). Each result represents
the mean of two independent tests (n = 2).

3.5. Determination of the Lower Limit of Electrochemical Detection in Feces

The ability of the system to detect C. difficile spores in the presence of raw, unprocessed
human stool was assessed (Figure 7). Feces is the usual matrix where C. difficile spores
are present and the gut environment contains approximately 1012 per g bacteria [7]. The
LoD of the assay was determined using a range of spore concentrations suspended in
human feces from a healthy volunteer. All samples were microwaved at a peak power
of 30 W rms milli-Watts at a new DC of 33% prior to detection of liberated DNA. Then,
33% DC was used to ensure limited thermal heating of the sample and to account for the
change of medium from SDW to feces. The LoD for tcdA was 1 × 103 spores/mL which
equated to 50 spores within a 50 μL sample, and for tcdB LoD was 1 × 102 spores/mL
equating to five spores in a 50 μL sample (Figure 5). The detection signals increased as the
spore concentration increased. As expected, no signal was detected at any of DS1684 spore
concentrations tested (0 mV).
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Figure 7. Electrochemical detection of C. difficile spores at a range of concentrations in human
feces. Spores of toxigenic strain DS1813 and non-toxigenic DS1684 at concentrations ranging from
1 × 101 spores within a 50 μL sample to 1 × 108 spores within a 50 μL sample were exposed to
microwaves at 100% DC for 5 s. The microwaved spore samples were then introduced to the VantixTM

electrochemical detection system and tested for the presence of both toxin genes tcdA and tcdB. No
signal was detected for any of the DS1684 spore concentrations tested (0 mV). Each result represents
the mean of two independent tests (n = 2).

3.6. Comparison of the Specificity and Sensitivity of the Microwave-Enhanced Electrochemical
Detection Assay to a Toxin-Sensitive Enzyme Immunoassay (EIA)

The ability of the microwave-enhanced assay system to detect the presence of C. difficile
tcdA and tcdB genes individually in clinical stool specimens was compared to that of the
rapid Techlab C. difficile Tox A/B Quik Chek EIA assay [28]. The Techlab Tox A/B test is
routinely used by the diagnostic service of Public Health Wales (PHW) to screen for the
presence of C. difficile. A total of 50 discarded, anonymized human stool samples, which
had been submitted to Public Heath Wales to determine the presence C. difficile, were
cultured and screened using both rapid assays (Figure 8). Of the 50 samples examined,
16 (32%) were culture-negative for C. difficile via selective agar testing. Of these samples,
one gave a positive result with the Techlab assay and another separate sample gave a
positive result using the microwave-enhanced electrochemical assay. These differences
reflect that only a 50 μL fraction of the entire stool sample was agar cultured and that it
is unlikely that spores would be homogenously distributed throughout the whole stool
sample during the sampling and would all germinate during the anaerobic agar culture
process. When the samples were examined using the rapid assays, 32 of 34 culture-positive
samples (94%) detected C. difficile using the microwave assay. In contrast, the EIA only
detected the presence of C. difficile in 27 culture-positive samples (75%) (see Table 1).
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Figure 8. Presence of C. difficile in clinical stool samples. A total of 50 stool samples from patients
at Public Health Wales were examined for the presence of C. difficile using selective agar culture.
The data are arranged in order of bacterial number in each sample (cfu/mL). Samples 2, 3, & 4 are
anomalous as these were deemed C. difficile negative by PHW. Each result represents the mean of two
independent tests (n = 2).

Table 1. Comparison of Signals detected from Techlab C. difficile Tox A/B Quik Chek test against the
MW-based assay. A total of 50 stool samples from patients at Public Health Wales were examined for
the presence of C. difficile using the routine Techlab ELISA toxin assay and the MW based detection
assay. The Clinical Sample Number is the same as Figure 8 and can be directly compared. The
number (1) indicates positive detection of both C. difficile toxin genes (tcdA; tcdB) and (0) indicates
negative detection of C. difficile toxin genes. Each result represents the mean of two independent tests
(n = 2).

Clinical Sample Number Techlab Tox A/B QuikChek MW Based Assay

0 0 0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 0 0

7 0 0

8 0 0

9 0 0
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Table 1. Cont.

Clinical Sample Number Techlab Tox A/B QuikChek MW Based Assay

10 0 0

11 0 0

12 0 0

13 0 0

14 0 1

15 0 1

16 0 0

17 1 1

18 1 1

19 1 1

20 1 1

21 1 0

22 0 0

23 1 0

24 1 0

25 0 0

26 1 0

27 1 0

28 0 0

29 0 0

30 0 0

31 1 0

32 1 0

33 1 0

34 1 0

35 1 0

36 1 0

37 1 0

38 1 0

39 1 0

40 1 0

41 1 0

42 0 0

43 1 1

44 1 1

45 1 1

46 1 1

47 1 1

48 1 1

49 1 1

50 0 1
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4. Discussion

In this study we describe a microwave-enhanced bacterial lysis method combined with
an electrochemical sensor platform which uses oligonucleotide DNA probes for the rapid
detection of C. difficile toxin genes in clinical stool specimens, without the need for DNA
amplification. This builds on a previous study which utilized a conventional microwave
oven to liberate DNA from bacteria, with utilization of the same C. difficile oligonucleotide
DNA probes in a microwave-accelerated metal-enhanced fluorescence (MAMEF) reporter
platform [7]. Results from the MAMEF study demonstrated the specificity and sensitivity
of the designed oligonucleotide probes for detection of C. difficile toxin genes tcdA and tcdB.

The results from this small-scale pilot study (50 samples) show disruption of C. difficile
spores using a 2.45 GHz electric field, leading to spore lysis and the release of target DNA
within 5 s (Figure 3). Extraction of DNA from clinical samples is usually time consuming
and requires lysis of the bacterium or spore [29]. We have overcome this by utilizing a
bespoke microwave cavity able to precisely deliver electric fields at varying intensities to
the clinical sample resulting in release of ssDNA which is able to bind to our oligonucleotide
capture and reporter probes and be electrochemically detected directly, without any need
for purification or DNA amplification (Figures 4–8 and S2) [7,15].

Variations in ss and ds DNA release were observed after using a range of microwave
duty cycles (Figure 4A,B). This variation in lysis and overall DNA release may be attributed
to the physical structure of the spores, which would influence the interactions of the
microwave electric field with the spores inside the cavity [30–32]. It is also possible that the
microwave electric field did not reach all spores within the test sample, which may be due
to the natural properties of spore hydrophobicity/aggregation or changes in the generated
convection current [33,34]. While we have determined that microwave irradiation does
release DNA from the organism, the exact genomic mechanism of action of microwave
lysis and DNA release has yet to be fully characterized and warrants further investigation.

Current Public Health England guidance for laboratory detection of C. difficile from
clinical samples states that that a combination of two-test algorithms should be used
for screening, the first of which should be a Nucleic Acid Amplification Test (NAAT)
or Glutamate dehydrogenase EIA followed by a sensitive toxin-EIA test, increasing the
sensitivity and accuracy of CDI diagnosis [35–37]. NAATs are expensive to perform and
require specialist laboratory equipment to yield results with rapid approved tests such as
Cepheid XpertTM still taking <1 h [38]. Current commercial NAATs include BD Gene Ohm,
Cepheid Xpert, and the Cobas C diff PCR test from Roche, which only target the toxin B
gene for amplification [39,40].

The ability of the microwave-based assay to detect the presence of both C. difficile
genes tcdA and tcdB in clinical stool samples was compared to a commercially used toxin-
sensitive EIA (Table 1). With this approach we have demonstrated that the microwave-
enhanced assay was more sensitive in detecting culture-positive samples (94.1%) than
the toxin sensitive EIA (75%) (Table 1). However, while this pilot study has shown that
the microwave-enhanced assay is more sensitive than the commercial toxin-sensitive
EIA, a larger clinical study is needed to determine sensitivity and specificity. A positive
electrochemical detection result was obtained for sample 14 using the microwave assay
when the sample was culture-negative. This could be a false positive result generated by
the microwave assay as culture was unable to detect the organism [41]. The toxin-sensitive
EIA was also unable to detect the presence of the toxins within the sample; correlating with
the culture-negative result. However, the toxin-sensitive EIA only detects the presence
of the toxins, not the genes, meaning there is a lack of sensitivity [42]; thus, there is a
possibility that single copy numbers of tcdA and tcdB genes (located in the genome) may
still be present within the sample through asymptomatic carriage. This possibility would
need to be confirmed using a PCR test and the recommended algorithms [37].

This microwave-enhanced method detects the presence of both tcdA and tcdB genes
and thus can also be used to detect asymptomatic carriage in patients—a useful screen
when considering infection prevention and control of CDI. Other gold standard C. difficile
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detection methods used in the UK such as toxin-sensitive EIA currently do not provide
this level of discrimination. The method we describe has distinct advantages in reducing
the test time from acquiring the samples to obtaining a definitive molecular result, which
is useful in triage of CDI patients in hospitals and within community settings. There is
an increasing appreciation of the importance of community-acquired CDI and the role
of asymptomatic carriers in transmission [36]. A study, in a setting where 42% of CDI
cases were community-onset, demonstrated that testing for asymptomatic carriers plus
contact precautions reduced the number of new colonization and hospital-onset CDI cases
by 40%–50% and 10%–25%, respectively [43].

These results demonstrate that microwaves can be used to rapidly liberate DNA
from fecal samples and that subsequent electrochemical detection (using screen-printed
electrodes) may be used to screen for patients with CDI. As the majority of CDI cases occur
as a consequence of prescribing broad-spectrum antibiotics to asymptomatic carriers, an
indication of the presence of toxigenic C. difficile in a patient upon hospital admission would
enable clinicians to tailor their antibiotic treatment strategy appropriately, minimizing
the development of active CDI. There is potential for the methodology to be adapted
and optimized for the detection of other antimicrobial resistant pathogens in a range of
human sample types. Thus, microwave-extraction of DNA combined with electrochemical
biosensor detection of target DNA within 10 min represents a viable, rapid, and sensitive
method for the detection of toxigenic C. difficile at point of care.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/bioengineering11060632/s1, Figure S1: Scanning Electron Mi-
croscopy studies. Spores were imaged under SEM before and after microwaving at a range of duty
cycles between 100%–0.3%. 40 spores were imaged per DC at at magnifications of ×82,000 and
×31,000. A-C show untreated (Control) C. difficile spores, D-F show spores treated with 100% Duty
Cycle, G-I show spores treated with 33% Duty Cycle, J-L show spores treated with 10% Duty Cycle,
M-O show spores treated with 3% Duty Cycle, P-R show spores treated with 1% Duty Cycle, S-U show
spores treated with 0.3% Duty Cycle. Arrows indicate areas of spore damage. Table S1: Microwave
pulsed duty cycles used in this study. The varying percentage duty cycles used when microwaving
C. difficile spores is listed. The duty cycles range from 100% (continuous microwave power) to 0.3%
pulsed microwaves. The time microwave power is on and off is shown in milliseconds. Spores were
microwaved for 5 s in total, which is related to the total number of pulsed microwaves (N) in the
table. Figure S2: Schematic demonstrating the three piece DNA assay and the chemical detection of
HRP. This DNA assay was used to detect both toxin A and toxin B detection. The anchor probe is
17 nucleotides in length and anchored to the streptavidin sensor via addition of a biotin label. The
reporter probe (22 nucleotides in length) was attached to an HRP at the 3’ end. Once hybridisation
and washing has occurred, the DNA sandwich complex is formed and the HRP can be detected.
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