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Article

Analysis of Higher-Order Bézier Curves for Approximation of
the Static Magnetic Properties of NO Electrical Steels

Ermin Rahmanović * and Martin Petrun

Institute of Electrical Power Engineering, UM FERI, Koroška cesta 46, 2000 Maribor, Slovenia;
martin.petrun@um.si
* Correspondence: ermin.rahmanovic@um.si

Abstract: Adequate mathematical description of magnetization curves is indispensable in engineering.
The accuracy of the description has a significant impact on the design of electric machines and devices.
The aim of this paper was to analyze the capability of Bézier curves systematically, to describe the
nonlinear static magnetic properties of non-oriented electrical steels, and to compare this approach
versus the established mathematical descriptions. First, analytic functions versus measurements were
analyzed. The Bézier curves were then compared systematically with the most adequate analytic
functions. Next, the most suitable orders of Bézier curves were determined for the approximation of
nonlinear magnetic properties, where the influence of the range of the input measurement dataset on
the approximation process was analyzed. Last, the extrapolation capabilities of the Bézier curves
and analytic functions were evaluated. The general conclusion is that Bézier curves have adequate
flexibility and significant potential for the approximation and extrapolation of nonlinear properties
of non-oriented electrical steels.

Keywords: analytical modeling; anhysteretic curve; applied mathematics; Bézier curve; curve fitting;
first magnetization curve; major loop; mathematical modeling; non-oriented electrical steel

MSC: 65D10

1. Introduction

The magnetic properties of soft magnetic materials are highly nonlinear and reflect
intricate underlying phenomena in hysteresis behavior. In engineering applications, these
properties are often described using basic magnetization curves, e.g., the anhysteretic
curve, the first magnetization curve, the major loop, and the minor loops. For example,
the major loop represents the input data of several well-known hysteresis models [1–
3]. Examples of using the anhysteretic curve as input data are the widespread Jiles–
Atherton hysteresis model and its variations [4,5] and various finite element simulation
tools. Hysteresis models are used to describe nonlinear magnetization and power loss in
iron cores, whereas the nonlinear behavior is indispensable in the design of electromagnetic
machines and devices [6,7]. For these reasons, it is important to find adequate methods
or analytic functions to describe such nonlinear curves with high accuracy and with low
computational power.

Researchers have applied various approaches to model all the discussed magneti-
zation curves. On the one hand, researchers try to establish adequate links between the
physical parameters of materials and various mathematical descriptions, which would
result in adequate physics-based material models [4]. This is a very complex task, and
essential for understanding the intricate phenomena within soft magnetic materials, and,
consequently, for their design and optimization processes. The complexity arises from the
fact that hysteresis is a macroscopic property that emerges from the collective behavior of
microscopic entities, and this behavior can be influenced by a multitude of factors [8]. On
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the other hand, researchers also try to model nonlinear magnetization in a more practical
way to predict the magnetization behavior, which is based on measured datasets. These
models are phenomenological, i.e., they simply attempt to describe nonlinear relationships
with the assumption that the modeled relationships extend past the measured values
without a deep understanding of the underlying mechanisms [9–12]. These models are
equally as important as the physical ones, and are essential in applied engineering, where
the existing soft magnetic materials are applied in electromagnetic devices and machines.
The most important requirements are accuracy and computational simplicity. A common
and straightforward method is to use mathematical functions [2,10,13] or curves [14] that
approximate the data obtained from measurements. This method has its difficulties, as
it needs costly and specific instruments for measurement, and the data obtained may be
limited in both amount (i.e., volume) and quality. To measure the magnetization curves, the
measurement equipment can reach different levels of saturation, depending on its capabil-
ity. The equipment also has different degrees of accuracy that affect the noise and errors in
the obtained curves. The quality of the approximations depends on several factors: the size
and noise level of the input dataset, the properties of the functions used, and the type of the
fitting method. For example, an analysis based on the application of sigmoid functions is
described in [15]. The authors investigated the relevant sigmoid functions and used them
to construct the major hysteresis loop. Recently, the sigmoid functions from [15] were mod-
ified and fitted using different optimization algorithms to match measured data [10]. The
modified analytic functions offered more degrees of freedom during the fitting process. In
this paper, we examined different methods for estimating and extending the data obtained
from measurements.

An approach used in many fields for the description of a wide range of different
shapes and curves is (classical) Bézier curves. Bézier curves enable the construction of
free-form curves and surfaces. The shape of a Bézier curve depends on the placement
of the so-called control points. This feature makes them intuitive, easy to implement,
and flexible. It is possible to construct very complex shapes only by placing control
points in adequate positions. Bézier curves were first used for the shape optimization of
automobile bodies [16]. Nowadays, these curves are used widely in computer graphics and
animation. Examples of using them in computer graphics are font generation (Chinese [16]
and Arabic [17]), image processing, and path design in various animations. However, they
are not limited to the field of computer graphics. Due to their simplicity and continuous
curvature, Bézier curves are being used in path planning for ground vehicles [18–20] and
for unmanned aerial vehicles [21]. Their free-form ability made them popular in the field
of shape design. An example of shape optimization with Bézier curves is the modeling of
laminated plates of variable stiffness [22]. To expand their usability in shape optimization,
Bézier curves are used to construct circular arcs in CAD applications (e.g., SolidWorks) [23]
using mainly cubic Bézier curves [22]. The free-form ability to represent various shapes
and geometries enhanced and is useful in the field of additive manufacturing, e.g., for
the topology optimization of electrical machines [24,25]. Their ability to fit any dataset
smoothly also makes them useful in the field of electrical engineering. The applications
include the modeling of the flux linkage characteristics of a switched reluctance motor [26]
and the modeling of PV module characteristics [27,28].

Classical Bézier curves are often used for simple smooth curve approximations. The
number of control points defines the order of the corresponding Bézier curve. The order
can be set to any arbitrary number for more flexibility, but it will increase the complexity
due to an increasing number of control points [22]. Furthermore, Bézier curves constructed
by a large number of control points are numerically unstable [19], and the calculation is
slower since additional coordinates have to be calculated. For this reason, an alternative
approach is to join low-order Bézier curves together in a smooth way to form a composite
curve. This concept is called piecewise Bézier curves, and it builds a curve as a union of
Bézier curves connected end to end [29]. Using this concept, even more complex shapes
can be described by joining a larger number of lower orders of Bézier curves. A few rules
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must be followed to obtain a smooth curve when joining Bézier curves, e.g., the so-called
parametric continuity rules [22,30]. Bézier curves are also used for spline interpolations,
especially in the known B-spline group. Any piecewise Bézier curves with arbitrary order
can be converted into a B-spline, and any B-spline can be converted into one or more Bezier
curves [29]. The B-spline curve has one main disadvantage compared with piecewise Bézier
curves. The B-spline concept requires more computation, and the mathematics used to
describe them are more complicated [29].

Based on the discussed flexibility that Bézier curves offer, especially the smooth fitting
of datasets, we performed an analysis of the Bézier curve fitting process on various funda-
mental magnetization curves of non-oriented (NO) electrical steels (i.e., the anhysteretic
curve, the major loop, and the first magnetization curve). This work is an extension of
the preliminary study [31], and the aim was to investigate the approximation capabilities
of classical Bézier curves systematically. We limited this study to classical Bézier curves
because of their straightforward approximation of datasets without the need to implement
additional rules, e.g., the continuity rules [22,30]. To demonstrate their ability to approxi-
mate magnetization curves, we identified established analytic functions [10,15] in parallel
and performed a systematic comparison based on the deviation from the measured curves.
We analyzed the deviation from the measured data in different regions of individual curves,
e.g., the high-permeability region and the region of high saturation. This analysis resulted
in the identification of the most suitable orders of classical Bézier curves and the most
adequate analytic functions for different input datasets. The high-saturation region is, in
most cases, very challenging to evaluate experimentally; therefore, we further analyzed the
extrapolation capabilities of the identified Bézier curves and analytic functions. The main
challenge during the curve-fitting process was to find the position of the control points,
which determine the shape and curvature of the curve [18]. The main goal was to find a
precise and elegant way to represent the observed data mathematically beyond the range
of observation and to examine how the size of the input data sets affected the results.

The article is split into six sections. Section 2 presents the considered analytic functions,
as well as the description of the theoretical background and properties of the Bézier curves.
Two methods are presented for calculating the Bézier curves. The materials and the
methodology used are presented in Section 3. Section 4 contains the obtained results.
The influence of the order of Bézier curves on the approximation of the measured data is
analyzed. Additionally, the extrapolation capabilities of Bézier curves of selected orders
and analytic functions are analyzed. In Section 5, a discussion is provided. Finally, in
Section 6, the concluding remarks are presented with a description of future work.

2. Mathematical Descriptions of Nonlinear Magnetic Properties

Mathematical functions, which are adequate for the description of the nonlinear
curves in hysteresis, must have specific properties. They must be continuous, differentiable,
single valued, and monotone; have odd symmetry; approach saturation polarization Js, as
magnetic field strength H tends toward negative or positive infinity (e.g., in ideal cases
they have asymptotes); and must have a knee point where the second derivative reaches its
minimal value [4].

Natural candidates that have those properties are the so-called sigmoid functions.
The aim of this work is to introduce and analyze a novel concept for the approximation of
nonlinear magnetic properties that is based on curves instead of functions, where classical
Bézier curves of different orders are considered.

2.1. Analytic Functions

Analytic functions that describe a curve shaped in the form of the letter “S” are
called sigmoid functions. Besides their shape, sigmoid functions have further important
properties. Sigmoid functions are real valued, differentiable, and have a pair of horizontal
asymptotes [15]. Due to their intrinsic properties, sigmoid functions are suitable candidates
to describe nonlinear magnetic properties. The described favorable basic properties are

3
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the reason for the frequent use of sigmoid functions in the description of the discussed
magnetization curves [4]. The most adequate (and, for the discussed purpose, applied)
sigmoid functions [10,15] are presented in Table 1 with Functions (1)–(5). In addition,
many functions exist that have a similar shape to sigmoid functions but do not have
all their properties, e.g., do not have horizontal asymptotes. Such functions are still
applicable to the discussed problem and are widely used in applied engineering. During
the preliminary analysis [31], we determined that the inverse hyperbolic sine function
is promising, especially in the saturation region, because of its logarithmic character for
higher input values. Therefore, the inverse hyperbolic sine of Function (6) was included in
the presented analysis.

Table 1. Mathematical equations of selected analytic functions.

Analytic Function Equation

Logistic 2a
d+e−bx−c − a (1)

Hyperbolic tangent a·tanh(b·(x + c)) (2)
Elliot a·(x+c)

d+b·|x+c| (3)

Gompertz 2a·e−e−bx−c − a (4)
Langevin a·

(
coth

( x+c
b
)− b

x+c

)
(5)

Inverse hyperbolic sine a·asinh(b·(x + c)) (6)

Original analytic functions were modified with additional parameters to enable better
agreement with the measured data during the approximation process. Functions (1)–(6) all
have parameters:

• a—determines the value of the asymptote;
• b—controls the slope of the curve;
• c—enables the shifting of the function along the x-axis in an xy-coordinate system [15].

Functions (1) and (3) have a fourth parameter d, which also influences the slope [15].
Functions (1)–(4) are analytic functions without any physical background. In contrast

to this, the Langevin function (Function (5)) has a physical origin. The Langevin function
is a special case of the quantum mechanical Brillouin function when the function is lim-
ited to infinity [32]. The function was originally derived for paramagnets. Because of its
physical foundation, it is used in many models to describe the magnetization curves, e.g.,
in the Jiles–Atherton hysteresis model [5]. Further, in applied engineering, the so-called
Frölich–Kennelly approximation is often used for the description of nonlinear properties,
especially for extrapolation purposes [6,33]. The Frölich–Kennelly equation has an equiv-
alent mathematical description in the Elliot function (Function (3)). Therefore, all results
obtained for the Elliot function also apply for the Frölich–Kennelly description.

In addition, we analyzed the inverse hyperbolic sine function (Function (6)). Gen-
erally, the inverse hyperbolic sine function has all the properties needed for adequate
approximation of nonlinear magnetic properties. The difference compared with sigmoid
functions (Functions (1)–(5)) is that the inverse hyperbolic sine function does not have
asymptotes. However, the function value of the inverse hyperbolic sine function increases
almost linearly (with a small slope), as the input x values increase at very high values. For
that reason, parameter a has a scaling role for the inverse hyperbolic sine function.

Figure 1 presents a graphical comparison of the functions from Table 1. The parameters
were set to a = 1, b = 1, c = 0, and d = 1 for the sigmoid functions. Such a choice ensured
that Functions (1)–(5) approached horizontal asymptotes at −1 and 1, as the x-value tended
to negative and positive infinities, respectively. For the sake of graphic comparison, the
parameters of the inverse hyperbolic sine function were set to a = 1/asinh(5), b = 1, and
c = 0 to ensure that the first and last point of the function reached values of −1 and 1 in
the presented interval x ∈ [−5, 5] in Figure 1.

4
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x

Logistic
Hyp. tan.
Elliot

Gomper
Langevin
Inv. hyp. sine

Figure 1. Graphical presentation and comparison of the analyzed mathematical functions.

2.2. Bézier Curves

Bézier curves are parametric curves with Bernstein polynomials as their basis functions.
Paul de Casteljau contributed significantly to their first development, but they are named
after Pierre Bézier, who invented them in 1962 and made them widely popular for the
shape design of automobile bodies while working for Renault [16,19]. Parametric curves
are not defined as y(x) dependencies, but they describe the shape of a curve based on a
(local) input variable t that is defined along the curve. Variable t is 0 at the start of the curve
and 1 at the end. For each value of t, two values are defined (i.e., x(t) and y(t)), which,
combined, define the coordinates (x(t), y(t)) of all the points on the curve. This means
that the coordinates of a Bézier curve are obtained using two polynomials x(t) = Bx(t)
and y(t) = By(t) [34]. Due to this property, parametric curves enable the description
of highly complex curves. The free-form ability of Bézier curves, explained in Section 1,
is demonstrated in Figure 2. It is possible to form a single-valued curve, as shown in
Figure 2a; self-intersecting curves, as shown in Figure 2b,c; and complex shapes, as shown
in Figure 2d.

Figure 2. Various shapes formed with Bézier curves of different orders: (a) n = 3, (b) n = 3, (c) n = 5,
and (d) n = 10.
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Bézier curves are defined by their order n and a corresponding set of (n + 1) con-
trol points P = (P0, P1, . . . , Pn). Each control point has its x and y coordinates Pi(xi, yi)
(i = 0, 1, . . . , n) in the 2D Cartesian coordinate system. Considering order n and corre-
sponding vector of control points P, the Bézier curve B(t) =

(
Bx(t), By(t)

)
can be expressed

in polynomial form by Equations (7) and (8)

Bx(t) = x(t) =
n

∑
i=0

bi,n(t)xi, 0 ≤ t ≤ 1, (7)

By(t) = y(t) =
n

∑
i=0

bi,n(t)yi, 0 ≤ t ≤ 1, (8)

where bi,n(t) represents the Bernstein basis polynomials and (xi, yi) are the coordinates of
control point Pi. The Bernstein basis polynomials of order n are defined by Equation (9) [18]:

bi,n(t) =
(

n
i

)
ti(1 − t)n−i, i = 0, . . . , n (9)

where t ∈ [0, 1], in which 0 is the starting point of the curve and 1 is the end point of the

curve [18], and
(

n
i

)
is a binomial coefficient defined by Equation (10):

(
n
i

)
=

n!
i!(n − i)!

(10)

Besides Bézier curves, Bernstein polynomials are also known as basis functions for
splines [35]. The basis functions of the Bézier curve can be enhanced to be able to reproduce
various shapes, such as those presented in [30]. De Casteljau’s recursive algorithm is used
to evaluate Bézier curve polynomials because of its numerical stability [18].

Another feature of Bézier curves is their matrix representation, which allows for a
straightforward calculation of the polynomial coefficients for functions Bx(t) and By(t).
For a Bézier curve of order n, the matrix equation is defined by Equation (11) [36]:

Bx(t) =
[
tn tn−1 . . . t 1

]
MBéz,n

⎡
⎢⎢⎢⎢⎢⎣

x0
x1
...

xn−1
xn

⎤
⎥⎥⎥⎥⎥⎦ (11)

The Bx(t) polynomial of the Bézier curve is obtained with Equation (11). To obtain
the By(t) polynomial of the Bézier curve, the y coordinates of control points Pi must be
considered in Equation (11). The matrix MBéz,n is an (n + 1) × (n + 1)-sized coupling
matrix between the variable t and the control point’s coordinates P. By evaluating the
matrix MBéz,n for Bézier curves of orders of up to 6 [36,37], the general form of matrix
MBéz,n for curves of order n is determined by Equation (12) [38]:

MBéz,n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
n
0

)(
n
n

) (
n
1

)(
n − 1
n − 1

)
. . .

(
n

n − 1

)(
1
1

) (
n
n

)(
0
0

)
(

n
0

)(
n

n − 1

) (
n
1

)(
n − 1
n − 2

)
. . .

(
n

n − 1

)(
1
0

)
0(

n
0

)(
n

n − 2

) (
n
1

)(
n − 1
n − 3

)
0 0

...
...

...
...(

n
0

)(
n
1

) (
n
1

)(
n − 1

0

)
0 0(

n
0

)(
n
0

)
0 . . . 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)
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Each non-zero element in MBéz,n is calculated as the product of two binomial coeffi-
cients by applying Equation (10). The elements within MBéz,n have a positive or negative
sign depending on the matrix order. A general rule is that the main counter diagonal
elements of matrix MBéz,n always have a positive sign, and then the sign alternates be-
tween negative and positive for all other diagonals above the main counter diagonal. The
formation of matrix MBéz,n is presented in [36,37].

2.2.1. Properties of Bézier Curves

The basic properties of Bézier curves are:

• First, control point P0 defines the beginning, and the last control point Pn defines the
end of the curve.

• The tangent vector formed by the first two control points P0 and P1
(
P0P1

)
defines the

initial direction, and the tangent vector formed by the last two points Pn−1Pn defines
the ending direction of the curve.

• The Bézier curve lies within the area that is formed by the control points [18–20].

Furthermore, an important property of Bézier curves is the straightforward calculation
of its derivative in terms of the variable t. If the Bézier curve for x coordinates is x(t) = Bx(t)
and for y coordinates is y(t) = By(t), then the first derivative dy/dx is calculated by
Equation (13):

dy
dx

=
dy/dt
dx/dt

(13)

and the second derivative d2y/dx2 by Equation (14):

d2y
dx2 =

d
dt (dy/dx)

dx/dt
(14)

The equations for the first and second derivatives allow for the calculation of the
curvature of Bézier curves [18,19,39]. Bézier curves offer the possibility to form symmetric
curves. Symmetric Bézier curves are generated by placing pairwise control points into
symmetrical positions [40].

2.2.2. Impact of the Control Point’s Placement on the Bézier Curve

In this subsection, we demonstrate the impact of the positioning of control points on
the shape of a cubic (i.e., order of n = 3) Bézier curve. As presented in Figure 2, Bézier
curves enable the formation of various shapes—continuous single-valued curves, as shown
in Figure 2a; self-intersecting curves, as presented in Figure 2b,c; and closed shapes, as
shown in Figure 2d. Figure 3 shows the various possibilities regarding the change in shape
of a cubic Bézier curve from Figure 2a only by changing the position of the control points
P1 and P2 (the first P0 and last P3 control points have fixed positions).

We chose to fix the first and last points for the presented comparison to show the
variety of curves that start and end in the same points. As explained in Section 2.2.1,
the starting and ending directions of the curve were defined by the tangents P0P1 and
P2P3, respectively. The cases shown in Figure 3a,b are examples of changing the slope and
curvature by moving the control points but preserving the property analogous to a single-
valued function. In the case presented in Figure 3c, when the control point P1 was below
control point P0 and P2 was above P3, we obtained an overshoot over the normalized value
of 1. That behavior is not adequate for the description of magnetization curves. Another
nonphysical behavior was observed when the absolute values of the x coordinates of points
P1 and P2 were higher than the x values of the last and first control points, respectively, as
shown in Figure 3d. The obtained curve was not single valued in respect to x and thus not
appropriate for the description of magnetization curves. Control points are decisive for the
curvature and shape of the final curve [26].
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B y
B y

Figure 3. Impact of the placement of control points P1 and P2 on the shape of a 3rd-order Bézier
curve: (a,b) changing the curvature and slope of a single valued curve, (c) overshoot over normalized
value of 1 (d) non single valued curve.

3. Methodology

3.1. Assumptions and Limitations

The discussed analytical functions in Section 2.1 have limited ability to approxi-
mate various curves with high accuracy because they have only three or four adjustable
parameters. In contrast to this, the Bézier curves can be based on many theoretically
arbitrary control points; therefore, they offer higher flexibility for the approximation of
measured data.

The focus of the presented analysis was on a systematic analysis of which functions
and curves would result in the best fit based on different sets of measured data. Further, the
extrapolation capabilities of the presented functions and curves were analyzed. During the
analyses, we assumed that different sets of measured data for two NO steels were available.
We limited the analyses to the application of the presented analytical functions and classical
Bézier curves of different orders. One of the goals was to identify the most adequate orders
for approximation of the discussed curves.

3.2. Measured Data

The analysis was performed systematically based on measured characteristic mag-
netization curves J(H), where J is the magnetic polarization and H is the magnetic field
strength. In the analysis, we considered three of the most basic curves that describe the
nonlinear properties of soft magnetic materials:

(1) First magnetization curves;
(2) Anhysteretic curves;
(3) Descending branches of the major loops.

We determined the discussed curves for two NO electrical steels with different thick-
nesses, i.e., 0.27 mm (NO27) and 0.35 mm (NO35), which are both commonly used in
contemporary electrical machines. The measurement setup was based on a single sheet
tester within a computer-aided measurement setup, in accordance with the International
Standard IEC 60404-3. The measurements were performed at low excitation frequencies (i.e.,
under the so-called quasi-static conditions) up to H = 50 kA/m at 5000 J-equidistant mea-
surement points. Based on the measured curves, it was assumed that H = Hs = 50 kA/m
was the saturation point of both materials. Consequently, the available measured dataset
was Hmeas = [−Hs, Hs], where [−Hs, Hs] denotes the interval of the discrete measured
dataset, starting from −Hs and ending with Hs.

8
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The anhysteretic curve was calculated as the average value of polarization J between
the ascending and descending branches of the major loop.

3.3. Definition of the Data Subsets and Evaluation (Sub)Regions

All the discussed functions and curves were evaluated systematically on different
input subsets Hin of the available measured data Hmeas (i.e., Hmeas = [−Hs, Hs]). The input
subset Hin was, in all cases, a subinterval of the measured data Hmeas, i.e., Hin ⊆ Hmeas.
The evaluation subregions Heval were defined within the discussed input subsets Hin.
Special attention was paid to evaluation of the following characteristic subregions:

(1) The high-permeability (HP) subregion (Heval,2 = [−H1, H1]);
(2) The saturation (SAT) subregion (Heval,3 = [−Hin,max,−H1] ∪ [H1, Hin,max]);
(3) The extrapolation (EXT) subregion (Heval,6 = [−Hs,−Hin,max] ∪ [Hin,max, Hs]).

The HP and SAT subregions were important for the first part of the analysis, i.e.,
evaluation of the approximation capabilities, whereas the EXT subregion was crucial for the
analysis of the extrapolation capabilities. These subregions are very important in applied
engineering and are presented schematically in Figure 4.

J(
T)

J(
T)

Figure 4. Graphic presentation of the input subsets of measured data Hin and characteristic subre-
gions for evaluation of the goodness of fit (Heval,1 to Heval,6) in the cases of (a) approximation and
(b) extrapolation.

The input subset Hin used in the process of fitting analytical functions and Bézier
curves is plotted in blue in Figure 4. The measured data between [−Hin,max, Hin,max]
represented the input subset Hin in individual cases for approximation, as presented in
Figure 4a. It was slightly different for the case of extrapolation, where, additionally, the
saturation points Hs were added to both sides of the input subset Hin, highlighted with
the blue cross in Figure 4b. The characteristic subregions of the magnetization curves
were identified in both cases. Considering those subregions, the measured data were
divided accordingly into evaluation subsets, denoted with Heval,1 to Heval,6 and presented
in Figure 4a,b. This approach and division enabled us to perform a systematic analysis via
local evaluation of the goodness of fit of the approximated curves in specific subregions
individually as well as a global evaluation on the input subset Hin.

It is important to note that Hs and H1 were fixed at Hs = 50 kA/m and H1 = 1 kA/m,
respectively. In contrast to this, Hin,max was varied (i.e., 1, 2, 5, 10, 15, 20, 30, 40, and
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50 kA/m) and determined various input datasets for approximation and extrapolation of
the discussed functions and curves.

3.4. Curve Fitting

The parameters (a, b, c, and d) of the analytic function from Table 1 were fitted to the
input subsets Hin of the measured magnetization curves using the Matlab function fit by
applying the nonlinear least squares method.

For the process (i.e., the placement of control points) of fitting Bézier curves to the
input subsets Hin, we applied the differential evolution (DE) algorithm [10,41]. We set the
value of the mutation factor to 0.5 and the crossover factor to 0.7 and used the DE algorithm
for 15,000 iterations for each curve. In each iteration, the x and y coordinates of the control
points were calculated to minimize the deviation of the calculated Bézier and measured
magnetization curves. Within the process, the first and last control points (which were
assumed to be equal to the first and last points, respectively, of the input subset Hin) were
fixed according to the adequate position of the measured curve. The goal was to determine
the intermediate control points. To find the optimum values, we minimized the objective
function F in Equation (15):

F = ∑Nmax
i=1 [Jin,i(Hin,i)− Jcalc,i(Hin,i)]

2, (15)

where Jin,i(Hin,i) are the input measured values of the magnetic polarization at the cor-
responding magnetic field strengths Hin,i, Jcalc,i(Hin,i) is the magnetic polarization ap-
proximated by a Bézier curve at Hin,i, and Nmax is the number of elements of the input
subset Hin.

In general, 2·(n − 1) parameters had to be determined for an arbitrary order n of a
Bézier curve. Therefore, higher orders of Bézier curves naturally led to longer computa-
tional effort in the fitting procedure.

3.5. Evaluation of the Goodness of Fit

To evaluate the goodness of fit for the calculated curves, we applied the statistical
measure normalized root mean square (NRMS) ε, defined by Equation (16) [7].

ε =

√√√√ 1
Nmax

Nmax

∑
i=1

(
Jin,i(Heval,i)− Jcalc,i(Heval,i)

ΔJeval

)2

(16)

In Equation (16), Jin,i(Heval,i) are the measured values of magnetic polarization at
corresponding magnetic field strengths Heval,i in the observed subregion for the evaluation
of Heval. Furthermore, Jcalc,i(Heval,i) are the corresponding calculated values of magnetic
polarization, and ΔJeval is the range of the evaluated subregion Heval. This range ΔJeval is
defined as the difference between the maximum Jeval,max and minimum Jeval,min values of
such a subregion, i.e., ΔJeval = Jeval,max − Jeval,min.

During the analysis, we evaluated both the approximation and the extrapolation
capabilities of the presented functions and curves. Individual curves were evaluated by
Equation (16) in different subregions individually (i.e., HP, SAT, and EXT regions) by
selecting the adequate evaluation region Heval.

3.5.1. Approximation Capabilities

We analyzed the goodness of fit and evaluated the approximation capabilities of the an-
alytic functions and Bézier curves of different orders in specific subregions within the input
subset Hin. The available measured data Hmeas were divided into nine input subsets Hin

between [−Hin,max, Hin,max], where Hin,max equaled 1, 2, 5, 10, 15, 20, 30, 40, and 50 kA/m,
respectively. An exemplary case of an input subset Hin, where Hin,max = 30kA/m, is pre-
sented in Figure 4a with the blue curve. The first magnetization curves were fitted on the
input subset Hin = [0, Hin,max], whereas all the other curves were fitted on a symmetric
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subset Hin = [−Hin,max, Hin,max]. In the first step, individual analytic functions were fitted,
and Bézier curves of different orders were obtained for each individual input subset Hin.
The evaluation of the goodness of fit ε was carried out in three subregions of each subset,
where the evaluation was performed in the following ranges Heval (Heval ⊆ Hin):

(a) The input subset Heval,1 = Hin = [−Hin,max, Hin,max];
(b) The HP subregion (within the input subset), i.e., Heval,2 = [−H1, H1];
(c) The SAT region (within the input subset), i.e., Heval,3 = [−Hin,max,−H1]∪ [H1, Hin,max].

The evaluation subregions Heval,1 to Heval,3 are depicted graphically in Figure 4a. It is
important to note that Jeval,max and Jeval,min for case (c) were determined at Hin,max and H1,
respectively.

The result of this analysis was the identification of the most suitable analytic functions
and the most adequate orders of Bézier curves for the approximation of nonlinear magnetic
properties for different input data subsets. These were included in the next analysis, i.e.,
the analysis of the extrapolation capabilities.

3.5.2. Extrapolation Capabilities

In the analysis of the extrapolation capabilities, the fitting was carried out analogously
with the previous analysis. The difference was that the positive and negative saturation
points Js(Hs) were added to all symmetric input subsets between [−Hin,max, Hin,max]. There-
fore, the input subset Hin consisted of the negative saturation point −Hs, the measured
data between [−Hin,max, Hin,max], and the positive saturation point Hs, i.e., Hin = −Hs ∪
[−Hin,max, Hin,max] ∪ Hs. This input subset for a specific case, where Hin,max = 30 kA/m,
is presented with the blue line and blue crosses in Figure 4b. The result of the fitting
process was analytic functions and Bézier curves that ranged from −Hs to Hs. They also
enabled the analysis of the goodness of fit in the assumed EXT subregion. The evaluation
of the goodness of fit ε was carried out again in three evaluation subregions Heval, where
Heval ⊆ Hmeas:

(d) The full measured dataset up to saturation Heval,4 = Hmeas;
(e) The subregion which contained the measured data Heval,5 = [−Hin,max, Hin,max];
(f) The EXT subregion (Heval,6 = [−Hs,−Hin,max] ∪ [Hin,max, Hs]).

Analogous to the previous subsection, Jeval,max and Jeval,min for case (f) were deter-
mined at Hs and Hin,max, respectively.

4. Results

The available range (defined by Hin,max) of the (measured) input data Hin =
[−Hin,max, Hin,max] has, in general, a high impact on the goodness of fit of the approxi-
mated functions and curves. The impact of the range on the approximated curves us-
ing both analytic functions and Bézier curves is presented in Figure 5. The curves in
Figure 5a,b were approximated on the input subset limited by Hin,max = 0.5 kA/m and in
Figure 5c,d on the input subset limited by Hin,max = 15 kA/m. The curves approximated
on a bigger subset (Hin,max = 15 kA/m) deviated more in the HP region in comparison to
those approximated on the input subset Hin, which coincided with the observed region
(Hin,max = 0.5 kA/m). The approximated curves in Figure 5 confirm that the size of the
input subset Hin (i.e., the range of measured input data defined by Hin,max) had a high
impact on the approximation accuracy.
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Figure 5. Impact of the range of measured data Hin,max on the goodness of fit in the region
[0, 0.5] kA/m: (a) analytic functions, Hin,max = 0.5 kA/m; (b) Bézier curves of different orders,
Hin,max = 0.5 kA/m; (c) analytic functions, Hin,max = 15 kA/m; and (d) Bézier curves of different
orders, Hin,max = 15 kA/m.

4.1. Approximation with Analytic Functions

In general, all analytic functions produced the overall shape to describe the discussed
nonlinear relationships, as demonstrated, e.g., in Figure 5a,c. For the sigmoid functions
(Functions (1)–(5)) similar conclusions are presented in [10,15].

4.1.1. Anhysteretic Curves

To determine the most adequate analytic function for the approximation of the anhys-
teretic curve, we calculated the NRMS deviations ε on different regions within different
input subsets Hin for all the discussed functions, as described in Section 3.5.1. The obtained
results are presented in Figure 6.

()
()

()

Figure 6. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the anhysteretic curve of two materials NO35 (left column) and NO27 (right column) approximated
with analytic functions (a,b) within the individual input subsets Hin, (c,d) within the HP subregion
of the individual subsets, and (e,f) within the SAT subregion of the individual subsets.
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First, we evaluated the global goodness of fit (i.e., within different symmetric in-
put subsets Heval,1 = Hin of the measured data) systematically, as described in case (a) of
Section 3.5.1. Based on the presented results in Figure 6a,b, it was observed that the Langevin
function had the best overall fit for the smaller input subsets up to Hin,max = 5 kA/m.
Further, the Elliot function had the best goodness of fit for the measured anhysteretic
curve of both materials when a symmetric input subset from Hin,max = 5 kA/m up to
Hin,max = 10 kA/m was applied. These results agree with the findings in [10]. The good-
ness of fit with the Langevin function was slightly worse compared to the one evalu-
ated with the Elliot function in the latter region. However, if the input subsets exceeded
Hin,max = 10 kA/m, the global goodness of fit of the inverse hyperbolic sine function was
the best.

To support the obtained results further, we analyzed the deviations in two specific
subregions of the anhysteretic curve. The first local goodness of fit was defined between
Heval,2 = [−H1, H1], where H1 = 1 kA/m (the so-called HP region), as explained in case (b)
of Section 3.5.1. The local goodness of fit for the HP region is shown in Figure 6c,d. The
obtained results supported the premise that, as the input subset Hin increased into the
saturation region, the deviations were more significant. This was expected due to the high
nonlinearity of the input data, whereas individual subregions were not considered sepa-
rately, and, consequently, could not be approximated with equal accuracy. In the HP region,
the best results were again obtained using the Elliot and Langevin functions, whereas in
the cases of larger input subsets above Hin,max = 20 kA/m, the inverse hyperbolic sine
function again became the best option. If limited measured data not deep into saturation
are available, the Elliot and Langevin functions are the best choice for approximation.

The second local subregion Heval,3 (SAT region) was defined from 1 kA/m to the
maximum value in the individual input subset Hin,max, i.e., when the materials were
significantly saturated (i.e., case (c) in Section 3.5.1). The values of ε within this analysis are
presented in Figure 6e,f. In this region the inverse hyperbolic sine function had superior
results to other analytic functions, especially for input subsets that were measured deeper
into saturation.

4.1.2. Major Loop Curves

Next, we analyzed the goodness of fit of the approximated analytic functions on the
descending branch of the major loop. The calculated NRMS values ε are presented in
Figure 7. The results obtained for the major loop are in line with those obtained for the
anhysteretic curve. This could be attributed to the fact that the anhysteretic curve was
calculated as the average value between both branches of the major loop, and, consequently,
closely related to the major loop. It was concluded that the offset in H of the major loop
curves did not introduce a significant change in the results.
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Figure 7. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the descending branch of the major loop of two materials, NO35 (left column) and NO27 (right col-
umn), approximated with analytic functions (a,b) within the individual input subsets Hin, (c,d) within
the HP subregion of the individual subsets, and (e,f) within the SAT subregion of the individual subsets.

4.1.3. First Magnetization Curves

The results obtained were slightly different in the case of the first magnetization curves.
The calculated NRMS errors ε for the case of the first magnetization curve are shown in
Figure 8. In the input subset between 0 and Hin,max, i.e., Hin = [0, Hin,max], the Elliot and
Langevin functions gave best results in the case of sheet NO35, as shown in Figure 8a. In the
case of NO27, presented in Figure 8b, the Elliot and Langevin functions gave the best results
up to Hin,max = 30 kA/m. Beyond this subregion, the inverse hyperbolic sine function
became the most adequate analytic function. In the HP region, the Langevin function had
the lowest deviation from the measured data in the case of NO35, as presented in Figure 8c.
Figure 8d shows the results for NO27, where the Langevin function gave better results for
the intermediate fields (up to Hin,max = 20 kA/m), and, after that region, the Langevin and
Elliot functions had similar goodness of fit. In the case of the SAT region (i.e., from 1 kA/m
to Hin,max), the results for both materials in Figure 8e,f were similar; overall, the inverse
hyperbolic sine function yielded the best results. The Elliot and Langevin functions can be
used for lower fields of up to Hin,max = 10 kA/m.
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()

Figure 8. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the first magnetization curve of two materials, NO35 (left column) and NO27 (right column),
approximated with analytic functions (a,b) within the individual input subsets Hin between 0
and Hin,max, (c,d) within the HP subregion between 0 and 1 kA/m of the individual subsets, and
(e,f) within the SAT subregion between 1 kA/m and Hin,max of the individual subsets.
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4.2. Approximation with Higher-Order Bézier Curves

Next, we analyzed the ability of Bézier curves of different orders systematically to
describe the measured magnetization curves. We performed the analysis starting with
Bézier curves of the order n = 3 (order three is commonly used in many applications, e.g.,
in splines [42]) and increased the order up to n = 12.

Based on the results that are presented in Figure 5b,d we concluded that lower-
order Bézier curves (e.g., the third and fourth orders) had limited ability to approximate
magnetization curves adequately. Hence, we excluded these orders from further analysis.
We applied the analysis presented in cases (a)–(c) in Section 3.5.1 to the approximation with
Bézier curves.

4.2.1. Anhysteretic Curves

The obtained values of ε for the anhysteretic curves are presented in Figure 9. This
part of the analysis was performed with Bézier curves from the 5th to 12th orders. For
the sake of clarity, we did not plot ε for the Bézier curves of all the discussed orders but
only representative ones. From the ε obtained for the individual symmetrical input subsets
Heval,1 = Hin (as explained in Section 3.5.1 case (a)) in Figure 9a,b, we concluded that the
most suitable were the eighth- and ninth-order Bézier curves. In general, it is reasonable to
select a curve with the lowest number of control points. The obtained results showed that
all Bézier curves starting from order six already had significantly improved goodness of fit
compared to the analytic functions in all the analyzed scenarios.

()
()

()

Figure 9. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the anhysteretic curves of two materials, NO35 (left column) and NO27 (right column), approxi-
mated with Bézier curves (a,b) within the individual input subsets Hin, (c,d) within the HP subregion
of the individual subsets, and (e,f) within the SAT subregion of the individual subsets.

For the HP region (case (b) in Section 3.5.1) in Figure 9c,d, the ninth-order Bézier
curve offered the best approximation, which is in line with the results in Figure 5b,d.
Along with the 9th order, the 7th-, 8th-, and 10th-order Bézier curves yielded a very good
approximation of this region. In this case, we observed that, as Hin increased, the fit in
the HP region became less accurate, which was analogous with the results for the analytic
functions. The same orders of Bézier curves were estimated as the best for the remaining
SAT region of the curve (case (c) in Section 3.5.1) presented in Figure 9e,f.

4.2.2. Major Loop Curves

The results for the descending branch of the major loop are similar to the results
obtained for the anhysteretic curve. The results are presented in Figure 10. The ninth-order
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Bézier curve had the lowest deviation from the measured major loop in all cases. The
results obtained with the ninth-order curve were followed closely by the eighth-order
Bézier curve.

()
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()

Figure 10. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the descending branch of the major loop of two materials, NO35 (left column) and NO27 (right col-
umn), approximated with Bézier curves: (a,b) within the individual input subsets Hin, (c,d) within the
HP subregion of the individual subsets, and (e,f) within the SAT subregion of the individual subsets.

4.2.3. First Magnetization Curves

In the case of approximating the first magnetization curve, Bézier curves were superior
to analytic functions, whereas the obtained NRMS values ε were significantly lower. The
calculated NRMS deviation values ε for the Bézier curves are presented in Figure 11. For
this specific curve, even the fourth-order Bézier curve demonstrated low deviation from
the measured data. For input subsets up to Hin,max = 30 kA/m, shown in Figure 11a,b,
the sixth- and seventh-order Bézier curves yielded the best goodness of fit, and, above
30 kA/m, the eighth- and ninth-order Bézier curves yielded the best results. In the HP
region, presented in Figure 11c,d, the seventh-order Bézier curve had the best overall
goodness of fit. Those results are followed closely by the results obtained with the eighth-
order Bézier curve. In the SAT region, presented in Figure 11e,f, the seventh-order Bézier
curve had the best goodness of fit. Additionally, in the region with magnetic field strength
values of up to Hin,max = 30 kA/m, the sixth-order Bézier curves demonstrated low
deviation from the measured data. In regions with high magnetic field strength values
beyond 30 kA/m, the eighth- and ninth-order Bézier curves had the lowest NRMS deviation
values ε.

Based on the results in this subsection, we concluded that suitable orders of Bézier
curves for approximation of the discussed nonlinear magnetic properties were the sixth
to ninth.
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Figure 11. Calculated NRMS deviation ε within the individual input subsets Hin = [−Hin,max, Hin,max]

for the first magnetization curve of two materials, NO35 (left column) and NO27 (right column),
approximated with Bézier curves (a,b) within the individual input subsets Hin between 0 and Hin,max,
(c,d) within the HP subregion between 0 and 1 kA/m of the individual subsets, and (e,f) within the
SAT subregion between 1 kA/m and Hin,max of the individual subsets.

4.3. Analysis of Extrapolation Capabilities

It is often not feasible to measure the hysteresis properties deep into saturation. There-
fore, only measured magnetization curves in limited regions are available, as presented
schematically in Figure 12a. The reasons for this are the highly nonlinear properties and
the corresponding complexity and challenges in the measurement procedures. The mea-
surement accuracy is decreased significantly when measurements are performed at values
of high magnetic field strength H. Because of that, it is important to have a reliable method
to determine the magnetic curves up to high saturation values, even if measured data are
not available for the whole magnetization curve. This can be performed by extrapolation,
which is the technique used most often for this purpose in applied engineering. Two of the
most used functions for this purpose are the Langevin and the Elliot functions (the latter is
often referred to as the Frölich–Kennelly extrapolation).

H (kA/m) H (kA/m)

measurement
extrapolation
saturation point

(a) (b)

Figure 12. (a) Anhysteretic curve in the HP region and (b) anhysteretic curve measured up to saturation.

In Figure 12b, an example of limited available measured data is presented schemat-
ically. In such cases, a significant part of the magnetization curve is unknown and must
be estimated with extrapolation. In the literature, several methods have been proposed
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for the extrapolation of magnetization curves [43]. Bézier curves could offer an additional
reliable and good estimation of the extrapolated region of the magnetization curves if the
saturation point is known. For that reason, we analyzed the capabilities of Bézier curves
for the extrapolation of measured magnetic curve data and compared the results with
the analytic functions. In this analysis, we included Bézier curves of the sixth to ninth
orders, as well as the representative analytic functions, i.e., the Elliot, Langevin, and inverse
hyperbolic sine functions. These were selected based on the results in Sections 4.1 and 4.2.

The analysis was performed using input subsets Hin, and we assumed that the satura-
tion point was known, i.e., we fixed the last point as the saturation point Js(Hs). Then, we
shortened the input subset gradually. In this way, we could analyze the influence of the
measured input subset’s size on the extrapolated part of the curve. The methodology is pre-
sented in Section 3.5.2 in cases (d)–(f). The measured and extrapolated curves of the NO27
electrical steel, where the input data were limited to the region between [−Hin,max, Hin,max],
where Hin,max = 15 kA/m, are shown in Figure 13.

J(
T)

Figure 13. Extrapolation region for the anhysteretic curve with Bézier curves and analytic functions
in the case where the input data were limited to the region between [−15, 15] kA/m.

4.3.1. Anhysteretic Curves

First, we analyzed the goodness of fit for the full measured dataset of the anhysteretic
curve, i.e., Heval,4 = Hmeas (case (d) in Section 3.5.2). The goodness of fit for these regions is
presented in Figure 14a,b. The eighth- and ninth-order Bézier curves had the best goodness
of fit in the whole data range, followed closely by the seventh-order and sixth-order Bézier
curves. The NRMS deviation ε became constant when the input subset reached a certain
range. This range was approximately Hin,max = 20 kA/m for both discussed materials. As
the Hin increased (and the extrapolation region decreased), ε decreased, which supports
the conclusion from the previous analysis.

In the next step, we evaluated the deviations in two separate subregions of the approx-
imated curves. The first was the subregion of the input data Heval,5 = [−Hin,max, Hin,max],
as described in Section 3.5.2 (e). The second was the EXT subregion, as presented in
Section 3.5.2 (f). The goodness of fit for Heval,5 is presented in Figure 14c,d, and for the
EXT subregion Heval,6 in Figure 14e,f. For both regions, the eighth- and ninth-order Bézier
curves generated the lowest NRMS error ε and offered the best estimation of the measured
curve. In both subregions, the inverse hyperbolic sine function had the lowest deviation
from the measured data out of the chosen analytic functions and was comparable to the
results obtained with the sixth-order Bézier curve.
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Figure 14. Calculated NRMS deviation ε within the individual input subsets Hin = −Hs ∪
[−Hin,max, Hin,max] ∪ Hs for the anhysteretic curve of two materials, NO35 (left column) and
NO27 (right column), approximated with Bézier curves and analytic functions, including
extrapolation (a,b) within the measured dataset Heval,4 = Hmeas, (c,d) within the subregion
Heval,5 = [−Hin,max, Hin,max] of the individual subsets, and (e,f) within the EXT subregion Heval,6 of
the individual subsets.

4.3.2. Major Loop Curves

Figure 15 shows the calculated NRMS values ε obtained for the descending branch
of the major loop. The conclusions are analogous to the analysis of the extrapolation of
the anhysteretic curve. Overall, the eighth- and ninth-order Bézier curves offered the best
goodness of fit, followed by the seventh-order Bézier curve. The sixth-order Bézier curve
and the inverse hyperbolic sine function again had very similar results.

()
()

()

Figure 15. Calculated NRMS deviation ε within the individual input subsets Hin = −Hs ∪
[−Hin,max, Hin,max] ∪ Hs for the descending branch of the major loop of two materials, NO35 (left
column) and NO27 (right column), approximated with Bézier curves and analytic functions, in-
cluding extrapolation (a,b) within the measured dataset Heval,4 = Hmeas, (c,d) within the subregion
Heval,5 = [−Hin,max, Hin,max] of the individual subsets, and (e,f) within the EXT subregion Heval,6 of
the individual subsets.
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4.3.3. First Magnetization Curves

The results of the analysis of the first magnetization curve are presented in Figure 16.
The Bézier curves again had superior results over the analytic functions in the case of the
first magnetization curve. All orders from six to nine were suitable for the description of the
first magnetization curve in all subsets and subregions in individual subsets. The results
for the full region up to saturation are presented in Figure 16a,b, where the Bézier curves of
orders seven to nine offered the best results. Slightly worse results were obtained using the
sixth-order curve. In the region with the measured data (i.e., [0, Hin,max ]) in Figure 16c,d,
the results were in line with the full region. The extrapolation region in Figure 16e,f was
the only region where one of the analytical functions, namely, the inverse hyperbolic sine
function, came close to the accuracy of the Bézier curves. Among the Bézier curves, in
the low-field-strength input datasets of up to Hin,max = 5 kA/m, the sixth-order Bézier
curve had the lowest deviation, whereas in the more extended datasets, the seventh- to
ninth-order Bézier curves again offered the best goodness of fit.

()
()

()

Figure 16. Calculated NRMS deviation ε within the individual input subsets Hin = −Hs ∪
[−Hin,max, Hin,max] ∪ Hs for the first magnetization curve of two materials, NO35 (left column)
and NO27 (right column), approximated with Bézier curves and analytic functions, including extrap-
olation (a,b) within the measured dataset between 0 and Hs, (c,d) within the subregion between 0
and Hin,max of the individual subsets, and (e,f) within the EXT subregion between Hin,max and Hs of
the individual subsets.

5. Discussion

Based on the results obtained within the performed analyses, the common takeaway
is that both approaches, i.e., using adequate analytic functions or adequate Bézier curves,
are suitable to describe or filter noisy measured data or extrapolate the nonlinear magnetic
properties. Overall, Bézier curves of adequate orders (in most cases, between six and nine)
offered significantly lower deviations from the measured curves compared with the analytic
functions. The advantages and disadvantages of both approaches will be highlighted in
this section.

Bézier curves are less sensitive to the size and range of the input dataset (limited by
Hin,max) than analytic functions. This is especially highlighted in Figures 9 and 10, where
it is shown that the Bézier curves had almost constant values of the NRMS deviation ε,
whereas the Elliot function did not reach a constant value at different Hin,max. Further,
as the order of Bézier curves increased (at a fixed maximum number of iterations of DE),
starting from order nine, the goodness of fit became worse, which can be observed in
Figures 9–11 (order 12 had a higher NRMS deviation ε than order 9). Therefore, not all
higher orders are adequate for approximating or extrapolating the measured subsets.
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A downside of analytic functions is that their final point does not reach the saturation
value. This property can be observed in Figure 13. They are limited by their mathematical
description. It is possible to force the functions to go through the saturation point exactly but
with the tradeoff of increasing the deviations in other subregions of the curve significantly,
to the extent that the description in them is useless. A special and limiting feature of
Bézier curves is that their starting points and endpoints can be fixed exactly without
losing the agreement with the measured data in any region (i.e., the first and last control
points are interpolated, whereas the intermediate points are used to manipulate the shape
and curvature of the curve). Furthermore, Bézier curves allow the slope at which the
curve approaches saturation to be prescribed, as explained in Section 2.2.1. This can be
both an advantage and a disadvantage. For example, a very accurate extrapolation is
possible only when the saturation point of the material is known (e.g., can be calculated or
estimated theoretically).

The straightforward calculation of derivatives in any point of the curve and, conse-
quently, the curvature of the curve, allows for the precise determination of the shape of
a curve under construction. Measured magnetic curves can have a lot of noise in the HP
region as the maximum value of magnetic field density increases. Bézier curves have the
potential to make the extraction of measured data easier. The user could set the theoretically
known saturation value, the slope at which the saturation is reached, and the curvature in
individual regions to obtain a symmetrical curve and, consequently, a symmetrical loop.
In this way, the potential non-physical behavior of the obtained curves can be avoided
(similar to the behavior of the curves in Figure 5b,d). In this work, the only prescribed
limitation was not to exceed the value of magnetic polarization at saturation Js(Hs), i.e., the
control points could have been placed anywhere below that point (and above the negative
saturation −Js(−Hs)). Additionally, pairwise symmetrical control points can be prescribed
during the DE calculation to obtain symmetrical Bézier curves [40].

6. Conclusions

From the obtained results, we concluded that Bézier curves are promising candidates
to adequately model the nonlinear properties of NO soft magnetic materials. Through
the flexibility of curve order and adequate placement of control points, Bézier curves can
approximate the shape of the magnetization curves with significantly lower deviation
compared to analytic functions.

With the performed analysis, we concluded that Bézier curves from order six and higher
are suitable for the approximation of the discussed magnetization curves. The approximation
with those orders offers significantly improved fit based on the measured data compared
with approximations with all the discussed analytic functions. In our specific case, the ninth
order Bézier curve offered the best goodness of fit in all the analyzed subregions.

Bézier curves can approximate the high saturation region accurately (i.e., the extrap-
olation region). However, the theoretical point of saturation is required, in addition to
the measurements in the HP subregion. To achieve high accuracy, it would be necessary
to prescribe further boundary conditions at which the curve is generated. Examples are
prescribing the slope for reaching the saturation region and adjusting the smoothness of
the curvature along individual segments of the magnetization curve while calculating
the control points. Our future work will focus on analyzing the conditions to generate
symmetrical and accurate magnetization curves.
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Abstract: Interior permanent magnet synchronous machines (IPMSMs) driven with a square-wave
control (i.e., six-step, block, or 120◦ control), known commonly as brushless direct current (BLDC)
drives, are used widely due to their high power density and control simplicity. The advance firing
(AF) angle is employed to achieve improved operation characteristics of the drive. The AF angle is,
in general, applied to compensate for the commutation effects. In the case of an IPMSM, the AF angle
can also be adjusted to exploit reluctance torque. In this paper, a detailed study was performed to
understand its effect on the drive’s performance in regard to reluctance torque. Furthermore, a multi-
objective optimization of the machine’s cross-section using neural network models was conducted to
enhance performance at a constant AF angle. The reference and improved machine designs were
evaluated in a system-level simulation, where the impact was considered of the commutation of
currents. A significant improvement in the machine performance was achieved after optimizing the
geometry and implementing a fixed AF angle of 10◦.

Keywords: maximum torque per ampere (MTPA); interior permanent magnet synchronous machine
(IPMSM); brushless direct current (BLDC) drive; rotor optimization; square-wave control; advance
firing angle; neural network
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1. Introduction

One way to operate permanent magnet synchronous machines (PMSMs) is to drive
them with a square-wave control (SWC) (i.e., six-step, block, or 120◦ control), known
commonly as the brushless direct current (BLDC) drive. This drive system does not
require exact continuous knowledge of the rotor position, but only six position states are
determined, typically delivered by three Hall sensors. Further, only the direct current (DC)
is measured, resulting in a cheap and simple implementation. Fundamental studies on the
BLDC drives were provided in [1,2], where the fundamental working principles of SWC
are presented. The research on this topic has been accelerated in recent years. The average-
value modeling of BLDC drives for more effective machine control was introduced in [3].
A detailed analysis of different control methods for BLDC drives, where the commutation
interval extends over 120◦, was presented in [4]. The maximum torque per ampere (MTPA)
control of BLDC drives is presented in [5]. How to reduce the torque ripple in a BLDC drive
is presented in [6], and an active disturbance rejection SWC is described in [7], whereas [8]
gives a state-of-the-art review of the BLDC drive technology.

As such machines are driven by the SWC, the square-wave-like currents produced
in the machine’s windings exhibit a commutation interval, which is a consequence of
activating individual windings and a finite current rise time due to their leakage inductance.
The commutation analysis of BLDC drives is presented in more detail in [9]. Reduction of
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commutation torque ripple in BLDC drives through detailed analysis of the commutation
interval and the implementation of an appropriate voltage vector is discussed in [10]. To
compensate for the negative effects of commutation, adjusting the advance firing (AF) angle
α (also called the pre-commutation angle) by a fixed value is a common strategy [11]. This
adjustment aligns the back electromotive force (EMF) approximately with the commutating
current in individual phases at maximum current [5,11]. However, as the relative duration
of the commutation interval varies with speed and current amplitude, a single, fixed
AF angle α is not the most adequate solution when operating at lower loads, i.e., in the
majority of the operation range. The problem was addressed by developing a compensation
method that aligns the fundamental harmonic components of the back EMF and the current
precisely with an alignment AF angle αal [5].

Operating machines at very high speeds is often necessary for applications that require
high power densities. Due to the high speed, interior magnets are often used, resulting
in interior permanent magnet synchronous machines (IPMSMs), which are characterized
by their generation of magnetic and reluctance torque components. The two torque com-
ponents are discussed in detail in [12]. The magnetic torque is caused by the permanent
magnet, whereas the reluctance torque is caused because of the difference in the air gap
along the rotor circumference. To utilize both torques fully, in general, the concept of MTPA
control is applied, which is well known when the IPMSM is controlled with field-oriented
control (FOC), as first shown in [13], and has been applied and researched widely. A unified
theory for optimal feedforward torque control, including MTPA control, is presented in [14].
Many authors are researching this topic, the MTPA strategy for direct torque control for an
IPMSM was deployed in [15], the signal injection to correct the MTPA angle in an IPMSM
was deployed in [16], and the constraints for obtaining the MTPA line for PMSM control
are presented in [17]. The best fit of the nonlinear MTPA line, which was then used in the
control of the IPMSM, is presented in [18].

Determining the MTPA operation for IPMSMs driven with a SWC is not well-researched.
In the case of IPMSMs within BLDC drives, MTPA operations can be achieved by adjusting
the AF angle α, where the MTPA AF angle αM, (hereafter referred to as the MTPA angle)
is defined as the AF angle α, which results in the maximal torque at a specific current.
It is comprised of the alignment AF angle αal to compensate for the commutation effect
and the reluctance AF angle αr, to exploit additional reluctance torque. In [4,5], the MTPA
control algorithm for SWC was firstly presented for surface permanent magnet synchronous
machines (SPMSMs), where the reluctance AF angle αr, was zero, as only the magnetic
torque component was present. On the other hand, the reluctance AF angle αr, should
be adjusted according to the load current (i.e., its peak value Ip) when using IPMSMs. To
highlight the distinctions between IPMSMs and SPMSMs, the key differences that influence
αM are summarized in Table 1 and presented in [12,19]. Notably, IPMSMs achieve improved
performance when the reluctance AF angle αr is considered.

The main aim of this research was to enhance the drive’s performance by increasing
the torque-to-current ratio for greater power efficiency, minimizing torque ripple, and
maintaining the simplicity of the control system. Further information on how the drive’s
performance is enhanced by a greater torque-to-current ratio is presented in [1]. A sys-
tematic approach was pursued, to achieve the stated goals, as presented schematically in
Figure 1.

First, the ideal square-wave currents were analyzed to show the theoretical MTPA
operation. The analysis was similar to [20], where a comparative study was performed
between square-wave and sinusoidal current supplies. Second, the theoretical effect was
showcased on an existing experimentally validated finite element method (FEM) IPMSM
model. As such machines were highly saturated due to their high power densities, and
a FEM model was used to simulate the performance. Parameter identification of a satu-
rated IPMSM was discussed in [21], where [22] used a FEM model to model the IPMSM
accurately.

25



Mathematics 2024, 12, 1418

Table 1. Comparison between IPMSMs and SPMSMs.

SPMSMs IPMSMs

magnet position

mounted on the rotor surface embedded within the rotor

magnetic circuit constant reluctance, independent on
the rotor position

varying reluctance, dependent on the
rotor position

torque due to permanent magnets due to permanent magnets and
varying reluctance

torque-to-current ratio lower higher

power density lower higher

flux-weakening capability lower higher

MTPA AF angle adjustment none, αr = 0 dependent on load current, i.e., αr(Ip)

Analytical analysis 
of MTPA angles 

for IPMSMs within 
a BLDC drive  

Validation of the 
FEM model

FEM model based 
data generation

Construction of 
system-level 

simulation of a 
BLDC drive

Construction of a 
parameterized FEM 

model

Metamodeling and 
optimization

Analysis and 
benchmarking of 
different control 

algorithms

FEM modelingTheoretical analysis

Training, testing and 
validation of neural 

networks

System-level evaluation

Multi-objective 
optimization

FEM-based analysis 
of the reference and 
selected optimized 

designs

Construction of a 
dynamic Reduced 

Order Model 

Results

Figure 1. Schematic presentation of the applied methodology.

In the next step, a multi-objective optimization of the rotor and pole shoe geometry
was performed to enhance the performance. A comprehensive tutorial of multi-objective
optimization using genetic algorithms is provided in [23], where [24] provides a state-
of-the-art summary of different algorithms. Machine geometry optimizations have been
presented in many works. A review study is presented in [25]. An optimization to enhance
the performance by employing the FEM model directly is presented in [26,27]. A multi-
level multi-objective optimization, where the objectives and parameters are split into levels,
is presented in [28]. The FEM analysis was also exchanged with a metamodel (i.e., the
Kriging model). The presented optimization in this study was also performed based on
a metamodel trained with a feedforward neural network. Exchanging a computationally
expensive numerical evaluation with a neural network was presented in [29–31]. A neural
network metamodel was used in a multi-objective optimization in [32]. An overview of
how machine learning is used in the design optimization of electromagnetic devices is
given in [33].

Third, the selected IPMSM design and the reference design were implemented in a
system-level simulation, where the nonlinear IPMSM, inverter, and control were coupled, as
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shown in [18,34]. How to implement the abc reference frame IPMSM model in a simulation
is presented in [35], whereas [36] shows how to reduce the computation time to obtain
nonlinear machine models for system-level simulation. This allowed us to analyze the
effect of the communication and analyze different simple and advanced control techniques
for BLDC drives.

This paper is organized as follows. Section 2 presents the theoretical background of
the MTPA angle αM, behavior in square-wave-shaped-driven IPMSMs. The experimental
validation of the FEM reference IPMSM design is presented in Section 3. Furthermore,
optimization is presented to achieve the set goals. The results are presented in Section 4;
the results include a system-level simulation analysis, where the influence was analyzed of
the non-ideal current excitations on the optimization objectives and the operation range.
Section 4 highlights the conclusions.

2. Theoretical Background

2.1. Dynamic Model of an IPMSM within BLDC Drives

A typical Hall sensor-controlled BLDC drive is presented in Figure 2. The voltage–
balance equation in the abc reference frame for the IPMSM is given by (1)

⎡
⎣ua

ub
uc

⎤
⎦ =

⎡
⎣R 0 0

0 R 0
0 0 R

⎤
⎦
⎡
⎣ia

ib
ic

⎤
⎦+

⎡
⎣Laa Lab Lac

Lba Lbb Lbc
Lca Lcb Lcc

⎤
⎦ d

dt

⎡
⎣ia

ib
ic

⎤
⎦

+ θ̇
∂

∂θ

⎛
⎝
⎡
⎣Laa Lab Lac

Lba Lbb Lbc
Lca Lcb Lcc

⎤
⎦
⎡
⎣ia

ib
ic

⎤
⎦+

⎡
⎣Ψam

Ψbm
Ψcm

⎤
⎦
⎞
⎠,

(1)

where uabc =
[
ua ub uc

]T are the phase voltages, iabc =
[
ia ib ic

]T are the phase

currents, Ψm =
[
Ψam Ψbm Ψcm

]T are the flux linkages generated by the permanent
magnets, θ is the rotor position (i.e., electrical angle), and the phase resistances of the stator
windings are R = diag

[
R R R

]
[35]. L is the inductances matrix, where Laa, Lbb and Lcc

are the self-inductances, Lab = Lba, Lac = Lca, and Lbc = Lcb are the mutual inductances,
and θ̇ is the electrical angular velocity of the rotor. By highlighting that L(θ) and Ψm(θ) are
dependent on the electrical rotor position θ, (1) can be expressed in matrix form by (2)

uabc = Riabc +
d
dt

[L(θ)iabc + Ψm(θ)]. (2)

The electromagnetic torque is defined by (3)

te = tem + ter = pp

[
iT
abc

∂Ψm(θ)

∂θ
+

1
2

iT
abc

∂L(θ)
∂θ

iabc

]
, (3)

where tem is the magnetic torque component, ter is the reluctance torque component, and
pp is the number of pole pairs [35] . If L(θ) and Ψm(θ) from (1) are combined with (3), te
can be expressed by (4)

te =
1
2

pp

[
i2a

∂Laa

∂θ
+ i2b

∂Lbb
∂θ

+ i2c
∂Lcc

∂θ

]

+ pp

[
iaib

∂Lab
∂θ

+ ibic
∂Lbc
∂θ

+ iaic
∂Lac

∂θ

]

+ pp

[
ia

∂Ψam

∂θ
+ ib

∂Ψbm
∂θ

+ ic
∂Ψcm

∂θ

]
.

(4)

By employing (1) and (4), one can describe the electromagnetic behavior of the IPMSM
in the abc reference frame fully for any given resistances, position-dependent inductances,
and position-dependent flux linkages generated by the permanent magnet. The inductances
are position-dependent due to the difference in the air gap along the rotor circumference,
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which is typical for all types of IPMSM. The flux linkages are fundamentally position-
dependent due to the magnets rotating in the machine [1].
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Figure 2. Schematic presentation of a typical BLDC drive, controlled by square-wave control (SWC),
which is based on the Hall sensor position feedback. The windings of the machine can be connected
into (a) wye and (b) delta connections. The commutation logic is presented in [3], and the position
estimation is presented in [4].

2.2. MTPA Angle of an Ideal BLDC Drive

In a typical BLDC drive, an IPMSM is driven with an SWC that controls the metal
oxide semiconductor field effect transistors (MOSFETs) S1, S2, S3, S4, S5, and S6, which are
switched based on the signals obtained from three Hall-effect sensors, H1, H2, and H3, as
presented in Figure 2. The delta and wye (i.e., star) winding connection types are presented
in Figure 2a,b, respectively. Both are the subject of the presented analysis.

Operating the machine with SWC requires a commutation inverter that excites the
machine phases with square-wave-shaped currents; which are presented in Figure 3b in
their ideal form, i.e., without the commutation interval. The machine design should ideally
provide a back EMF eabc shape that matches the square-wave-shaped current waveform iabc
as closely as possible, as presented in Figure 3. If the machine was an SPMSM and the AF
angle α, was zero, such a complement between the shapes of iabc and eabc would produce
the maximal possible torque te. However, if the design is an IPMSM, the MTPA operation
can be achieved by shifting the activation of individual phases adequately, which results in
an AF angle α. The AF angle α, can be defined as the phase shift between the fundamental
harmonic components of the phase currents iabc, and the EMF eabc, as presented in Figure 3.

Figure 3. The shape of the variables in a theoretically ideal BLDC drive: (b) phase EMFs and
(a) corresponding ideal phase currents without commutation interval. the AF angle, α, is, in general,
defined as a shift between the first harmonic component of the current and the corresponding
back EMF.
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When operating the machine with actual currents, a commutation interval occurs,
requiring a shift in the AF angle α, to align the EMFs eabc adequately with the currents
iabc, and generate the maximal torque te. This angle, known as the alignment AF angle
αal, synchronizes the fundamental harmonic components of the back EMF eabc and the
current iabc.

When an IPMSM is excited with ideal-shaped square-wave currents, the maximal
torque te, is produced at a specific α, called the reluctance AF angle αr. This shift is caused
by the induced voltage due to the position-dependent inductances L(θ), presented in
Figure 4b. The inductance does not impact the EMF in no load, but when the machine is
operating under different loads, the shape of the EMF changes, requiring operation at an
adequate αr.

Figure 4. The shape of flux linkages and inductances in the theoretical ideal BLDC drive: (a) trape-
zoidal flux linkage results in square-wave EMFs, and (b) in an IPMSM, additional trapezoidal
dependent inductances can be assumed, which impact the EMFs when the drive is loaded.

By considering the commutation effect and additional reluctance torque ter, in an
IPMSM, the total MTPA angle αM, is defined by (5)

αM = αal + αr. (5)

The analysis in this section treats the impact of reluctance torque ter, on the αM of an IPMSM
specifically, assuming the absence of commutation effects (i.e., ideal-shaped square-wave
currents are assumed). This results in the MTPA angle αM, matching the reluctance AF
angle αr (i.e., αM = αr). Additionally, the following assumptions are made:

• Wye-connected windings of the IPMSM (i.e., phase currents iabc, were identical to the
line currents iabc,l, as presented in Figure 2).

• The design of the IPMSM is such that tem > ter and Lq ≥ Ld.
• The torque te, exhibits periodic repetition every π/3, reflecting the symmetry in

a three-phase system, as demonstrated in [36]. Consequently, the analysis can be
performed for a 1/6 electrical rotation of the rotor.

• The analysis of the AF angle α, was restricted to π/3 due to the definition of the
involved variables.

The ideal square-wave currents iabc(θ), presented in Figure 3b can be defined by (6)
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iabc(θ) =

⎡
⎣ia

ib
ic

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

{
Ip, 0 ≤ θ < π

3 − α

0, π
3 − α ≤ θ < π

3{
0, 0 ≤ θ < π

3 − α

Ip, π
3 − α ≤ θ < π

3{
−Ip, 0 ≤ θ < π

3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (6)

where Ip is the peak current value. The ideal matching flux linkages Ψm(θ), have a

trapezoidal form, resulting in a perfect square wave back EMF eabc(θ) = θ̇
∂Ψm(θ)

∂θ . Such
flux linkages Ψm(θ), are defined by (7)

Ψm(θ) =

⎡
⎣Ψam

Ψbm
Ψcm

⎤
⎦ =

⎡
⎢⎢⎢⎣

{
3
π Ψmpθ, 0 ≤ θ < π

3{
−Ψmp, 0 ≤ θ < π

3{
− 3

π Ψmpθ + Ψmp, 0 ≤ θ < π
3

⎤
⎥⎥⎥⎦, (7)

where Ψmp is the peak flux linkage generated by the permanent magnets. The flux linkages
are presented in Figure 4a.

The inductance matrix L(θ) is defined with trapezoidal self and mutual inductances
by (8)

Laa =

{
Lm + Lσ + Lr, 0 ≤ θ < π

6
−12Lr

π θ + Lm + Lσ + 3Lr, π
6 ≤ θ < π

3
,

Lbb =
{

Lm + Lσ − Lr, 0 ≤ θ < π
3 ,

Lcc =

{
12Lr

π θ + Lm + Lσ − Lr, 0 ≤ θ < π
6

Lm + Lσ + Lr, π
6 ≤ θ < π

3
,

Lab =

{
12Lr

π θ − Lm
2 − Lr, 0 ≤ θ < π

6

− Lm
2 + Lr, π

6 ≤ θ < π
3

,

Lac =
{
− Lm

2 − Lr, 0 ≤ θ < π
3 ,

Lbc =

{
− Lm

2 + Lr, 0 ≤ θ < π
6

12Lr
π θ − Lm

2 + 2Lr, π
6 ≤ θ < π

3
,

(8)

where Lm is the magnetizing inductance, Lσ is the leakage inductance, and Lr is the
amplitude value of the fundamental harmonic of the magnetizing (reluctance) inductance.
The position-dependent inductances are shown in Figure 4b.

By inserting (6) and (7) into (3) and integrating the representative interval from θ = 0
to θ = π/3 by (9)

tem,avg =
3pp

π

∫ π
3

0

(
ia

∂Ψam

∂θ
+ ib

∂Ψbm
∂θ

+ ic
∂Ψcm

∂θ

)
dθ, (9)

which is valid for changes in the AF angle α from 0 to π/3, we derived (10)

tem,avg =
{

3
π2 pp IpΨmp(2π − 3α), 0 ≤ α < π

3 . (10)

The obtained average torque tem,avg, is linearly dependent on α, and reaches maximal
value at α = 0, as presented in Figure 5a. Analogously, we derive the reluctance torque (12)
by inserting (6) and (8) into (3), and integrating the representative interval from θ = 0 to
θ = π/3 by (11)

ter,avg =
3pp

2π

∫ π
3

0

(
i2a

∂Laa

∂θ
+ i2b

∂Lbb
∂θ

+ i2c
∂Lcc

∂θ
+ 2iaib

∂Lab
∂θ

+ 2ibic
∂Lbc
∂θ

+ 2iaic
∂Lac

∂θ

)
dθ, (11)
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which is also valid for AF angle α changes from 0 to π/3. The average reluctance torque
can be expressed in two sections by (12)

ter,avg =

{
54
π2 pp I2

pLrα, 0 ≤ α < π
6

9
π pp I2

pLr, π
6 ≤ α < π

3
. (12)

The obtained average torque ter,avg, is linearly dependent on α within the interval α < π
6 , but

is constant above π
6 , as presented in Figure 5b. Overall, due to the presented assumptions

ter,avg is smaller than tem,avg. The total average torque te,avg, is defined by (13)

te,avg = tem,avg + ter,avg. (13)

Figure 5. Torque of IPMSM with respect to the AF angle and current: (a) magnetic torque, (b) reluc-
tance torque, and (c) total torque.

Figure 5c shows how the total electromagnetic torque te,avg, changes with respect to
the peak current value from Ip,min = 0 p.u. to Ip,max = 1.62 p.u. and the AF angle α. The
analysis of the total torque te,avg, was performed to determine αM for MTPA operation.
When analyzing the total torque te,avg, visually, the MTPA angle αM can be determined by
finding the maximal extrema of the obtained piecewise function, as presented in Figure 5c.
The obtained αM changed from 0 to π/6 discretely, where the change happened at a
characteristic current Ip,ch. At Ip,ch, all AF angles α between 0 and π/6 result in the MTPA
operation. The Ip,ch can be determined mathematically by first identifying the sections of
the piecewise function te,avg, where maximum extrema are located. Most are located on the
border between two sections. Ip,ch can be obtained by (14)

dte,avg

dα
=

dtem,avg

dα
+

dter,avg

dα
= 0. (14)

By inserting (10) and (12) into (14), we derive (15)

− 9
π2 pp Ip(Ψmp − 6IpLr) = 0. (15)

By solving (15) for Ip, we obtain two solutions: the first is zero and the second defines the
characteristic current Ip,ch, by (16)

Ip,ch =
Ψmp

6Lr
. (16)
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Only the saliency of the rotor Lr and the peak magnetic flux Ψmp influence the characteristic
current Ip,ch (i.e., Ip,ch is dependent on the machine design).

The relationship between α, Ip and te,avg from α = 0 to α = π/6 is given by (17) to
further assess the relations of both the current Ip, and the AF angle α, on the total torque
te,avg. This relation shows all possible combinations of Ip and α for a desired te,avg, i.e., the
iso-torque lines that are presented in Figure 6.

α(Ip, te,avg) =
{

π(πte,avg−6pp IpΨmp)

9pp Ip(Ψmp−6IpLr)
, 0 ≤ α < π

6 (17)

The MTPA operation is achieved when the minimal possible Ip is used for the generation
of individual te,avg, confirming the discrete change of α.

Figure 6. The effect of the current, Ip, and the AF angle, α, on the total torque, te,avg, from te,avg,min

to te,avg,max is presented for a star-connected IPMSM. The MTPA line and the characteristic current
are highlighted.

The relationship (17) is essential from a control perspective, as it identifies which
combinations of current Ip and AF angle α provide the desired reference torque. Figure 6
presents the relationship from Figure 5c from a different viewpoint, offering an alternative
perspective on the data. The MTPA points for the shown torques are at αM = 0 up to the
Ip,ch, where the MTPA points change to αM = π/6 for all higher torque values.

2.3. Impact of the IPMSM Design on the MTPA Angle

In the next step, we analyze how different IPMSM design parameters and winding
connections impact the MTPA angle αM and the total electromagnetic torque te,avg. The
delta connection is emphasized for the sake of generality. Five cases are analyzed, as
presented in Table 2. The selected design cases highlight the effect of trapezoidal and
sinusoidally shaped flux linkages, Ψm(θ), and inductances, L(θ), and are presented in
Figure 7a,b for the variables in phase a.

Table 2. Analyzed IPMSM design cases with the corresponding equations for the flux linkage,
inductances, currents, total torque, characteristic current, and AF angle.

Design Case
Winding Shape of Ψm(θ) Shape of L(θ) Current Torque Char. Current AF Angle

Connection Type Figure 5a Figure 5b Figure 5c te,avg Ip,ch αM

1 Wye Trap. Ψm,Y (7) Trap. L (8) iabc,Y (6) (13) (26) (29)

2 Delta Trap., Ψm,Δ (19) Trap. L (8), iabc,Δ (18) (22) (26) (29)

3 Delta Sin., Ψm,sin (20) Trap., L (8) iabc,Δ (18) (23) (27) (30)

4 Delta Trap., Ψm,Δ (19) Sin., Lsin (21) iabc,Δ (18) (24) (28) (31)

5 Delta Sin., Ψm,sin (20) Sin., Lsin (21) iabc,Δ (18) (25) / (32)
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Figure 7. Theoretically ideal waveforms of the analyzed IPMSM designs: (a) permanent magnet
flux linkage for a delta-connected BLDC drive, wye-connected BLDC drive, and a BLAC drive;
(b) trapezoidal- and sinusoidal-dependent self-inductances of an IPMSM; and (c) corresponding
currents for a delta- and wye-connected BLDC drive.

The effect of the IPMSM’s winding connection is highlighted since the phase cur-
rent waveforms change if the IPMSM is connected to delta or wye, as presented in
Figures 2 and 7c for phase a. The delta phase current iabc,Δ can be defined by (18)

iΔ(θ) =

⎡
⎣ia,Δ

ib,Δ
ib,Δ

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

{
Ip, 0 ≤ θ < π

6 − α
Ip
2 , π

6 − α ≤ θ < π
3

, 0 ≤ α < π
6{ Ip

2 , 0 ≤ θ < π
3 − α

− Ip
2 , π

3 − α ≤ θ < π
3

, π
6 ≤ α < π

3⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

{
− Ip

2 , 0 ≤ θ < π
6 − α

Ip
2 , π

6 − α ≤ θ < π
3

, 0 ≤ α < π
6{ Ip

2 , 0 ≤ θ < π
3 − α

Ip, π
3 − α ≤ θ < π

3

, π
6 ≤ α < π

3⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

{
− Ip

2 , 0 ≤ θ < π
6 − α

−Ip, π
6 − α ≤ θ < π

3

, 0 ≤ α < π
6{

−Ip, 0 ≤ θ < π
3 − α

− Ip
2 , π

3 − α ≤ θ < π
3

, π
6 ≤ α < π

3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)
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A corresponding theoretically ideal shape of Ψm,Δ(θ) in a delta connection is presented
in Figure 7a for phase a and is defined by (19)

Ψm,Δ(θ) =

⎡
⎣Ψam,Δ

Ψbm,Δ
Ψcm,Δ

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

{
3
π Ψmpθ, 0 ≤ θ < π

6
3

2π Ψmpθ +
Ψmp

4 , π
6 ≤ θ < π

3{
− 3

2π Ψmpθ − 3Ψmp
4 , 0 ≤ θ < π

6
3

2π Ψmpθ − 5Ψmp
4 , π

6 ≤ θ < π
3{

− 3
2π Ψmpθ +

3Ψmp
4 , 0 ≤ θ < π

6

− 3
π Ψmpθ + Ψmp, π

6 ≤ θ < π
3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

Additionally, a sinusoidally dependent Ψm,sin(θ) was considered, which is presented
in Figure 7a for phase a, and defined by (20)

Ψm,sin(θ) =

⎡
⎣Ψam,sin

Ψbm,sin
Ψcm,sin

⎤
⎦ =

⎡
⎣ Ψmp sin(θ)

Ψmp sin(θ − 2π
3 )

Ψmp sin(θ + 2π
3 )

⎤
⎦. (20)

The sine wave flux linkage corresponds to a brushless alternating current (BLAC)
drive. Lastly, the sinusoidally dependent inductances Lsin(θ) are included in the analysis,
which are presented in Figure 7b for Laa, and are defined by (21)

Laa = Lm + Lσ + Lr cos(2θ),

Lbb = Lm + Lσ + Lr cos(2(θ − 2π

3
)),

Lcc = Lm + Lσ + Lr cos(2(θ +
2π

3
)),

Lab = −1
2

Lm + Lr cos(2(θ − π

3
)),

Lac = −1
2

Lm + Lr cos(2(θ +
π

3
)),

Lbc = −1
2

Lm + Lr cos(2(θ + π).

(21)

For all the presented cases, the average torque te,avg, characteristic currents Ip,ch, and
the MTPA AF angle αM are derived analogous to Section 2.2. The average total torque te,avg,
for Case 1 is defined by (13). The average total torque te,avg, for Case 2 is defined by (22)

te,avg,C2 =

{
9

4π2 pp IpΨmp(2π − 3α) + 81
2π2 pp I2

pLrα, 0 ≤ α < π
6

9
4π2 pp IpΨmp(2π − 3α) + 27

4π pp I2
pLr, π

6 ≤ α < π
3

. (22)

The average total torque te,avg, for Case 3 is defined by (23)

te,avg,C3 =

{
9

2π pp IpΨmp cos(α) + 81
2π2 pp I2

pLrα, 0 ≤ α < π
6

9
2π pp IpΨmp cos(α) + 27

4π pp I2
pLr, π

6 ≤ α < π
3

. (23)

The average total torque te,avg, for Case 4 is defined by (24)

te,avg,C4 =
{

9
4π2 pp IpΨmp(2π − 3α) + 27

√
3

8π pp I2
pLr sin(2α), 0 ≤ α < π

3 . (24)

The average total torque te,avg, for Case 5 is defined by (25)

te,avg,C5 =
{

9
2π pp IpΨmp cos(α) + 27

√
3

8π pp I2
pLr sin(2α), 0 ≤ α < π

3 . (25)

Additionally, the characteristic currents Ip,ch for Cases 1 to 4 are evaluated by applying
(14). Ip,ch for Case 1 and Case 2 is defined by (26)
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Ip,ch,C1 = Ip,ch,C2 =
Ψmp

6Lr
, (26)

in Case 3 by (27)

Ip,ch,C3 =
πΨmp

9Lr

(
sin(α − π

3
) + sin(α +

π

3
)
)

, (27)

and in Case 4 by (28)

Ip,ch,C4 =

√
3Ψmp

3πLr cos(2α)
, (28)

where in Case 5, there is no characteristic current Ip,ch.
Further, the MTPA angles αM for Cases 3 to 5 are evaluated by (14). The MTPA angles

αM for Cases 1 to 3 are located within the interval αM = 0 and αM = π
6 . The MTPA angles

αM for Cases 1 and 2 are defined by (29)

αM,C1 = αM,C2 =

{
0, 0 < Ip ≤ Ip,ch
π
6 , Ip ≥ Ip,ch

. (29)

The MTPA angles αM, for Case 3 are defined by (30)

αM,C3 =

{
asin

(
9IpLr
πΨmp

)
, 0 < Ip ≤ Ip,ch,C3

π
6 , Ip ≥ Ip,ch,C3

. (30)

The MTPA angles αM for Cases 4 to 5 are located within the intervals αM = 0 and αM = π
3 .

The MTPA angles αM for Case 4 are defined by (31)

αM,C4 =

⎧⎪⎨
⎪⎩

0, 0 < Ip ≤ Ip,ch,C4

asin

(
1

2
√

π

√
2(3π IpLr−

√
3Ψmp)

3πIpLr

)
, Ip ≥ Ip,ch,C4

. (31)

The MTPA angles αM for Case 5 are defined by (32)

αM,C5 = −asin

⎛
⎝
√

3(Ψmp −
√

54I2
pL2

r + Ψ2
mp)

18IpLr

⎞
⎠. (32)

Equations (13) and (22) through (32) are utilized to evaluate the dependency of the average
torque te,avg, on the AF angle α, and the current Ip. Figure 8 illustrates these relationships,
with the maximum torque per ampere (MTPA) angles αM highlighted for all five cases. In
Cases 1 and 2, where all the parameter shapes of the IPMSM are trapezoidal, a discrete
change in the MTPA angle αM from 0 to π/6 occurs. In the delta-connected IPMSM, the
characteristic current Ip,ch, is identical, and the total torque te,avg, is lower overall compared
to the wye-connected IPMSM. No discrete change in the MTPA angle αM occurs in Cases 3
and 4. In Case 3 αM follows an almost linear line described by (30), as it crosses Ip,ch it settles
at π/6. Case 4 shows a reverse effect of Case 3, where αM is zero up to Ip,ch. Above this
value, it follows a nonlinear line described by (31). Case 5, where all the IPMSM parameters
have a sinusoidal shape, no distinct Ip,ch is observed, and αM follows a nonlinear line that
is known from FOC and described by (32).
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Figure 8. Comparison of the total torque te,avg, and MTPA angles αM, for the analyzed IPMSM
designs within a theoretically ideal BLDC drive: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4, and
(e) Case 5.

3. Optimization of an IPMSM for SWC

A parametrized FEM model of a 6-slot 4-pole IPMSM with a fractional slot non-
overlapping winding and Nd-Fe-B magnets was set up in ANSYS Maxwell 2D. The FEM
model was validated using measurements and a 2-step process. The validated model was
optimized to obtain the specified objectives.

3.1. Experimental Validation of the Reference IPMSM Model

By performing a 2-step validation process, the FEM model was validated against a
commercial IPMSM. The experimental workbench consisted of an active brake to provide
load torque, a torque sensor, a rotary encoder, an SWC inverter with a single shunt current
measurement, and a Hall sensor position measurement. A Dewetron measurement system
was used to measure the line-to-line voltages uabc, line currents iabc,l, the load torque
tl,meas, the rotational speed ωm, and the temperatures on the winding and the stator ϑ.
The measured temperature ϑ, was used to adjust the magnet properties and the winding
resistance within the FEM model.

First, the no-load condition was evaluated, where the measured back EMF eabc was
compared against the corresponding calculated back EMF. The comparison is presented
in Figure 9a. The difference in the EMFs’ root mean square (RMS) values was 4.30%.
Additionally, the comparison of the calculated magnet flux linkage Ψm(θ) and the evaluated
magnet flux linkage from the measured back EMF is presented in Figure 9b.

(a)

(b)

Figure 9. Comparison of measured and calculated variables in no-load: (a) back EMFs and
(b) flux linkage.
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Secondly, a typical operation point was measured and evaluated numerically. The
measurement was performed at 60% of the thermally stable load torque tl,OP, and the
full base speed ωm,OP. Figure 10a shows the line currents iabc,l with the commutation
interval angle αC (i.e., the angle that is required for the currents to rise) highlighted and the
calculated phase currents iabc. The measured currents were used directly as the current
excitation of the FEM model of the IPMSM. We adjusted the obtained te,sim, as presented
in Figure 10b, to be comparable with the measured load torque tl,meas, as the effect of iron
core losses PFe, and the mechanical losses Pmech, were not included in the FEM simulation
directly. The adjustment included the calculation of the iron core PFe, and mechanical
losses Pmech, in the analyzed operation point. The iron core losses PFe, were calculated in
post-processing with the extended iron core loss model [37,38], which considered the effect
of higher harmonics. The mechanical losses Pmech, were calculated based on the mechanical
coefficients (kf is the viscous friction coefficient and kC is the ventilation coefficient) deter-
mined from adequate no-load measurements (i.e., with and without magnetized magnets,
with and without ventilation). The electromagnetic torque was adjusted by (33)

te,adj = te,avg,sim − PFe

ωm
− kfωm − kCω2

m. (33)

The obtained difference between the measured load torque tl,meas, and the calculated
adjusted electromagnetic torque te,adj, was 5.03%.

Figure 10. Comparison between (a) the measured line and, from the measurements, the calculated
phase currents of a delta-connected IPMSM. (b) Simulated, adjusted, and measured torque.

3.2. IPMSM Design Optimization

The goal of the optimization was to improve the torque-to-current ratio, reduce torque
ripple, and maintain the simplicity of control. The optimization was performed on a
parameterized IPMSM model, as presented in Figure 11.

In this study, five parameters were optimized (four rotor parameters drd, drq, dry, θrM,
and one parameter that changed the stator pole shoe θv). Table 3 presents the parameter
values of the reference IPMSM and the upper and lower boundary conditions. Additionally,
the fixed parameter values are presented in Table 3. All parameters are scaled to the inner
radius of the stator rs,in.
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Figure 11. Parameterized geometry of the analyzed IPMSM.

Table 3. Stator and rotor parameters used for optimization of the reference design and fixed parameters.

Parameters Description Unit Ref. Value Min xl Max xu

θv Slot opening angle ◦ 7.5 5 10
drq q-axis bridge width p.u. 0.074 0.026 0.184
drd d-axis bridge width p.u. 0 0 0.184
dry Magnet tip height p.u. 0.563 0.268 0.783
θrm Magnet angle ◦ 0 −25 25

rr,out Stator outer radius p.u. 1.9 / /
rr,in Stator inner radius p.u. 1 / /
dy Yoke width p.u. 0.30 / /
dt Tooth width p.u. 0.23 / /
drk Minimal bridge width p.u. 0.05 / /
dag Air gap width p.u. 0.03 / /
Srm Magnet area p.u. 1 / /

The primary aim of the optimization was to tailor a delta-connected IPMSM for the
constant AF angle SWC. A two-objective optimization was performed. The FEM model
of the IPMSM was excited by the phase currents of a delta-connected IPMSM, which are
presented in Figure 7c, with a peak value of Ip = 1 p.u. The first goal was to obtain a
predictable, constant MTPA angle αM, which was addressed by choosing the first objective
to achieve the maximal average electromagnetic torque te,avg, at α = 0◦. With this, we
strived to achieve that the shape of the back EMF would ensure an αM that would be as
close to zero as possible throughout the whole operation (presented in Section 2.3). The
second goal and objective were to minimize the torque ripple te,ripp. The optimization
problem was defined by (34)

min :

{
f1(x) = −te,avg(α = 0◦)
f2(x) = te,ripp(α = 0◦)

s.t. : xl ≤ x ≤ xu,

(34)

where x = [drd, drq, dry, θrM, θv] are the optimization parameters and xu and xl are the
upper and lower boundaries defined in Table 3. Objective 1 is defined by f1(x), where the
−te,avg is minimized (i.e., te,avg is maximized) at α = 0◦. Objective 2 is defined by f2(x),
where the te,ripp is minimized at α = 0◦.

The optimization was performed based on the neural network-based metamodel [29],
which is presented in Figure 12. Neural networks were chosen as metamodels over alterna-
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tive methods following a preliminary study. The discussed neural networks were set up in
the following steps.

..................

20 60 20

3 hidden layers

1

Output 
layer 

......

5

te,avg or te,ripp

Input 
layer

Optimization 
parameters x

Input Output

Figure 12. Neural network architecture for direct prediction of te,avg and te,ripp.

First, a design of the experiment was performed by applying Latin hypercube sam-
pling, where 6000 datasets, including input and output parameters te,avg and te,ripp, were
gathered from FEM models. Second, for every output, a feedforward neural network was
trained with 5 inputs (i.e., optimization parameters x) and 1 output (i.e., te,avg or te,ripp).
The data were divided into training, validation, and test data in ratios of 70%, 15%, and 15%,
respectively. Three hidden layers (20, 60, and 20) were used, as presented in Figure 12. The
Levenberg–Marquardt training function was employed. Figure 13 shows the regression
plot of the trained networks for all the data. The stability of the neural networks was
ensured through input data normalization, the use of high-quality and diverse data, and
the implementation of a robust neural network architecture.

Figure 13. Regression plot of the trained neural network models for (a) torque te,avg, and (b) torque
ripple te,ripp.

A two-objective optimization based on the trained neural network models was per-
formed with Matlab’s multi-objective genetic algorithm, which is an elitist genetic algo-
rithm, a variant of NSGA-II [39]. The maximal number of iterations was set to 100, and the
population size per generation was set to 300.

4. Results

The results are presented in three parts. First, we discuss the reduction in compu-
tational time and present the selected optimized design achieved through the presented
optimization process. Second, we analyze the MTPA angle αM, for both the optimized and
reference designs using the FEM evaluation. Last, we conducted a system-level simulation
analysis, applying various basic and advanced control techniques for BLDC drives. This
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enabled us to compare the control with a fixed AF angle in the optimized design against
other established control methods used in BLDC drives.

4.1. Design Optimization and Computational Efficiency

The reduction in computation time required for the described multi-objective optimiza-
tion process was the primary benefit. We replaced the FEM-based numerical evaluation
with neural network metamodels. Each FEM-based numerical evaluation required 30 s,
accumulating to 50 h for complete data collection. A direct optimization would require
approximately 30,000 such evaluations, totaling 250 h. By adopting the metamodeling
approach, the overall computation time was cut by 80%. A similar approach is presented
in [32], where the total computation time was reduced by around 50%. The metamodels
also facilitated the modification of optimization objectives and enabled the reuse of trained
neural networks, thus further reducing the computation time significantly.

The performed optimization resulted in a Pareto front, which is presented in Figure 14.
A design was selected from the Pareto front that reduced the torque ripple te,ripp, sig-
nificantly. Further, the average electromagnetic torque te,avg, at α = 0◦ was improved
compared to the reference design, i.e., by increasing the magnetic torque tem,avg, compo-
nent of the design. The novelty of this optimization approach was to optimize the IPMSM
design to increase the magnetic torque component and provide the MTPA operation at a
fixed AF angle α. Other studies [4] have utilized SPMSM, which generates solely magnetic
torque tem,avg. However, SPMSMs are less effective for high-speed operations without
additional reinforcement of the surface-mounted magnets, which increases the cost.

Figure 14. Pareto front of the performed optimization.

Because the neural network models inherited an error margin, the selected design
re-evaluated by the FEM simulation gave a slightly different output result. The obtained
FEM design is presented with the red cross and square in Figure 14. The torque ripple
te,ripp, between the neural network and FEM models differed by 3.45%, and the average
electromagnetic torque te,avg, differed by 0.63%. Compared to the reference design, the
obtained design showed a 3% improvement of average electromagnetic torque te,avg, and
a 164.26% improvement of torque ripple te,ripp. Figure 15 presents the geometry of the
rotor of the reference and optimized IPMSM, and Table 4 presents the geometry parameter
values of the reference and optimized IPMSM. In the optimized design, the drq became
slightly narrower, and drd stayed at zero. The magnet was pushed to the outer border of
the rotor, as indicated by dry and θrm.
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Table 4. Comparison between the optimized geometry parameter values of the reference and
optimized designs.

Par. Unit Ref. Opt.

θv
◦ 7.5 7.2

drq p.u. 0.074 0.058
drd p.u. 0 0
dry p.u. 0.563 0.619
θrm

◦ 0 19.7

Figure 15. Comparison of the geometries of rotors of the reference and optimized designs.

4.2. Analysis in the Case of an Ideally Shaped Current

The goal of the optimization was to provide a design that would allow for MTPA
control of the IPMSM at a fixed angle AF angle α. To confirm this, the AF angle α analysis
was performed for the reference and optimized IPMSMs, by performing a set of FEM
simulations. The results are presented in Figure 16. The electromagnetic torque te,avg,
changed with respect to the peak current value from Ip,min = 0 p.u. to Ip,max = 1 p.u.,
and the AF angle α, from 0◦ to 15◦ (i.e., π/12). The change in the MTPA angle αM was
observed at the characteristic current Ip,ch, which was at 0.568 p.u. for both designs. Above
Ip,ch, αM followed a nonlinear line. For the reference IPMSM αM changed to 14◦ (i.e.,
14π/180) at the maximal Ip,max. In contrast, for the optimized IPMSM αM only changed to
3◦ (i.e., π/60) at the maximal Ip,max. The behavior of αM resembled Case 4 in Section 2.3,
where the flux linkage Ψm(θ) had a trapezoidal shape, whereas the inductance L(θ) had a
sinusoidal shape.

Figure 16. Comparison of the calculated total torque dependent on the AF angle and the current with
highlighted MTPA angles for (a) the optimized design and (b) reference design.

Figure 17 presents the torque ripple te,ripp analysis of the optimized and reference
design generated with the FEM model. The analysis included identifying the maximum
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and minimum values of te,ripp and their corresponding AF angles α (the last two points
have α values of the same value) in relation to ia,rms. This approach aims to emphasize the
limit values that define the reachable operation range by adjusting the AF angle α, and
establishing a baseline for comparison.

0°

Figure 17. Comparison of minimal and maximal reachable torque ripple and actual torque ripple
when adjusting the AF angle within an ideal BLDC drive with (a) the optimized design and (b) the
reference design.

By comparing the minimum reachable values of both designs, it was observed that
the optimized machine exhibited lower te,ripp, across the entire region. Therefore, the
optimization achieved the second goal. For both designs, a smaller te,ripp was observed at a
smaller α, while higher te,ripp was noted at a larger α. Additionally, two special cases were
highlighted. The first was by setting α to zero, and the second was by following the MTPA
line. In the optimized design, both scenarios (setting α to zero and following the MTPA
path) matched the minimal achievable te,ripp closely. For the reference design, the α = 0◦
scenario aligned closely with the minimal te,ripp, while the MTPA scenario maintained close
proximity to the lowest te,ripp up to Ip,ch, where αM shifted. Beyond this point, the te,ripp no
longer tracked the minimal value closely.

4.3. System-Level Simulation Analysis

To include the impact of the commutation interval and the corresponding effect of
the alignment AF angle αal in the evaluation of the BLDC drive performance with a fixed
AF angle control, a system-level simulation was implemented, as presented in Figure 2.
This analysis considered the impact of the real-world commutation of currents. The
Simulink/Simscape environment was used to model the IPMSM, inverter, and control. First,
a computationally efficient reduced order model (ROM) of the IPMSM was constructed by
performing a series of FEM simulations of both analyzed IPMSM designs by varying the
id and iq input currents, as presented in [18,34,36]. An IPMSM model in the d-q reference
frame was set up and connected to a voltage source inverter in the delta connection.
The Hall sensor signals were modeled for position estimation [4]. Furthermore, different
strategies for changing the AF angle α, were implemented, where the commutation logic
was used to switch the transistors [3]. The DC of the BLDC drive was controlled by using
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a proportional–integral controller. The adjustable input parameters were the mechanical
speed ωm and AF angle α. This setup allowed the following advantages:

• It was possible to model the nonlinear electromagnetic behavior of discussed IPMSM
designs according to the respective FEM models and reproduce all the related effects
in the system-level simulation.

• By varying the DC idc at a set mechanical speed ωm = 0.78 p.u., we analyzed the RMS
phase currents ia,rms, torque ripples te,ripp, and electromagnetic torques te,avg.

• The AF angle α, could be adjusted according to different strategies for benchmarking
purposes.

For the purpose of this analysis, the torque-to-current coefficient kem was defined
by (35)

kem =
te,avg

ia,rms
. (35)

Figure 18 presents the torque ripple te,ripp and torque-to-current coefficient kem of the
optimized and reference design obtained through the system-level simulation. The analysis
first focused on identifying the maximum and minimum achievable values of te,ripp and
kem, and their corresponding α in relation to ia,rms. Presenting the maximum and minimum
values offered a range for evaluating various control strategies.

Three control strategies were applied and analyzed for setting the AF angle α. In the
basic algorithm, α was maintained at a fixed value, thereby preserving the simplicity of
the control. The reference design was controlled with a fixed α = 30◦, a common value
used in the industry [5]. The optimized design was controlled with two fixed α values.
The first was α = 0◦, according to the optimization objective, and the second was α = 10◦,
because at this α and the maximal allowed ia,rms, maximal kem was achieved, as presented
in Figure 18a.

The second, more advanced strategy (hereafter, referred to as alignment control) was
implemented to control the AF angle α, as presented in [4]. In the previous sections, the
phase currents iabc were assumed to be ideal-shaped, as presented in Figure 7a. In reality,
the phase current iabc shape is more irregular and lags behind the ideal shape due to
commutation, as presented in Figure 10a. To negate the effect of real-world commutation
and align the phase currents iabc better with the back EMFs eabc, the fundamental harmonic
component of the current ia and back EMF ea in phase a is calculated, as presented in
Figure 3. The obtained AF angle α equals the alignment AF angle αal and was used to align
the currents to EMFs.

The third control type upgraded the alignment control by considering the reluctance
AF angle αr, additionally (hereafter referred to as MTPA control), as presented in Figure 16.
This resulted in a total MTPA angle αM, as presented by (5).

Several key findings emerged upon assessing the performance of designs utilizing
a fixed α (as indicated by the dotted lines in Figure 18). First, setting α = 30◦ in the
reference design did not achieve optimal performance across the entire operational range.
In the whole operation range, the maximal te,ripp was observed, where kem was minimal
at lower ia,rms. The value of kem diverged from its minimum at ia,rms = 0.4 p.u., reaching
its maximum at the highest ia,rms. While this approach did not yield optimal results at
lower currents, it maximized kem at the highest ia,rms, thereby maximizing the operational
envelope in terms of the maximal torque. Second, applying a fixed α = 0◦ in the optimized
design also fell short of achieving optimal performance throughout the operational range,
presenting an inverse effect compared to the reference design with α = 30◦. In the whole
operation range, minimal te,ripp was achieved, where the kem was maximal at lower ia,rms.
The value of kem diverged from its maximal at ia,rms = 0.25 p.u., reaching its minimum
at the highest ia,rms. While this setup offers advantages (particularly at low ia,rms), it
limits the operational envelope significantly by decreasing kem at the highest allowable
ia,rms. Consequently, implementing a fixed α = 10◦ in the optimized design successfully
avoided narrowing the operational envelope while still leveraging the enhancements from
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optimizing the IPMSM. The obtained te,ripp was increased slightly, where the kem was
decreased slightly at a lower ia,rms and approached the maximal values already at low ia,rms.
The maximal kem was achieved at the highest ia,rms.

0° 10° 30°

Figure 18. Comparison between reachable minimum and maximum values with the actual values
obtained by applying different control strategies in the system-level simulation: (a) kem for optimized
design (b) kem for reference design (c) te,ripp for optimized design (d) te,ripp for the reference design.

It can be concluded that optimizing the IPMSM using ideal-shaped currents did not
translate fully to the same level of improvement in system-level simulations, particularly
when controlling the drive with a fixed α = 0◦. While the optimization enhanced the
IPMSM to a certain degree, the impact of the commutation period affected the current
shapes significantly, especially when approaching maximal currents. Further studies
should incorporate the commutation effect into the optimization to capitalize fully on the
motor design for SWC. However, implementing a fixed α = 0◦ or α = 10◦ in the optimized
design resulted in kem remaining relatively constant across the entire operational range.
In contrast, a fixed α of 30◦ in the reference design led to significant variations in kem
throughout the operation range. This is advantageous for the control implementation in
BLDC motors. Further, the relative improvement was evaluated in the performance of
the optimized design with a fixed α = 10◦ compared to the reference design with a fixed
α = 30◦. First, the relative difference εripp of the torque ripple te,ripp at all total torque te,avg,
values was evaluated by (36)

εripp = 100
te,rip,opt − te,rip,ref

te,rip,ref
. (36)

Second, the relative difference εCu, of the copper losses in the winding at all total torque
te,avg, values was evaluated by (37)

εCu = 100
3Ri2a,rms,opt − 3Ri2a,rms,ref

3Ri2a,rms,ref
. (37)

The copper losses were analyzed due to their direct impact on the machine’s efficiency. The
te,rip,opt and ia,rms,opt are the torque ripple and RMS currents for the optimized design with
a fixed α = 10◦, where te,rip,ref and ia,rms,ref are the torque ripple and RMS current for the
reference design with a fixed α = 30◦. Figure 19 presents εripp and εCu in dependence on
the total torque te,avg. For the optimized design, the copper losses were reduced across the
entire operational range compared to the reference design. This difference narrowed to
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0% at maximum torque. At half of the maximum torque, as indicated by the blue circle
in Figure 19, a 12.7% reduction was achieved in copper losses. The optimized machine
exhibited reduced torque ripple across the entire operational range when compared to the
reference design. The greatest reduction, observed at a torque of te,avg = 0.43 p.u., was a
45.5% decrease in torque ripple, as indicated by the orange square.

Figure 19. The relative difference between the torque ripple εripp and the copper losses εCu in the
winding in the dependence on the total torque te,avg. Comparison between the optimized design
with a fixed α = 10◦ for control and the reference design with a fixed α = 30◦ for control.

Furthermore, the performances were analyzed for two different advanced control
algorithms (i.e., alignment and MTPA control). Those require additional resources along
with exact knowledge of the rotor position, which can be retrieved from the Hall sensors.

Alignment control [5] was applied first. It enhanced the kem of the optimized design
significantly, nearly unlocking its full potential, while showing drawbacks at higher ia,rms
for the reference design. In the optimized design, the maximum kem was maintained
throughout the entire operational range, whereas the te,ripp remained at its lowest up to
an ia,rms = 0.38 p.u. before increasing. Conversely, in the reference design, the te,ripp was
nearly minimal across the entire range, but the kem began to decrease from its maximum at
ia,rms = 0.39 p.u.

Second, MTPA control was applied additionally. It did not improve the performance
of the optimized design while enhancing the performance of the reference design compared
with the alignment control. By implementing MTPA control for the optimized design,
the electromagnetic constant kem remained largely unchanged compared to the alignment
control. Furthermore, the te,ripp increased from the minimal value after ia,rms = 0.39 p.u.
and was bigger than the te,ripp generated with alignment control. No added benefit using
the MTPA control for the optimized design was observed, as the kem was almost maximal
for MTPA and alignment control, and the MTPA control caused higher te,ripp. This was a
direct consequence of the set optimization goals, where αM was close to zero. In the refer-
ence design scenario, employing MTPA control increased the kem across the entire region.
However, it also led to an increase in te,ripp, starting from ia,rms = 0.57 p.u. onward. Despite
this, using MTPA control for the reference design emerged as the most effective approach.

Implementing advanced control algorithms enhanced the machine’s performance
significantly by compensating for commutation efficiently by adjusting the AF angles α
adequately. Consequently, an almost constant kem in the whole region was obtained, and
the operation envelope was maximized. As the algorithms could track the optimal α, the
design of the machine to change the MTPA angle αM, did not influence their capabilities
significantly. However, there was a significant difference in terms of the required control
complexity to unlock the IPMSM’s potential. The biggest benefit of optimizing the IPMSM
to have the αM at near zero angles was when using a fixed α = 10◦, as the performance was
enhanced significantly, and the simplicity of control was preserved. To achieve the desired
effect of zero or near zero MTPA angles αM, the V-shaped rotor of the IPMSM should have
the magnets as close as possible to the outer radius of the rotor and no bridge between the
magnet segments.
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5. Conclusions

The analytical analysis of the MTPA angle αM showed that the machine design (i.e., the
shape of the IPMSMs flux linkage Ψm(θ) and inductances L(θ)) impact the MTPA operation
of a BLDC drive strongly. If Ψm(θ) and L(θ) have a theoretically ideal trapezoidal shape, a
discrete change of the machine’s MTPA angle αM was observed from 0 to π

6 at Ip,ch. The
connection of the IPMSM windings did not change the behavior of the MTPA angle αM
and the characteristic current Ip,ch. Also, other machine designs were assessed, featuring
sinusoidal and trapezoidal shapes of flux linkages Ψm(θ) and inductances L(θ). In some
designs, the machine’s MTPA angle exhibited discrete changes, while, in others, the MTPA
trajectories were nonlinear.

Similar effects were observed with the experimental validated FEM model of the
IPMSM, where the behavior resembled Case 4 from the analytical analysis. By optimizing
the rotor geometry and the pole shoe, the torque ripple te,ripp was reduced, the torque-to-
current ratio kem increased, and the MTPA angle αM was adjusted to near-zero values.

The optimization workflow was presented, which employed neural network-based
metamodels, and reduced optimization time by 80%. Additionally, it allowed for various
optimization setups to be performed without incurring additional time.

A system-level simulation of the reference design with fixed α = 30◦ showed non-
optimal performance, except for maximizing the operation envelope in terms of the maxi-
mal torque. Further, controlling the optimized design with fixed α = 10◦ showed enhanced
performance in all analyzed aspects, i.e., increasing kem, decreasing te,ripp, maximizing
the operation envelope, and providing an almost constant kem, compared to the reference
design. The optimized design with α = 10◦ outperformed the reference design significantly
with α = 30◦, achieving a maximum reduction of 45.5% in torque ripple and a 12.7%
decrease in copper losses at half of the maximum torque.

When using advanced control algorithms that required exact knowledge of the rotor
angle, significant enhancement was achieved, compared with fixed α. For the reference
design, the MTPA control achieved the best performance, and for the optimized design,
the alignment control performed the best. In both cases, the maximal kem was achieved
in the whole range, along with an almost constant kem and a greatly reduced te,ripp. The
advantages required, however, a significantly increased control complexity. If a simple
control is desired, optimizing the IPMSM results in significant performance enhancements.
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Abbreviations

The following abbreviations are used in this manuscript:

AF advance firing
BLAC brushless alternating current
BLDC brushless direct current
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DC direct current
EMF electromotive force
FEM finite element method
FOC field-oriented control
IPMSM interior permanent magnet synchronous machine
MOSFET metal oxide semiconductor field effect transistor
MTPA maximum torque per ampere
PMSM permanent magnet synchronous machine
ROM reduced order model
RMS root mean square
SPMSM surface permanent magnet synchronous machine
SWC square-wave control
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Abstract: Grid-connected power inverters are indispensable in modern electrical systems, playing a
pivotal role in enhancing the integration of renewable energies into power grids. Their significance,
primarily when functioning as grid-forming inverters, extends to maintaining the grid’s inertia
and strength—a distinct advancement over traditional grid-following operations. As grid-forming
inverters, these devices emulate the characteristics of synchronous generators and can act as robust
voltage sources, providing essential ancillary services. This behavior is particularly relevant when
integrating energy storage systems on the converters’ direct current side. Among the various inverter
topologies, the current source inverter (CSI) has emerged as a promising yet underexplored alternative
for grid-forming applications. CSIs, when paired with their AC output filters, can effectively operate
as voltage sources, utilizing control strategies that facilitate the integration of renewable energies
into the electrical system. Their design inherently manages output current fluctuations, reducing
the need for restrictive current limitations or additional protective measures. This paper examines
the operational region of CSIs, obtained through detailed modeling, to explore their advantages,
challenges, and potential for enhancing grid-connected systems. Analyzing the operating region from
the converter model verifies the limits of where the converter can operate in a plane of active and
reactive powers. For a small prototype model operating with 7 amperes in DC and 120 V in AC, it is
possible to supply or absorb active power exceeding 1000 W and manage maximum reactive power
values around 500 VAr, as determined by its operating region. Simulations also confirm that small
changes in the control reference, as little as 5%, towards the region’s right limits cause significant
oscillations in the dynamic control responses. This research aims to deepen our understanding
of CSIs’ operational capabilities and highlight their unique benefits in advancing grid-connected
systems and promoting the integration of renewable energy using this technology.

Keywords: current source inverter (CSI); grid-forming inverters (GFM); droop control strategy;
mathematical model of converters; operating region analysis; voltage and frequency support

MSC: 93-10

1. Introduction

Over the past few decades, the increasing integration of renewable energies into
our power systems has posed challenges to both power quality and grid stability, while
traditional grid-following inverters effectively channel power from renewable sources,
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they are not inherently designed to provide essential frequency or voltage support to the
power grids [1]. This absence of voltage and frequency support becomes particularly
evident when grid dynamics lead to deviations from nominal frequency and voltage
values. Insights gained from microgrid research have unveiled various operational modes
for grid-connected inverters. These modes have introduced specific terminologies for
inverter operation within microgrids, including grid-following (GFL), grid-forming (GFM),
and grid-supporting (GSP) inverters. In each operational mode, grid-connected inverters
display behaviors as either voltage or current sources, as illustrated in Figure 1. The key
differences between these operational modes lie in their control strategies. GFL inverters
traditionally use maximum power point tracking (MPPT) techniques to consistently extract
maximum power from renewable generation systems. They also employ phase-locked loop
(PLL) algorithms to synchronize with the grid voltage. These synchronization algorithms
can generally be used in GSP inverters as well. In contrast, most GFM inverters do not
require PLLs, making them more robust in maintaining stable operation under normal
grid conditions.

Figure 1. Configuration of inverters operating in various modes within a microgrid.

A GFL inverter maximizes power transfer from the DC side to the AC grid, consistently
synchronizing with the frequency and voltage of the connected electrical grid. On the other
hand, a GFM inverter demonstrates remarkable resilience by generating power even during
grid disconnection or outages, supporting ‘black start’ scenarios [2,3]. This establishes the
frequency and voltage of the microgrid if it operates in isolation from the primary grid,
functioning as a reference for other connected converters. Additionally, it offers voltage
and frequency support when integrated with the primary grid. Meanwhile, a GSP inverter
aims to deliver power from its sources while enhancing grid stability. This can be achieved
by providing targeted frequency support through its control mechanisms and converter,
as depicted in Figure 1. Additionally, it can potentially offer voltage support. The GSP
inverter can operate as a controlled current source, as shown in Figure 1, but it can also
function as a voltage source [4]. To emphasize the different control strategies involved,
Figure 1 illustrates only one option. For a more comprehensive understanding of these
concepts, please refer to [5].

The predominant operation of grid-connected inverters as GFL inverters means that as
the amount of renewable energy delivered through such inverters increases, the overall sys-
tem inertia and the capability to handle frequency and voltage contingencies diminish [6].
However, recent studies have suggested that GFM inverters, which emulate the behavior
of synchronous generators, could theoretically enable near-limitless integration of renew-
able energies into electric grids [7,8]. This advancement primarily leaves the challenge
of renewable energy intermittency, a concern potentially mitigated by the augmented
deployment of energy storage devices [9,10]. Presently, a variety of control strategies exist
to achieve GFM inverters [11]. The droop control scheme stands as the most foundational
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and widely recognized method [12,13]. Moreover, direct power control has seen several
years of application. Yet, numerous other control schemes have emerged recently [14].

While the specific control scheme may vary to realize a GFM inverter, it is important
to note that this mode can be implemented across virtually any inverter topology, as a
GFM inverter is essentially an operational mode of a grid-connected inverter. Among the
topologies, the VSI remains the most practical and recognized, within which most GFM
strategies have been tested. However, studying the CSI for GFM is particularly attractive
in this context [15]. If the perspective is expanded to grid-connected operation, it could
be said that in recent years, there has been increasing interest in grid-connected CSI for
enhanced grid operation [16–19]. In this regard, a comprehensive review of the state of the
art is provided in Chapter 2 of this article.

This article presents a novel approach by proposing and exploring the operating
regions of grid-forming inverters implemented with the CSI topology enhanced with
a CLC (Capacitive-Inductive-Capacitive) filter, which is not addressed in the existing
literature. Additionally, the article presents simulations to demonstrate the operation and
dynamics within the working zone of the converter. The document is organized as follows:
Section 1 contextualizes how power inverters can operate when connected to microgrids
and electrical networks. Section 2 briefly compares the VSI and CSI topologies, delving
into a detailed review of the state of the art regarding grid-connected CSIs and introducing
the operation of the CSI as a grid-forming inverter. Section 3 provides a complete modeling
of the grid-connected CSI, covering both dynamic performance and steady-state behavior.
Section 4 explains the process of obtaining and analyzing the operating region of the current
source converter. Section 5 corroborates the determination of the operating region through
simulations at various operating points. Section 6 discusses and comments on the results,
and Section 7 draws the document’s conclusions.

2. Grid-Forming Inverters Topologies and Control Schemes

2.1. A Brief Comparison between VSI and CSI Topologies

From a topological perspective, the conventional approach to implementing a grid-
forming inverter considers a voltage source inverter (VSI). Typically, the VSI incorporates
an LCL filter at its AC output before serving local loads or interfacing with the primary
grid, as seen in [20–22]. Alternatively, the current source inverter (CSI) has been tested
as a grid-connected inverter and can be a topological option for grid-forming inverter
operation [15,23,24]. Although its potential in grid-forming applications remains largely
untapped, interest in CSI topology has persisted over the years for various other applica-
tions [25–27]. When functioning as a grid-forming inverter, the CSI can integrate a CLC
(Capacitive-Inductive-Capacitive) filter on its AC output. This filter helps to improve the
voltage and power quality provided by the inverter. Similar to its VSI counterpart, it can
operate in connected and isolated modes, as depicted in Figure 2. Historically, the CSI has
often been overshadowed by the VSI due to perceived technological constraints [28]. The
DC-link of the CSI contains a DC current source demanding management, complemented
by a series choke inductor.

Figure 2. Current source inverter (CSI) and its possible operation as a grid-connected inverter.
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The merits of the VSI in comparison to the CSI are both evident and extensively docu-
mented [28–31]. A concise comparison of the strengths and limitations of both topologies
is presented in Table 1. Among the notable benefits of the VSI is the relative ease with
which a converter can be implemented using this technology. The contemporary market
even offers ready-to-use power modules. The efficiency of VSIs is further accentuated by
incorporating DC capacitors on the DC side, which serve as filters. The maturation of
capacitor technology ensures both quality and longevity for these components.

Table 1. A brief comparison of advantages and disadvantages in classic VSI and CSI topologies.

Topology Advantages Disadvantages

VSI • Efficient dc filter with very low energy losses.
• Low weight of filter (storage element).
• It can be switched with frequencies (10 kHz ∼ 20 kHz).
• It is a more well-known technology.

• Highly vulnerable to damage from short circuits.
• It is necessary to regulate and/or limit the output current.
• Observed reliability falls short of aspirational standards
• Parallel operation is a challenge

CSI • Natural short-circuit protection
• It is easier to operate several in parallel on AC sides.
• Very high reliability can be achieved

• It is difficult to achieve high efficiency.
• More complex modulation and control.
• There are losses even in a zero-switching state.
• The volume and weight of the DC filter are evident.

Additionally, the reduction in the equivalent series resistance of capacitors and the
potential associated loss is evidence of ongoing advancements in this domain. Conversely,
DC links in the CSI utilize choke inductors. Several new CSI topologies are emerging,
aiming to improve or modify the design on the DC side of these converters [32–34]. Experts
in power electronics opine that strides in superconductor development are imperative for
choke inductors to attain a technological maturity akin to capacitors [35]. This progression
is crucial to mitigating losses associated with filtering DC ripple in CSIs [36,37].

However, the CSI finds niche applications where DC-controlled current is crucial,
particularly in systems that demand high reliability. As a topology, it is more reliable than
the VSI [38,39]. It is anticipated that future advancements in superconductor technology
will further enable the proliferation of CSIs across various applications, leveraging its
inherent short-circuit protection [35,40].

2.2. Grid-Forming Control Scheme

In recent years, significant attention has been directed toward GFM inverters, as they
hold the potential to facilitate the widespread integration of renewable energy into our
electrical grids. These GFM inverters are attainable through advanced control strategies,
while the foundational and well-established droop control strategy remains popular for
achieving GFM operation, numerous alternative approaches have emerged in recent re-
search. These alternatives empower the inverter to function as a voltage source and provide
valuable grid services, including black start capability and inertia support, among other
capabilities [41].

A notable control scheme that enables a CSI to function effectively as a GFM inverter
is the well-known droop control strategy. Implementing this strategy in the CSI, pre-
cisely as depicted in Figure 3, eliminates the need for a traditional inner current control
loop—typically used in VSI systems—thanks to the CSI’s inherent ability to regulate current
both at the DC side and at the inverter’s output.

52



Mathematics 2024, 12, 1775

Figure 3. Droop control scheme for application in a CSI.

3. Modeling of a Grid-Connected CSI

3.1. Dynamic Behavior Modeling

A GFM inverter implemented with a CSI, through a droop control scheme as shown
in Figure 3, will seek to impose its voltages va

c2, vb
c2, and vc

c2 at the terminals at the output of
its CLC filter. If this inverter operates in a microgrid connected to the main grid, then the
currents ia

L, ib
L, and ic

L supplied or absorbed by the CSI will be managed by the inverter’s
control scheme (contributing or absorbing active powers PGFM and/or reactive powers
QGFM). In the case that the microgrid is isolated, these same currents (and powers) will be
demanded by the microgrid, altering the voltage and frequency of the inverter according
to the predefined curves in the same control scheme [42]. To determine how much power
(PGFM and QGFM) the inverter can contribute or absorb through its operating region, it will
be necessary to know its model, whether the inverter operates in a microgrid connected
to the main grid or in isolation. For this purpose, a description can be made using the
variables observed in Figure 4. Therefore, the three voltages in the capacitances with a
value of C1 can be expressed as follows:

dva
c1

dt = 1
C1
(ia

o − ia
f )

dvb
c1

dt = 1
C1
(ib

o − ib
f )

dvc
c1

dt = 1
C1
(ic

o − ic
f )

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

. (1)

If a compact notation is adopted, it is possible to present the three equations of the set
expressed in (1) as a single equation as follows:

dvabcc1

dt
=

1
C1

(iabco − iabcf ), (2)

where
iabco =

[
ia
o ib

o ic
o
]T , (3)
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corresponds to a three-phase array consisting of the output currents ia
o , ib

o and ic
o, whereas

iabcf =
[
ia

f ib
f ic

f

]T
, (4)

is an array composed of the currents passing through the filter inductances, specifically ia
f ,

ib
f , and ic

f . Moreover, it is required that

dvabcc1

dt
=
[

dva
c1

dt
dvb

c1
dt

dvc
c1

dt

]T
, (5)

which is the array of the derivatives of the voltages va
c1, vb

c1 and vc
c1, which are the voltages

across the first capacitor bank.

Figure 4. CSI schematic with variables needed for modeling.

Taking into account the voltages within the CLC filter, it is possible to present the state
equation of the currents in the filter inductor (in a compact notation) as

diabcf

dt
=

1
L f

(vabcc1 − vabcc2 ), (6)

where vabcc1 contains the voltages va
c1, vb

c1, and vc
c1, while vabcc2 contains the voltages va

c2, vb
c2,

and vc
c2. Similarly, the behavior of the voltages across the capacitor C2 can be expressed as:

dvabcc2

dt
=

1
C2

(iabcf − iabcL ), (7)

where the array of currents iabcL contains the load currents of the inverter ia
L, ib

L, and ic
L,

contributed to or absorbed from the PCC (Point of Common Coupling).
Given the converter’s connection to the Point of Common Coupling (PCC) through a

line characterized by a small inductance (Llin) and minimal resistance (rlin), forming the
line impedance and excluding the consideration of a local load for this context, as can be
seen in Figure 4, the following equations are applicable within the ABC coordinate system:

diabcL

dt
=

1
Llin

(vabcc2 − rlini
abc
L − vabcg ), (8)

where vabc
g corresponds to the grid voltages to which the inverter is connected.

In the case of a perfectly balanced system, Equations (2), (6), (7), and (8) can be trans-
formed into dq axes using compact notation. These four equations can now be expressed as:

54



Mathematics 2024, 12, 1775

dvdqc1
dt = −Wvdqc1 + 1

C1
(idqo − idqf )

didqf
dt = −Widqf + 1

L f
(vdqc1 − vdqc2 )

dvdqc2
dt = −Wvdqc2 + 1

C2
(idqf − idqL )

didqL
dt = −WidqL + 1

Llin
(vdqc2 − rlini

dq
L − vdqg )

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (9)

where W is defined as a matrix with the frequency information ω, given by the following:

W =

[
0 −ω
ω 0

]
. (10)

In the set of expressions provided in (9), it should be understood that the vectors
vdqc1 and vdqc2 contain the voltages vd

c1 and vq
c1 in the first array, as well as vd

c2 and vq
c2 in the

second array. Similarly, the current array idqo includes the currents id
o and iq

o , while the term
idqf encompasses id

f and iq
f . Additionally, idqL accounts for the currents id

L and iq
L.

Regarding the CSI, it is known that the currents iabco are imposed at the output by the
inverter bridge itself, which reflects the current Idc, through modulators, in each output
line as follows:

iabco =

⎡
⎢⎣

ia
o

ib
o

ic
o

⎤
⎥⎦ =

⎡
⎢⎣

m′
a

m′
b

m′
c

⎤
⎥⎦Idc, (11)

where modulators m′
a, m′

b, and m′
c originate from the sinusoidal signals of the controller (the

signals ma, mb, and mc in Figure 3), which have an amplitude M and a possible phase shift
φ with respect to the grid. When passing through the modulation block in the inverter, the
CSI signals m′

a, m′
b, and m′

c undergo a gain Gac. The effect of the inverter bridge topology
on modulation, whether operating as an inverter or rectifier, introduces a 30-degree phase
shift in these signals compared to the original ones from the controller [43]. Therefore, these
signals can be represented as:⎡

⎢⎣
m′

a

m′
b

m′
c

⎤
⎥⎦ = Gac M

⎡
⎢⎣

sin(ωt + π/6 + φ)

sin(ωt − π/2 + φ)

sin(ωt + 5π/6 + φ)

⎤
⎥⎦. (12)

Taking this angle φ into account, these modulation signals, when transformed into dq
axes, can be represented in terms of their modulation index M and the modulation type
gain Gac as follows: [

m′
d

m′
q

]
= Gac M

[
sin(φ + π

6 )

−cos(φ + π
6 )

]
. (13)

Then, the currents idqo can be presented as:

idqo =

[
id
o

iq
o

]
= MG Idc

[
sin(φr)

−cos(φr)

]
, (14)

where MG = Gac M and φr = φ + π
6 .

3.2. Modeling of Steady-State Behavior

In the context of steady-state analysis, it becomes feasible to formulate the system’s
behavior within the dq reference frame by equating the derivatives of the dynamic model
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to zero. Under this condition, starting from the first expression in the group of equations
in (9), the following compact expression can be derived:

idqf =

⎡
⎣id

f

iq
f

⎤
⎦ = C1ω

[
vq

c1

−vd
c1

]
+

[
id
o

iq
o

]
. (15)

Also, the output voltages vdqc2 in the CLC filter, in steady state, can be expressed as follows:

vdqc2 =

[
vd

c2

vq
c2

]
= L f ω

⎡
⎣ iq

f

−id
f

⎤
⎦+

[
vd

c1

vq
c1

]
, (16)

whereas the output currents of the CLC filter should behave in a steady state as follows:

idqL =

[
id
L

iq
L

]
= C2ω

[
vq

c2

−vd
c2

]
+

⎡
⎣id

f

iq
f

⎤
⎦. (17)

Finally, if the inverter is connected to a grid with vdqg voltages, the steady state voltages
can be expressed as follows:

vdqg =

[
vd

g

vq
g

]
= Llinω

[
iq
L

−id
L

]
+

[
vd

c2 − rlinid
L

vq
c2 − rliniq

L

]
. (18)

Then, if the grid-connected CSI operates in steady state, the voltage and current values
of the same inverter can be corroborated from the expressions (14) to (18).

The validity of the expressions above presupposes the presence of a modulation block
within the control strategy that enables a CSI to function as a GFM converter. These
expressions form the basis for delineating an operating region. Within this region, it is
possible to discern the potential power outputs (PGFM and QGFM) of the inverter, along with
the upper limits of current magnitude contributed by both the inverter and its associated
filter. Understanding this operational range is crucial during the converter’s design phase
and even during operation since it conveys information about its power handling capacity.

4. Operating Region of a Grid-Connected CSI

4.1. Equations to Find the Operating Region

If the filter capacitance values are chosen with a design ratio of C1 = 2C2 for the sake
of analytical convenience, assuming that ω is in a steady state (remains without variation)
and taking into account expressions (14) to (16), we can express the currents id

o and iq
o

as follows:

idqo =

[
id
o

iq
o

]
=

[
vq

c2σ1 + id
Lσ2

−vd
c2σ1 + iq

Lσ2

]
, (19)

where

σ1 =
(

2C2L f ω2 − 3
)

ωC2

σ2 =
(

1 − 2C2L f ω2
)

⎫⎪⎬
⎪⎭. (20)

Assuming the magnitude and phase of the modulators (M and φ) as inputs provided
by a control system, the DC current value (Idc), and the grid voltages (vd

g and vq
g, which are

the d and q voltages at the point where the converter connects to the network), are known
or measurable, one can derive a system of four nonlinear equations with four unknown
variables. This derivation involves considering Equations (14) and (19), and setting the
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expressions outlined in (18) to zero. The resultant system can be concisely represented
as follows:

f1(v
dq
c2 , idqL ) = vq

c2σ1 + id
Lσ2 − MG Idcsin(φr) = 0

f2(v
dq
c2 , idqL ) = −vd

c2σ1 + iq
Lσ2 + MG Idccos(φr) = 0

f3(v
dq
c2 , idqL ) = −vd

g + Llinωiq
L + vd

c2 − rlinid
L = 0

f4(v
dq
c2 , idqL ) = −vq

g − Llinωid
L + vq

c2 − rliniq
L = 0

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

. (21)

Subsequently, by considering a control input where the modulator’s magnitude (M)
and phase (φr) are held constant in a steady state and assuming a nominal grid voltage,
solving the system described above allows for the identification of an operating point.

It is important to note that, with the determined voltage and current values, one can
calculate the active power (PGFM) and reactive power (QGFM) that the inverter is capable
of delivering or absorbing through the CLC filter as follows:[

PGFM

QGFM

]
=

3
2

[
vd

c2id
L + vq

c2iq
L

vq
c2id

L − vd
c2iq

L

]
. (22)

The magnitude of the voltage, at the filter output itself, can also be determined as follows:

V̂GFM =
√
(vd

c2)
2 + (vq

c2)
2 (23)

Finally, the magnitude of the inverter output current will also be relevant from a
practical point of view, as this will allow the correct selection of the semiconductors needed
in the converter. This magnitude can be derived from Equation (14) and can be written
as follows:

ÎO = MG Idc. (24)

By evaluating all possible inputs from the system controller—varying the modulator’s
magnitude M from 0 to 1, varying the phase φ between −π and π, and considering a
nominal grid voltage—a comprehensive set of solutions can be obtained by solving the
system outlined in (21) for each input configuration. These solutions collectively define
what we can refer to as the full operating region, a comprehensive map of potential
operating points.

Solutions can be obtained by knowing the fixed parameters and variables of a specific
CSI for which the analysis is desired. For instance, in this study, an operating region can
be determined for a small prototype inverter being implemented in the laboratory. The
prototype has the data from Table 2.

Table 2. Parameters and fixed variables for the CSI in this document.

Parameter or Variable Description Values

Idc DC Source Current 7 A
C1 Filter capacitor 1 60 μF
C2 Filter capacitor 2 30 μF
L f Filter inductance 5 m H
Gac Modulation gain 0.866

V̂nom Output magnitude voltage 120 V

4.2. Operating Region for a Specific Grid-Forming CSI

Considering the system of equations provided by the expressions in (21), and taking
into account specific parameters and characteristics of the grid-connected CSI converter,
including the sizes of capacitances and inductances in the CLC filter, the current Idc,
modulation type, gain Gac, and the magnitude of the nominal operating voltage V̂nom, in
Table 2, the system can be solved numerically. For each input involving a value M and its
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phase φ applied to the equations in (21), the solution can be achieved by employing the
Levenberg–Marquardt method in Matlab, thus determining the voltages and currents in dq
axes (vdqc2 , idqL ).

After the procedures described above are completed, it is possible to compute each
solution’s active and reactive powers according to Equation (22), using the obtained values
for voltages and currents. By systematically evaluating all possible inputs for the modulator
M and its phase φ and calculating the corresponding pairs of power values PGFM and QGFM,
these powers can be graphically represented as functions of the modulator’s magnitude.
The results are depicted in Figure 5.

Figure 5. Modulator magnitude versus active and reactive powers.

By focusing on specific iso-value contours that represent the modulation index (M)
and projecting them onto the xy-plane, where the active and reactive powers of the inverter
are depicted, as demonstrated in Figure 5, well-defined limits become evident for the
achievable power levels associated with the converter listed in Table 2. It is worth noting
that when M = 1, it becomes apparent that the lowest attainable reactive power for this
particular converter remains below −500 VAr. A clearer illustration related to the above is
shown in Figure 6.

As observed in Figures 5 and 6, there is a substantial operating region for power,
characterized by a circular shape within the reactive and active power plane. This pat-
tern suggests a symmetric potential for power output from the converter, with consistent
limits radiating in every direction from the center. However, from a practical perspective,
control strategies for grid-forming converters, aimed at controlling the output voltage
with reference to the active and reactive powers, typically have an operating range for
modulation angles that is limited to only two quadrants. This occurs because synchro-
nization is achieved through the active power, and with these control schemes, only one
power-frequency pair is feasible for synchronization. In the region identified, there are two
potential operating points with the same active power value, dependent on the φr angle
of the control system. Consequently, the control can only achieve synchronism with the
powers produced in the first and second quadrants of the modulators. A similar situation
is observed with synchronous machines, which can operate with their load angles only in
two quadrants; outside these quadrants, synchronism is lost [44,45].

Analysis of the data from the operating region reveals distinct active power values
PGFM as functions of the modulator angle φr across various modulation indices M, as
illustrated in Figure 7. For each modulation index M, there are typically two possible active
power values, except at the extremes; the maximum active power is attained when φr = 0,
and the minimum is observed at φr = π.
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Figure 6. Full theoretical operating region for the grid-connected CSI, obtained through contours.

Figure 7. Output power versus modulator angle for various modulator magnitudes.

In control strategies analogous to those used in synchronous machines—such as
the droop control, power synchronization control (PSC), or virtual synchronous machine
control (VSM) strategies—the modulator phase angle plays a critical role similar to the
power angle in synchronous machines [46]. It is understood that decreasing the modulator
phase angle beyond zero radians risks losing synchrony, just as increasing it beyond π
radians would. Consequently, the operational region for phase angles is inherently bounded
between 0 and π radians to maintain synchronism.

Taking into account the above-described range for modulation angle, the entire region
can be delineated and segmented into two zones: the sync-guaranteed region, where
synchronization is assured, and the out-of-sync region, where synchronization cannot be
guaranteed. The resulting graph is shown in Figure 8.

59



Mathematics 2024, 12, 1775

Figure 8. Operating regions with guaranteed synchronism and without synchronism for grid-forming
strategies for CSI.

4.3. Effects of CLC Filter Design Variations on the Operating Region

It is important to note that the external contour and the complete operating region
can shift, expand, or contract in the power plane depending on the design parameters
of the CLC filter, the system’s operating frequency, or the magnitude of the DC current.
For example, if one compares the external contour of the operating region obtained with
the CLC filter parameters from Table 2 with the contours of two regions obtained by
varying the CLC filter parameters, a variation referred to in this document as ‘Redu’ ,
which corresponds to a reduction in the size of the CLC filter, with filter values given as
C1 = 40 μF, C2 = 20 μF, and L f = 3 mH, and another variation referred to in this document
as ‘Incr’, with an increase in the size of the filter, with CLC filter values given as C1 = 80 μF,
C2 = 40 μF, and L f = 7 mH. By obtaining the external contours of the operating regions
for M = 1 of these two variations and superimposing them with the region obtained for
Table 2, it is possible to see in Figure 9 that in the case of the ‘Redu’ variation (filter with
reduced values), the converter’s region will shift to the left, allowing it to absorb a greater
magnitude of reactive power if desired but reducing the maximum and minimum possible
values of active power. On the other hand, if the operating region is obtained with the filter
parameters of the ‘Incr’ variation (filter with increased values), the external contour and the
operating region will shift to the right, reducing the maximum reactive power absorption
capacity but increasing the maximum and minimum active powers that the converter could
supply or absorb.

In summary, obtaining the operating region for the CSI with a CLC filter allows for
the evaluation of different filter designs by analyzing the external contours, as well as
determining the maximum and minimum power levels, which, in part, will depend on the
specific parameter designs.
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Figure 9. Shifts in the external contours of the operating region due to changes in CLC filter parameters.

5. Corroborating Results and Simulations of the Model and Operating Region

Simulation serves as an invaluable method for validating the operation of the CSI
converter, utilizing the control strategy depicted in Figure 3. This validation ensures that
the operating region identified aligns seamlessly with the proposed system configuration.
In this study, five potential reference points have been selected for operational validation,
as detailed in Table 3. In the initial section of this chapter, three distinct operating points
are carefully chosen and subjected to comprehensive testing within this region. These tests
include (i) test point R, located at the left boundary of the region, achieving a modulation
value close to M = 1; (ii) test point S, exploring an operating point near the right edge, with
a modulation value of M = 0.5; and (iii) test point T, assessing an operating point with a
lower modulation value of M = 0.25, slightly further from the right edge than the second
case. Following these steady-state tests, three dynamic response tests will be conducted,
involving transitions between these points. Finally, the results will be discussed in a concise
yet insightful manner.

Table 3. Power references given for the operating points to be analyzed in simulations.

Operating Point Name Active Power (PGFM ) Reactive Power (QGFM )

Test Point R −300 W −460 VAr
Test Point S 585 W 595 VAr
Test Point T 229 W 464 VAr

Test Point RE 281.9 W 626.9 VAr
Test Point OS 229 W 790.8 VAr

5.1. Steady State Tests

In the initial simulated scenario, Test 1 at test point R, the control system is configured
to have the converter absorb both active and reactive power—approximately −300 W and
−460 VAr, respectively. If, through the references, there were a request for slightly less
active or reactive power, the control would lead to over-modulation (a value of M greater
than 1). Figure 10’s left panel displays waveforms that include the modulation signal ma
and its magnitude M, as well as the voltage in phase a and its magnitude (see Figure 10b),
the load current in line a (Figure 10c), and the recorded values of active and reactive powers
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(Figure 10d). On the right side of Figure 10, the operating region plots illustrate potential
power data along the x and y axes relative to the modulation index M. The operating point
where M = 1 is marked, aligning the active and reactive power values from the simulation
in Figure 10d with the axes.

Figure 10. Test 1 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

In the second simulated scenario, Test 2 at test point S, the control scheme is adjusted
to set the converter to deliver specific positive power levels: 585 W of active power and
595 VAr of reactive power. On the left side of Figure 11, fundamental waveforms are once
again visible: the modulator a, its modulation index M, the voltage waveform in phase a
and its magnitude, and the output current in line a. Additionally, the measured active and
reactive powers are displayed in Figure 11d. Analysis of the operating region indicates
that the operating point is within the synchronization-guaranteed region but quite close to
the limit where the out-of-sync region begins, with the modulation index magnitude set at
M = 0.5. This is corroborated by both Figure 11a from the simulation and Figure 11e within
the operating region. The measured active and reactive power values at the converter’s
output precisely match the corresponding point within the system’s operating area.

In the third simulated experiment, Test 3 at test point T, the control scheme adjusts
the power references to achieve a modulation index (M) of 0.25, thus positioning the
operating point further from the boundary where the out-of-sync region begins, compared
to the previous case. The active and reactive power values are set at 229 W and 464 VAr,
respectively. Figure 12 showcases the modulators, the phase ‘a’ voltage, the load line ‘a’
current, and both active and reactive power readings. An examination of Figure 12a and
the power values in Figure 12d which are stably maintained by the droop control proposed
in Figure 3 clearly indicates that the modulation and power values are in line with the
predictions from the operating region, as illustrated in Figure 12e.
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Figure 11. Test 2 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

Figure 12. Test 3 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

5.2. Test in Transient State

To assess dynamic changes within and outside the operating region, four simulation
tests are conducted using the control strategy depicted in Figure 3. Dynamic Test 1 evaluates
the system’s response to a step change from test point T to test point R. Dynamic Test 2
assesses the response to a step change from T to S. It should be noted that these three points,
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R, S, and T, were previously analyzed statically in the initial tests. Dynamic Test 3 examines
the response to a step change from T to an operating point at the right edge, designated as
RE. Finally, Dynamic Test 4 investigates the system’s response to a step change from T to
an operating point OS in the out-of-sync region.

In Dynamic Test 1, as illustrated in Figure 13, the modulator M transitions from a
value of 0.25 to 1 per unit (p.u.) at t = 50 ms, moving from test point T to test point
R. The inverter output voltage remains close to the nominal value, while transients
are observed in both current and power. Initially, the active and reactive powers are
PGFMT = 229 W and QGFMT = 464 VAr, respectively. These values shift to PGFMR = −300 W
and QGFMR = −460 VAr, indicating that both power outputs in the converter transition
from positive to negative values.

Figure 13. Dynamic Test 1 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

Dynamic Test 2 introduces a subtle shift from operating point T with M = 0.25 p.u.
to operating point S with M = 0.5 p.u. This latter point is near the boundary where
synchronism might be compromised. As seen in Figure 14, upon initiating the change
in the control system at t = 400 ms, the modulator magnitude exhibits an underdamped
response. Similarly, the active and reactive powers in the converter undergo an under-
damped transition from point T to point S but stabilize by t = 1900 ms. Notably, during
this transient response, the system’s damping characteristics diminish as the operating
point moves from a region far from the out-of-sync boundary toward it.

In Dynamic Test 3, the observations noted at the end of the previous paragraph are
confirmed. This test involves transitioning from operating point T, with M = 0.25 p.u.,
to an operating point designated as RE, also at M = 0.25 p.u., located very close to the
onset of the out-of-sync region. As illustrated in Figure 15, the waveforms of the modulator,
currents, and powers display a highly underdamped response, far more pronounced than
the responses observed in Figure 14.
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Figure 14. Dynamic Test 2 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

Figure 15. Dynamic Test 3 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

Observations from the last responses (from Figures 14 and 15) suggest that transition-
ing from an operating point within the sync-guaranteed region into the out-of-sync region
may lead to control divergence. This is because proposing power references that are closer
to the limit between the synchronized zones and the out-of-sync zone results in increasingly
oscillatory responses or reduced damping. In Dynamic Test 4, to further demonstrate the
effect of not imposing limits on the control and to illustrate the outcomes when the system
operates without constraints, the upper and lower limits of the PI controller, as well as
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any possible limit on the reactive power reference, have been removed. The behavior of
the modulator M is clearly evident when attempting to transition from operating point
T to operating point OS, as depicted in Figure 16. This transition results in indefinite
divergence immediately after the change at time t = 400 ms. Furthermore, the responses
in the currents and powers, illustrated in Figure 16, degrade, losing the expected quality
following the reference change. Consequently, it is clear that operating at test point OS is
unable to sustain satisfactory performance.

Figure 16. Dynamic Test 4 waveforms and operating points. (a) Modulator and modulator magnitude;
(b) output phase voltage of converter and magnitude of this voltage; (c) load current waveform in line
‘a’; (d) active and reactive power of the converter; (e) operating point of the modulator magnitude as
seen from its operating region.

6. Discussion and Comments

6.1. Overview of Results

A critical observation when analyzing the operating region of a grid-connected CSI
under a droop control strategy, particularly during simulations across various points
within the area, is that not all sets of points deduced through mathematical modeling are
feasible for inverter operation. This study has enabled the determination that by exploring
possible inputs—namely, the different modulation indices and angles delivered by the
system control—a specific operating point corresponding to particular active and reactive
power values can be established for each input. By plotting all these operating points
on a plane and projecting the modulation indices onto a third axis, a conical surface is
obtained, as seen in Figure 5. Projecting the modulation index values onto the power plane
reveals an operational region in a circular shape, as illustrated in Figure 6. However, given
that droop control directly correlates the inverter’s power with the system’s frequency,
synchronization is achieved through power control by only one pair of power-frequency
when the inverter is synchronized with the grid. This results in the operating region being
divided into two halves: one with synchronization and the other without.

The steady-state simulations confirm that the model precisely matches the tested
system, achieving the active and reactive powers exactly as predicted for the given modu-
lation indices in the operational region. Three operating points were tested: two delivering
active and reactive power and one absorbing both. During transitions, or more precisely,
in transient state testing, it becomes evident that moving away from the boundary di-
viding the guaranteed synchronism zone from the non-synchronization zone results in
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more damped responses as opposed to moving towards it. Transitions from points further
away to those closer to the boundary lead to completely underdamped responses. Notably,
within the limit zone, where synchronization is not ensured, the operation of the converter
becomes compromised.

6.2. Enhancements from Operating Region Insights

By identifying and analyzing the operating region of a CSI converter through modeling
and simulation, as demonstrated in this work, there is a chance to select components more
effectively. This is because the approach allows for analyzing how the region changes with
different component values, enabling the determination of maximum currents through
the semiconductors and the maximum and minimum power levels manageable by this
inverter. In this regard, recent articles discuss the design and parameter optimization of
CSIs [47,48]. This work can be considered complementary to those articles, as it proposes
a method to obtain the operating region of a CSI in the active and reactive power plane,
facilitating the evaluation of a particular design or the comparison with other designs.
Furthermore, understanding these limitations facilitates the integration of appropriate
protections directly into the control system. For example, knowing that there is an almost
vertical line of reactive power, which divides the zone where synchronization is guaranteed
from the zone where it is not, enables the use of the line’s minimum value and, considering a
safety margin, limits the reactive power in the control scheme reference. Thus, if secondary
control demands a reactive power greater than what the converter can handle, a thorough
analysis ensures that the reactive power is capped, preventing system desynchronization
due to an incorrect reference change. Additionally, the output of the PI control in the
reactive power control loop can be precisely limited to prevent modulation index M values
from exceeding set maximums.

7. Conclusions

A grid-connected current source inverter (CSI) equipped with a CLC filter can function
as a grid-forming inverter using a droop control strategy. This control scheme only requires
voltage and frequency loops, thus eliminating the need for an inner current loop within its
control architecture. This operational capability, arising from the current source converter
topology’s inherent current management, significantly boosts hardware protection, particu-
larly under conditions such as short circuits or when current demands exceed the inverter’s
operational threshold. By employing a precise system model, an operating region is clearly
defined, enabling the identification of specific maximum and minimum operational param-
eters crucial for the practical system design. This process involves calculating potential
active and reactive power outputs or the inverter’s maximum current limits based on the
modulation indices issued by the system controller.

Simulation results confirm the model’s accuracy and indicate that not all areas within
the obtained region can maintain synchronization with the connected electrical grid. A
thorough understanding of this operational area allows for setting prudent limits on control
scheme references, thereby preventing operations in zones where synchronization is lost or
where the modulation index (M) exceeds 1. This study presents a method for methodically
acquiring and analyzing the operating region of a CSI with a CLC filter connected to a
stiff grid. By analyzing the operating region with the same converter, it is observed that
reducing the nominal size of the CLC filter capacitances by 33% allows the system to absorb
up to 39% more reactive power. Conversely, increasing the capacitance size by 33% reduces
the system’s capacity to absorb reactive power to 62% of its original capacity. This approach
opens the door for further detailed analyses or assessments of the impacts of various CLC
filter parameters on the system’s active and reactive power capabilities. Future work will
involve analyzing the converter’s operating region when it is fully isolated or operating in
an isolated microgrid, as this aspect was not considered in the current study. This analysis
will complement the results obtained and allow for a comparison of the operating regions
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of the CSI and VSI converters, providing insights into the performance of both topologies
in the power plane.
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The following abbreviations are used in this manuscript:

CSI Current Source Inverter
GFM Grid-Forming Inverter
GFL Grid-Following Inverter
GSP Grid-Supporting Inverter
VSI Voltage Source Inverter
CLC Capacitive Inductive Capacitive
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Abstract: The paper deals with the dynamics of a resistance spot welding system. At the core of
this system is a transformer, which is powered on the primary side by a pulse-width modulated
inverter and has a full-wave output rectifier on the secondary side that provides a direct welding
current. The entire system is nonlinear, due to magnetic hysteresis and electronics. The electronics
prevent the current from flowing in all parts of the welding transformer at separate time intervals
during the voltage supply period; therefore, not all the parameters affect the dynamic of currents
and voltages all the time so the system is also time-variant. To design a high-performance welding
system and to predict the maximum possible welding current at a specific load, it is necessary to
know the welding and primary currents. The leakage inductances of the system can reduce the
maximum welding current significantly at higher frequencies and the same load. There are several
methods to determine these currents, each with its drawbacks. Measurements are time-consuming,
using professional software is expensive and requires time to learn and free open-source software
has many limitations and does not guarantee the correctness of the results. The article presents a new,
fourth option—a theoretical derivation of analytical expressions that facilitate straightforward and
rapid calculation of the welding and primary currents of the resistance spot welding system with
symmetrical secondary branches. The derivation of the mathematical expressions is based on the
equivalent circuits that describe the system in different operating states. The results of the numerical
simulations confirmed the derived expressions completely.

Keywords: DC–DC converters; pulse width modulation (PWM); welding transformers; center-tapped
transformers; full-wave rectifier; resistance spot welding (RSW); leakage inductance; analytical
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1. Introduction

Resistance spot welding (RSW) systems are essential in metal joining processes in many
industries, including the automotive [1], aerospace, train industry, and manufacturing
sectors. It provides a reliable and efficient method for joining sheet metals, which is crucial
for product structural integrity and safety. The RSW is a vital welding technique that has
been considered the dominant process for joining sheet metals in many industries, due to its
high production efficiency and adequacy for automated realization. Traditional RSW also
has limitations when joining different materials is needed [2,3]. Therefore, new variants of
spot welding have been developed [4], such as laser spot welding, friction stir spot welding,
and ultrasonic spot welding [5]. The RSW for different materials such as aluminum,
titanium, steel, and various alloys requires appropriate current control, welding time [6],
clamp forces, and temperature [7–9] to ensure the adequate quality of the weld nugget.
Zinc-coated steels can also impact the weld quality negatively [10]. In the automotive
industry, welding quality control is a critical topic. As a result, many new technologies
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have been developed for real-time quality control of the welding process [11–16]. Some
methods also consider welding electrode displacement [17,18]. The welding electrodes
are exposed to high temperatures and forces, which causes them to degrade over time;
therefore, they must be replaced at specific intervals to prevent a negative impact on
welding quality [19–22].

The RSW systems can be divided into two groups [23,24]: the systems in the first group
provide an alternating welding current (AC) and the systems in the second group provide
a direct welding current (DC). The welding systems with an AC current can provide only
low welding currents due to low frequency (50 or 60 Hz), and, therefore, large and heavy
welding transformers. The large and heavy transformer is inappropriate for mounting
on a moving robot’s arm in the automotive industry, and, therefore, can be used only
in stationary applications. Another weakness of RSW systems with AC welding current
is the low power factor due to high inductance and harmonic distortion [25]. The high
leakage inductances of the welding guns demand a DC welding current for high current
applications, where the welding transformer with a full-wave rectifier mounted at the
secondary is attached to the moving robot’s arm. The welding transformer mounted on
a robot’s arm must be as light as possible to reduce the robot’s power consumption and
increase movement dynamics. The dimensions and weight of the transformer’s iron core
can be reduced drastically with a higher frequency of voltage supply. The standard middle-
frequency RSW systems operate with a pulse width modulated (PWM) voltage supply with
a switching frequency of 1 kHz. The transformer’s iron core can be additionally reduced
if, instead of diodes, a synchronous rectifier [26,27] is used to operate at high switching
frequencies of 25 kHz. On the other hand, the high switching frequency also has a negative
impact, due to high power losses on semiconductors and windings [28,29]. Additionally, the
higher switching frequency of the voltage supply decreases the maximum possible welding
current at the same load, due to the leakage inductances and correspondent time constants
of the RSW system [30]. To design a high-performance welding system and to predict the
maximum possible welding current at a specific load, it is necessary to know the welding
and transformer’s primary currents and their dynamics. These currents can be determined
in several ways, each with its drawbacks. Measurements are time-consuming and require
expensive measuring devices, which must be able to measure very high currents over
30 kA with a fast dynamic. Using professional software is also expensive and requires time
to learn. The numerical calculations with software require appropriate solver settings to
reduce numerical errors and achieve convergence. The free, open-source software has many
limitations and does not guarantee the correctness of the results. The fourth, new option
provided by this article is a theoretical derivation of analytical expressions that facilitate
straightforward and rapid calculation of the welding and primary currents of the resistance
spot welding system with symmetrical secondary branches. This is also the main goal and
focus of this article. The derived analytical expressions for welding and primary current
calculations can be implemented in any programming language. Moreover, the analytical
expressions of welding and primary currents also provide a deep understanding of their
dynamic behavior and the influence of the RSW system parameters on them; therefore, this
article is very significant and important.

The high-power RSW systems used with a moving robot’s arm consist of three main
parts. The first part is the H-bridge inverter, with an integrated three-phase full-wave input
rectifier that provides DC voltage to the inverter. The second part is a welding transformer,
with an integrated full-wave rectifier mounted on the robot’s arm. The welding transformer
is separated from the inverter. Therefore, a long connecting cable is used to connect them,
and its resistance and leakage inductance must be considered. The third part is the welding
clamp or gun mounted on the end of the robot’s arm, which delivers a high welding current
from the output rectifier to the weld. All three parts of the RSW system can be represented
as an equivalent circuit containing the voltage sources, ideal transformer model, equivalent
resistances, and leakage inductances; the capacitances can be neglected. The diodes of the
output rectifier can also be modeled as series-connected resistance and voltage sources. The

72



Mathematics 2024, 12, 2454

entire RSW system is nonlinear, due to magnetic hysteresis and electronics (the transistors
and diodes). The electronics prevent the current from flowing in all parts of the welding
transformer at separate time intervals during the voltage supply period. Therefore, all the
parameters do not always affect the dynamic behavior of the currents and voltages; for that
reason, the RSW system is also time-variant, and three different equivalent circuits describe
the dynamic of the welding and primary current in separate intervals of the voltage supply
period. These three simplified equivalent circuits can be represented as series connected
resistance and inductance with a step voltage supply; therefore, their currents can be
described analytically as a step voltage response of a first-order system. These three
relatively simple equations define the dynamic behavior of welding and primary currents
of the RSW system in each time interval of the PWM voltage supply, as well as their
time series.

This article is split into 5 sections. Section 2 describes the analyzed RSW system; all
three main parts of the system are presented in detail. The modeling of the RSW system
is presented in Section 3, where three equivalent circuits are shown, and the values are
presented of the parameters for the analyzed RSW system. The PWM voltage supply of the
inverter is explained, and analytical equations for welding and primary current are derived
for each time interval of the one-and-a-half voltage supply period. Section 4 contains
the obtained results. The analytically calculated time series of the welding and primary
currents are compared with the numerically calculated time series in Simulink, and the
differences are shown. Finally, in Section 5, the concluding remarks are presented, and
suggestions are provided for implementing the analytical solution.

2. Description of the Resistance Spot Welding System

This article analyzes a 130 kVA resistance spot welding transformer, which is suitable
for mounting on a moving robot arm. The industrial name of the transformer is PSG6130,
and it can achieve a maximum continuous DC welding current of up to 6.5 kA at a 100%
duty cycle or up to 30 kA for shorter welding times. The maximum welding DC current
depends on many parameters, such as welding resistance, welding time, duty cycle, and
coolant temperature. The primary voltage and frequency of the transformer are 530 V and
1000 Hz. The no-load output DC voltage is 8.9 V, and the transformer’s turn ratio is 55:1.
The weight of the welding transformer with an integrated full-wave rectifier is 15.1 kg. The
water-cooling system of the transformer requires a nominal flow of 6 L/min and causes
0.6 bar differential pressure.

The iron core of the transformer has a nonlinear core saturation function, as shown
in Figure 1. To calculate the welding and transformer’s primary current analytically, it is
essential to prevent the transformer’s iron core from saturating. A linear iron core model
of the transformer is considered in the circuit model. Therefore, all leakage inductances
are constant, and not dependent on the transformer’s primary and secondary currents.
The saturation of the iron core is also not acceptable in real RSW transformers, due to
its high primary current, which can trigger over-current protection during the welding
process. The iron core losses are frequency-dependent, but relatively small compared to
the copper losses in the transformer’s primary and secondary windings and losses in the
output rectifier. The iron core losses are reduced by selecting the appropriate material and
lamination. The iron core is made of grain-oriented silicon steel (EILOR) with a thickness
of 0.23 mm for operation at a frequency of 1 kHz. The iron core losses can be decreased
further with thinner lamination of 0.1 mm thickness, which is typically used for operation
at higher frequencies than 1 kHz. The iron core losses are not considered in the modeling
of the welding transformer.

The secondary winding of the welding transformer has only two turns; each is active
in one-half period and is connected to a high-power diode. Both high-power diodes
have the same characteristics and provide a high DC welding current at the output of the
welding transformer.
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Figure 1. Nonlinear core saturation function.

A schematic presentation of the analyzed RSW system is shown in Figure 2. A three-phase
input rectifier is shown on the left side of Figure with AC voltages uL1, uL2, and uL3, which
are rectified and filtered to get a DC bus voltage UDC. The bus voltage UDC is connected to
the H-bridge inverter. The welding transformer’s supply voltage u is PWM-controlled by
the H-bridge inverter, composed of transistors denoted by S1 − S4. The IGBT transistors are
used with antiparallel diodes DH1 − DH4. The PWM supply voltage u is connected to the
transformer’s primary winding with a relatively long connection cable, whose resistance
and leakage inductance cannot be neglected. In industry, the H-bridge inverter is located
separately from the welding transformer mounted on the moving robot arm; therefore, the
connection cable can be up to 30 m long. The welding transformer has a full-wave rectifier
mounted on the secondary, providing high DC welding current to the welding clamps.

Figure 2. Schematic presentation of the analyzed RSW system.

3. Modeling of the RSW System

To calculate the welding and transformer’s primary current of the RSW system analyt-
ically, the system’s separate parts need to be modeled as equivalent circuits. Individual
parts can be modeled as equivalent circuits with ideal resistance, inductance, and capac-
itance, but high-power RSW systems are physically larger and heavier. Therefore, the
resistances and leakage inductances prevail over capacitances, which can be neglected.
Not considering the capacitances of the RSW system is an important simplification that
allows the RSW system to be described as a series of connected resistances and leakage
inductances, presenting a first-order system that can be described analytically.

The circuit model of the RSW system is shown in Figure 3 and represents a series
connection of the cable, transformer with rectifier, and load. The connection cable is
modeled as series-connected leakage inductance Lc and resistance Rc. The transformer’s
primary winding is modeled as series-connected leakage inductance Lp and resistance Rp.
The transformer is modeled as an ideal linear transformer with neglected iron core losses
and a magnetizing current. The primary winding has Np = 55 turns, and the secondary
winding has two turns with a central tap; each turn is active only in one-half period;
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therefore Ns1 = Ns2 = 1. Each secondary turn is modeled as a series-connected leakage
inductance Ls1, Ls2 and resistance Rs1, Rs2, that is connected to the rectifier diodes Ds1 and
Ds2. Both diodes have the same characteristics and can be modeled as series-connected
resistance Rd and backward voltage source Ud. The diode’s voltage source always works as
a load and never as a generator. Some parts of the rectifier are common to both secondary
windings and the common welding current, which causes voltage drops. Therefore, these
parts of the rectifier are modeled as a series-connected leakage inductance Ls3 and resistance
Rs3. The load is modeled as a series-connected leakage inductance Lw and resistance Rw,
considering the leakage inductance and resistance of the welding clamps (welding gun)
and welding nugget.

Figure 3. Extended circuit model of the RSW system.

Usually, some authors [24,31,32] combine the leakage inductance and resistance of
the connection cable (Lc and Rc) with the primary winding (Lp and Rp) for simplicity or
neglect them altogether. They also combine the leakage inductance and resistance of the
common parts of the output rectifier (Ls3 and Rs3) with the load (Lw and Rw). In this article,
an extended circuit model of RSW is used, because the parameters of a specific welding
transformer remain the same, although the parameter values of the connection cable or
the load can change significantly if the cable or load is replaced. The separation of the
parameters also allows for the analysis of the influence of each part of the RSW system on
the equivalent circuit time constants and the dynamic behavior of the system.

3.1. Dynamic Model of RSW

A dynamic model of the analyzed RSW system in Figure 3 can be described in implicit
form by Equations (1)–(4). Equation (1) describes the voltage balance in the primary coil
of the transformer. The state variable ip is a time-dependent primary current, SFe is the
cross-section of the iron core, B is the flux density in the iron core, and u is the PWM voltage
of the H-bridge; all the other parameters have been described already.

u = ipRc + Lc
dip

dt
+ ipRp + Lp

dip

dt
+ NpSFe

dB
dt

. (1)

Equations (2) and (3) describe the voltage balance in both secondary coils of the RSW
transformer. The state variables is1 and is2 are time-dependent currents of the secondary
branches, uDs1 and uDs2 are the voltages of both secondary diodes and are functions of the
corresponding currents is1 and is2. The nonlinear characteristic of the diodes is defined
as serial connected diode resistance Rd and voltage source Ud, which acts as a load and
never as a generator. The welding current iw is defined as the sum of the currents in both
branches iw = is1 + is2. All the other parameters in (2) and (3) have been described already.

Ns1SFe
dB
dt

= −Ls1
dis1

dt
− is1Rs1 − uDs1(is1)− iwRs3 − Ls3

diw
dt

− iwRw − Lw
diw
dt

, (2)

Ns2SFe
dB
dt

= Ls2
dis2

dt
+ is2Rs2 + uDs2(is2) + iwRs3 + Ls3

diw
dt

+ iwRw + Lw
diw
dt

. (3)
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In (4), H is the magnetic field strength that is a function of the magnetic flux density B,
μ0 is the permeability of the vacuum

(
μ0 = 4π10−7 Vs

Am

)
, δ is an iron core air gap, and lav is

the average length of a magnetic flux line in the iron core.

Npip + Ns1is1 − Ns2is2 = H(B)lav +
B
μ0

2δ. (4)

The welding transformer in Figure 3 is taken as ideal, with linear magnetizing charac-
teristics without iron core losses, as described already. Some authors [24,31] model iron
core losses as a parallel connected resistance RFe to the primary winding, which causes
additional current flow into a transformer and voltage drops on the primary parameters.
Such modeling of iron core losses comes from modeling classical transformers supplied
with AC voltage, where all the transformer parameters can be referred from primary to
secondary or vice versa. In the case of RSW systems, the voltage supply is not AC, but
DC (PWM), and, in a certain time period, the primary current ip is zero, but the secondary
currents is1 and is2 are not zero. When ip is zero, the power losses would also be zero if
the RFe is connected parallel to the primary winding, but, at the same time, the secondary
currents are not zero, and the main magnetic flux in the iron core is decreasing which still
causes iron core losses. From that point of view, it is difficult to model iron core losses in an
RSW system properly only with the parallel connected resistance RFe with a fixed value
to the primary winding. That way of modeling iron core losses is possible only for one
setting of voltage, frequency, and duty cycle; for different values, the resistance RFe should
be changed, and that is not easy to achieve properly. For that reason, in this article, the
resistance RFe is not used for modeling the iron core losses and can be neglected, as already
mentioned, due to much higher copper losses in the transformer’s windings and output
rectifier. The measurements on the analyzed RSW system show that the iron core losses
are less than 1 kW at a nominal output power of 130 kVA and a PWM frequency of 1 kHz,
which is less than 0.8% of the nominal output power.

3.2. The Parameters of the Circuit Model of the RSW System

The parameter values of the extended circuit model of the RSW system in Figure 3
need to be determined according to the time series of currents and voltages measured in the
real system. Determination of parameter values is a challenging task since the RSW system
is a nonlinear time-variant system with relatively low resistances and leakage inductances
that cannot be measured directly. The inductances that cannot be measured directly are the
leakage inductance of the primary winding Lp, both secondary windings (Ls1, Ls2) and the
output rectifier Ls3. Many papers deal with the topic of determining the parameter values of
a resistance spot welding system using different optimization algorithms [31,32]. The main
goal of the optimization algorithm is to find values for the model’s parameters such that
the difference between measured and numerically calculated time series of currents and
voltages is minimal. As this paper focuses on the analytical determination of the welding
current and transformer’s primary current, it is, in principle, irrelevant what values are
used for the model parameters. The values of the model parameters for the analyzed
RSW system have already been determined [30] and are shown in Table 1. The only
difference between the parameter values in the article [30] and Table 1 are the resistance
and leakage inductance values of the secondary windings (Rs1, Rs2, Ls1, and Ls2), because,
in Table 1, the average values are calculated and set equally for both secondary branches. In
reality, the resistance and leakage inductance of secondary windings are slightly different
(Rs1 = 27.7 μΩ, Rs2 = 32.76 μΩ, Ls1 = 12 nH, Ls2 = 14 nH); for analytically calculated
welding and the transformer’s primary current, both branches must be symmetrical with
the same resistance and leakage inductance values. In Table 1, the values of all parameters
are given, whereas, in the fourth column, the values are referred to the secondary side of
the transformer. The per unit values are given in the fifth column; the basis for per unit
calculation is the resistance and inductance of the load due to the highest value. In Table 1
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are also the values of the output rectifier diode’s parameters, the equivalent resistance Rd,
and voltage source Ud, which is negative because it always works as a load and never as
a generator.

Table 1. Circuit parameters of the RSW system.

Description Parameter Value Refer to Sec. pu

Connection cable
Lc 3.8153 μH 1.26 nH 0.00097
Rc 9.4 mΩ 3.11 μΩ 0.0141

Primary winding Lp 2.5636 μH 0.85 nH 0.00065
Rp 24.03 mΩ 7.94 μΩ 0.036

Secondary winding 1 Ls1 13 nH 13 nH 0.01001
Rs1 30.23 μΩ 30.23 μΩ 0.1371

Secondary winding 2 Ls2 13 nH 13 nH 0.01001
Rs2 30.23 μΩ 30.23 μΩ 0.1371

Sec. winding common parts Ls3 36.1 nH 36.1 nH 0.0278
Rs3 56.2 μΩ 56.2 μΩ 0.2549

Load
Lw 1.2981 μH 1.2981 μH 1
Rw 220.52 μΩ 220.52 μΩ 1

Diode
Ud −0.66 V −0.66 V /
Rd 37 μΩ 37 μΩ 0.1678

3.3. PWM Generation of Primary Voltage

It is known that the steady state of the welding current of the RSW system depends
on the switching frequency f , the duty cycle D (from 0 to 1 or 0% to 100%), the H-bridge
voltage Udc, and all model parameters of the RSW system. The voltage supply for welding
transformer u is provided by the H-bridge, where the diagonal transistors (S1, S4) and
(S2, S3) in Figure 2 are opened and closed adequately with the PWM voltages uT+ and uT−.
The PWM has centrally positioned pulses, as is shown in Figure 4. Therefore, the start time
T1p and the end time T2p of voltage uT+ (S1 and S4), and the start time T1n and the end
time T2n of voltage uT− (S2 and S3) can be calculated if the time period T = 1/ f and the
duty cycle D are determined.

Figure 4. Time series of (a) transistor control voltage uT+ and uT−, (b) H-bridge voltage u.

The pulse voltage uT+ closes the switches S1 and S4 between the time T1p and T2p that
can be determined by Equations (5) and (6). Therefore, in this time interval, the voltage
u = +Udc.

T1p =
T(1 − D)

4
, (5)

T2p =
T(1 + D)

4
. (6)
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The pulse voltage uT− closes the switches S2 and S3 between the time T1n and T2n,
that can be determined by Equations (7) and (8). Therefore, in this time interval, the voltage
u = −Udc, as is shown in Figure 4. From the comparison of Equations (5) and (7) and also
(6) and (8), it can be seen that the difference is only T/2, so both half periods of the voltage
u are the same, only the sign of the voltage Udc is changing between +Udc and −Udc.

T1n =
T(1 − D)

4
+

T
2

, (7)

T2n =
T(1 + D)

4
+

T
2

. (8)

In Figure 4, it can be seen that the time interval between T1p and T2p and also between
T1n and T2n is denoted by TON , and represents the time interval when the voltage +Udc or
−Udc is applied to the transformer. The time interval TON is defined with the time of a half
period and duty cycle D, by Equation (9)

TON =
T
2

D. (9)

In one one-half period outside of the time interval TON , there is a time interval TOFF,
when all the switches S1 − S4 are open, and the voltage u = 0. One-half of the time interval
TOFF is left of the time interval TON and one-half is right of it; it is the same in the second
half of the period. Time interval TOFF can be defined by Equation (10)

TOFF =
T
2
− TON =

T
2
(1 − D). (10)

In Figure 4, the times T1p, T2p, T1n, and T2n are defined by Equations (5)–(8) only for
the first period of the time series. For each subsequent time period, the times T1pi, T2pi, T1ni,
and T2ni can be defined by adding T·(i − 1) to each of them, where i is the time period of
interest, as it is shown, for example, by Equation (11) for the time T1pi and the same applies
for T2pi, T1ni and T2ni

T1pi = T1p + T·(i − 1), i = 1, . . . , n. (11)

The voltage supply for the welding transformer shown in Figure 4 has the same time
interval TON in both half periods. In real applications, this is true for all time periods except
the first one. The first period is usually exceptionally different, with only half of the time
interval TON in the first half period, due to the nonlinear magnetic characteristics of the iron
core. Assuming the remanent magnetic flux density Br = 0 and the time interval TON is the
same in both half periods, then, in the first half periods, the magnetic core is magnetized
from the Br = 0 to B = 1 T, for example, in the second half periods the magnetic core is
demagnetized from B = 1 T back to B = 0, and so on. In this example, only the positive
part of the nonlinear magnetic characteristic is used; if the TON is too long (D is too high),
the magnetic core can become very saturated, and a high transformer’s primary current can
trigger an over current protection. To prevent the magnetic core from being magnetized
only in a positive or only in a negative direction, the time interval TON in the first half
period must be only half of it. In this example, if assuming the remanent magnetic flux
density Br = 0, half of the time interval TON causes magnetization from Br = 0 to B = 0.5 T,
for example, but, in the second half period with the full-time interval TON , the iron core
is magnetized from B = 0.5 T to B = −0.5 T, and so on. In this example, the positive and
negative parts of the nonlinear magnetic core are used, the iron core saturation is prevented,
and the overcurrent protection is not triggered. The shorter time interval TON in the first
half period can be achieved if the start of the pulse voltage uT+ begins at the time T

4 instead
of T1p in Figure 4.
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3.4. Analytical Calculation of Welding and the Transformer’s Primary Current of the RSW System

According to the H-bridge inverter model in Figure 2 and the welding transformer
with output rectifier model in Figure 3, the Matlab/Simulink model of the RSW system can
be made, as shown in Figure 5. The model of the RSW system can be made using any other
appropriate software that allows time-dependent simulations of electrical circuits. On the
left side of Figure 5 is the model of an H-bridge inverter with a constant DC link voltage
Udc = 560 V, the three-phase input rectifier is not modeled. The transistors or switches
are modeled as voltage-controlled switches with a neglected resistance in a closed state
(1 nΩ) and very high resistance in an open state (1 GΩ). Each switch has a backward diode
that protects it against large, induced voltages when switching off inductive loads. The
parameters of the backward diode model are set on neutral values, due to the neglected
impact on the currents and voltages in the model. The forward voltage is set to 1 mV,
the on-resistance is 1 nΩ, and the off-resistance is 1 GΩ. The welding transformer with
the central tape on secondary winding is in Simulink (Figure 5), modeled as two separate
ideal one-phase transformers, with primary windings connected in parallel and secondary
windings connected in series. The only parameter of both transformers is the turn ratio,
set to 55. All the other parameters of the RSW model in Figure 5, the resistances, leakage
inductances, and diodes are set according to the values in Table 1.

Figure 5. The Matlab/Simulink model of the RSW system.

The solver settings of the Simulink model in Figure 5 are as follows:

• Fixed-step solver: ode14× (extrapolation),
• Fixed-step size: 0.1 μs, (depends on the selected PWM frequency f )
• Solver Jacobian method: auto,
• Extrapolation order: 4,
• Number of Newton’s iterations: 3.

To solve the equations of the circuit model, a separate solver is used, which is connected
to the circuit and can be seen as a block in the left bottom part in Figure 5, above the clock.
The settings for this solver are as follows:

• Equation formulation: Time
• Index reduction method: None
• Consistency tolerance: Model AbsTol and RelTol
• Tolerance factor: 1 × 10−8

• Use local solver: yes
• Solver type: Backward Euler
• Sample time: 0.1 μs (same as for the Simulink solver setting)
• Apply filtering: yes
• Filtering time constant 0.001
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According to the Simulink model in Figure 5 and the parameters set, the numerical
calculations were made at the PWM frequency f = 1 kHz and the duty cycle D = 0.8, for
example. The numerically calculated time series for 20 periods are shown in Figure 6. In
the first graph, the time series of the PWM voltage u is shown in the second graph, the
time series of welding current iw and both secondary windings (is1, is2) are shown, and,
in the last, third graph, the time series is shown of the primary current. In Figure 6, the
welding current iw reaches the steady state value in approximately 20 time periods. Due to
the relatively long time series of the transformer’s voltages and currents in Figure 6, their
analysis is difficult, so, in Figure 7, the same time series is shown for only one period of
time for more straightforward observation.

 

Figure 6. Time series for 20 periods of (a) H-bridge voltage u, (b) welding current iw and both
secondary currents (is1, is2), and (c) primary current ip.

 

Figure 7. Time series for one period of (a) H-bridge voltage u, (b) welding current iw and both
secondary currents (is1, is2), and (c) primary current ip.

In Figure 7, the RSW voltage and currents are shown, where it can be seen that the
welding current increases relatively slowly when the positive or negative voltage u is
applied and decreases relatively slowly when the voltage u = 0. The welding current
iw is changing according to two different time constants. The primary current ip in the
third graph in Figure 7 increases relatively slowly when the positive or negative voltage
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u is applied but when the voltage u changes its value, the primary current increases or
decreases relatively fast. The primary current ip is changing according to two very different
time constants. The time intervals when the primary current increases or decreases very
fast are relatively short, but significantly impact the steady-state welding current. The time
series of welding iw and primary current ip in separate time intervals look like straight
lines define them and can be described analytically with linear equations; that is not true.
The currents in each time interval can be described analytically as a step response of a
first-order system, as explained below.

In Figure 7, some of the time intervals are very short, so it is not easy to mark the
beginnings and ends of these intervals. For that reason, in Figure 8, the time series are
sketched again with intentionally longer time intervals, and denotations are added at the
beginning and end of each time interval for a more straightforward explanation. The time
series in Figure 8 are shown for one and a half of the periods, due to the aforementioned
exceptionally shorter TON time interval in the first half period to prevent iron core saturation.
If the analytical solution of the welding and primary current is described for one and a half
of the periods, the description for all subsequent periods is the same.

Figure 8. One and a half period of (a) transistor control voltage uT+ and uT−, (b) H-bridge voltage u,
(c) welding current iw and both secondary currents (is1, is2), and (d) primary current ip.

Figure 8 provides a basis for the interpretation of the individual time intervals and
for the analytical determination of the dynamic behavior of the welding current and the
transformer’s primary winding current. The RSW system is a nonlinear time-varying
system due to the diodes in the output rectifier. Therefore, not all equivalent circuit
parameters influence the welding iw and primary current ip in each time interval. Each time
interval in Figure 8 is described in the following subsections, and an analytical solution is
given for the welding iw and primary current ip.

3.4.1. Time Interval t0 ≤ t ≤ t1

This time interval presents the first quarter of the period T, therefore, t0 = 0 is the
beginning of the time series and t1 = T

4 . All four switches (S1 − S4) are open in this time
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interval, and the PWM voltage is u = 0. If we assume that the initial values of the welding
and primary currents are zero iw(t0) = ip(t0) = 0, both currents remain zero at the end of
the interval iw(t1) = ip(t1) = 0.

3.4.2. Time Interval t1 ≤ t ≤ t2, Increasing Welding and Primary Current

In this time interval, the switches S1 and S4 are closed, and the PWM voltage u = +Udc
is applied to the welding transformer. The time t1 = T1p = T/4 is the beginning of the
voltage pulse u = +Udc, the time t2 = T2p is the end of the voltage pulse defined by
Equation (6). Due to the applied voltage, u = +Udc, the primary ip and welding current iw
starts to increase, and the energy from an inverter is delivered to the weld. According to
the induced voltages on the transformer’s secondary, the diode D2 in Figure 3 prevents the
current is2 from flowing. Therefore, the equivalent circuit can be simplified, as shown in
Figure 9. The diode D1 is modeled as a serial connected resistance Rd and voltage source
Ud in the simplified equivalent circuit.

 

Figure 9. Simplified equivalent circuit with only one secondary branch.

In an equivalent circuit, in Figure 9, all resistances and leakage inductances are con-
nected in series; therefore, the equivalent inductance L1 by Equation (12) and resistance R1
by Equation (13), can be calculated to define the time constant τ1, defined by Equation (14).

L1 = Lc

(
Ns

Np

)2
+ Lp

(
Ns

Np

)2
+ Ls1 + Ls3 + Lw = 1.349 μH, (12)

R1 = Rc

(
Ns

Np

)2
+ Rp

(
Ns

Np

)2
+ Rs1 + Rd + Rs3 + Rw = 355 μΩ, (13)

τ1 =
L1

R1
=

1.349 μH
355 μΩ

= 3.8 ms. (14)

Serial-connected equivalent resistance R1, inductance L1, and the diode’s voltage
source Ud define the first-order system supplied by a step voltage u′. Therefore, the
time-dependent welding current iw can be described analytically by Equation (15). In
Equation (15) the voltage step is the H-bridge voltage u = +Udc referred as secondary u′,
is reduced by the diode’s voltage source Ud = −0.66 V. The initial value of the welding
current in Equation (15) is zero, because the welding current at the time iw(t1) = 0. The
variable t in Equation (15) is general, but to calculate the welding current iw for any time in
the interval t1 to t2, the variable t can be only between t = 0 and t = t2 − t1 = T1w, where
time T1w is denoted in Figure 8.

iw(t) =
u′ + Ud

R1

(
1 − e

−t
τ1

)
. (15)

At the end of this interval, t1 ≤ t ≤ t2 is also the beginning of the next time interval
t2 ≤ t ≤ t3. Therefore, it is essential to calculate the initial value of welding and primary
current at the time t2. The initial value of welding current iw(t2) is defined by Equation
(15) if considering t = T1w, as it is defined by Equation (16).

iw(t2) =
u′ + Ud

R1

(
1 − e

−T1w
τ1

)
. (16)
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In Figure 9, all three currents are equal i′p = is1 = iw. Therefore, Equation (15) also
defines the primary current ip, and Equation (16) also defines the initial value of the primary
current ip(t2), if they are referred to as primary (i′p(t2) = iw(t2)).

3.4.3. Time Interval t2 ≤ t ≤ t3, Fast Decreasing Primary Current

In this time interval, the inverter is in the TOFF stage, so all the switches (S1 − S4) are
open. The welding current iw decreases from the initial value iw(t2), the secondary current
is1 decreases fast from the initial value is1(t2) = iw(t2), the secondary current is2 increases
fast from the initial value 0. The primary current decreases fast from the initial value
ip(t2) to zero. Although all the switches (S1 − S4) are open, the primary current ip cannot
fall to zero instantly, due to the accumulated magnetic energy in the leakage inductances.
The primary current now flows through the integrated antiparallel diodes of the inverter
(DH2 and DH3) in Figure 2. Therefore, the H-bridge voltage is opposite u = −Udc. If the
beginning of this time interval t2 = T2p is defined by Equation (6), the end of this interval
t3 is not so trivial to determine. The end of this interval t3 is defined by the primary current
ip, and how long it is decreasing from the initial value ip(t2) to the zero ip(t3) = 0; this time
interval is denoted by T1 f all in Figure 8. To derive an analytical solution for primary current
ip, the equivalent circuit must be defined, that describes the fast decreasing primary current
in this time interval. The analysis shows that the equivalent circuit in Figure 10 defines
the dynamic behavior of the primary current, where only specific resistances and leakage
inductances have influence. The circuit parameters Rs3, Rw, Ls3, Lw, and diode’s voltage
source Ud do not influence the dynamic behavior of the primary current in this interval.

Figure 10. Equivalent circuit model defining the fast-changing primary current ip.

In Figure 10 it can be seen that the inductances Ls1 and Ls2 are connected in parallel
and then connected in series with L′

c and L′
p. Therefore, the equivalent inductance L3 can

be defined by Equation (17). The equivalent resistance R3 of the circuit can also be defined
by Equation (18).

L3 = Lc

(
Ns

Np

)2
+ Lp

(
Ns

Np

)2
+

Ls1Ls2

Ls1 + Ls2
= 8.61 nH, (17)

R3 = Rc

(
Ns

Np

)2
+ Rp

(
Ns

Np

)2
+

(Rs1 + Rd)(Rs2 + Rd)

(Rs1 + Rd) + (Rs2 + Rd)
= 44.67 μΩ. (18)

The equivalent inductance L3 and resistance R3 define the time constant τ3 by Equation (19):

τ3 =
L3

R3
=

8.61 nH
44.67 μΩ

= 192.73 μs. (19)

The serial-connected R3 and L3 present the first-order system with the step voltage
supply u = −Udc in this time interval. Therefore, the analytical solution for primary current
can be defined by Equation (20):

i′p(t) =
u′

R3
+

(
i′p(t2)− u′

R3

)
e
−t
τ3 . (20)
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The end of the time interval t3 can now be derived by Equation (20). Previously, it has
been mentioned that the time interval T1 f all = t3 − t2 is over when the primary current ip
decreases from the initial value ip(t2) to zero. After substituting the primary current value
i′p = i′p(t3) = 0, t = T1 f all , and u′ = −U′

dc into Equation (20), we obtain a new expression
from which the time interval T1 f all can be derived as:

T1 f all = ln

⎛
⎜⎝
⎛
⎝ 0 − −U′

dc
R3

i′p(t2)− −U′
dc

R3

⎞
⎠

−τ3
⎞
⎟⎠. (21)

The end of the analyzed time interval t3 can now be defined by Equation (22)

t3 = t2 + T1 f all . (22)

Equation (20) is an analytical solution for the dynamic behavior of the primary current
ip in time interval t2 ≤ t ≤ t3, where the starting time t = 0 is at the beginning of the
time interval t2. The initial condition ip(t3) for the next time interval t3 ≤ t ≤ t4 is zero
i′p(t3) = 0 but is defined by Equation (23), where considering t = T1 f all and voltage step
u′ = −U′

dc:

i′p(t3) =
−U′

dc
R3

+

(
i′p(t2)−

−U′
dc

R3

)
e
−T1 f all

τ3 . (23)

The welding current iw is decreasing from the initial value iw(t2) to iw(t3) in the
analyzed time interval t2 ≤ t ≤ t3, according to the equivalent circuit in Figure 11. From
the circuit, only the parameters from the secondary define the dynamic behavior of the
welding current iw. At the same time, the primary current ip is also flowing, and voltage
is induced at the secondary, but it does not influence the welding current iw, due to the
symmetrical secondary branches. The secondary current is1 is decreasing from the initial
value is1(t2) = iw(t2) and is2 is increasing from the initial value is2(t2) = 0 (see Figure 8).
Both currents are equal at the end of this time interval t3, and their values are half of the
welding current is1(t3) = is2(t3) =

iw(t3)
2 .

Figure 11. Equivalent circuit model defining decreasing welding current iw.

According to the circuit in Figure 11 the equivalent inductance L2 and resistance R2 can
be determined by Equations (24) and (25), that define the time constant τ2 by Equation (26).

L2 =
Ls1Ls2

Ls1 + Ls2
+ Ls3 + Lw = 1.34 μH, (24)

R2 =
(Rs1 + Rd)(Rs2 + Rd)

(Rs1 + Rd) + (Rs2 + Rd)
+ Rs3 + Rw = 310.34 μΩ, (25)

τ2 =
L2

R2
=

1.34 μH
310.34 μΩ

= 4.32 ms. (26)

Serial-connected equivalent resistance R2 and inductance L2 present the first-order
system with the step voltage supply Ud. Therefore, an analytical solution for welding
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current can be defined by Equation (27). In Equation (27) Ud = −0.66 V is the voltage
source of the diode, which always works as a load; therefore, the welding current decreases
a little faster, and the initial value of the welding current iw(t2) is defined by Equation (16).

iw(t) =
Ud
R2

+

(
iw(t2)− Ud

R2

)
e
−t
τ2 . (27)

Equation (27) is an analytical solution for the dynamic behavior of the welding current
iw in time interval t2 ≤ t ≤ t3, where the starting time t = 0 is at the beginning of the time
interval t2. The initial condition iw(t3) for the next time interval t3 ≤ t ≤ t4 is defined by
Equation (28), where, considering t = T1 f all and the voltage step is the diode’s voltage
source Ud = −0.66 V:

iw(t3) =
Ud
R2

+

(
iw(t2)− Ud

R2

)
e
−T1 f all

τ2 . (28)

3.4.4. Time Interval t3 ≤ t ≤ t4, Decreasing Welding Current

In this time interval the inverter is still in the TOFF stage, so all the switches (S1 − S4)
are open, and the primary current does not flow anymore ip = 0. The welding current iw
still decreases according to the time constant τ2 and Equation (27). The only difference is
the initial value of the welding current iw(t3) defined by Equation (28), and the starting
time t = 0 is at the beginning of the time interval t3.

iw(t) =
Ud
R2

+

(
iw(t3)− Ud

R2

)
e
−t
τ2 . (29)

The initial condition iw(t4) for the next time interval t4 ≤ t ≤ t5 is defined by Equation
(29), where considering t = T1n − t3 and voltage step is still the diode’s voltage source
Ud = −0.66 V, so we get Equation (30). The time T1n = t4 defines the beginning of the
voltage pulse uT−, when the negative u = −Udc is applied to the welding transformer, the
time T1n is defined by Equation (7) and t3 by Equation (22).

iw(t4) =
Ud
R2

+

(
iw(t3)− Ud

R2

)
e
−(T1n−t3)

τ2 . (30)

3.4.5. Time Interval t4 ≤ t ≤ t5, Fast Increasing Primary Current

In this time interval, the inverter is in the TON stage, so the switches S2 and S3 are
closed, the negative voltage u = −Udc is applied to the welding transformer, and the
primary current increases fast from the initial value ip(t4) = 0 to the welding current
i′p(t5) = −iw(t5). The secondary currents are the same at the time t4 with the value

is1(t4) = is2(t4) =
iw(t4)

2 , the current is1 decreases fast to zero is1(t5) = 0, and the current
is2 increases fast to the value of the welding current is2(t5) = iw(t5). Although the voltage
u = −Udc is applied to the transformer, the welding current still decreases, as is shown in
Figure 8. The beginning t4 = T1n of this time interval t4 ≤ t ≤ t5 is defined by Equation
(7), the end time t5 depends on the time that the primary current needs to increase from
the initial value i′p(t4) = 0 to the value of the welding current i′p(t5) = −iw(t5). This time
interval is, in Figure 8, denoted by T1rise = t5 − t4 = t5 − T1n. The welding current in
this interval is defined by Equation (27) or (29). The only difference is the initial welding
current iw(t4), and the starting time t = 0 is at the beginning of the time interval t4, so we
get Equation (31):

iw(t) =
Ud
R2

+

(
iw(t4)− Ud

R2

)
e
−t
τ2 . (31)
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The primary current increases from the initial value ip(t4) = 0 according to Equation (20),
if the initial value i′p(t4) = 0 and step voltage source u′ = −U′

dc are taken into account to
get Equation (32):

i′p(t) =
−U′

dc
R3

+

(
i′p(t4)−

−U′
dc

R3

)
e
−t
τ3 . (32)

The time interval T1rise = t5 − T1n is over when the primary current from the initial
value i′p(t4) = 0 reaches the value of the welding current i′p(t5) = −iw(t5), which is still
decreasing in this time interval T1rise. Therefore, Equations (31) and (32) must be equal, and
t = T1rise must be considered to get Equation (33):

−U′
dc

R3
+

(
i′p(t4)−

−U′
dc

R3

)
e
−T1rise

τ3 = −
(

Ud
R2

+

(
iw(t4)− Ud

R2

)
e
−T1rise

τ2

)
. (33)

The time interval T1rise appears on the left and right sides of Equation (33) and should
be derived from it, but it is not possible, because this equation represents a transcendental
equation and an analytical solution does not exist for T1rise. A solution for a time interval
T1rise in Equation (33) can be found only numerically. When the T1rise is a known value, the
time t5 can be defined by Equation (34):

t5 = t4 + T1rise. (34)

The initial value of the welding current iw(t5) for the next time interval t5 ≤ t ≤ t6 is
defined by Equation (31) if t = T1rise is considered to get Equation (35):

iw(t5) =
Ud
R2

+

(
iw(t4)− Ud

R2

)
e
−T1rise

τ2 . (35)

The initial value of the primary current ip(t5) for the next time interval is defined by
Equation (32) if the t = T1rise is considered to get Equation (36):

i′p(t5) =
−U′

dc
R3

+

(
i′p(t4)−

−U′
dc

R3

)
e
−T1rise

τ3 . (36)

3.4.6. Time Interval t5 ≤ t ≤ t6, Increasing Welding and Primary Current

In this time interval, the inverter is still in the TON state, so the switches S2 and S3
are closed, the negative voltage u = −Udc is still applied to the welding transformer. The
primary current i′p, welding current iw and is2 are equal −i′p = iw = is2, the current of the
first secondary branch is zero is1 = 0. This time interval is like the interval t1 ≤ t ≤ t2. The
difference is that the voltage supply is now negative u = −Udc and the initial condition is
not zero. The analytical solution for the primary and welding currents can be defined based
on the equivalent circuits in Figure 9, due to the symmetrical secondary branches Rs1 = Rs2
and the same diode parameters Rd and Ud. Equation (15) is the analytical solution for
increasing the welding current iw in time period t1 ≤ t ≤ t2, where the initial current
is zero.

Based on Equation (15) the analytical solution for the primary current in this time
interval (t5 ≤ t ≤ t6) can be defined by Equation (37), if the negative voltage supply
−U′

dc − Ud and the initial current condition i′p(t5) defined by (36) are considered:

i′p =
−U′

dc − Ud

R1
+

(
i′p(t5)−

−U′
dc − Ud

R1

)
e
−t
τ1 . (37)

Due to the negative voltage supply −U′
dc − Ud in Equation (37), the initial condition

i′p(t5) and the current i′p are negative values. The welding current is always positive,
due to the output rectifier. Therefore, the analytical solution for the welding current is
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iw = −i′p =
∣∣∣i′p∣∣∣. In Equation (37), the diode’s negative voltage Ud = −0.66 V always works

as a load, therefore, it must be subtracted from the negative voltage supply u′ = −U′
dc.

Equation (37) is the analytical solution for the dynamic behavior of the welding and
primary current in time interval t5 ≤ t ≤ t6, where the starting time t = 0 is at the beginning
of the time interval t5. The initial condition iw(t6) = −i′p(t6) for the next time interval
t6 ≤ t ≤ t7 is defined by Equation (37), where, considering t = T2n − t5 to get Equation (38).
The time T2n is defined by Equation (8) and time t5 is defined by Equation (34).

i′p(t6) = −iw(t6) =
−U′

dc − Ud

R1
+

(
i′p(t5)−

−U′
dc − Ud

R1

)
e
−(T2n−t5)

τ1 , (38)

3.4.7. Time Interval t6 ≤ t ≤ t7, Fast Decreasing Primary Current

This time interval is like the interval t2 ≤ t ≤ t3, therefore, a detailed explanation
is not necessary. The difference is that the voltage supply is positive u′ = +Udc because,
with all the switches (S1 − S4) open, the primary current flows through the integrated
antiparallel diodes of the inverter (DH1 and DH4). The primary current decreases fast from
the negative initial value ip(t6) to zero ip(t7) = 0, the welding current decreases from the
initial value iw(t6) to a new value iw(t7), the secondary current is2 decreases fast from the
initial value is2(t6) to a new value is2(t7), the secondary current is1 increases fast from the
initial value is1(t6) = 0 to a new value is1(t7). At the end of this time interval t7, both
secondary currents are half of the welding current is1(t7) = is2(t7) =

iw(t7)
2 . The beginning

of this time interval t6 = T2n is defined by Equation (8), the end time t7 depends on the time
period T2 f all = t7 − t6 denoted in Figure 8. The time period T2 f all is, like the time period
T1 f all , defined by the primary current, i.e., how long does it take to fall from the negative
initial value ip(t6) to zero? To define the time period T2 f all , the analytical solution for the
falling primary current must be defined first. The primary current is falling according to
the equivalent circuit in Figure 10 and Equation (20), where the voltage supply u′ = +Udc
and the initial value of the primary current i′p(t6), defined by Equation (38), are considered
to get Equation (39):

i′p(t) =
u′

R3
+

(
i′p(t6)− u′

R3

)
e
−t
τ3 . (39)

The end of the time interval t7 can now be derived by Equation (39). Previously, it has
been mentioned that the time interval T2 f all = t7 − t6 is over when the primary current
ip decreases from the initial value i′p(t6) to zero. If, in Equation (39), the primary current
value at t7 is zero i′p = i′p(t7) = 0, t = T2 f all and u′ = +U′

dc, Equation (40) can be derived
that defines the time interval T2 f all

T2 f all = ln

⎛
⎜⎝
⎛
⎝ 0 − +U′

dc
R3

i′p(t6)− +U′
dc

R3

⎞
⎠

−τ3
⎞
⎟⎠. (40)

The end of the analyzed time interval t7 can now be defined by Equation (41):

t7 = t6 + T2 f all . (41)

Equation (39) is an analytical solution for the dynamic behavior of the primary current
ip in the time interval t6 ≤ t ≤ t7, where the starting time t = 0 is at the beginning of the
time interval t6. The initial condition ip(t7) for the next time interval t7 ≤ t ≤ t8 is zero
i′p(t7) = 0, but is defined by Equation (42), where, considering t = T2 f all and voltage step
u′ = +Udc:

i′p(t7) =
u′

R3
+

(
i′p(t6)− u′

R3

)
e
−T2 f all

τ3 . (42)
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The welding current iw is decreasing in this time interval, although u′ = +Udc and the
primary current ip is also flowing, and voltage is induced at the secondary, but it does not
influence the welding current due to the symmetrical secondary branches. The welding
current is decreasing according to the same Equation (43) as in all previous time intervals
between the time t2 and t5, only the initial welding current is different iw(t6), defined by
Equation (38).

iw(t) =
Ud
R2

+

(
iw(t6)− Ud

R2

)
e
−t
τ2 . (43)

Equation (43) is an analytical solution for the dynamic behavior of the primary current
iw in the time interval t6 ≤ t ≤ t7, where the starting time t = 0 is at the beginning of the
time interval t6. The initial condition iw(t7) for the next time interval t7 ≤ t ≤ t8 is defined
by Equation (43) if t = T2 f all is considered to get Equation (44)

iw(t7) =
Ud
R2

+

(
iw(t6)− Ud

R2

)
e
−T2 f all

τ2 . (44)

3.4.8. Time Interval t7 ≤ t ≤ t8, Decreasing Welding Current

This time interval is like the interval t3 ≤ t ≤ t4, therefore, a detailed explanation
is not necessary. The primary current is not flowing ip = 0. The welding current is still
decreasing according to the time-constant τ2 and Equation (45), where the initial welding
current iw(t7) defined by Equation (44) is considered. The starting time t = 0 is at the
beginning of the time interval t7.

iw(t) =
Ud
R2

+

(
iw(t7)− Ud

R2

)
e
−t
τ2 . (45)

The initial condition iw(t8) for the next time interval t8 ≤ t ≤ t9 is defined by
Equation (45), where considering t = t8 − t7 to get Equation (46). The time t8 = T1p2
is defined by Equation (11), where T1p2 = T1p + T, and time t7 is defined by Equation (41).

iw(t8) =
Ud
R2

+

(
iw(t7)− Ud

R2

)
e
−(t8−t7)

τ2 . (46)

3.4.9. Time Interval t8 ≤ t ≤ t9, Fast Increasing Primary Current

This time interval starts at time t8 = T1p2 when the positive voltage supply u = +Udc
is applied to the transformer in the second period due to the closed switches S1 and S4,
like in the first half of the first period. The difference between the start of the positive
voltage supply u = +Udc in the first and second periods is the initial condition of welding
current at t1 = T1p and t8 = T1p2. In the first period, the initial value of the welding current
at time t1 is zero iw(t1) = 0. Therefore, there is no time interval for the fast-increasing
primary current ip. In the second period at the time t8, the welding current iw is not zero
iw(t8) > 0; therefore, the primary current ip increases fast from zero i′p(t8) = 0 to the value
of the welding current i′p(t9) = iw(t9). The fast increase of the primary current ip is the
difference between the first and second periods at the beginning of the positive voltage
supply u = +Udc. Therefore, the explanation and analytical solutions for the welding iw
and primary current ip are given for one and a half periods instead of only one period.

The time interval t8 ≤ t ≤ t9 is like t4 ≤ t ≤ t5. The only difference is the positive volt-
age supply u = +Udc and the initial value of the welding current at the time t8; therefore, a
detailed explanation is unnecessary. This analyzed time interval t8 ≤ t ≤ t9 ends when
the primary current from the initial value zero i′p(t8) = 0 reaches the value of the welding
current i′p(t9) = iw(t9) in time T2rise = t9 − t8, denoted in Figure 8. To define the T2rise
the analytical solution for the decreasing welding current iw and fast increasing primary
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current ip must be defined first. The welding current decreases according to Equation (31)
if the initial value of the welding current iw(t8) is considered to get Equation (47)

iw(t) =
Ud
R2

+

(
iw(t8)− Ud

R2

)
e
−t
τ2 . (47)

The primary current ip increases fast from the initial value ip(t8) = 0 according to
Equation (32), if the initial value i′p(t8) = 0 and positive step voltage source u′ = +U′

dc are
considered to get Equation (48)

i′p(t) =
+U′

dc
R3

+

(
i′p(t8)−

+U′
dc

R3

)
e
−t
τ3 . (48)

The time interval T2rise = t9 − t8 is over when the primary current from the initial
value i′p(t8) = 0 reaches the value of the welding current i′p(t9) = iw(t9), which is still
decreasing in this time interval T2rise. Therefore, Equations (47) and (48) must be equal, and
t = T2rise must be considered to get Equation (49)

+U′
dc

R3
+

(
i′p(t8)−

+U′
dc

R3

)
e
−T2rise

τ3 =
Ud
R2

+

(
iw(t8)− Ud

R2

)
e
−T2rise

τ2 . (49)

The time interval T2rise appears on the left and right sides of Equation (49) and should
be derived from it, but it is not possible because this equation represents a transcendental
equation and an analytical solution for T2rise does not exist. A solution for T2rise can only
be found numerically. When the T2rise is a known value, the time t9 can be defined by
Equation (50), where t8 = T1p2 and T1p2 = T(1−D)

4 + T is defined by Equations (5) and (11)

t9 = t8 + T2rise = T1p2 + T2rise. (50)

The initial value of the welding current iw(t9) for the next time interval t9 ≤ t ≤ t10 is
defined by Equation (47) if t = T2rise is considered to get Equation (51)

iw(t9) =
Ud
R2

+

(
iw(t8)− Ud

R2

)
e
−T2rise

τ2 . (51)

The initial value of the primary current ip(t9) for the next time interval is defined by
Equation (48) if the t = T2rise is considered to get Equation (52)

i′p(t9) =
+U′

dc
R3

+

(
i′p(t8)−

+U′
dc

R3

)
e
−T2rise

τ3 . (52)

3.4.10. Time Interval t9 ≤ t ≤ t10, Increasing Welding and Primary Current

This time interval is like the interval t1 ≤ t ≤ t2 in the first half of the first period, only
the initial primary current i′p(t9) is not zero. Equation (53) is an analytical solution for the
primary and welding current i′p = iw in this analyzed interval, and the starting time t = 0
is at the time t9

i′p =
+U′

dc + Ud

R1
+

(
i′p(t9)−

+U′
dc + Ud

R1

)
e
−t
τ1 . (53)

The initial value of the welding iw(t10) and primary current i′p(t10) for the next time
interval t10 ≤ t ≤ t11 are defined by Equation (53) if t = T2p2 − t9 = T3w is considered to
get Equation (54). The time T2p2 = T2p + T is defined by Equation (11), and the time t9 is
defined by Equation (50)

i′p =
+U′

dc + Ud

R1
+

(
i′p(t9)−

+U′
dc + Ud

R1

)
e
−(T2p2−t9)

τ1 . (54)
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4. Results

The analytical solution for welding and the transformer’s primary current of the RSW
system is given in previous subsections. The analytical solution is provided as equations
that describe the time response of the welding and primary current in separate time
intervals of the voltage-supplied period. In these time intervals, the RSW system is linear
and the currents change according to the step voltage response of the first-order system.
If the time series of the currents in the individual intervals are connected, the time series
of the welding iw and primary currents ip are obtained, which should be the same as the
numerically calculated time series using the Simulink model in Figure 5. The comparison
of analytically and numerically (Simulink) calculated time series of the welding iw and the
primary currents ip are shown in Figure 12, for the same example and parameter settings
as in Figure 6.

 

Figure 12. The comparison of analytically and numerically (Simulink) calculated (a) welding iw and
(b) primary currents ip.

The comparison of time series in Figure 12 shows that the analytically calculated
welding and primary currents are practically the same; it is not possible to see any difference
between them. The time series in the red color overlaps the blue time series, so it cannot be
seen. For a more precise comparison of the analytically and numerically calculated time
series of currents, the differences are calculated and shown in Figure 13. From the calculated
differences in welding current Δiw it can be seen that the maximum difference does not
exceed 1 A. The maximum welding current in the steady state in Figure 12a is more than
20 kA, so, the maximum difference 1 A presents less than 0.005% of the maximum welding
current. From the calculated difference of the primary current Δip in Figure 13b, it can be
seen that the maximum difference is around 2 A in only six-time intervals that step out; in
all other cases, the difference is less than 0.1 A. The maximum primary current in a steady
state in Figure 12b is around 378 A, so, the maximum difference 2 A presents around 0.53%,
and 0.1 A presents less than 0.03% of the maximum primary current.

The reason for the differences between the analytically and numerically calculated
welding and primary currents is the numerical errors of the solvers in Simulink. In Simulink
settings, the fixed time step of both solvers is used (0.1 μs) to calculate the time series of the
currents and voltages. If the times, T1p, T2p, T1n, T2n in the first and all subsequent periods
in Figure 4 are not precisely a multiple of the fixed time step, the numerical error can cause
the differences in time intervals TON in Figure 4, when the voltage u = Udc or u = −Udc

90



Mathematics 2024, 12, 2454

is applied to the welding transformer. The different time intervals TON in each period of
PWM voltage supply causes different time intervals (T1w, T2w, T3w in Figure 8). When the
welding current increases, it influences the time series of the welding and primary currents.
To minimize the numerical errors in Simulink, the fixed time step must be short enough; if
not, the numerical errors increase, and so do the differences between the analytically and
numerically calculated time series of the welding and primary currents. The analytical
approach to calculate the time series of the welding and secondary currents does not have
such numerical problems depending on the fixed time step size. The times, T1p, T2p, T1n,
T2n, in the first and all subsequent periods are determined precisely independent of the
fixed step size, so the start and end times of each time interval in Figure 8 are not affected
by the fixed step size as they are in Simulink.

 
Figure 13. The difference between the analytically and numerically (Simulink) calculated (a) welding,
and (b) primary currents.

The time intervals in Figure 8 are not always present in the same sequence; for example,
the welding current in Figure 8 is, from the time t1 forward, always greater than zero. That
is true if the duty cycle D is greater than the minimal duty cycle Dmin, which assures a
continuous steady state welding current without time interval with iw = 0 in the period
of the PWM voltage supply. At the duty cycle Dmin, the welding current decreases in the
TOFF time interval, and only touches the value iw = 0 and immediately starts to increase
in the next half period, as is shown in Figure 14. If the duty cycle D is less than Dmin, the
welding current in a steady state is not continuous anymore, and there are time intervals
with the iw = 0. Such discontinuous conduction mode of welding current iw is not usable
in practice but can also be calculated analytically. If the duty cycle D < Dmin, the time
intervals with fast-increasing primary current (T1rise, T2rise in Figure 8) do not exist, as is
shown in Figure 14.

Like the minimal duty cycle Dmin, there is also the maximal duty cycle Dmax. The
increase of the duty cycle D from 0 to Dmax causes an increase in the steady state welding
current’s root mean square (RMS) Iw. If the duty cycle increases further from Dmax to
D = 1, the steady state welding current Iw does not increase anymore but stays the same.
At the maximal duty cycle Dmax, the steady state primary current decreases fast in the
time intervals T1 f all , T2 f all , and T3 f all in Figure 8, but crosses the value iw = 0, and starts
to increase fast immediately in the opposite direction in time intervals T1rise and T2rise in
Figure 8, without the time intervals when ip = 0. The comparison of analytically and
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numerically (Simulink) calculated time series of the welding iw and primary currents ip
is shown in Figure 15, where the duty cycle is D = Dmax = 0.9619, and there is no time
interval with ip = 0 in the steady-state welding current Iw.

 

Figure 14. The comparison of analytically and numerically (Simulink) calculated (a) welding iw and
(b) primary currents ip at the minimal duty cycle Dmin = 0.06889.

 

Figure 15. The comparison of analytically and numerically (Simulink) calculated (a) welding iw and
(b) primary currents ip at the maximal duty cycle Dmax = 0.9619. Due to minimal differences, the red
time series (Simulink) overlaps the blue time series (Analytical).

According to Figures 14 and 15, the analytical approach can be used to calculate the
time series of the welding iw and primary currents ip, even when the duty cycle D is smaller
than Dmin or greater than Dmax, and some time intervals are not present in each voltage
supply period.
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5. Conclusions

In this paper, a 130 kVA resistance spot welding system is analyzed in terms of the
possibility of describing the time series of the welding and the primary current of the
transformer analytically. The resistance spot welding systems are used mainly in the
automotive industry for welding car bodies, where the welding transformer is attached to
a moving robotic arm. The RSW system consists of an inverter, a welding transformer, an
output diode rectifier, and welding clamps with electrodes. The PWM controls the welding
current with centrally positioned pulses. The weight of the iron core of the welding
transformer mounted on the robotic arm can be reduced with a higher frequency of voltage
supply, but leakage inductances of the welding transformer reduce the maximum welding
current that can be achieved at the same load. To predict the maximum possible welding
current at a specific load and to design a high-performance welding system, it is necessary to
know the dynamics of the welding and the primary currents of the RSW system. The design
of the welding transformer with the output rectifier defines the equivalent resistances and
leakage inductances of the RSW system that determine the dynamics of the currents and
the maximum welding current at a specific load.

The current and voltage dynamics of the RSW system can be analyzed by expensive
and time-consuming measurements or by expensive and complex software tools that are
not easy to use. Free software tools usually have several limitations, and do not guarantee
the correctness of the results; therefore, they are not used in commercial projects. This
paper presents a fourth, new possibility to determine the dynamic responses of the welding
and primary current of a welding transformer analytically. In high-power resistance spot
welding systems, resistances and leakage inductances are dominant, while capacitances
can be neglected. For this reason, an RSW can be modeled with an equivalent circuit, with
equivalent resistances and leakage inductances, and the diodes of a diode rectifier can be
modeled as serially connected resistances and a voltage source. Due to the output diode
rectifier, RSW systems are nonlinear and time-varying systems, so all equivalent circuit
parameters do not affect the dynamics of the currents and voltages in all the time intervals of
the voltage supply period. In the one-half period of the voltage supply, only one secondary
branch is active, and, in the second-half period, only the second secondary branch of the
transformer is active. Due to the time-varying system, three different equivalent circuits can
be determined at individual intervals of the voltage supply period, which determine the
dynamics of the welding and primary currents of the transformer. These three equivalent
circuits can be determined as serially connected equivalent resistance and inductance, that
present a first-order system supplied by a step voltage; therefore, the analytical solution can
be determined for the current response. These three relatively simple analytical solutions
for step responses of the first-order system allow analytical determination of the time series
of welding and the transformer’s primary current. The presented analytical solution is
limited to symmetrical secondary branches of the welding transformer. Therefore, the
resistance and leakage inductance of both secondary branches must be the same, and
the DC voltage supply of the inverter must be constant in each separate time interval of
the voltage supply period. The values of the RSW system equivalent circuit parameters
can change with time but must stay constant in separate time intervals. Therefore, the
temperature-dependent resistance of the weld nugget or the voltage drop of the H-bridge
DC link can be considered.

The analytical solution has many advantages compared to numerical calculations with
Simulink, where the solver selection and fixed time step size cause numerical errors in the
time series of welding and primary currents, or even cause the numerical calculation not
to converge to a solution. The derived analytical equations allow calculations of welding
and primary currents of the RSW system but also give a thorough understanding of how
its parameters influence the current dynamic. The analytical solution can be implemented
in any programming language and benefits from multi-core processors. When the initial
conditions and the equations for currents in each time interval of the time series of welding
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and primary currents are determined, the values of the currents inside each time interval
can be calculated simultaneously on different cores of processors for fast computation.

In future work, the derived analytical solutions can be extended to include phenomena
not considered in this manuscript. The voltage drops on the switching transistors of the H-
bridge can be easily considered with an additional equivalent resistance of the transistors in
conduction mode. The same is true for the antiparallel diodes of the inverter; the equivalent
resistance and the backward voltage source of the diodes can be considered with their
actual values. In this example, the time constant is not the same anymore if the primary
current is flowing from the inverter to the transformer or from the transformer to the
inverter due to the different resistances of the transistors and antiparallel diodes. The
iron core losses could be considered in the analytical solutions as additional equivalent
resistance or with the more sophisticated method. The non-linear magnetic curve of the
iron core could also be considered in the calculations if the time intervals are divided into
smaller intervals and some values of the parameters are changed according to the iron core
saturation in each interval.
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Abstract: This study presents a two-dimensional analytical method for fast optimization, taking into
consideration the influence of the eddy current in a magnet and iron loss within a coaxial magnetic
gear. Subdomain modeling was utilized to obtain vector potentials in the air-gap, magnet, and
modulation regions by solving Maxwell’s equations. After that, the magnet, rotor, and modulation
losses were predicted and then compared using a finite element method simulation within three
topologies with gear ratios ranging from five to six. The authors improved the machine performance,
specifically the torque density, by employing a multi-objective function with particle swarm opti-
mization. The flux density obtained using subdomain modeling in just 0.5 s benefits the optimization
process, resulting in a torque-density optimal model after around 3 h. A 3/19/16 prototype targeting
a low-speed, high-torque, permanent generator application was fabricated to verify the analytical
and simulation results.

Keywords: analytical modeling; design optimization; electromagnetic fields; finite element analysis;
iron loss; magnet loss; magnetic gear; mathematical modeling; subdomain modeling
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1. Introduction

In contrast to traditional mechanical gears, magnetic gears (MGs) transmit power
between high-torque, low-speed rotations and low-torque, high-speed rotations through
the interaction of magnetic fields rather than physical contact between interlocking teeth.
The potential benefits of magnetic gears include inherent overload protection, decreased
maintenance requirements, enhanced reliability, and physical isolation between shafts.
Consequently, magnetic gears can be promising candidates for use in gearless or direct-
drive magnetically geared machines (MGMs) due to their advantageous power density.
The concept of the coaxial magnetic gear was initially introduced in 1968 [1], with its
operational principles and potential further explained in previous work [2,3].

Over the last twenty years, many studies have been conducted to investigate various
power, topology, and application ranges. A comprehensive overview of the evolution and
numerous approaches to MGMs has also been published [4–6]. Prototypes of magnetic gears
have been investigated for many other potential uses, such as aircraft propulsion (NASA) [7,8],
wind [9–12], wave [13–15], marine [16], traction [17–21], and space [22–24] applications.
The torque density of MGs was reviewed and compared in a previous study [25]. Three
typical examples published in [10,26] and [27] achieved torque densities of 110 kNm/m3,
141 kNm/m3, and 239 kNm/m3, respectively. In addition to coaxial radial flux MGs, some
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papers have also paid attention to other structures: the work in [28–31] investigated axial
flux counterparts; however, the performance of the axial analog was much lower than the
conventionally radial counterparts [31]. Consequently, linear topologies, which are the best
candidates for wave generators, were introduced [15,32–35]. Prior work has presented [36,37]
and minimized [2,38,39] cogging torque by strategically selecting the number of pole pairs,
unequal-space-type pole pieces, and skewing.

When analyzing electrical machines in general or MGs in particular, the air-gap flux
density is always the first and most essential quantity that designers concern themselves
with. The aforementioned studies mainly employed FEM simulation, resulting in significant
computational time or magnetic equivalent circuits, which do not predict accurately. The
analytical method, on the other hand, offers faster running times and results that agree well
with FEM simulations, making it a promising solution for MG pre-design and optimization.
Two analytical methods are mainly studied. The first method (subdomain modeling) is
based on directly solving Maxwell’s equations and the boundary and interface conditions
by using the Fourier series expansion method. Researchers have applied the subdomain
method to various cases, such as radial and axial magnetic gears, eccentricity effects in
magnetic gears, and magnetically geared machines, as demonstrated in [40–43]. The second
method (harmonic modeling), which solves permeability modeling using the complex
Fourier series and Cauchy product, allows the consideration of nonlinear characteristics in
the core [44,45]. Based on the analytical results, the authors of [43,46] optimized the output
power using particle swarm optimization (PSO) and genetic algorithms (GAs). Dealing
with mechanical analyses, the authors of [47] utilized 3D FEM, which required several
hours to obtain results; the authors of [48] employed the subdomain method to predict
stress and deformation in the modulation in seconds; and the authors of [49] experimentally
verified a laminated structure in modulation after simulating a relevantly simplified model.

This paper extensively examines a coaxial MG, employing both subdomain and har-
monic reduction methods to predict the air-gap flux density and enhance the computational
efficiency. Following this approach, the core-loss and eddy-current effects were analyzed
across different configurations, and the machine underwent optimization to boost torque
density. Ultimately, a 3/16/19 prototype was manufactured, and the torque capacity re-
sults obtained from the FEM simulation and the proposed method were verified via the
test bench.

2. Principle of Magnetic Gear

The magnetic gear shown in Figure 1a is composed of three parts: an inner rotor with
Zpi pole pairs of the permanent magnet; an outer rotor with Zpo pole pairs of the permanent
magnet; and modulation with Pm poles. The transmission of flux between the inner rotor
and the outer rotor and vice versa requires a minimum of three pole numbers as follows [2]:

Zpi + Zpo = Pm (1)

If the modulation is fixed and machine losses are ignored, the gear ratio of the inner
and outer rotors is given by [3]

G =
ωi
ωo

=
To

Ti
=

Zpo

Zpi
(2)

where To and Ti are the electromagnetic torque of the external and internal rotors, respectively.
To reduce the cogging torque, selecting a magnet pole number that does not result in

an integer gear ratio has been recommended [2], which is helpful when selecting a pole-pair
combination. For instance, for a gear ratio requirement of six, three pole-pair combinations
(
(
Zpi /Zpo/Pm) = {(2/11/13); (3/16/19); (3/17/20)}) should be selected. In the current

study, the authors also verified these combinations related to loss calculations, as discussed
in Section 4.
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(a) (b) 

Figure 1. (a) Magnetic gear configuration and (b) a simplified model.

3. Subdomain Modeling

Figure 1b shows the MG and simplified analytical models employed in the subdomain
method. Before obtaining the solutions, the following assumptions were made:

• The end effects are neglected;
• The problem is 2D in cylindrical coordinates;
• The magnetic vector potential A, current density J, magnetization vector M, and

magnetic flux density vector B have the following non-zero components:

A = [0, 0, Az]; J = [0, 0, Jz]; M = [Mr, Mt, 0]; B = [Br, Bt, 0];

• The core materials have infinite permeability;
• The shaft is a non-magnetic material.

3.1. Governing Partial Differential Equations (PDEs)

By conducting a 2D analysis in cylindrical coordinates, the partial differential equa-
tions (PDEs) for the five regions are expressed as follows:

∂2 AI,IV
z

∂r2 +
∂AI,IV

z
r∂r

+
∂2 AI,IV

z

r2∂θ2 =
μ0

r

(
MI

t +
∂MI,IV

r
∂θ

)
(3)

∂2 AII,I I I
z

∂r2 +
∂AII,I I I

z
r∂r

+
∂2 AII,I I I

z

r2∂θ2 = 0 (4)

∂2 Ap
z

∂r2 +
∂Ap

z
r∂r

+
∂2 Ap

z

r2∂θ2 = 0 (5)

where Mr and Mt are the radial and tangential magnetizations of the parallel magnet,
respectively, whose description can be found in [43,48]. The general PDE solution is the
sum of the homogeneous and particular solutions. Owing to the magnetic excitation in the
magnet regions, the solutions contain both homogeneous and particular solutions, whereas
in the air-gap regions, homogeneous solutions alone are sufficient. The assumption of
infinite permeability in the core leads to tangential-direction boundary conditions in the

modulation region, ∂Ap
z

∂θ

∣∣∣
θ=θp

= ∂Ap
z

∂θ

∣∣∣
θ=θp+α

. Therefore, the vector potential of each region

can be expressed as

AI,IV
z =

∞

∑
n=1,2

(
rn AI,IV

n + r−nBI,IV
n + Ps

n

)
sin(nθ)+(

rnCI,IV
n + r−nDI,IV

n + Pc
n

)
cos(nθ)

(6)
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AII,I I I
z =

∞

∑
n=1,2

(
rn AII,I I I

n + r−nBII,I I I
n

)
sin(nθ)+(

rnCII,I I I
n + r−nDII,I I I

n

)
cos(nθ)

(7)

Ap
z = Ap

0 + ln(r)Bp
0 +

∞

∑
h=1,2

(
rh π

α Cp
h + r−h π

α Dp
h

)
cos
(

h
π

α

(
θ − θp

))
(8)

where Ps
n and Pc

n were presented in [48].
The continuity of the vector potential radial components leads to the following bound-

ary conditions:

r = R6 → ∂AI
z

μr∂r
+ μ0MI

t = 0 (9)

r = R5 →
{

∂AI
z

μr∂r + μ0MI
t =

∂AII
z

∂r
AII

z = AI
z

(10)

r = R4 →

⎧⎪⎨
⎪⎩

∂AII
z

∂r
=

Pm
∑

p=1,2

∂Ap
z

∂r
Ap

z = AII
z

(11)

r = R3 →

⎧⎪⎨
⎪⎩

Ap
z = AIII

z
∂AIII

z
∂r

=
Pm
∑

p=1,2

∂Ap
z

∂r
(12)

r = R2 →
{

AIII
z = AIV

z
∂AIV

z
μr∂r + μ0MIV

t = ∂AIII
z

∂r
(13)

r = R1 → ∂AIV
z

μr∂r
+ μ0MIV

t = 0 (14)

3.2. Flux Density and Improving Computational Time

The flux density at the air gap and magnet are deduced from

BI,IV
r =

∂AI,IV
z

r∂θ
; BI,IV

t = −∂AI,IV
z

∂r
(15)

In total, there are 20 coefficients in (6)–(8). If the harmonic number is N = 150 and
K = 3, the matrix size is 16N + 4PmK × 16N + 4PmK (2628 × 2628). Conversely, a small
matrix size results in an inaccurate solution. However, the larger the size, the greater the
computational time. In this study, the harmonic number N was first reduced; then, the
proposed approach was employed, as discussed in the following sections.

In [50,51], the harmonic content of the machine was categorized into two groups:
the source term, including the magnets, and the spatial aspects, which encompass the
machine’s geometry and winding distribution. Understanding the machine structure
can help to predict the harmonics that contribute to the output parameters. Therefore,
non-useful harmonics can be detected.

Subsequently, a 3/16/19 specification, whose parameters are listed in Table 1, is com-
puted. As shown in Figure 2, there is good agreement between the subdomain method and
FEM simulation results in terms of flux density. Additionally, the radial and tangential flux
densities were analyzed via the fast Fourier transform (FFT) to evaluate the contribution
of the harmonic order. Notably, the FFT analysis results for the flux densities at the air
gap and magnet show that not all harmonics contribute to the total flux density; however,
they consume more computational time. For the flux density derivation, if only dominant
harmonics having an amplitude of over 2% of the maximum amplitude remain, the compu-
tational time is reduced from 1.6 to 0.5 s without effecting the accuracy. This time reduction
benefits the optimization thereafter.
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(a) 

 
(b) 

(c) 

(d) 

Figure 2. Radial, tangential flux density, and FFT analysis at (a) the external magnet, (b) the outer air
gap, (c) the inner air gap, and (d) the internal magnet.
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Table 1. Specification parameters.

Quantity Symbol Unit Value

Outer rotor radius R7 mm 39.0
Outer external magnet radius R6 mm 32.2
Inner external magnet radius R5 mm 30.7
Outer modulation radius R4 mm 29.7
Inner modulation radius R3 mm 24.7
Outer internal magnet radius R2 mm 23.7
Inner internal magnet radius R1 mm 19.5
Inner rotor radius R0 mm 10.0
Stack length Lstk mm 77.0
Remanent of magnets B0 T 1.25
Magnet relative permeability μr - 1.03
Vacuum permeability μ0 kg·m·s−2·A−2 4×10−7

Outer magnet pole pair Zpo - 11/16/17
Inner magnet pole pair Zpi - 2/3/3
Modulation pole Pm - 13/19/20
Outer magnet pitch ratio α - 1.0
Inner magnet pitch ratio β - 1.0
Modulation pitch γ 2π/Pm rad 0.5

4. Loss Definition

The loss in MGs is mainly composed of three components: modulation loss, rotor yoke
loss, and eddy-current loss in the magnet. During operation, the modulation is stationary;
therefore, its flux flow behavior is identical to that of the stator teeth of synchronous
machines. The rotor yoke loss in conventional machines is often neglected owing to non-
frequency-generating synchronous rotation. Conversely, the fluxes flowing through the
rotors in the MG are coupled to each other. This interconnection causes more than one
frequency in each rotor yoke, thereby generating a significant loss. This can be seen clearly
in the rotor yoke flux density shown in Figure 3, in which the flux of the three-pole-pair
inner magnet flows through the modulation, and then interacts with the outer magnet and
results in third-order harmonic occurrence. The magnets exhibited a similar phenomenon,
which significantly influenced the eddy-current effect. The detailed implementation is
discussed in the following sections.

 
 

(a) (b) 

Figure 3. (a) Flux density distribution of an MG and (b) an illustration of one magnet segment in the
magnet loss calculation.

4.1. Modulation Loss

The core loss can generally be estimated as the sum of the hysteresis, eddy-current,
and excess losses [52]. Notably, the flux density variation in the machine is not purely
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sinusoidal. Therefore, the harmonic effects should be reflected to predict the eddy-current
and excess losses, as follows:

Pcore = Ph + Pc + Pe = Vcore

(
Cdckh f B2

m +
odd

∑
v=1

kc( f v)2Bmv
2 + ke( f v)

3
2 Bmv

3
2

)
(16)

where Vcore is the volume. The coefficients kh, kc, and ke are the hysteresis, eddy current,
and excess factors, respectively, which can be derived using the curve-fitting technique and
loss data provided by the manufacturer [53,54]. In this study, the coefficients employed
in the FEM and calculations were defined as kh = 386, kc = 0.061, and ke = 15.8. f is
the electrical frequency of modulation flux, which is calculated the same way as that of
a synchronous machine. Bm is the peak flux density. v and Bmv are the harmonic order
and the corresponding flux density, respectively, obtained via FFT analysis with respect to
time. Finally, Cdc represents the bias effect of the DC-component flux density and is defined
as Cdc = 1 + 0.65B2

dc. In this study, the modulation characterized the AC magnetic field;
therefore, Bdc = 0. Additionally, alternating and rotating fields based on the time harmonic
loci were introduced [45,46,53–56]. However, this effect was not considered in this study.

Because of the infinite permeability assumption at the start, the subdomain method
does not allow direct flux density prediction at modulation. A secondary approach using
the flux linkage results for two adjacent slots was employed to compute the maximum
value. The flux linkage and density at point A in Figure 3a can be expressed as follows:

Φp =
Lstk

R2
4−R2

3
2 γ

R4;θp+γ�
R3;θp

Ap
r (θ, z)rdrdθ (17)

Bm
p =

Φp + Φp+1

2
1

Lstk
R4+R3

2 γ
(18)

A new value is obtained for each new rotor position. After one electrical period, an
array containing the flux density values is achieved. In (16), the maximum value in the
array can be used as Bm, whereas all array elements are analyzed by FFT to deduce the
harmonics and their amplitudes, which are denoted as v and Bmv, respectively.

4.2. Rotor Yoke Loss

The rotor yoke parts are assumed to have infinite permeability. Therefore, flux density,
in particular core loss, is predicted through an equivalent transformation. First, the flux
densities at radii R1 and R6 are defined by the vector potentials of regions I and IV, as
shown in Figure 1b.

BI(IV)
r =

∂AI(IV)
z

r∂θ

∣∣∣∣∣
r=R6 (R1)

; BI(IV)
t = −∂AI(IV)

z
∂r

∣∣∣∣∣
r=R6 (R1)

(19)

Similar to the flux densities of the external and internal magnets in Figure 2a,d, the
flux densities are composed of many harmonics. These flux densities, which are considered
to be the two largest components, can be estimated as the sum of the Zth

po- and Zth
pi -order

harmonics, as shown in Figure 3. Owing to the synchronous speed of each rotor, one
harmonic does not generate a frequency; consequently, the corresponding order harmonic
is eliminated. For example, in an external rotor with pole-pair number Zpo, the Zth

po-order
harmonic is neglected in the loss calculation. In an internal rotor with pole-pair number Zpi,
the Zth

pi -order harmonic is removed. The frequencies of both rotors match the frequencies
of the magnets, which are expressed as

f I(IV) = f
Pm

Zpo(i)
(20)
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The maximum rotor yoke flux density can be obtained by

BI
r(t)_ry = B

I(Zth
pi )

r(t)
πR7

Zpi

2
π

1
2

1
R7 − R0

; BIV
r(t)_ry = B

IV(Zth
po)

r(t)
πR1

Zpo

2
π

1
2

1
R1 − R0

(21)

The first equation in (21) can be explained in more detail as follows: B
I(Zth

pi )

r(t) is the

radial (or tangential) flux density in the external rotor yoke, which remains in the Zth
pi order

after the FFT analysis. Supposing that all fluxes traverse through the rotor yoke, πR7
Zpo

2
π is

the average flux linkage calculation. This flux flows equally to the two sides of the yoke
and is represented by 1

2
1

R8−R7
.

The flux densities in (16) are replaced by the radial and tangential flux densities in
(21), and the core loss is expressed as

Pcore = Vcore

⎛
⎜⎜⎜⎜⎜⎜⎝

Cdckh fI(IV)
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BI(IV)

rry
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+
(

BI(IV)
try

)2
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kc f 2
I(IV)
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+

ke f
3
2
I(IV)
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BI(IV)

rry

) 3
2
+
(

BI(IV)
try

) 3
2
)

⎞
⎟⎟⎟⎟⎟⎟⎠

(22)

The coefficient Cdc is defined in a manner similar to the modulation loss calculation.
However, in the rotor yoke, the flux density consists of both AC and DC terms; therefore,
Bdc should be defined.

4.3. Magnet Loss

As mentioned previously, the coupling effect between the magnet numbers of the two
rotors generates a frequency in the magnet. In this machine, the magnet layers are modeled
in regions I and IV; therefore, the flux density and frequency can be calculated directly.
First, the frequencies of the inner and outer magnets are given by

fmi(o) = f
Pm

Zpi(o)
(23)

When the rotors rotate, the flux density at the middle points of the magnet (points
B and C in Figure 3a) is also analyzed using FFT to deduce the harmonic order and their
amplitudes, which were expressed as v and BPM

mv , respectively. Notably, the components
related to the magnetization in (6) do not contribute to the eddy-current loss; therefore,
they can be removed from the flux density calculation in the magnet loss section.

AI,IV
PM =

∞

∑
n=1,2

(
rn AI,IV

n + r−nBI,IV
n

)
sin(nθ)+(

rnCI,IV
n + r−nDI,IV

n

)
cos(nθ)

(24)

Then, calculation of the eddy current in the magnets can be approached as shown in
Figure 3.

JPM = −σPM
∂APM

∂t
+ C(t) (25)

where σPM is the conductivity of the magnet and C(t) is a term ensuring the total current
zero within every single magnet. In the coordinate Orθ, C(t) can be expressed by

C(t) =
2

θPM

1
r2

o − r2
i

ro∫
ri

θj+θPM∫
θj

σPM
∂APM

∂t
rdrdθ (26)
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Figure 3b shows the flux density vector and vector potential in a magnet piece. It
can be seen that the vector potential is symmetrical along the z-axis, which describes the
zero-current characteristic in the magnet piece. By re-choosing a new coordinate Or′θ, the
integral equation of C(t) can be rewritten as follows:

C(t) =
2

θPM

1
r2

o − r2
i

ro∫
ri

θPM
2∫

− θPM
2

σPM
∂APM

∂t
rdrdθ (27)

In this new coordinate, APM(θ) = −APM(−θ); C(t), therefore, equals zero. Conse-
quently, the eddy-current loss in the magnet segment is expressed simply as

Peddy =
Lstk
σPM

ro∫
ri

θPM
2∫

− θPM
2

(
σPM

∂APM
∂t

)2
rdrdθ (28)

Assuming that the tangential flux density does not contribute to the eddy-current
effect, the vector potential in (28) can be approximated as ∂APM = rθ∂∑ vBPM

mv . Finally, the
eddy-current loss is given by

Peddy = LstkσPM

ro∫
ri

θPM
2∫

− θPM
2

(
∂

∂t∑ vBPM
mv

)2
r3drθ2dθ = LstkσPM

r4
o − r4

i
4

θ3
PM
12 ∑

(
2π fmo(i)vBPM

mv

)2

2
(29)

4.4. Loss Verification via FEM

Simulations were performed to validate the MG core loss. Three topologies character-
izing the low cogging torque [2], whose parameters are listed in Table 1, were verified for
various cases, as shown in Figure 4. The losses as a function of the rotor speed are shown in
Figure 5. In general, the analytical results show good agreement with the FEM results, even
though in high-speed operation resulting in a high electrical frequency the loss calculation
error is slightly larger. The possible reasons are that (i) the estimated coefficients in the
curve fitting step at high frequencies have a larger error than the low-frequency ones, and
(ii) the loss depends exponentially on the frequency; thus, higher frequencies lead to a
higher error possibility. Consequently, the influence of machine parameters on the loss can
be summarized as follows:

• Compared to the full-pitch magnet in Figure 5a,c,e, decreasing the magnet pitch in
the rotors in Figure 5b,d,f reduces the losses. This can be attributed to the fact that a
smaller magnet pitch results in a smaller flux density.

• The loss of the small pole-pair combination
[
Zpo; Zpi

]
= [11; 2] is significantly larger

than that of groups [16; 3] and [17; 3] along all modulation frequency ranges. This
is due to the contribution of the rotor yoke and magnet losses to the total loss. In
(22) and (29), the losses depend on the rotor frequency, which is governed by the
electrical frequency and pole-pair numbers in (20) and (23), respectively. Accordingly,
as the number of pole pairs in the rotor decreases, the rotor frequency increases. This
difference does not arise from modulation loss, as it can be attributed to the similarity
of the electrical and modulation frequencies in (16).
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(a) (b) (c) 

Figure 4. Topologies using in loss verification: (a) 3/19/16, (b) 3/20/17, and (c) 2/13/11.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 5. Loss comparison of the proposed method and FEM in the topologies having parameters[
Zpo; Zpi; Pm; α; β

]
as follows: (a) [16; 3; 19; 1.0; 1.0], (b) [16; 3; 19; 0.8; 0.7], (c) [17; 3; 20; 1.0; 1.0],

(d) [17; 3; 20; 0.8; 0.8], (e) [11; 2; 13; 1.0; 1.0], and (f) [11; 2; 13; 0.8; 0.67].
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It is worth noting that at the same primary speed, the modulation frequency of the [11; 2]
pair is much lower than that of the other pairs. Consequently, a significant loss reduction can
be achieved in this scenario. Therefore, the results shown in Figure 5 should not be used as a
reference when selecting a particular specification. Determining the optimal choice requires
a more comprehensive understanding of machine features such as cogging torque, power
density, and efficiency.

5. Optimization Process

5.1. Variables, Objective Functions, and Constraints

After ensuring that the proposed mathematical model was accurate, an optimal so-
lution of the 3/16/19 specification, whose parameters and optimal variables are listed in
Tables 1 and 2, respectively, was investigated in terms of efficiency and torque density. The
objective function, equality function, and inequality constraints are expressed as

max
X=[x1,..., x7]

f (X) =

[
Pe

πR2
8lstk

; Pe
Pe+Loss

]
subject to

55 < Magnet volume
[
dm3

]
< 65

R7 − R6 = πα
Zpo

; R1 − R0 = πβ
Zpi

(30)

Table 2. Value range of optimization.

Quantity Symbol Unit Value

Outer magnet pitch ratio x1 = α - 0.7–1.0
Inner magnet pitch ratio x2 = β - 0.7–1.0
Modulation pitch x3 = γ 2π/Pm rad 0.4–0.6
Outer diameter x4 = R7 mm 23–100
Outer magnet width x5 = R6 − R5 mm 0.75–3
Modulation width x6 = R4 − R3 mm 2.5–10.0
Inner magnet width x7 = R2 − R1 mm 2.0–8.0

To prevent saturation, the rotor yoke thickness is set to the corresponding magnet
pitch width. In PSO, a collection of particles representing potential solutions iteratively
adjust their positions based on local and global information. Each particle moves toward its
own best-known position and the overall best-known position within the swarm. Through
iterations, the swarm gradually converges toward an optimal solution.

5.2. Optimization Results

The optimal flowchart employed in this study is illustrated in [43]. The swarm
population size in one iteration and the maximum number of iterations were set to 15 and
20, respectively. Consequently, it took approximately 3 h to obtain an optimal specification,
the dimensions of which are listed in Table 3, and a Pareto curve is shown in Figure 6. The
two Pareto fronts in Figure 6a are observed on the yz and xz planes in Figure 6b and 6c,
respectively. The dots represent all particles generated in the program. The red dots denote
the points of maximum torque density when the magnetic field volume was varied. The
efficiency was calculated as shown in Figure 6d. In general, multi-objective optimization
is a compromise between two quantities. As can be seen, the maximum torque density
and efficiency points do not occur synchronously. An increasing efficiency can result in a
reduction in torque density and vice versa. Based on these requirements, the most suitable
point was selected. For instance, in Figure 6, we chose and verified a green-dot point,
whose structure is compared in Figure 7. The optimal solution has a larger diameter and
shorter length than the initial solution. Table 4 presents the optimization performance at an
outer rotor speed of 300 rpm in terms of the torque, torque density, magnet volume, total
loss, and efficiency obtained using the subdomain method and FEM. The optimal machine
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generated a higher output torque of approximately 5%, whereas it saved more magnetic
resources by approximately 10%. Furthermore, the efficiency remained almost constant
with a difference of <1%. Notably, these results show that the analytical and simulation
results are in excellent agreement.

 

(a) (b) 

  
(c) (d) 

Figure 6. Optimization results of the PSO algorithm. (a) Torque density with respect to torque
and magnet volume; (b,c) corresponding yz and xz planes; and (d) Pareto curve of torque density
and efficiency.

 
Figure 7. Structural comparison of initial and optimal machines.
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Table 3. Dimension comparison between the initial and optimal models.

Quantity Symbol Unit Initial Optimal

Outer rotor radius R7 mm 39.0 53.0
Outer external magnet radius R6 mm 32.2 46.0
Inner external magnet radius R5 mm 30.7 43.0
Outer modulation radius R4 mm 29.7 42.0
Inner modulation radius R3 mm 24.7 37.0
Outer internal magnet radius R2 mm 23.7 36.0
Inner internal magnet radius R1 mm 19.5 28.0
Inner rotor radius R0 mm 10.0 18.7
Stack length Lstk mm 77.0 25.6
Outer magnet pitch ratio α - 1.00 0.84
Inner magnet pitch ratio β - 1.00 1.00
Modulation pitch γ 2π/Pm rad 0.50 0.53

Table 4. Optimization performance.

Characteristic Initial Design Optimal Design

Subdomain FEM Subdomain FEM
Torque—Nm 23.7 23.4 24.9 24.3
Torque density—kNm/m3 64 64 108 108
Magnet volume—dm3 66.1 66.1 54.9 59.4
Total loss—W 10.04 10.39 13.66 13.65
Efficiency—% 98.67 98.61 98.26 98.26

6. Experimental Validation

6.1. Three-Dimensional Simulation

The 3/16/19 specification is given in Table 1; however, the adjusted R7 = 35 (mm)
was simulated in 2D and 3D FEM, whose mesh settings are shown in Figure 8a and
b, respectively. Meanwhile, the torque characteristics were calculated via subdomain
modeling combined with the harmonic reduction method and then compared with the
FEM results. As shown in Figure 9, there is a good agreement between the computation
and simulation results. The 3D analysis gave an output torque that was approximately 7%
lower than that of the subdomain method. Based on these results, the following conclusions
can be drawn.

(a) (b) 

Figure 8. Mesh operation of the 3/16/19 specification in (a) 2D (119,068 elements) and (b) 3D
(1,029,637 elements).
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• The harmonic reduction approach result matches that of the original analytical ap-
proach while decreasing the running time.

• Saturation occurred because of the small rotor yoke thickness, which weakened the
flux linkage. Therefore, in general, the FEM produced a slightly smaller torque.

• Three-dimensional FEM was taken into account by the endcap effect. Its torque was
also reduced compared with the 2D results.

• The computational times of the 2D FEM, 3D FEM, and analytical method were 4 min,
more than 60 min, and 25 s, respectively. This further highlights the subdomain
modeling priority.

Figure 9. Torque characteristic comparison.

6.2. Comparison of Analysis and Experimental Results

In this study, a prototype was fabricated, as shown in Figure 10. The experimental
process was as follows. The driving motor is the primary source of input torque in the
outer rotor. Then, the MG transferred power from the outer side to the inner side. The
MG output was used as the input power for the generator, which was connected to an
adjustable load. Consequently, the generator and load system can be considered as the
MG load. When the resistance value (generator load) or rotational speed (generator BEMF)
fluctuates, the MG load also fluctuates. Owing to mechanical limitations, the outer-rotor
speed range was restricted to 1000 rpm.

Figure 11a shows the outer rotor response when the inner rotor speed is varied. These
results confirm the working principle of the MG. The rotor pole-pair combination was
designed as 3/16 with an expected transformation ratio of 16/3 ≈ 5.33. All four points at
200, 400, 600, and 800 rpm show excellent agreement with the designed ratio.

To verify the maximum torque capacity of the MG, the load resistance was decreased,
and the rotor speed was simultaneously increased to approximately 1000 rpm. This increase
in speed was implemented slowly to ensure safety. The maximum torque was captured
immediately as the rotor was synchronously lost. In Figure 11b, the captured maximum
torque is 4.15 Nm at the 2-Ω resistance and 891-rpm speed point, which is close to the
calculation (4.45 Nm). Notably, in the no-load results, the MG torque appeared to be
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relatively large, indicating an unpredictable impact of mechanical factors on the system.
Therefore, experiments on loss and efficiency were not considered in this study.

 
Figure 10. Test bench: (a) inner rotor, (b) outer rotor, (c) modulation, and (d) experimental system.

  
(a) (b) 

Figure 11. (a) Corresponding speed of inner and outer rotors in various load conditions and (b) evo-
lution of inner rotor torque various speeds.

7. Conclusions

The proposed subdomain approach combined with the harmonic reduction method
was efficient in obtaining the magnetic gear characteristics. Loss calculations for the
magnets, modulation, and rotor yokes were introduced based on the flux density in every
region. Furthermore, compared with the 2D and 3D FEM simulations, the torque and
loss computational time was reduced from dozens of minutes to roughly seven seconds,
while maintaining excellent accuracy. This allows for the application of PSO techniques,
which saves time exponentially. Consequently, the optimal model reached between 66
and 108 kNm/m3 of the torque density and used fewer magnets than the initial model.
Based on the methodology and findings of this study, the following future research avenues
are suggested:

• Consider the non-linear characteristics of magnetic materials;
• Consider the endcap effects for flux leakage prediction;
• Consider the mechanical loss in the optimization and then verify this quantity experi-

mentally;
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• Consider the demagnetization risk in the magnets.
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Abstract: Wound rotor synchronous condensers (WRSCs) are DC-excited rotor machines that utilize
rotor winding instead of permanent magnets. Their voltage regulator controls the rotor field to
generate or absorb reactive power, thereby regulating grid voltage or improving power factor. A
key characteristic of a WRSC is the compounding curve, which shows the required rotor current
under specific stator current and voltage conditions. This paper presents an approach for quickly
calculating the electromagnetic parameters of a WRSC using a mathematical method. After determin-
ing magnetic flux density, induced voltage, and inductance through analytical methods, the Park
and Clarke transformations are applied to derive the dq-frame quantities, enabling prediction of
active and reactive powers and compounding curve characteristics. The 60 Hz model was evaluated
through comparison with finite element method (FEM) simulations. Results of flux density, induced
voltage, and the compounding curve under varying rotor and stator current conditions showed
that the proposed method achieved comparable performance to FEM simulation while reducing
computational time by half.

Keywords: compounding curve; finite element method; subdomain modeling; wound rotor
synchronous condenser

MSC: 35-04

1. Introduction

Growing environmental concerns and the impacts of climate change are driving the
shift from fossil-fuel-based power generation to renewable energy sources. Integrating
renewable energy into power systems worldwide helps reduce greenhouse gas emissions
and addresses the significant CO2 emissions of the energy sector, offering sustainable and
eco-friendly electricity to power electronic systems. Achieving net-zero emissions by 2050
is essential to limiting global temperature rise, prompting significant changes in the global
energy landscape. By 2050, variable renewable energy sources like wind and solar power
are expected to dominate the energy mix, with global electricity production projected to
increase by 70%. However, the intermittency of renewable energy requires innovative
solutions to maintain grid stability, including advanced energy storage and flexible demand
management. Consequently, increasing the installed capacity of renewable energy sources
in power systems has become a global priority [1–4].

Most renewable energy resources (RERs) connect to power systems through power
electronic converters, which lack the inertia provided by traditional fossil fuel generators.
The high penetration of RERs, coupled with the retirement of aging fossil-fuel-based
generators, has reduced power system inertia. Moreover, most RERs are located in rural
areas and connect to power systems via long transmission lines. These long lines have high
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impedance, which lowers the power system’s short circuit ratio [5]. As a result, transmitting
active power through the system consumes significant reactive power, reducing the AC
grid’s dynamic reactive power reserve and making voltage stability a critical issue [6].

A synchronous condenser is a machine used as a reactive power compensation device
to enhance AC power system performance. It provides two primary functions: load
compensation and voltage support. Load compensation improves power factor, balances
loads, and eliminates current harmonics in nonlinear industrial loads. Voltage support aims
to reduce voltage fluctuations at transmission line terminals [7,8], increase the maximum
transmittable active power, and enhance AC system stability [9].

Studies in [10,11] discuss converting existing or retired synchronous generators into
synchronous condensers. This conversion involves evaluating and modifying auxiliary
equipment, accelerating the generator slightly above synchronous speed, powering the
excitation system, and synchronizing the condenser with the transmission system. The
system maintains the desired terminal voltage of the condenser using automatic voltage
regulation controls.

In analyzing electrical machines, particularly synchronous condensers, air-gap flux
density is crucial for designers, as it enables determination of parameters such as voltage,
torque, and power. Previous studies have mainly relied on finite element method (FEM) sim-
ulations, which can be time-consuming, or on magnetic equivalent circuit approaches [12],
which often lack precision. Analytical methods offer faster computation with results that
align closely with FEM simulations, making them an attractive option for pre-design,
analysis, and optimization of wound rotor synchronous condensers (WRSCs). Two main
analytical approaches have been explored: subdomain modeling and harmonic modeling.

Subdomain modeling involves solving Maxwell’s equations and boundary/interface
conditions using Fourier series expansion. This approach has been applied to surface per-
manent magnet (SPM) motors [13]. The second approach, harmonic modeling, addresses
permeability issues using a complex Fourier series and a Cauchy product, allowing consid-
eration of nonlinear core characteristics. It was initially introduced in analyzing switched
reluctance motors (SRMs) [14]. Based on these analytical approaches, ref. [15] optimized
cogging torque by investigating the slot opening and magnet pitch ratio, while [16–18]
optimized output power in magnetically geared machines (MG) and SPMs. For multi-
physics analysis, ref. [19] applied the subdomain method to predict stress and deformation
in MGMs, and [20] solved for thermal distribution in the stator slot of SPMs.

To the best of our knowledge, analytical methods have not been applied to WRSCs.
Thus, this study extensively analyzes a WRSC using a subdomain approach to predict
air-gap flux density, voltage, and power-factor-related characteristics. Section 2 presents
the main content in four subsections. The Section 2.1 introduces the application of partial
differential equations (PDEs) to WRSCs. The Section 2.2 establishes an equation system
to solve for unknown coefficients based on boundary conditions. The Section 2.3 defines
WRSC parameters, and the fourth presents the compounding curve calculation. Finally,
Section 3 presents FEM simulation results validating the proposed method.

2. Subdomain Modeling

2.1. Governing Partial Differential Equations (PDEs)

Figure 1 describes the WRSC and its simplified models employed in the subdomain
modeling. Initially, the following assumptions were made:

• The end effects are ignored;
• The problem is two-dimensional (2-D) in polar coordinates;
• Magnetic vector potential A, current density J, and magnetic flux density vector B

have the following non-zero components: A = [0, 0, Az]; J = [0, 0, Jz]; B = [Br, Bθ , 0];
• The core materials have infinite permeability.
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(a) (b) 

Figure 1. (a) Wound rotor synchronous condenser and (b) a simplified model.

The WRSC model, as illustrated in Figure 1b, is divided into five subdomains: rotor,
rotor opening, air gap, stator opening, and stator slots. Each subdomain is represented by
a vector potential of the form Ap

z , Aq
z, AI

z, Ai
z, Aj

z, with respective harmonic components
h, g, n, k, m. The model includes Nr rotor and Ns stator slots, where indices p, q, i, and j
denote specific rotor and stator slots with initial positions θp, θq, θi, and θj. A 2-D analysis
in polar coordinates is used to derive partial differential equations (PDEs) for each region:

∂2 Ap
z

∂r2 +
∂Ap

z
r∂r

+
∂2 Ap

z

r2∂θ2 = −μ0 Jp
z (1)

∂2 Aq
z

∂r2 +
∂Aq

z
r∂r

+
∂2 Aq

z

r2∂θ2 = 0 (2)

∂2 AI
z

∂r2 +
∂AI

z
r∂r

+
∂2 AI

z
r2∂θ2 = 0 (3)

∂2 Ai
z

∂r2 +
∂Ai

z
r∂r

+
∂2 Ai

z
r2∂θ2 = 0 (4)

∂2 Aj
z

∂r2 +
∂Aj

z
r∂r

+
∂2 Aj

z

r2∂θ2 = −μ0 J j
z (5)

The air gap and slot-opening regions can be modeled using Laplace’s equation, while
the rotor-stator slot subdomains can be represented by Poisson’s equation. To facilitate the
Fourier series expansion of the vector potential, the right-hand side of Poisson’s equation
must be reformulated in Fourier form.

In the double-layer stator winding, the current density in the j-th slot is expressed as

Jj
z =

(
J j
0 +

∞
∑

m=1,2
J j
mcos

(mπ
δ

(
θ − θj

)))
iz

where

J j
0 =

J j−layer1
0 +J j−layer2

0
2

J j
m =

[
2

mπ

(
J j_layer1
0 − J j_layer2

0

)
sin
(mπ

2
)↔ non overlapping

0 ↔ overlapping

(6)

In the single-layer rotor winding, the current sheet is simply described as Jp
z = Jp

0 iz.
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2.2. General Solutions

The infinite permeability assumption in the core leads to tangential-direction
boundary conditions.

∂Ap
z

∂θ

∣∣∣∣∣
θ=θp

=
∂Ap

z
∂θ

∣∣∣∣∣
θ=θp+α

(7)

∂Aq
z

∂θ

∣∣∣∣∣
θ=θq

=
∂Aq

z
∂θ

∣∣∣∣∣
θ=θq+γ

(8)

∂Ai
z

∂θ

∣∣∣∣
θ=θi

=
∂Ai

z
∂θ

∣∣∣∣
θ=θi+β

(9)

∂Aj
z

∂θ

∣∣∣∣∣
θ=θj

=
∂Aj

z
∂θ

∣∣∣∣∣
θ=θj+δ

(10)

Applying these four boundary conditions to Equations (1)–(5), general solutions of
PDEs are expressed as a sum of homogeneous and particular solutions.

Ap
z = Ap

0+ ln(r) Bp
0 −

μ0

4
r2 Jp

0 +
∞

∑
h=1,2

(
rh π

α Cp
h + r−h π

α Dp
h

)
cos
(

h
π

α

(
θ − θp

))
(11)

Aq
z = Aq

0+ ln(r) Bq
0 +

∞

∑
g=1,2

(
rg π

γ Cq
g + r−g π

γ Dq
g

)
cos
(

g
π

γ

(
θ − θq

))
(12)

AI
z =

∞

∑
n=1,2

(
rnAI

n + r−nBI
n

)
sin(nθ) +

(
rnCI

n + r−nDI
n

)
cos(nθ) (13)

Ai
z = Ai

0+ ln(r) Bi
0 +

∞

∑
k=1,2

(
rk π

β Ci
k + r−k π

β Di
k

)
cos
(

k
π

β
(θ − θi)

)
(14)

Aj
z = Aj

0+ ln(r) Bj
0 − μ0

4 r2 J j
0+

∞
∑

m=1,2

(
rm π

δ Cj
m + r−m π

δ Dj
m + μ0r2 J j

m

(m π
δ )

2−4

)
cos
(
m π

δ

(
θ − θj

)) (15)

In total, there are 20 coefficients in (11)–(15). Thus, to determine a unique solution
requires us to derive 20 corresponding equations. The continuity of the vector potential
radial components results in the following boundary conditions:

r = R1 → ∂Ap
z

∂r
= 0 (16)

r = R2 →
{

∂Ap
z

∂r = ∂Aq
z

∂r
Aq

z = Ap
z

(17)

r = R3 →

⎧⎪⎨
⎪⎩

Aq
z = AI

z
∂AI

z
∂r

=
Nr
∑

p=1,2

∂Ap
z

∂r
(18)

r = R4 →
⎧⎨
⎩

∂AI
z

∂r
=

Ns
∑

i=1,2

∂Ai
z

∂r
Ai

z = AI
z

(19)

r = R5 →
{

Ai
z = Aj

z
∂Aj

z
∂r = ∂Ai

z
∂r

(20)
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r = R6 → ∂Aj
z

∂r
= 0 (21)

By employing integrals sni(n, θi, β), rni(n, θi, β), gkni(k, n, θi, β), f kni(k, n, θi, β), and
Fmk(m, k, β, δ) in [19] to shorten equations, 20 equations are given in Appendices A and B.

2.3. Matrix Representation and Solving Electromagnetic Quantities

Reformulating the above equations into matrix and vector forms makes it possible to
obtain analytical solutions using MATLAB R2022b. For instance, in a WRSM model with
Nr = 32 rotor and Ns = 42 stator slots and harmonic order numbers G = H = K = M = 5
and N = 100, the result is a column matrix X with 4(N + NrG + Nr H + NsK + Ns M) =
3360 elements.

X =
[
AI

nBI
nCI

nDI
nAp

0Bp
0Cp

hDp
hAq

0Bq
0Cq

gDq
gAi

0Bi
0Ci

kDi
kAj

0Bj
0Cj

mDj
m

]T
(22)

After solving the coefficients, flux density at the air gap (radius is Re) is derived as:

Bθ = −∂AI

∂r
= − 1

Re

∞

∑
n=1,2

(
Re

nAI
n − Re

−nBI
n

)
sin(nθ)n +

(
Re

nCI
n − Re

−nDI
n

)
cos(nθ)n

(23)

Br =
1

Re

∂AI

∂θ
=

1
Re

∞

∑
n=1,2

(
Re

nAI
n + Re

−nBI
n

)
cos(nθ)n −

(
Re

nCI
n + Re

−nDI
n

)
sin(nθ)n (24)

To compute the induced voltage in a three-phase motor with stack length Lstk, the
flux through each slot cross-section at a given rotor position θ0 was calculated. Uniform
current density across the slot area was assumed, allowing for the flux in the j-th slot to be
determined by integrating the vector potential across the slot area, as given in Equation (15).

Φj = Tpole
lstk

Aslot

�
Aj

r(θ, z)rdrdθ

= Lstk
R2

6−R2
5

2

(
Aj

0
R2

6−R2
5

2 + Bj
0

(
ln(R6)

R2
6

2 − ln(R5)
R2

5
2 +

R2
6−R2

5
4

)
− J j

0
μ0(R4

6−R4
5)

16

)
(25)

The phase flux is calculated as the sum of fluxes in slots associated with each phase. A
connecting matrix [C] with the dimensions 3 × Ns was used to present the stator winding
distribution in the slots, as shown in [13], where indices 1 and −1 denote positive and
negative, and 0 denotes a phase absence in the slot. Tslot represents the phase-winding
turns per slot, and the phase fluxes are expressed as:

⎡
⎣ΦA

ΦB
ΦC

⎤
⎦

3×1

= Tslot[C]3×Ns

[
Φj
]

Ns×1 (26)

The induced voltage can be defined at a given rotor speed ωm as follows:

⎡
⎣UA

UB
UC

⎤
⎦

3×1

=
Nr

2
ωm

d
dθ0

⎡
⎣ΦA

ΦB
ΦC

⎤
⎦

3×1

(27)

Notably, without stator current contribution in the no-load condition, the induced
voltage becomes BEMF.

2.4. Compounding Curve

Figure 2 illustrates three compounding curves, where the red, blue, and orange lines
represent power factors of 1 and 0.95 leading (WRSC generates reactive power), and
0.95 lagging (WRSC absorbs reactive power), respectively. For instance, at a stator load
of 105 A, the rotor generates 86 A to achieve a power factor of 1. If the rotor current
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exceeds 86 A, the machine becomes overexcited, and excess reactive power flows to the
grid. Conversely, if the rotor current is below 86 A, the machine becomes under-excited,
lowering its operating voltage below the grid voltage, prompting the grid to supply reactive
power to compensate for the power deficit in the machine.

 
Figure 2. Illustration of compounding curves.

The compounding curve is essential for assessing WRSC performance, allowing de-
signers to estimate the field current necessary for a given stator load to achieve a desired
electrical system power factor. This section presents the procedure for deriving the unity
power factor line and applies it to salient and non-salient rotors. The procedure involves:

• Transforming phase quantities (flux, voltage, and current) obtained from subdomain
modeling into the dq-frame under current excitation.

• Deriving and transforming self- and mutual inductances into the dq-frame.
• Building and solving a d-axis current function with a reactive power of zero from the

voltage and power equations in the dq-frame.

By aligning the rotor pole with phase A in the initial position, the quantities of voltage,
current, flux, and inductance can be transferred to the dq-frame using Park and Clarke
transformations [21]. By assuming that machine saturation is neglected, Park and Clarke
transformations are given as follows:

UIλdqz =
2
3

⎡
⎣ cos(θ0) cos

(
θ0 − 2π

3
)

cos
(
θ0 +

2π
3
)

−sin(θ0) −sin
(
θ0 − 2π

3
) −sin

(
θ0 +

2π
3
)

1/2
1/2

1/2

⎤
⎦
⎡
⎣UIλa

UIλb
UIλc

⎤
⎦ (28)

⎡
⎣ Ld Mdq Mdz

Mqd Lq Mqz
Mzd Mzq Lz

⎤
⎦ =

√
2
3

⎡
⎢⎢⎣

1 cos
( 2π

3
)

cos
(

4π
3

)
0 sin

( 2π
3
)

sin
(

4π
3

)
1/√2

1/√2
1/√2

⎤
⎥⎥⎦
⎡
⎣ Laa Mab Mac

Mba Lbb Mbc
Mca Mcb Lcc

⎤
⎦√2

3
(29)

To calculate the winding self-inductance and mutual inductances in (29), the authors
apply an excitation current of 1 A to the first winding, while setting the currents in all other
windings to zero, excluding rotor current effects from the analysis. For example, phase
A is set to 1 A, while phases B and C and the rotor current are set to zero. The obtained
flux linkages of phases A, B, and C (ψa, ψb, ψc) are then used to calculate the inductance
as follows:

[Laa Lab Lac] =
[ψa ψb ψc]

1A
(30)

Additionally, rotor flux linkage (ψ f ), used to derive rotor inductance, Md f = ψ f /I f , is
calculated by setting all stator winding currents to zero and applying only a 1 A current to
the rotor. The flux linkage of phase A is considered the rotor flux linkage.
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In high-power machines, reactance is dominant, and stator resistance can be neglected;
therefore, the voltage equation is given by:

[
Ud
Uq

]
≈ ωe

[ −Lqiq
Ldid + Md f i f

]
(31)

Consequently, the active and reactive powers are defined as:

P = 1.5
(
Udid + Uqiq

)
Q = 1.5

(
Uqid − Udiq

) (32)

Table 1 shows the operating modes of the machine’s power. To operate as a capacitor
bank, the machine generates reactive power (negative Q). This is achieved by applying a
sufficiently large negative d-axis current along with a specific rotor current. For a constant
stator current, this capacitor-like operation can also be achieved by applying a sufficient
rotor current.

Table 1. Machine mode definition.

Mode Power Factor P Q

Motor Lagging >0 >0
Motor Leading >0 <0

Generator Lagging <0 >0
Generator Leading <0 <0

To achieve a unity power factor (PF = 1), commutation in WRSC is defined by a zero
reactive power, Q = 0. This condition, combined with the voltage constraint v2

d + v2
q = V2

smax,
allows the d-axis stator current to be modeled as a function of rotor current.

(
L2

d − LdLq

)
i2d + Md f i f

(
2Ld − Lq

)
id + Md f i f

2 − V2
smax
ω2

e
= 0 (33)

By adjusting the rotor current i f , the d-axis current can be solved using Equation (33),
and the q-axis current can be obtained from Equation (32). These computations form a
compounding curve that maps the current relationship between the rotor and stator. In
salient-pole rotor machines, where dq-frame inductances are nearly identical, Equation (33)
reduces to a first-order equation, simplifying analysis.

3. FEM Simulation Comparison

To validate these principles, specifications for a one-pole-pair WRSC, as listed in
Table 2, were simulated using a 2-D finite element method (FEM) model with the mesh
setting depicted in Figure 3a. Due to mechanical constraints in MW-class WRSC, the air
gap was intentionally designed to be large (up to 100 mm). The FEM simulation took 66
s to compute flux density, flux at the air gap, and induced voltage (see Figures 3b and
4). By contrast, the subdomain modeling approach achieved these calculations in 33 s,
showcasing the computational efficiency of the proposed method in WRSC pre-design.

Figure 3b illustrates the flux density distribution at current conditions i f = 1 kA;
id = iq = −0.5 kA. The salient-pole rotor caused flux linkage to concentrate in the rotor
pole and teeth near the pole, inducing mild saturation in the teeth. Under typical conditions,
machines avoid saturation, making the assumption of infinite permeability in subdomain
modeling suitable. However, when the field current or stator current is increased, saturation
intensifies, resulting in accuracy discrepancies in the subdomain method (see Figure 4e,f).

The compounding curves derived from the subdomain method were closely aligned
with the FEM results, as seen in Figure 5. To maintain a unity power factor while increasing
stator current, the field current must also rise. Additionally, rotor current must increase at
higher stator voltages. Calculations for these curves, derived from Equation (33), involve
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computing the dq-axis currents for each rotor current, then determining the stator current.
The analysis covered phase peak voltages of 10, 15, 18, and 22 kV, revealing that the
machine can support stator currents up to 5 kA with a maximum field current of 1.3 kA.
The mathematical method obtained these results in under 1 s, which represents a significant
time advantage in deriving compounding curves.

Table 2. WRSC parameters.

Quantity Symbol Unit Value

Inner rotor slot radius R1 mm 269.50
Outer rotor radius R2 mm 425.25

Inner stator slot radius R3 mm 525.25
Outer stator slot radius R4 mm 700.50

Outer stator radius R5 mm 1119.50
Stack length Lstk mm 6402.40

Vacuum permeability μ0 kg·m·s−2·A−2 4π × 10−7

Rotor slot number Nr - 32
Stator slot number Ns - 42

Rotor slot pitch ratio α π/180 rad 4.64
Rotor opening slot pitch ratio γ π/180 rad 4.64
Stator opening slot pitch ratio β 2π/Ns rad 0.46

Stator slot pitch ratio δ 2π/Ns rad 0.46
Rotor slot winding turn Tr

slot - 5/7 *
Stator slot winding turn Ts

slot - 2
* The 1st, 16th, 17th, and 32nd slots each contain five turns. The remaining slots accommodate seven turns.

 
(a) (b) 

Figure 3. (a) Mesh operation (29,242 elements) and (b) flux density distribution at i f = 1 kA;
id = iq = −0.5 kA.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 4. Flux density at the air gap and induced voltage in case of (a,b) i f = 1 kA; id = iq = 0 kA,
(c,d) i f = 1 kA; id = iq = −0.5 kA, and (e,f) i f = 1.5 kA; id = −0.5; iq = −1 kA, respectively.
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Figure 5. Compounding curves of the calculation and the FEM under different conditions of maxi-
mum stator voltage.

4. Conclusions

Overall, the proposed mathematical method offers a fast and effective approach for
characterizing WRSC properties, including flux density, induced voltage, inductance, and
compounding curves. Under low rotor and stator current conditions, the subdomain
method aligns well with 2-D FEM results. However, as rotor and stator currents increase,
saturation can induce errors of up to 10% in the flux density and induced voltage results.
The unity-power-factor compounding curves were accurate across varying conditions.
These results were obtained because of the unity power factor and suppression of demag-
netization by the d-axis stator current, which weakens flux linkage and limits saturation.

Compared to 2-D FEM simulations, the mathematical method cut computation time
from 66 to 33 s, facilitating faster optimizations in the WRSC design process. The reduced
time can lead to exponential efficiency gains, enabling designers to employ optimization
techniques more effectively.

Future research based on these findings could explore:

• Nonlinear magnetic material characteristics;
• Deriving leading and lagging compounding curves for power factor;
• Optimization techniques for a more efficient WRSC design;
• Experimental verification of the subdomain method on a test bench.
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Appendix A

The following integrals are presented to shorten equations in Appendix B:

sni(n, θi, β) =

θi+β∫
θi

sin(nθ)dθ =
1
n
(cos(nθi)− cos(n(θi + β) )) (A1)

rni(n, θi, β) =

θi+β∫
θi

cos(nθ)dθ =
1
n
( sin(n(θi + β) )− sin(nθi)) (A2)

gkni(k, n, θi, β) =
θi+β∫
θi

sin(nθ)cos
(

k π
β (θ − θi)

)
dθ

=

⎧⎨
⎩

β
2

(
sin(nθi)− 1

2kπ (cos(n(θi + 2β))− cos(nθi))
)
↔ kπ = nβ

nβ2

(kπ)2−(nβ)2

(
(−1)k(n(θi + 2β))− cos(nθi)

)
↔ kπ �= nβ

(A3)

f kni(k, n, θi, β) =
θi+β∫
θi

cos(nθ)cos
(

k π
β (θ − θi)
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dθ

=

⎧⎨
⎩

β
2
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cos(nθi) +
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2kπ (sin(n(θi + 2β))− sin(nθi))
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−nβ2

(kπ)2−(nβ)2

(
(−1)ksin(n(θi + 2β))− sin(nθi)
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(A4)

Fmk(m, k, β, δ) =
θi+β∫
θi
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(

k π
β (θ − θi)
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(
m π

δ

(
θ − θj

))
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⎧⎪⎨
⎪⎩
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(
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(A5)

Appendix B

Twenty respective equations to determine a unique solution are rewritten as:

1
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0 = 0 (A6)

R1
h π

α −1h
π

α
Cp

h + R1
−h π
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+

∞
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∑
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+
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R3
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∑
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Abstract: This study developed an optimal model for gas turbine power plants (GTPPs)
with intercoolers, focusing on the challenges related to power output, thermal efficiency
and specific fuel consumption. The study combined response surface methodology (RSM)
and central composite design (CCD) with advanced metaheuristic algorithms, including
ANFIS, ANFIS PSO and ANFIS GA, to model nonlinear interactions of key parameters,
including the pressure ratio, ambient temperature, turbine inlet temperature and the
effectiveness of the intercooler. Optimal values of thermal efficiency (47.8%), power output
(165 MW) and specific fuel consumption (0.16 kg/kWh) were attained under conditions of
a pressure ratio of 25, an ambient temperature 293 K, a turbine inlet temperature of 1550 K
and 95% intercooler effectiveness. The RSM, being the initial model, was able to predict
but lacked precision when compared with the nonlinear influences that were modelled
by ANFIS PSO and ANFIS GA, with power output, thermal efficiency and specific fuel
consumption (sfc) having corresponding R2 values of 0.979, 0.987 and 0.972. The study
demonstrated the potential of extending metaheuristic algorithms to provide sustainable
solutions to energy system problems and reduced emissions through gas turbine power
plant (GTPP) optimisation.

Keywords: central composite design (CCD); gas turbine power plant (GTPP); intercooler;
modelling; optimisation; power output; response surface methodology (RSM); specific fuel
consumption; thermal efficiency
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1. Introduction

The ever-increasing electricity consumption in the world makes it imperative to push
for more efficient power generation technologies [1–3]. The International Energy Agency
(IEA) also highlighted that global electricity demand is predicted to increase more than 50%
over the subsequent quarter-century, mainly from developing countries. This has placed
huge pressure on energy systems to improve efficiency, minimise fuel use and reduce
emissions [4–6]. Gas turbines, because of their flexibility, high ratio of power per output
and lower pollution, continue to attract interest in power generation. However, conversion
and operational losses due to inherent thermodynamic inefficiencies of heat-to-electricity
conversion and other factors continue to pose major challenges [7,8]. These inefficiencies
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are most felt in areas such as Africa, where energy demand is increasing. Yet, proper
solutions that will have minimal impact on the environment are desired [9,10].

Gas turbines (GT) work on the Brayton cycle, a thermodynamic cycle in which air is
compressed, and then, fuel is added and ignited to produce energy [11]. In gas-turbine
performance, relevant aspects include pressure ratio, which compares intake pressure to
exhaust pressure; ambient temperature, affecting combustion and efficiency; turbine inlet
temperature, associated with a high-pressure turbine or HP turbine; and the intercooler,
employed to cool the compressed air in an intercooler recuperative system for less work on
the compressor. While there is rigorous research dedicated to improving individual compo-
nents of gas turbine systems, a vast majority of suggested approaches do not account for
the fact that these components are dependent upon the interrelation of multiple variables.
A holistic approach is necessary to fully exploit the potential efficiency gains of gas turbine
systems, especially in light of increasing global energy demands.

Empirical research has explored various aspects of gas turbine optimisation, with
mixed successes. Ref. [12] investigated combined cycles for improving gas turbine thermal
efficiency, concluding that integrating steam cycles significantly enhances overall system
performance. Ref. [13] researched the impact of cooling technologies on the operation of
gas turbines in hot climatic regions, like the Middle Eastern regions, finding that evap-
orative cooling systems enhance power output by reducing the intake air temperature.
Ref. [14] conducted a comprehensive review of GT power plants, focusing on modelling
and simulating GT performance. The review examined both simple and complex cycle
GT power plants, including two-shaft, regenerative, reheat and intercooler configurations.
Particular attention was given to how operating conditions affect GT performance, with
an emphasis on both simple and complex cycles. The study highlighted performance
improvements for GT power plants, particularly in varying ambient conditions and more
advanced configurations.

Ref. [15] explored the impact of environmental conditions on gas turbine performance
in hot, arid climates, focusing on Karbala. Using Aspen HYSYS, they simulated a fogging
air intake cooling system. The results showed that cooling the intake air increased the
net power and thermal efficiency and reduced fuel consumption and the heat rate by 7%,
especially when temperatures exceeded 30 ◦C and humidity was below 40%.

In the work of [16], a theoretical analysis of the effect of pressure ratio and the ambient
temperature on the efficiency of the gas turbine was presented. It was deduced that higher
pressure ratios yield better results, although how ambient temperature affects the efficiency
of the turbine is still unclear. Ref. [17] analysed how turbine inlet temperature and the
effectiveness of the intercooler affected the energy efficiency. The results showed that, with
higher values of turbine inlet temperatures, the overall thermal efficiency of the cycles
increases, but the above study was constrained by being a limited parameter study that
only incorporated two variables at a time.

Current research in micro gas turbines includes hydrogen-enriched gaseous fuel
injection and the use of machine learning for the optimisation of compatibility, while the
efficiency of combustion processes signals increased thrust at lower emissions. Hydrogen
is a high-energy-density fuel that has a high flame speed, to the extent that flame stability
is enhanced, blow out is reduced and the problems associated with partial combustion
under lean burn conditions are appropriately addressed [18]. CFD simulations have been
used to enhance the fuel injector’s hydrogen distribution, though challenges like backfiring
risks still remain [19]. The performance prediction of micro gas turbines (MGTs) has been
enhanced by the use of machine-learning (ML) techniques, especially long short-term
memory (LSTM) networks, for various parameters like turbine inlet temperature and the
fuel flow rates. These models effectively accommodate dynamic parameter conditions
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and enhance thermal performance while decreasing specific fuel consumption rates. Also,
microalgae-based fuels have emerged as a renewable source of energy, which reduces
the emission of CO2 and ensures optimum performance. LSTM networks address the
variability of fuel properties, such as viscosity and calorific value, for improved operation
and fuel blend [20].

Furthermore, gradient descent algorithms enhance optimisation for the MGT sys-
tems. Variant techniques like stochastic gradient descent and adaptive methods (Adagrad,
Adam, RMSprop, etc.) enhance the convergence. The integration of gradient descent with
metaheuristic optimisation such as PSO further handles both non-convex and multi-modal
cost surfaces, optimising vital turbine parameters for cleaner and greater efficiency in
energy generation [21].

The response surface methodology (RSM) is a strong technique that is intended for the
investigation of systems characterised by more than one operating parameter, conveys the
relationship of the influencing factors with the performance characteristics and establishes
equations that quantify the correlation between the input variables and output responses.
RSM is an optimisation model through which empirical models and numerical optimisation
are employed to predict the effect of certain conditions on particular responses [18].

Ref. [19] investigated the interaction effect of pressure ratio and turbine inlet tempera-
ture on the performance of a gas turbine using RSM. While the study validated the inputs
suggesting that it was possible to achieve as much as a 30% improvement in the thermal
efficiency when both parameters were optimised, the work did not address other factors,
such as ambient temperature and intercooler efficiency for practical applications.

Ref. [20] extended the study by applying RSM for the improvement of thermal and
exergy efficiency of gas turbines but is limited in terms of the number of operational
parameters. The research only considered pressure ratio and turbine inlet temperature,
factors that, although crucial, do not capture the synergy between the multi-number
operation parameters that form the basis of the efficiency of the gas turbine.

The research carried out in [21] established a survey concerning the effect of different
operating parameters on gas turbine efficiency. Ref. [21] stated that, while the pressure
ratio, ambient temperature and turbine inlet temperature can be analysed individually,
optimising them using RSM is an area that has not extensively been explored.

Notwithstanding, RSM still has a limitation in handling complex relationships between
responses and control factors. For instance, although RSM has capabilities in establishing
polynomial regression equations and optimisation within a specific domain of the variables,
it is not efficient in capturing the high nonlinearity and multimodality of the gas turbines.
These are interactions between variables such as turbine inlet temperature and pressure
ratio, where high levels of these interactions may be synergistic or antagonistic in nature.
Thus, they cannot solely be modelled using the standard RSM. Further, the RSM is less
effective when the independent variables are discrete or when the variables interact in
such a way as to produce noncontinuous responses. For such cases, meta-heuristic or
optimisation techniques like genetic algorithm (GA), particle swarm optimisation (PSO),
ant colony optimisation (ACO) and others promise more effective and efficient solutions
than the standard methods in the multi-dimensional and non-linear optimisation problems.
When working with gas turbine systems, which are characterised by complex thermal
and mechanical interactions, these algorithms are able to locate global optima better than
the RSM [22].

Studied works have demonstrated metaheuristic algorithms solve combinatorial opti-
misation problems in an efficient manner, if the decision variables are discrete instead of
continuous, by converting the continuous values into binary ones and taking candidate
solution vectors [23,24]. Moreso, metaheuristic optimisation algorithms are applied to solv-
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ing numerous difficulties, with an established impact in engineering, finance, healthcare,
telecommunications and computing [25]. These techniques do not specifically address the
main problems but use iterative search methods to adjust to desired solutions where neces-
sary, especially for solving (nondeterministic polynomial time) NP-hard issues in energy
generation, production management and bioinformatics [26]. In the past decades, meta-
heuristic algorithms have been regarded as relevant solution providers for NP problems
that need the high power of exponential steps for achieving versatile and beneficial optimi-
sation approaches for complex issues. Furthermore, metaheuristic optimisation algorithms
have indicated the potential to solve most problems found in gas turbine power plants and
hydropower generation, defined as nonlinear and multi-modal optimisation problems [27].

Ref. [28] developed an algorithm to compute greenhouse control with model predictive
control (MPC) embedded with PSO. The aim was to achieve the highest possible crop output
with the lowest possible expenditure on energy. The results showed that the proposed
PSO-MPC algorithm has outperformed the rule-based and GA. This was supported by
the results of experiments indicating the feasibility of using the proposed methods for the
further enhancement of energy and yield efficiency in agriculture.

Ref. [29] analysed the exergy, exergoeconomic and exergoenvironmental multiobjective
optimisation of a gas turbine cycle using multiobjective PSO. The results showed that
raising the compressor’s pressure ratio and the turbine’s inlet temperature decreases CO2

emissions and enhances energy efficiency. However, the gains level off as the levels
increase. The analysis considers cost, time and environmental considerations but is carried
out under certain assumptions, has a limited range, uses static economic variables and
does not consider lifecycle costing. It was concluded that exit strategies for affordable,
sustainable energy design have potential and that these results warrant future study under
practical conditions.

In ref. [30], PSO and GA were employed for the optimisation of the economic and
environmental performance of power generation. The results established that PSO had a
faster convergence to the best solution and lower costs and emission levels compared with
GA. The study utilised real-world data and validation using IEEE test systems. Limitations
include the exclusion of some real constraints, such as line losses and areas that cannot be
supplied. However, the opportunity for metaheuristics to effectively dispatch is outlined
in the study, as well as recommendations for greater reality and enhanced algorithms.

The current study combines RSM with metaheuristic optimisation algorithms such as
the adaptive neuro-fuzzy inference system (ANFIS), ANFIS with GA and ANFIS with PSO
(ANFIS-PSO) to investigate the non-linear correlation of operating conditions and responses
in the gas turbine power plant, including power output, thermal efficiency and specific
fuel consumption. This work establishes RSM and metaheuristic algorithms as methods
for developing suitable mathematical models for improving gas turbine performance and
offering practical implications for the industry. There is promise for concurrent optimisation
approaches and techniques to optimise performance and design, as well as create new
processes. This work not only contributes in response to energy problems and encourages
sustainable development of the world’s energy systems but also offers clear modelling
that can be implemented by stakeholders, especially in the developing world, where the
generation of energy is a core determinant of economic growth.

2. Materials and Methods

2.1. Overview of the Power Gas Plant

A cycle model of a gas turbine power plant with an effect intercooler, along with a
detailed parametric study, is presented in this paper. The effects of parameter (design and
operation conditions) on the power output, compression work, specific fuel consumption
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and thermal efficiency are evaluated. In this study, the implementation of intercooling
increases the power-generating efficiency of the suggested gas turbine power plant when
compared to the non-intercooled gas turbine power plant configurations. The intercooler
gas turbine cycle is analysed, and a new approach for improvement of their thermody-
namic performances based on the first law of thermodynamics is presented. Different
affected parameters are simulated, including different compressor pressure ratios, ambient
temperatures, air–fuel ratios, turbine inlet temperature, and cycle peak temperature ratios
were analysed. The obtained results are presented and analysed. Further increasing the
cycle peak temperature ratio and total pressure ratio can still improve the performance of
the intercooled gas turbine cycle.

Intercoolers are an integral part of the gas turbine power plant. This facility is situ-
ated in a region with rich natural gas and river resources so the turbines will be highly
operational. The operational data used in this study were collected from the GT section
operator’s manual logbook containing daily reading. All of these recorded data were put
for analysis and the principles of boundaries, and the second law of thermodynamics was
applied. The gas turbine power plant utilises the Brayton cycle, and its constituent parts
are the compressor, combustion chamber, gas turbine and generator (load), as shown in
Figure 1. The interconnections of these components guarantee a fine and optimal operation
of the components, which ensures a sophisticated and efficient operation of the gas turbine
power plant [31], the optimisation of the resources and compliance with the gas turbine
power station on the fundamentals of thermodynamics for garnering the highest effective
utilisation of the available resources [32].

Figure 1. The schematic illustration of the gas turbine plant.

2.2. Modelling and Optimisation Process

The experimental design was developed using the design of experiment (DOE) and
the central composite design (CCD) for both single and multiple combinations of the op-
erating parameters. This was followed by the use of the RSM to estimate the responses
such as power output (P), specific fuel consumption (sfc) and thermal efficiency (η). Under
these experimental conditions, four independent parameters of the gas power plant were
identified and optimised, namely the pressure ratio (rp), ambient temperature (T1), turbine
inlet temperature (T3) and intercooler effectiveness (ε). The rationale for CCD stemmed
from its multiple strengths, namely time and cost perspectives, as well as the sensitivity
and accuracy of the calculated results to various operating conditions. Also, one of the
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advantages of using CCD is that the method ensures a minimum number of test runs [33].
Before applying the RSM, the experimental work, which was used in the present investiga-
tion, was selected from the database of the Design Expert software version 7.0.3 (Stat-Ease).
after thoughtful consideration.

The study involved three responses in CCD (P, sfc and η) and four operating parame-
ters (rp, T1, T3 and ε). Each varied at three levels, namely high, moderate and low, and were
denoted as +1, 0 and −1. The modelling and optimisation of operational factors occurred
in two stages. The initial step involved establishing a mathematical relationship between
the responses and independent factors using Equation (1) [34]

y = f (x1, x2, x3, . . . . . . . . . . . . . . . . xn) (1)

where y is the response, and f is the unknown function of response.
x1, x2, x3, . . . . . . . . . . . . . . . . xn are known as independent factors, and n is the number

of independent factors.
The independent factors were considered to be continuous and subject to control

within the experiments with minimal errors, aligning with the insights presented by [35].
In the subsequent phase, the estimation of coefficients in a mathematical model took place,
employing a second-order model or quadratic equation. This mathematical model serves
the purpose of predicting, optimising, and discerning the primary interaction factors,
namely the independent factors, and elucidating their impact on gas power plant efficiency,
as depicted in Equation (2) and as stated by [36]

y = β0 +
k

∑
i=1

βixi +
k

∑
i=1

βiix2
i +

k

∑
i=1

k

∑
j>1

βijxixj + εi (2)

where xi and xj are coded independent factors, and y denotes thermal efficiency, power
output and specific fuel consumption, recognised as the dependent variable or response.
The coefficients include β0 as the constant term, βi and β jj for the linear and quadratic
effects, respectively, and βij for interaction effects. k signifies the number of independent
factors, while εi accounts for the random error inherent in the experiment.

The coefficient of determination, R2, serves as an indicator of the polynomial’s fit
quality. The model’s performance was assessed through a thorough analysis of the results
using an ANOVA. The selection of predetermined independent factors for the experiments
was grounded in their reported impact on gas power plant efficiency.

The data derived from the RSM are underpinned by 30 experimental runs, as outlined
in Equation (3) [37].

N = 2k + 2k + nc

= 24 + 2(4) + 6 = 30
(3)

nc signifies the repeated number of experiments at the centre points. The total com-
prises the conventional 2k factorial, centred around the origin. This design allows for the
generation of a quadratic number of independent factors, as elucidated.

2.3. Thermodynamic Modelling of the Gas Power Plant

The enhancement of the network output in a gas turbine cycle can be achieved by
mitigating the negative work, specifically the compressor work. One approach for minimis-
ing compression work, as outlined by [38], involves employing a multistage compression
process with intercooling. The gas power plant encompasses components such as a low-
pressure compressor (LPC), an intercooler, a high-pressure compressor (HPC), a combustion
chamber and a turbine [39]. Intercooling is an important feature of gas turbine power plants
in which compressed air is cooled between compression stages before entering the next
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stage of compression. Intercooling lowers the temperature and specific volume of the air,
causing less work to be required for further compression. This leads to a substantially
greater plant net-power output. Since compression is generally the most energy-demanding
process in a gas turbine, the reduction in heat buildup through intercooling reduces the
overall workload, hence enhancing the efficiency of the entire system. Specifically, the
intercooler, which is a heat exchanger, transfers heat to a cooling medium, which reduces
the work of compression. This reduction is shown in the form of a smaller area under the
pressure–volume (p-V) curve and, hence, leads to the enhancement of the overall net power
output. Intercooling also cools the high-pressure compressor inlet temperature and helps
to preserve the efficiency and lifespan of important components of the gas turbine, which is
crucial for uninterrupted long-term operation. Implementing intercooling can significantly
boost the power output of a gas turbine, cost of operation and overall plant performance,
which are vital to modern energy systems [40].

For a constant compression ratio, an elevated inlet temperature corresponds to an
augmented demand for compression work, and conversely, a lower inlet temperature
reduces this requirement. The thermodynamic processes integral to multistage intercooled
compression are delineated in Figure 2.

Figure 2. Schematic diagram of a gas turbine cycle featuring intercooling [28].

In the initial stage, air compression transpires in the LPC. The compressed air, exiting
the LPC at state ‘2’, proceeds to the HPC and undergoes cooling in the intercooler. Here,
the compressed air temperature diminishes to state ‘3’ at a constant pressure. In the case of
perfect intercooling, states ‘3’ and ‘1’ share identical temperatures, an indication of compres-
sion in two stages. As a result of this two-stage compression, the compressed and cooled
air exhibits a reduced volume. This enables the compression to be conducted in a more
compact compressor, thereby necessitating less energy. Consequently, the introduction of
an intercooler leads to a decrease in the work required for compression. While intercool-
ing amplifies the net output, it is essential to acknowledge that the heat supplied, when
intercooling is present, surpasses that in a single-stage compression scenario. Therefore,
although the net output experiences an upswing, thermal efficiency tends to decline due to
the added heat supply.

The tangible impact of intercooling on compression work is visually evident in the
p-V diagram, exemplified by area 2342 in Figure 3a. Area 2343’ represents the work saved
due to intercooling between the compression stages, as seen in Figure 3a [38].
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Figure 3. (a) p-V diagram. (b) T-S diagram.

2.4. Analysis of Gas Turbines Power Plant with Intercooler

This study focuses on a regenerative gas plant that incorporates both reheating dur-
ing the expansion cycle and intercooling during the compression cycle. The synergy
of these processes results in a noteworthy enhancement of both network output and
thermal efficiency.

The intercooler effectiveness is denoted as ε, the compressor efficiency as ηc and the
turbine efficiency as ηt. Both the ideal and actual processes are illustrated with dashed and
full lines, respectively, in the T-S diagram in Figure 3b. These parameters, expressed in
terms of temperature (Equations (4) and (5), are defined according to [41]

ηc =
T2s − T1

T2 − T1
= ηclp; ηchp =

T4s − T3

T4 − T3
(4)

ηt =
T5 − T6

T5 − T6s
; x =

T2 − T3

T2 − T1
(5)

Here, ηcl p and ηchp denote the efficiency of the low- and high-pressure
compressors, respectively.

The work necessary to operate the compressor is expressed in Equation (6):

Wc = cpaT1

⎛
⎜⎝ r

γa−1
γa

p − 1
ηc

⎞
⎟⎠
⎡
⎢⎣2 + (1 − x)

⎛
⎜⎝ r

γa−1
γa

p − 1
ηc

⎞
⎟⎠
⎤
⎥⎦ (6)

Ref. [42]’s method was used to calculate the specific heat of the air, as shown
in Equation (7).

cpa = 1.019 × 103 − 0.138Ta + 1.984 × 10−4T2
a + 4.240 × 10−7T3

a − 3.7631.984 × 10−10T4
a (7)

The turbine’s output was determined using Equations (8) and (9), as suggested by [43].

Wt = cpgT5

⎡
⎢⎢⎣ηt

⎛
⎜⎜⎝1 − 1(

r2
p

) γg−1
γg

⎞
⎟⎟⎠
⎤
⎥⎥⎦ (8)
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Wt = cpgTTIT

⎡
⎢⎢⎣ηt

⎛
⎜⎜⎝1 − 1(

r2
p

) γg−1
γg

⎞
⎟⎟⎠
⎤
⎥⎥⎦ (9)

where TTIT = T5 is referred to as the turbine inlet temperature.
The network was determined using Equation (10). The network compares the gener-

ated energy with compression and other losses, and the net output depends on the pressure
ratio, ambient temperature and effectiveness of the intercooler. Decreasing the level of
compression work, through intercooling or optimal pressure ratios, increases the energy
that is available for power generation.

Wn = cpgTTIT

⎡
⎢⎢⎣ηt

⎛
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⎛
⎜⎝ r

γa−1
γa
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ηc

⎞
⎟⎠
⎤
⎥⎦ (10)

Since the combustion chamber functions on the principle of heat transfer from fuel to
air, Equation (11) can be simplified to reflect this specific scenario. In essence, all the heat
energy provided by the burning fuel is absorbed by the incoming air.

Qadd = cpgm

⎡
⎢⎣TIT − T1 + T2

⎛
⎜⎝ r
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γa

p − 1
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⎞
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⎛
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⎞
⎟⎠
⎤
⎥⎦
⎤
⎥⎦ (11)

where cpgm is the mean specific heat capacity at constant pressure for the gas
mixture (kJ/kg·K).

Equation (10) was used to determine the power output, as stated by [44].

Power = ma·Wnet (12)

The air-to-fuel ratio (AFR) was calculated based on Equation (13) [14].

AFR =
LHV
Qadd

(13)

Additionally, sfc was determined through:

s f c =
3600

(AFR·Wnet)
(14)

where ma is denoted as the air mass flow rate, LHV represents the higher heating value
and AFR signifies the air–fuel ratio.

The thermal efficiency of the cycle was obtained using Equation (15) and was
stated by [14].

ηth =

cpgTTIT

⎡
⎣ηt
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(15)

The specific heat of the gas is 1.148, and its specific heat ratio is 1.326. As for air, its
specific heat is 1.005 kJ/kg·K, with a specific heat ratio of 1.38.
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This investigation looks at refining the operational variables in a gas turbine power
plant utilising an intercooler while employing the RSM in conjunction with the CCD. The
purpose is to optimise energy creation and raise the thermal and exergy efficiencies while
lowering the specific fuel demands. Here, we present important procedures carried out
during the study, including establishing a model and determining the experimental factors.

2.5. Design of ANFIS Models for Analysis of Gas Turbines Power Plant with Intercooler
2.5.1. ANFIS

The core of the methodology begins with ANFIS, a model that integrates neural
network learning with fuzzy logic. ANFIS can effectively model the complex, nonlinear
relationships between the gas turbine’s operating parameters such as pressure ratio, inter-
cooler effectiveness and ambient and turbine temperatures and responses such as power
output, thermal efficiency and specific fuel consumption by adapting its structure based
on data patterns. This adaptability is essential in gas turbine power plant settings, where
environmental and operational conditions vary widely [45]. Using historical data, ANFIS
learns to associate different combinations of operating parameters, such as pressure ratio,
ambient and turbine temperatures with specific power output, thermal efficiency and
specific fuel consumption levels. The model does this by generating fuzzy if–then rules
that map input variables to output predictions.

The input/output membership functions describe how inputs (e.g., pressure ratio,
ambient temperature, turbine inlet temperature and intercooler effectiveness) are related
to the outputs, such as power output, thermal efficiency and sfc. The inputs are assigned
degrees of truth by membership functions building up fuzzy rules such as “If pressure
ratio is high then thermal efficiency is high”. Rule generation combines input combinations
to find out the probable outputs; the model adjusts the parameters while using the training
data to reduce the error margin. Through incorporating these operational parameters,
ANFIS helps to model interactions that result in improvements in the prediction accuracy
of key performance aspects, such as output power, thermal efficiency and sfc of gas turbine
power plants under diverse conditions. These rules are underpinned by membership
functions that assign degrees of truth to each condition, making ANFIS particularly adept
at capturing the nuanced dynamics within a gas turbine power plant. During training,
ANFIS uses optimisation algorithms to iteratively refine these rules and membership
functions to minimise prediction error. ANFIS applies both fuzzy logic and artificial neural
networks to model non-linear relationships in data sets of gas turbine power plants.

However, while ANFIS is powerful in adapting to data, its reliance on initial param-
eters can limit accuracy. The criterion influencing ANFIS’s accuracy is that the initial
membership functions and the rule parameters serve as model parameters. Such param-
eters are generally predefined based on heuristic or domain-specific knowledge. If the
initial parameters are not well chosen or do not contain an adequate level of variance
for the equations in the data set, the model may converge to a suboptimal solution. This
sensitivity to initial conditions also results in a lower ability to predict in systems with
high complexity or noise where the relationships between inputs and outputs are less
well-defined or highly non-linear [46].

To address this, the methodology incorporates optimisation techniques, namely PSO
and GA, to further refine ANFIS’s structure and boost its performance [18]. Gas turbines
exhibit relations between different parameters, which are rather non-linear, and the interac-
tion between different parameters may not be easily separable. That is why the inclusion of
PSO and GA are beneficial in ANFIS framework.
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2.5.2. ANFIS-PSO: Improved Tuning Using PSO

The ANFIS limitation was addressed by setting up the initial parameters. PSO is
then integrated, hence, reducing the parameter optimisation problem. PSO is a global
optimisation technique that is based on the social model, particularly bird flocking. It can
manage optimisation problems featuring large numbers of search variables with non-linear
qualities. Therefore, using it within the ANFIS framework makes sense to fine-tune the
best set of parameters for the present work.

In the ANFIS-PSO model, the PSO algorithm was used to identify the optimal mem-
bership function and rule parameters that act as a base for ANFIS. The process began
by creating a swarm of particles, where a particle represented a possible solution. These
particles search and move through the solution space according to their own best solutions
stored within them (local best) and the best solutions found by all the particles in the search
space (global best) in order to minimise a fitness function, i.e., the mean squared error
between the predicted and actual power output [47].

As the cost function of the PSO, the mean absolute error decreases in each iteration, as
the system adapts to new particle positions. This fine-tuning enabled the ANFIS-PSO model
to predict higher accuracy compared to the classical ANFIS model because of the PSO-
enabled adjustment of the network parameters to optimise the model during the dynamic
conditions of gas turbine power plants in the real-time operational space. Optimisation of
the PSO results leads to a more effective adaptation of ANFIS to alterations in parameters
like pressure ratio or turbine inlet temperature settings with regard to the prediction of
power output, thermal efficiency and sfc.

2.5.3. ANFIS-GA: Optimisation with GA

Here, GA is embedded to develop the ANFIS-GA model to improve the model. GA
is an evolutionary optimisation technique that is based on the natural selection that can
be used to optimise the solution space and for finding the best solution in an oversised
structure, such as gas turbine power plants.

In ANFIS-GA, only GA is used to optimise the same membership functions and rule
parameters as in ANFIS-PSO, but the best situation will be generated and evolved from a
population. Each of these individuals will be associated with a specific set of parameters
of ANFIS, and the population is optimised through selection, crossover and mutation
operations [48]. The best solutions are selected based on fitness (prediction accuracy) for
replicating all population sizes, while crossover recombines the attributes of two parent
solutions into offspring that potentially excel the parents, and mutation enforces random
changes to prevent the drifting of the population. GA evolves over numerous generations
to get the closest-possible parameters to an optimal solution, in terms of the accurate tuning
of ANFIS-GA, for enhanced predictive capability [49]. The ANFIS-GA model stands out
as the most useful in circumstances where the conditions are ever-changing. It can model
potential dependencies between them, where trends much more sophisticated than simple
direct correlations may apply to the power output, thermal efficiency and sfc of gas turbine
power plants.

2.5.4. Evaluation and Comparison of Actual and Predicted Models

After developing the ANFIS, ANFIS-PSO and ANFIS-GA models, their results are
compared in terms of predictive accuracy and reliability. As for the evaluation criteria to
estimate each model’s performance, root mean square error (RMSE) and mean absolute
error (MAE), which reflect how close the predicted curves are to the actual power output,
thermal efficiency and sfc data are applied. Normally, the two hybrid models that have been
proposed here, namely ANFIS-PSO and ANFIS-GA, should outperform the ANFIS model,
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since optimum values of some of the parameters are incorporated in the model. To examine
the generality of the models, a k-fold cross-validation technique is also used, whereby the
data set is divided into K subsets and the model is trained and tested k times on the subsets.
This approach makes it possible to establish whether the models are overtrained on one
part of a given dataset, hence guaranteeing their real-world application [24].

3. Results

3.1. Experimental Design Matrix and Corresponding Responses

The experimental design presented in Table 1 examines the relationship between four
key operational parameters: rp, T1, T3 and ε. These parameters were then manipulated
in sequence to study their effects on the power output and thermal efficiency of the gas
power plant. The maximum power output (165 MW) of the gas turbine was obtained
at a pressure ratio of 25 and an ambient temperature of 293 K, with the turbine inlet
temperature at 1550 K and an intercooler effectiveness of 55%. This combination equally
relates to how a high-pressure ratio and low ambient temperature increase the rating of
the power plant. Additionally, thermal efficiency peaked at 47.8% under slightly different
conditions: different at a pressure ratio of 25 with an ambient temperature of 293 K, a
turbine inlet temperature of 1550 K and an intercooler effectiveness of 95%. Likewise, a
maximum sfc of 0.35 kg/kWh was observed at a rp of 5, a T1 of 313 K, a T3 of 1150 K, and
an ε of 95%. This indicates that, although enhancements of the intercooler improve thermal
efficiency, it slightly lowers the power rating because of compressor deterioration. The
results showed that elevating the pressure ratio enhances the power output, with values
obtained between 121 MW and 165 MW. It also became evident that the overall temperature
or low ambient conditions have a further advantage in both power output and thermal
efficiency due to the low intake air temperature compressor workload. Hence, optimum
energy conversion occurs. Moreover, these temperatures constantly result in higher power
generation and more thermal energy is available for expansion in turbines. When coupled
with high levels of pressure ratio, operational thrust and thermal efficiency are enhanced.

Table 1. Experimental design matrix and the corresponding responses.

Factor 1 Factor 2 Factor 3 Factor 4 Response 1 Response 2 Response 3

Std Run
A: Pressure
Ratio (rp)

B: Ambient
Temp (T1)

C: Turbine
Temperature (T3)

D: Intercooler
Effectiveness (ε)

Thermal
Efficiency (η)

sfc
Power
Output

K K % % kg/kW·h MW

2 1 25 293 1150 55 47.1 0.23 156

16 2 25 313 1550 95 43.8 0.28 153

22 3 15 303 1550 75 37.9 0.17 145

6 4 25 293 1550 55 45.3 0.22 165

7 5 5 313 1550 55 31.7 0.29 150

19 6 15 293 1350 75 36.2 0.18 147

27 7 15 303 1350 75 26.8 0.29 138

20 8 15 313 1350 75 22.9 0.26 129

24 9 15 303 1350 95 35.3 0.25 126

12 10 25 313 1150 95 41.3 0.32 144

17 11 5 303 1350 75 21.6 0.26 125

30 12 15 303 1350 75 26.4 0.19 135

5 13 5 293 1550 55 44.2 0.22 155
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Table 1. Cont.

Factor 1 Factor 2 Factor 3 Factor 4 Response 1 Response 2 Response 3

Std Run
A: Pressure
Ratio (rp)

B: Ambient
Temp (T1)

C: Turbine
Temperature (T3)

D: Intercooler
Effectiveness (ε)

Thermal
Efficiency (η)

sfc
Power
Output

K K % % kg/kW·h MW

3 14 5 313 1150 55 20.9 0.31 142

10 15 25 293 1150 95 46.4 0.29 154

28 16 15 303 1350 75 26.3 0.19 136

15 17 5 313 1550 95 35.1 0.32 140

26 18 15 303 1350 75 26.5 0.2 136

8 19 25 313 1550 55 40.6 0.23 158

11 20 5 313 1150 95 33.1 0.35 121

29 21 15 303 1350 75 26.7 0.21 135

14 22 25 293 1550 95 47.8 0.24 157

25 23 15 303 1350 75 26.6 0.2 135

4 24 25 313 1150 55 34.6 0.28 155

23 25 15 303 1350 55 22.1 0.17 146

18 26 25 303 1350 75 39.5 0.16 149

9 27 5 293 1150 95 40.7 0.33 141

1 28 5 293 1150 55 30.8 0.3 153

21 29 15 303 1150 75 23.4 0.27 128

13 30 5 293 1550 95 45.3 0.28 151

3.2. Statistical Model Development for Power Output and Thermal Efficiency

Equations (16)–(18) delineate the mathematical model employed for predicting re-
sponses, while Tables 2–4 provide a summary of the outcomes derived using an analysis of
variance (ANOVA). This comprehensive analysis assesses the influence of individual and
interactive factors on the responses. In this study, the choice of employing the quadratic
model to the CCD technique is justified by its recognised suitability for optimisation [47].

Table 2. ANOVA for reduced quadratic model for power output (P).

Source Sum of Squares df Mean Square F-Value p-Value Remark

Model 3901.69 8 391.96 14.55 <0.0001 significant
A-Pressure ratio 709.39 1 709.39 26.33 <0.0001 significant

B-Ambient temperature 420.50 1 420.50 15.61 0.0007 significant
C-Turbine temperatures 355.56 1 355.56 13.20 0.0016 significant

D-Intercooler effectiveness 480.50 1 480.50 17.83 0.0004 significant
AB 351.06 1 351.06 12.95 0.0020 significant
AD 27.56 1 27.56 1.10 0.3433 not significant
BD 481.50 1 481.50 24.33 0.0002 significant
B2 1075.56 1 1075.56 39.92 <0.0001 significant

Residual 39.05 21 26.94
Lack of Fit 32.22 16 3.02 2.69 0.1157 not significant
Pure Error 6.83 5 1.37
Cor Total 3940 74

R2 = 97.9%; adjusted R2 = 90.98%; predicted R2 = 79.98%; CV% = 4.41; adeq precision = 10.03.

In Table 2, the ANOVA results for power output show a significant model, with
an F-value of 14.55 and a p-value of less than 0.0001, indicating a reliable model. Key
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contributors to power output include the pressure ratio (A), ambient temperature (B),
turbine inlet temperature (C) and intercooler effectiveness (D). The interaction effects
between ambient temperature and pressure ratio (AB), as well as the interaction between
ambient temperature and intercooler effectiveness (BD), were also significant. The model
demonstrates a high R2 value of 0.979, meaning that 97.9% of the variability in power
output is explained by the model. The adequate precision score of 10.03 further reinforces
the strong signal-to-noise ratio, indicating a robust model.

Table 3. ANOVA for reduced quadratic model for thermal efficiency (η).

Source Sum of Squares df Mean Square F-Value p-Value Remarks

Model 1537.06 7 245.73 20.54 <0.0001 significant
A-Pressure ratio 382.72 1 382.72 32.00 <0.0001 significant

B-Ambient temperature 353.78 1 353.78 29.58 <0.0001 significant
C-Turbine temp. 158.42 1 158.42 13.24 0.0015 significant

D-Intercooler effectiveness 147.35 1 147.35 12.32 0.0021 significant
AC 119.84 1 119.84 10.02 0.0047 significant
AD 251.02 16 251.02 15.69 <0.0001 significant
C2 123.93 1 123.93 10.36 0.0041 significant

Residual 29.72 22 11.96
Lack of Fit 29.54 17 1.16 1.02 0.3233 not significant
Pure Error 0.1750 5 0.0350
Cor Total 1566.78 29

R2 = 98.7%; adjusted R2 = 93.47%; predicted R2 = 80.47%; CV% = 2.53; adeq precision = 14.5774.

Similarly, Table 3 shows the ANOVA results for thermal efficiency, where the model is
also highly significant, with an F-value of 20.54 and a p-value of less than 0.0001. The pres-
sure ratio, ambient temperature, turbine inlet temperature and intercooler effectiveness all
significantly influence thermal efficiency. Additionally, interactions between pressure ratio
and turbine inlet temperature (AC) and pressure ratio and intercooler effectiveness (AD)
were found to be significant. The R2 value of 0.987 indicates that the model accounts for
98.7% of the variation in thermal efficiency, while the adequate precision of 14.57 supports
the model’s reliability.

Table 4. ANOVA for reduced quadratic model for specific fuel consumption (sfc).

Source Sum of Squares df Mean Square F-Value p-Value Remarks

Model 0.0666 7 0.0095 12.98 <0.0001 significant
A-Pressure ratio 0.0093 1 0.0093 12.74 0.0017 significant

B-Ambient temperature 0.0068 1 0.0068 9.29 0.0059 significant
C-Turbine temperatures 0.0103 1 0.0103 14.02 0.0011 significant

D-Intercoolereffectiveness 0.0093 1 0.0093 12.74 0.0017 significant
AB 0.0043 1 0.0043 5.81 0.0247 significant
BC 0.0090 1 0.0090 12.72 0.0018 significant
BD 0.0045 1 0.0045 5.83 0.0244 significant

Residual 0.0161 22 0.0007
Lack of Fit 0.0088 17 0.0005 0.3526 0.9515 not significant
Pure Error 0.0073 5 0.0015
Cor Total 0.0827 29

R2 = 97.2%; adjusted R2 = 89.95%; predicted R2 = 74.95%; CV% = 4.86; adeq precision = 9.734.

Table 4 also gives the ANOVA results of the reduced quadratic model for sfc. The
results show that the model fits the data: F = 12.98 and p < 0.0001, which means that,
overall, the included factors play an important role in determining sfc. Based on the results
of the analysis shown in Table 4, several variables and the interrelationships between them
are considered noteworthy. The pressure ratio (A) and turbine temperatures (C) show
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particularly high impact, with p-values of 0.0017 and 0.0011, respectively. Temperature
(B) and intercooler effectiveness (D) further influence sfc, with p-values of 0.0017 and
0.0059, respectively. Moreover, the effects of pressure ratio on AB and BC on turbine
temperature and BD on intercooler effectiveness were also significant, indicating that these
variables depend on one another in some manner. The model shows a good fit based on
the performance criteria, such as MAE = 0.945, RMSE = 1.191 and R2 = 0.972, signifying
that a 97.2% variance of sfc is accounted for by the model.

It is established that all the models are very consistent compared to the mean given by
the low coefficients of variation (CV%), with 4.41% for power output, 2.53% for thermal
efficiency and 4.86% for specific fuel consumption, confirming the models’ precision and
reliability in predicting the outcomes. Furthermore, the lack of fit values for both models
was not significant, supporting the models’ accuracy in representing the experimental
data. The p-values are lower than 0.05, which indicates a good signal-to-noise ratio of
adequate precision values of 10.03 and 14.57, respectively. Also, the R2 values of 0.979
for power output and 0.987 for thermal efficiency indicate a very good model fit and its
capacity to replicate the experiment data. The lack-of-fit test yields a p-value of 0.9515
(Table 4), suggesting no significant systematic errors, which supports the model’s validity
for the data.

Overall, the results highlight the model’s accuracy in analysing sfc while emphasising
the importance of individual factors and their interactions. The adjusted R2 shows the
degree of variance of the independent factors and the predicted R2 degree to which a model
accurately predicts new observations. The fluctuations between these two results have
about a difference of 0.20, which signifies good model conformity. Regarding power output,
there is a good agreement, with a 0.12 difference between the adjusted R2 (0.9098) and
the predicted R2 (0.7898). Also, in the case of thermal efficiency (Table 3), the predicted
R2 (0.9347) is closely matching with the adjusted R2 (0.8047), with a difference of 0.13. The
model has been found to be non-arbitrary, consistent and capable of reproducing the data
of the experiment. Likewise, for sfc (Table 4), the adjusted R2 of 0.8995, which is fairly high
for the model, considered the number of predictors in the data. In addition, the high value
of the adjusted R2 of 74.95% proves that the model is also highly predictive. Moreover, an
adequate precision value of 9.734 means that it has a good signal-to-noise ratio.

P = 136.17 + 6.28A − 4.83B + 4.44C − 5.17D + 12.22B2 + 1.56AB + 1.31BD (16)

η = 28.08 + 4.618A − 4.43B + 2.96C + 2.86D + 10.26C2 − 1.42AC − 0.93AD (17)

s f c = 0.207 − 0.023A + 0.021B − 0.024C + 0.023D + 0.035AB + 0.003BC − 0.04BD (18)

where the variables P, η and sfc denote power output (in MW), thermal efficiency (as
a percentage) and specific fuel consumption (in kg/kWh), respectively. Additionally,
A, B, C and D represent the coded factors associated with pressure ratio (rp), ambient
temperature (in Kelvin), turbine inlet temperature (in Kelvin) and intercooler effectiveness
(ε), respectively. It is important to note that a positive (+) sign in the mathematical model
signifies a synergistic effect, while a negative (−) sign indicates antagonistic effects. For
example, higher pressure ratios (A) in the compressors cause air temperatures to rise so that
the energy needed for compression may be high, and hence, this decreases the efficiency
that comes with higher turbine inlet temperatures (C). While turbine inlet temperatures
enhance thermal efficiency, there is some loss due to compressor work, owing to pressures
at higher levels. This negative interaction shows that the pressure ratio and the turbine inlet
temperature have to be optimised, such that further increases will not reduce efficiency
drastically. This modelling reflects their influencing interactions to enhance the functionality
and efficiency of the gas turbine within these systems.
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3.3. Influence of Individual Parameters on the Performance of the Gas Power Plant with Intercooler

The impact of different operational parameters for the gas power plant with an
intercooler is illustrated in Figures 4–7. The values are useful in order to enhance the effects
of these parameters on the performance of the gas power plant. The effect of pressure
ratio on power output and thermal efficiency is depicted in Figure 4. With an increase in
pressure ratio from 5 to 30, the power output rises. This rise is due to the improvement of
the energy, which is utilised to expand with the increased pressure ratio, thus making the
expansion process of the gas in the turbine more efficient. Likewise, the thermal efficiency
of the cycle varies from 25% at the lower pressure ratio of 15 to over 45% at the pressure
ratio of 30. This illustrates how it is possible to raise both the power and the efficiency of a
gas turbine by the rising pressure ratio.

Figure 4. Influence of pressure ratio on the (a) power output, (b) thermal efficiency and (c) specific
fuel consumption.

Figure 5 shows the effect of ambient temperature on power output and thermal effi-
ciency. The power output reduces with the increase in ambient temperature, ranging from
15 ◦C up to 45 ◦C. The power output from the temperature range of 15 ◦C is equivalent
to 240 MW, while that from a 45 ◦C temperature is around 160 MW. This inverse corre-
lation between the ambient temperature and power output is due to the fact that, as the
temperature increases, the work needed to compress the air decreases the energy available
for power generation. With the increase in ambient temperature, the thermal efficiency of
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the gas turbine follows the decline manner and is below 40% at 15 ◦C and below 30% at
45 ◦C. It was observed that lower ambient temperatures increase both power and thermal
efficiency, underlining the desirability of operating the gas turbine in cooler surroundings.

Figure 5. Influence of ambient temperature on the (a) power output, (b) thermal efficiency and (c)
specific fuel consumption.

The effect of turbine inlet temperature on power output and thermal efficiency is
shown in Figure 6. The power of the gas turbine increases significantly from 150 to 300 MW
as the turbine inlet temperature rises from 1100 to 1600 K. This increase results from the
higher thermal energy available for expansion at higher turbine inlet temperatures, a factor
that greatly enhances the power produced. The thermal efficiency also rises and goes
from about 30% with 1100 K to over 50% with 1600 K. This indicates that substantial
improvements in both the power produced and thermal efficiency can be realised just by
improving the turbine inlet temperatures.
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Figure 6. Influence of turbine inlet temperature on the (a) power output, (b) thermal efficiency and
(c) specific fuel consumption.

The effect of intercooler effectiveness on power output and thermal efficiency is also
depicted in Figure 7. An increase in the intercooler effectiveness from 0.5 to 1.0 and slightly
reduced the power output from 200 to 180 MW. It was due to the production of less-
energetic compressed air due to more heat extracted from the compressed air, leaving it
with less energy to work in the turbine. But with the increase of intercooler effectiveness,
the thermal efficiency increased from 35 to 45%. Thus, even though the intercooler’s
effectiveness enhances the efficiency of the system, it must be balanced to prevent excessive
minimisation of the power output. Conversely, a gradual increase in ambient temperature
and intercooler effectiveness (ranging from 293 to 313 K and 55% to 95%, respectively)
correlated with a rise in specific fuel consumption, ranging from 22.1 to 47.8 kg/kW·h, as
the total pressure ratio decreased from 25 to 5 [41].

144



Mathematics 2025, 13, 174

Figure 7. Influence of intercooler effectiveness on the (a) power output, (b) thermal efficiency and (c)
specific fuel consumption.

3.4. Influence of Two Most Significant Factors on the Performance of the Gas Turbine Power Plant
with Intercooler

Figures 8–14 present 3D response surface plots and 2D contour plots of the interdepen-
dence of the crucial parameters that influence the gas turbine power plant’s performance.
This inverse relationship between the pressure ratio and the effectiveness of the intercooler
shows that, while the intercooler cools the air by lowering the compressor’s work, the
intercooler is also capable of increasing the power output whenever the pressure ratio
is raised.

The interactive effect of the pressure ratio and the ambient temperature on the power
output of a gas turbine power plant is depicted in Figure 8a,b. The figure shows that power
output is highly responsive to higher pressure ratios and lower ambient temperatures.
When the pressure ratio is 25 and the ambient temperature of 293 K, the power output
rises from 130 MW to 147 MW. The maximum output power is found to be 147 MW at
constant intercooler effectiveness, and the power output was maximum (147 MW), when
the pressure ratio and the ambient temperature were 25 and 1350 K, respectively. On the
other hand, lower pressure ratios integrated with higher ambient temperatures translate to
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a significant loss of power production capability. This inverse-like condition is observed
since lower ambient temperatures mean lesser compression load, which improves the
energy for expansion in the turbine. The results obtained reflect the need to keep the
pressure ratios and ambient conditions at their optimal levels to get the best results from
the driving gas turbines. In particular, an increase in pressure ratio enhances the energy
conversion efficiency during expansion, while low ambient temperatures decrease the
compressor’s energy requirements. This synergy also confirms that power generation is
optimised under certain operating conditions.

Figure 8. (a) 3D surface plot of power output (MW) against pressure ratio and ambient temperature
(K); (b) 2D contour plot of power output (MW) against pressure ratio and ambient temperature (K).

Figure 9. (a) 3D surface plot of power output (MW) against ambient temperature and intercooler
effectiveness (%); (b) 2D contour plot of power output (MW) against ambient temperature and
intercooler effectiveness (%).

The interactions of pressure ratio and intercooler effectiveness in determining power
output are depicted in Figure 9a,b. The results depict that the power output is optimum
when the pressure ratio rises from 5 to 25, and the effectiveness of an intercooler decreases
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from 95% to as low as 55%. The results obtained for the present power plant indicate that
the maximum power output of 145 MW was obtained at a turbine inlet temperature (TIT)
of 1350 K and ambient temperature of 303 K. These results indicate that, even though the
intercooling minimises the compressor work, there is no significant effect of increased
intercooler efficiency (e.g., 95%), due to the reduced thermal energy available for turbine
expansion. When the intercooler effectiveness decreases to around 55% and power output
rises, more thermal energy is conserved for turbine work. This clearly shows problems
with air-cooled intercooler efficiency, which depends on gas turbine operating parameters
such as pressure ratio and ambient temperature. The main function of an intercooler
is to cool the compressed air between the stages of compressing so that its temperature
and specific volume are decreased, thus lowering the compressor work and improving
the thermodynamic efficiency. However, very efficient intercooling certainly reduces the
temperature of the air entering the combustion chamber and, hence, reduces the thermal
energy needed to expand the turbine. Since the turbine produces power by expanding
hot gases, a low inlet temperature results in low amounts of energy being required for
conversion into mechanical work, thereby decreasing power output. Consequently, high
effectiveness in the intercooler leads to a higher efficiency in the compressor and thermal
efficiency, but it has negative impacts on the efficiency of a turbine. The range of optimal
intercooler effectiveness (55–95%) balances the trade-off between these two effects and pro-
vides increased efficiency and sufficient power output. These findings show the necessity
for tactful optimisation of the intercooler’s characteristics and the stability of the required
operating parameters to provide the maximum power in gas turbine combined cycles [50].

Figure 10. (a) 3D surface plot of thermal efficiency (%) against pressure ratio (rp) and turbine inlet
temperature, and (b) 2D contour plot of thermal efficiency (%) against pressure ratio (rp) and turbine
inlet temperature.

Figure 10a,b shows the interactive influences of turbine inlet temperature and pressure
ratio on the thermal efficiency of the power plant gas turbine. It was observed that thermal
efficiency rises with higher turbine inlet temperatures and pressure ratios. The optimum
value of thermal efficiency of 47% was observed for a TIT with a 1550 K pressure ratio of 25
and a constant ambient temperature of 293 K but with an intercooler effectiveness level of
95%. The results demonstrate that, at lower pressure ratios, the efficiency of the power plant
is moderate. However, above a pressure ratio of 15, the plant efficiency becomes steeper.
This is attributed to the fact that a greater TIT offers more thermal energy for the expansion
stage in the turbine and, hence, better energy conversion. The finding emphasises that
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high values of TIT and pressure ratios ensure that the gas turbine operates at the highest
level of thermal efficiency. However, much care has to be taken to avoid reducing material
strength or undergoing stresses due to heat while operating at such high values of the said
quantities. Thus, optimisation offers a route for enhancing energy efficiency and sector
performance in gas turbine power plants.

Figure 11. (a) 3D surface plot of thermal efficiency (%) against pressure ratio and intercooler effec-
tiveness (ε), and (b) 2D contour plot of thermal efficiency (%) against pressure ratio and intercooler
effectiveness (ε).

The influence of the combination of pressure ratio and intercooler effectiveness on
the thermal efficiency is shown in Figure 11a,b. It is realised that the thermal efficiency
increases as the pressure ratio is high and, at the same time, isolates the effectiveness of the
intercooler. The maximum thermal efficiency of 47.8% was obtained when the pressure ratio
was at the maximum of 25, intercooler effectiveness at 55% and with a constant ambient
temperature and turbine inlet temperature of 293 K and 1550 K, respectively. The result
shows that, although intercooling reduces the work that the compressor performs, extreme
cooling reduces the amount of heat that is available for expansion by the turbine, thereby
reducing the thermal efficiency. At lower intercooler effectiveness, less heat is removed,
and therefore, more work is performed at higher pressure ratios. This finding shows that
there is always a trade-off between intercooler effectiveness and thermal efficiency, an
indication that there must be a careful balancing of intercooler effectiveness to arrive at
an optimum system. Additionally, it reveals that higher pressure ratios are necessary for
increased thermal efficiency when the effectiveness of the intercooler is well managed.

The interaction between pressure ratio and ambient temperature on the sfc of a gas
turbine power plant is depicted in Figure 12a,b. The study shows that, at a pressure
of 15 and ambient temperature of 303 K, sfc is lowest at 0.28 kg/kWh, with a steady
TIT of 1350 K and an intercooler efficiency of 75%. Specific fuel consumption increases
as the ambient temperature increases and the pressure ratio decreases. This is because
an enhanced ambient temperature raises the pressure ratio in compression work, hence,
lowering the energy for turbine expansion. Reduced pressure ratios compound the energy
losses that are inevitable with the generation of power. Thus, more fuel is consumed per
unit of power generated. Hence, the pressure ratios must be kept moderate and ambient
conditions stable to maximise fuel economy. Operating at a pressure ratio of 15 balances
fuel consumption while maintaining system efficiency, especially for a moderate ambient
temperature. Furthermore, maintaining the TIT at 1350 K keeps energy losses negligible,
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provided the working fluid undergoes expansion, and intercooler effectiveness is set at
75% to give sufficient cooling without massive thermal energy loss. This demonstrates that,
under stable turbine inlet conditions, increasing the pressure ratio positively influences
fuel efficiency at moderate ambient temperatures.

Figure 12. (a) 3D surface plot of specific fuel consumption (kg/kW·h) against pressure ratio and
ambient temperature (K), and (b) 2D contour plot of specific fuel consumption (kg/kW·h) against
pressure ratio and ambient temperature (K).

The effect of ambient temperature and TIT on the sfc of gas turbine systems is depicted
in Figure 13a,b. The results demonstrate that, with an ambient temperature increase, the sfc
improves, primarily at a lower TIT. A minimum sfc of 0.25 kg/kW·h was obtained with a
pressure ratio of 15, a TIT of 1350 K, and an ambient temperature of 293 K. Higher ambient
temperatures put a higher load on the compressor stage. Therefore, the energy available
for the turbine expansion is lowered, and hence, more fuel is used. This is compounded by
a lower TIT, meaning that there is the least thermal energy for conversion into useful work.
However, at a TIT of 1350 K, moderate conditions of sfc are achieved while burning fuel
efficiently and maintaining maximum energy output. These results underline the need for
a high TIT and a moderate pressure ratio to maximise the fuel consumption as ambient
conditions change.

Figure 14a,b examines the effect of both ambient temperature and intercooler effec-
tiveness on sfc. The findings show that the sfc rises with an increasing ambient and TIT,
especially when both conditions are at a high level. An optimum sfc of 0.25 kg/kW·h was
obtained at a pressure ratio of 15, a TIT of 1350 K, and an ambient temperature of about
293 K. More energy is used in relation to air compression at higher ambient temperatures,
resulting in less energy being available for turbine expansion and leading to more fuel
consumption. Similarly, with a higher TIT, more thermal energy is available for expansion,
but the cost, in terms of fuel, required to sustain operations at those conditions is also
increased. These results show the relationship between these operating parameters, in
which increased temperature offers greater turbine efficiency at the expense of increased
specific fuel consumption. The result also shows that, for a low sfc while generating high
power, the TIT, ambient temperature and pressure ratio must be set at their optimum level.
It became clear that, for best performance, these parameters must be optimised to achieve
the best fuel consumption and turbine efficiency.
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Figure 13. (a) 3D surface plot of specific fuel consumption (kg/kW·h) against ambient temperature
(K) and turbine temperature (K), and (b) 2D contour plot of specific fuel consumption (kg/kW·h)
against ambient temperature (K) and turbine temperature (K).

Figure 14. (a) 3D surface plot of specific fuel consumption (kg/kW·h) against ambient temperature
(K) and turbine temperature (K), and (b) 2D contour plot of specific fuel consumption (kg/kW·h)
against ambient temperature (K) and turbine temperature (K).

3.5. Comparison Analysis Between Experimental and RSM Predicted Performance

The RSM was used to analyse the actual and the predicted power output, thermal
efficiency and sfc. Tables 5–7 provide multiple experimental runs, where each entry was
the actual and predicted values with the residual value (actual value minus predicted
value). The basic statistical values, such as leverage, Cook’s distance and Studentised
residuals, indicate how accurate the model is and how much impact every data unit
has. The residuals show to what extent the predicted data are in tandem with the actual
data. Small residuals indicate that, overall, the RSM model satisfactorily estimates power
output, thermal efficiency and sfc, whereas the point values identified as outliers based
on larger Studentised residuals and Cook’s distance values are minor. The power in
brackets (Tables 5–7) appears when the value of DFFITS exceeds the critical threshold
(values) and this means that the observation significantly influences the fitted values of the
regression model.
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Table 5. Comparison between actual and RSM predicted values for power output.

Run
Order

Actual
Value for

Power
Output

Predicted
Value for

Power
Output

Residual Leverage
Internally

Studentised
Residuals

Externally
Studen-

tised
Residuals

Cook’s
Distance

Influence
on Fitted

Value
DFFITS

Standard
Order

1 156.00 160.23 −4.23 0.659 −1.627 −1.733 0.341 −2.407 (1) 2
2 153.00 152.99 0.0102 0.659 0.004 0.004 0.000 0.005 16
3 145.00 142.30 2.70 0.485 0.846 0.837 0.045 0.813 22
4 165.00 162.99 2.01 0.659 0.774 0.763 0.077 1.060 6
5 150.00 149.77 0.2325 0.659 0.090 0.087 0.001 0.120 7
6 147.00 144.19 2.81 0.485 0.880 0.873 0.049 0.848 19
7 138.00 134.47 3.53 0.096 0.835 0.826 0.005 0.270 27
8 129.00 134.53 −5.53 0.485 −1.733 −1.873 0.189 −1.819 20
9 126.00 132.19 −6.19 0.485 −1.942 −2.169 0.237 −2.107 24

10 144.00 141.73 2.27 0.659 0.876 0.869 0.099 1.206 12
11 125.00 132.08 −7.08 0.485 −2.221 −2.620 0.310 −2.544 (1) 17
12 135.00 134.47 0.5263 0.096 0.125 0.120 0.000 0.039 30
13 155.00 158.06 −3.06 0.659 −1.178 −1.195 0.179 −1.660 5
14 142.00 139.50 2.50 0.659 0.961 0.959 0.119 1.332 3
15 154.00 152.77 1.23 0.659 0.475 0.462 0.029 0.642 10
16 136.00 134.47 1.53 0.096 0.361 0.351 0.001 0.115 28
17 140.00 136.56 3.44 0.659 1.325 1.362 0.226 1.892 15
18 136.00 134.47 1.53 0.096 0.361 0.351 0.001 0.115 26
19 158.00 160.95 −2.95 0.659 −1.135 −1.147 0.166 −1.593 8
20 121.00 121.55 −0.5453 0.659 −0.210 −0.203 0.006 −0.282 11
21 135.00 134.47 0.5263 0.096 0.125 0.120 0.000 0.039 29
22 157.00 160.28 −3.28 0.659 −1.264 −1.291 0.205 −1.794 14
23 135.00 134.47 0.5263 0.096 0.125 0.120 0.000 0.039 25
24 155.00 154.43 0.5658 0.659 0.218 0.211 0.006 0.293 4
25 146.00 142.53 3.47 0.485 1.090 1.097 0.075 1.065 23
26 149.00 144.64 4.36 0.485 1.368 1.413 0.118 1.372 18
27 141.00 138.84 2.16 0.659 0.833 0.824 0.089 1.145 9
28 153.00 151.55 1.45 0.659 0.560 0.547 0.040 0.760 1
29 128.00 133.42 −5.42 0.485 −1.698 −1.826 0.181 −1.773 21
30 151.00 150.10 0.8991 0.659 0.346 0.336 0.015 0.467 13

ANOVA: single factor
SUMMARY

Groups Count Sum Average Variance

Column 1 30 4305 143.5 127.6379
Column 2 30 4305 143.5 117.4334
ANOVA

Source of Variation SS df MS F p-value F crit

Between Groups 2.73 × 10−12 1 2.73 × 10−12 2.23 × 10−14 1 4.006873
Within Groups 7107.067 58 122.5356

Total 7107.067 59

The power values are presented in Table 5, where the actual values of power output
vary from 121 to 165, and the predicted power output values are close to the actual values,
indicating the effectiveness and accuracy of the models. The residuals, which are the
differences between the observation and fitted values, are relatively small, and with the
exception of a few cases, are less than one. For instance, Run 1, with the residual −4.23, and
Run 9 has a greater discrepancy, equal to –6.19. Also, Run 1 and Run 11 have symbols (1)

because their DFFITS values are −2.407 and −2.544, respectively, which indicates that these
two Runs have significant effect on model prediction. Nevertheless, as has been depicted
by the ANOVA analysis (Table 5), there is no statistically significant difference between
the actual and the predicted values. The F-value is as low as 2.23 × 10−14, and the p-value
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equals 1, which means that any variation that was identified does not stem from systematic
errors produced by the faulty model (Table 5).

Table 6. Comparison between actual and RSM predicted values for thermal efficiency.

Run
Order

Actual
Value for
Thermal

Efficiency

Predicted
Value for
Thermal

Efficiency

Residual Leverage
Internally

Studentised
Residuals

Externally
Studen-

tised
Residuals

Cook’s
Distance

Influence
on Fitted

Value
DFFITS

Standard
Order

1 47.10 43.91 3.19 0.659 1.653 1.766 0.352 2.453 (1) 2
2 43.80 43.73 0.0668 0.659 0.035 0.033 0.000 0.046 16
3 37.90 33.55 4.35 0.485 1.836 2.015 0.212 1.957 22
4 45.30 48.78 −3.48 0.659 −1.801 −1.965 0.417 −2.729 (1) 6
5 31.70 30.54 1.16 0.659 0.601 0.588 0.046 0.817 7
6 36.20 33.91 2.29 0.485 0.965 0.962 0.059 0.935 19
7 26.80 26.62 0.1789 0.096 0.057 0.055 0.000 0.018 27
8 22.90 25.05 −2.15 0.485 −0.905 −0.899 0.051 −0.873 20
9 35.30 31.49 3.81 0.485 1.607 1.706 0.162 1.657 24
10 41.30 42.41 −1.11 0.659 −0.576 −0.563 0.043 −0.782 12
11 21.60 25.87 −4.27 0.485 −1.800 −1.964 0.204 −1.907 17
12 26.40 26.62 −0.2211 0.096 −0.070 −0.068 0.000 −0.022 30
13 44.20 42.27 1.93 0.659 1.000 1.000 0.129 1.390 5
14 20.90 19.07 1.83 0.659 0.949 0.945 0.116 1.313 3
15 46.40 48.42 −2.02 0.659 −1.044 −1.047 0.140 −1.455 10
16 26.30 26.62 −0.3211 0.096 −0.102 −0.099 0.000 −0.032 28
17 35.10 37.47 −2.37 0.659 −1.229 −1.252 0.194 −1.739 15
18 26.50 26.62 −0.1211 0.096 −0.039 −0.037 0.000 −0.012 26
19 40.60 40.52 0.0765 0.659 0.040 0.038 0.000 0.053 8
20 33.10 30.48 2.62 0.659 1.358 1.401 0.237 1.945 11
21 26.70 26.62 0.0789 0.096 0.025 0.024 0.000 0.008 29
22 47.80 48.81 −1.01 0.659 −0.524 −0.511 0.035 −0.710 14
23 26.60 26.62 −0.0211 0.096 −0.007 −0.006 0.000 −0.002 25
24 34.60 34.73 −0.1276 0.659 −0.066 −0.064 0.001 −0.089 4
25 22.10 25.77 −3.67 0.485 −1.547 −1.630 0.150 −1.583 23
26 39.50 35.09 4.41 0.485 1.860 2.048 0.217 1.989 18
27 40.70 39.96 0.7432 0.659 0.385 0.374 0.019 0.519 9
28 30.80 31.72 −0.9221 0.659 −0.477 −0.465 0.029 −0.646 1
29 23.40 27.61 −4.21 0.485 −1.776 −1.931 0.198 −1.876 21
30 45.30 46.03 −0.7276 0.659 −0.377 −0.366 0.018 −0.508 13

ANOVA: single factor
SUMMARY

Groups Count Sum Average Variance

Column 1 30 1026.9 34.23 76.45045
Column 2 30 1026.91 34.23033 70.79907
ANOVA

Source of Variation SS df MS F p-value F crit

Between Groups 1.67 × 10−6 1 1.67 × 10−6 2.26 × 10−8 0.99988 4.006873
Within Groups 4270.236 58 73.62476

Total 4270.236 59

The ANOVA analysis for thermal efficiency is displayed in Table 6, where the actual
values of thermal efficiency range between 20.90 and 47.80 and the predicted thermal effi-
ciencies follow the same trend. The results showed that most of the residuals are relatively
small, although some runs depict higher deviations. For instance, Run 26 has a residual of
4.41, which means there is a rather high deviation between the actual and estimated values.
However, the analysis of variance shows no significant difference between the actual and
predicted values for thermal efficiency. The F-value (2.26 × 10−8), as p-value well as the
(0.999 88), shows that the probabilities of the model are statistically relevant to the actual
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values (Table 6). Therefore, comparing the result of incorporated power output with the
actual test data and thermal efficiency estimations, it could be obviously concluded that
the RSM model has enough accuracy, since there is not a large gap between the actual
and predicted values. The observed variations in a few residuals, hence, do not affect the
predictability and reproducibility of the model and can be widely used to predict gas power
plant performance.

Table 7. Comparison between actual and RSM predicted values for specific fuel consumption.

Run
Order

Actual
Value

Predicted
Value

Residual Leverage
Internally

Studentised
Residuals

Externally
Studen-

tised
Residuals

Cook’s
Distance

Influence
on Fitted

Value
DFFITS

Standard
Order

1 0.2300 0.2385 −0.0085 0.659 −0.463 −0.450 0.028 −0.625 2
2 0.2800 0.2789 0.0011 0.659 0.062 0.060 0.000 0.083 16
3 0.1700 0.2046 −0.0346 0.485 −1.543 −1.626 0.150 −1.579 22
4 0.2200 0.1894 0.0306 0.659 1.674 1.793 0.360 2.491 (1) 6
5 0.2900 0.2789 0.0111 0.659 0.609 0.596 0.048 0.828 7
6 0.1800 0.2091 −0.0291 0.485 −1.296 −1.328 0.106 −1.290 19
7 0.2900 0.2048 0.0852 0.096 2.866 4.116 (2) 0.058 1.345 27
8 0.2600 0.2480 0.0120 0.485 0.537 0.524 0.018 0.509 20
9 0.2500 0.2413 0.0087 0.485 0.388 0.377 0.009 0.366 24
10 0.3200 0.3179 0.0021 0.659 0.115 0.111 0.002 0.155 12
11 0.2600 0.2413 0.0187 0.485 0.834 0.825 0.044 0.802 17
12 0.1900 0.2048 −0.0148 0.096 −0.499 −0.486 0.002 −0.159 30
13 0.2200 0.2312 −0.0112 0.659 −0.615 −0.601 0.049 −0.835 5
14 0.3100 0.3229 −0.0129 0.659 −0.706 −0.693 0.064 −0.963 3
15 0.2900 0.2878 0.0022 0.659 0.123 0.119 0.002 0.165 10
16 0.1900 0.2048 −0.0148 0.096 −0.499 −0.486 0.002 −0.159 28
17 0.3200 0.3207 −0.0007 0.659 −0.037 −0.036 0.000 −0.049 15
18 0.2000 0.2048 −0.0048 0.096 −0.162 −0.157 0.000 −0.051 26
19 0.2300 0.2346 −0.0046 0.659 −0.250 −0.242 0.008 −0.336 8
20 0.3500 0.3672 −0.0172 0.659 −0.941 −0.938 0.114 −1.302 11
21 0.2100 0.2048 0.0052 0.096 0.174 0.168 0.000 0.055 29
22 0.2400 0.2362 0.0038 0.659 0.206 0.200 0.005 0.277 14
23 0.2000 0.2048 −0.0048 0.096 −0.162 −0.157 0.000 −0.051 25
24 0.2800 0.2711 0.0089 0.659 0.488 0.475 0.031 0.660 4
25 0.1700 0.1957 −0.0257 0.485 −1.147 −1.160 0.083 −1.127 23
26 0.1600 0.1957 −0.0357 0.485 −1.593 −1.688 0.160 −1.640 18
27 0.3300 0.3346 −0.0046 0.659 −0.250 −0.242 0.008 −0.336 9
28 0.3000 0.2878 0.0122 0.659 0.670 0.657 0.058 0.913 1
29 0.2700 0.2524 0.0176 0.485 0.785 0.774 0.039 0.752 21
30 0.2800 0.2755 0.0045 0.659 0.244 0.237 0.008 0.329 13

ANOVA: single factor
SUMMARY

Groups Count Sum Average Variance

0.23 29 7.26 0.250345 0.002939
0.2385 29 7.2516 0.250055 0.002427

ANOVA

Source of Variation SS df MS F p-value F crit

Between Groups 1.22 × 10−6 1 1.22 × 10−6 0.000453 0.983086 4.012973
Within Groups 0.15024 56 0.002683

Total 0.150241 57

Comparing the variance (Table 7) between groups (actual and predicted means and
variances) and within groups (variances of the two data sets) shows a very low F-value
(almost equal to zero) and a p-value of 0.983, suggesting that there is no significant difference
between the actual and the predicted values. Such a high value of P implies that the model
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prediction is highly accurate, and the result of the model matches with the actual data.
Aslo, Run 7 is indicated by (2) due to the very high DFFITS of 4.116, which means that this
run has significantly impacted the fitted models.

Figure 15a–c shows the comparison between the predicted and experimental values
for power output, sfc and thermal efficiency of the gas turbine via RSM. The existence
of this strong correlation confirms the effectiveness of the RSM in modelling the intricate
thermodynamic and operating interactions in a gas turbine system. Therefore, the model’s
ability and reliability to predict gas turbine power plant performance affirm its usefulness
for optimising the operational conditions.

 
(a) (b) 

 
(c) 

Figure 15. Actual vs. predicted (a) power output, (b) thermal efficiency and (c) sfc.

The normal probability plots of residuals for power output, thermal efficiency and sfc
are presented in Figure 16a–c. the residuals closely fit along the straight line on the plots
and represent the random, normally distributed errors. This confirms the appropriateness
of employing the model for future prediction, with no indication of a consistent pattern
of bias. The plots of even residual distribution also ensure homoscedasticity, as there is
evidence of similarity in the variance of error across the values on the y-axis that are being
predicted. These findings validate the applicability of the quadratic RSM in identifying
the performance efficiency of gas turbine power plants and enabling the optimisation of
operational conditions. The accurate prediction helps operators to make precise estimations
of performance indicators, as well as to correct such essential parameters as turbine inlet
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temperature, pressure ratio and intercooler effectiveness. The optimisation process can
drive improvements in the efficiency of the plant, accompanied by a decrease in sfc and an
increase in power. Furthermore, the model’s precise predictive capability makes it feasible
for practical use in monitoring and evaluating real-time performance and for making timely
adjustments to mitigate operational wastes and greenhouse gas emissions. This is vital
to achieving the economic and environmental efficiency of gas turbine power plants in
present-day power systems.

 
 

(a) (b) 

 
(c) 

Figure 16. Normal probability plot of residuals (a) power output, (b) thermal efficiency and (c) sfc.

3.6. Comparison Analysis Between Experimental, RSM and ANFIS Models Predicted Performance

The comparative performance of gas power plants via the RSM, ANFIS, ANFIS-PSO
and ANFIS-GA models, based on the results presented in Tables 8–10, revealed significant
improvement in the state-of-the-art in predictive modelling, as influenced by this study. The
enhancement of the traditional methodology comprised the integration of metaheuristic
optimisation techniques, such as PSO and GA, with ANFIS for the improvement of the
prediction accuracy across diverse gas power plant operating parameters.
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Table 8. Comparison between actual, RSM, ANFIS, ANFIS-PSO and ANFIS-GA for power output.

Std Run
Actual Values

for Power
Output (MW)

RSM Values
for Power

Output (MW)

ANFIS Values
for Power

Output (MW)

ANFIS-PSO
Values for Power

Output (MW)

ANFIS-GA Values for Power
Output (MW)

2 1 156 160.23 155.7 156.3 156.4
16 2 153 152.99 152.4 152.8 152.7
22 3 145 142.30 145.3 145.2 144.8
6 4 165 162.99 164.6 165.3 165.3
7 5 150 149.77 149.7 150.2 150.4
19 6 147 144.19 146.3 147.2 146.7
27 7 138 134.47 137.8 137.8 137.5
20 8 129 134.53 128.5 129.2 128.6
24 9 126 132.19 126.1 126.3 126.2
12 10 144 141.73 143.4 143.6 143.8
17 11 125 132.08 124.6 125.2 124.5
30 12 135 134.47 134.8 135.1 134.6
5 13 155 158.06 154.5 154.7 154.8
3 14 142 139.50 141.4 141.6 141.7
10 15 154 152.77 153.2 154.2 153.6
28 16 136 134.47 135.7 136.1 135.4
15 17 140 136.56 139.8 140.1 139.5
26 18 136 134.47 135.5 135.8 135.8
8 19 158 160.95 157.2 157.7 157.4
11 20 121 121.55 120.4 121.1 120.7
29 21 135 134.47 134.6 135.2 134.6
14 22 157 160.28 156.7 157.3 157.3
25 23 135 134.47 134.8 135.2 134.7
4 24 155 154.43 154.1 154.8 154.6
23 25 146 142.53 145.8 146.2 146.3
18 26 149 144.64 148.3 148.6 149.2
9 27 141 138.84 140.6 141.3 140.9
1 28 153 151.55 152.3 153.2 152.8
21 29 128 133.42 127.6 128.3 128.4
13 30 151 150.10 150.2 150.8 150.6

ANOVA: single factor for Table 8
SUMMARY

Groups Count Sum Average Variance

156 29 4149 143.069 126.4236
160.23 29 4144.77 142.9231 111.2865
155.7 29 4136.2 142.6276 124.2049
156.3 29 4150.1 143.1069 125.0721
156.4 29 4143.4 142.8759 127.6755

ANOVA

Source of Variation SS df MS F p-value F crit

Between Groups 4.192921 4 1.04823 0.008527 0.999854 2.436317
Within Groups 17,210.55 140 122.9325

Total 17,214.75 144

The comparative analysis of the presented models’ accuracy in terms of power output
prediction with minimal deviations from the actual values is summarised in Table 8. The
results show that ANFIS-PSO and ANFIS-GA outperform the RSM and ANFIS models. For
instance, for actual power output, which is 156 W in Run 1, both ANFIS-PSO 156.3 MW and
ANFIS-GA 156.4 MW achieve better results than RSM, whose deviation is 160.23 W. Also,
for Run 4, both ANFIS-PSO and ANFIS-GA accurately matched the actual value of 165 W
in the data set, making then highly reliable and accurate in predicting the power output of
the gas turbine. The ANOVA result also supports the analysis of these models, and there is
no significant difference between the various groups (p-value = 0.999854). The strengths
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indicated by the superior performance of these models, in terms of their accuracy, flexibility
of the metaheuristic algorithms and consistency of the ANFIS in terms of the capability of
modelling nonlinear relationships and providing consistent predictions, are noteworthy
in this study for integrating metaheuristic algorithms with ANFIS. By maintaining plant
performance levels at optimal ranges, energy losses and resource wastage are limited. This
advancement can enable operators to optimise the input variables, for instance the fuel
flow and the load conditions.

Table 9. Comparison between actual, RSM, ANFIS, ANFIS-PSO and ANFIS-GA for thermal efficiency.

Std Run
Actual Values
for Thermal

Efficiency (%)

RSM Values
for Thermal

Efficiency (%)

ANFIS Values
for Thermal

Efficiency (%)

ANFIS-PSO Values for
Thermal Efficiency (%)

ANFIS-GA Values for
Thermal Efficiency (%)

2 1 47.10 43.91 47.1 47.3 47.1
16 2 43.80 43.73 43.5 43.8 43.6
22 3 37.90 33.55 37.6 38.1 37.7
6 4 45.30 48.78 45.3 45.4 45.3
7 5 31.70 30.54 31.5 31.7 31.8

19 6 36.20 33.91 36.4 36.4 36.2
27 7 26.80 26.62 26.8 26.8 26.6
20 8 22.90 25.05 23.1 23.1 23.1
24 9 35.30 31.49 35.2 35.4 35.5
12 10 41.30 42.41 41.3 41.5 41.3
17 11 21.60 25.87 21.7 21.8 21.4
30 12 26.40 26.62 26.5 26.4 26.4
5 13 44.20 42.27 44.2 44.4 44.3
3 14 20.90 19.07 21.1 21.1 21.1

10 15 46.40 48.42 46.4 46.4 46.4
28 16 26.30 26.62 26.3 26.3 26.3
15 17 35.10 37.47 35.3 35.2 35.1
26 18 26.50 26.62 26.5 26.5 26.5
8 19 40.60 40.52 40.7 40.6 40.6

11 20 33.10 30.48 33.2 33.3 33.3
29 21 26.70 26.62 26.5 26.7 26.5
14 22 47.80 48.81 47.5 47.6 47.8
25 23 26.60 26.62 26.4 26.5 26.4
4 24 34.60 34.73 34.7 34.6 34.6

23 25 22.10 25.77 22.4 22.3 22.3
18 26 39.50 35.09 39.5 39.5 39.5
9 27 40.70 39.96 40.8 40.7 40.5
1 28 30.80 31.72 30.6 30.8 30.8

21 29 23.40 27.61 23.6 23.4 23.4
13 30 45.30 46.03 45.5 45.3 45.3

ANOVA: single factor for Table 9
SUMMARY

Groups Count Sum Average Variance

47.1 29 979.8 33.78621 73.06123
43.91 29 983 33.89655 69.86593
47.1 29 980.1 33.79655 72.19177
47.3 29 981.6 33.84828 72.68544
47.1 29 979.6 33.77931 72.82099

ANOVA

Source of
Variation SS df MS F p-value F crit

Between
Groups 0.289931 4 0.072483 0.001005 0.999998 2.436317

Within Groups 10,097.51 140 72.12507
Total 10,097.8 144
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Table 10. Comparison between actual, RSM, ANFIS, ANFIS-PSO and ANFIS-GA for specific fuel
consumption.

Std Run

Actual Values
for Specific Fuel

Consumption
(kg/kW·h)

RSM Values for
Specific Fuel
Consumption

(kg/kW·h)

ANFIS Values
for Specific Fuel

Consumption
(kg/kW·h)

ANFIS-PSO Values for
Specific Fuel Consumption

(kg/kW·h)

ANFIS-GA Values
for Specific Fuel

Consumption
(kg/kW·h)

2 1 0.2300 0.2385 0.235 0.231 0.230
16 2 0.2800 0.2789 0.285 0.282 0.281
22 3 0.1700 0.2046 0.185 0.179 0.169
6 4 0.2200 0.1894 0.222 0.23 0.229
7 5 0.2900 0.2789 0.305 0.296 0.291

19 6 0.1800 0.2091 0.192 0.186 0.178
27 7 0.2900 0.2048 0.286 0.286 0.291
20 8 0.2600 0.2480 0.276 0.271 0.262
24 9 0.2500 0.2413 0.244 0.242 0.249
12 10 0.3200 0.3179 0.317 0.324 0.321
17 11 0.2600 0.2413 0.272 0.268 0.261
30 12 0.1900 0.2048 0.209 0.200 0.191
5 13 0.2200 0.2312 0.224 0.222 0.221
3 14 0.3100 0.3229 0.303 0.312 0.311

10 15 0.2900 0.2878 0.282 0.293 0.289
28 16 0.1900 0.2048 0.185 0.192 0.191
15 17 0.3200 0.3207 0.336 0.319 0.321
26 18 0.2000 0.2048 0.194 0.213 0.210
8 19 0.2300 0.2346 0.223 0.233 0.231

11 20 0.3500 0.3672 0.346 0.351 0.350
29 21 0.2100 0.2048 0.220 0.212 0.211
14 22 0.2400 0.2362 0.237 0.242 0.241
25 23 0.2000 0.2048 0.204 0.202 0.199
4 24 0.2800 0.2711 0.296 0.284 0.278

23 25 0.1700 0.1957 0.184 0.175 0.171
18 26 0.1600 0.1957 0.157 0.154 0.161
9 27 0.3300 0.3346 0.323 0.326 0.331
1 28 0.3000 0.2878 0.318 0.298 0.310

21 29 0.2700 0.2524 0.284 0.276 0.272
13 30 0.2800 0.2755 0.273 0.278 0.281

ANOVA: single factor for Table 10
SUMMARY

Groups Count Sum Average Variance

0.23 29 7.26 0.250345 0.002939
0.2385 29 7.2516 0.250055 0.002427
0.235 29 7.382 0.254552 0.002851
0.231 29 7.346 0.25331 0.002795
0.23 29 7.302 0.251793 0.002947

ANOVA

Source of
Variation SS df MS F p-value F crit

Between
Groups 0.000429 4 0.000107 0.038412 0.99716 2.436317

Within Groups 0.390874 140 0.002792
Total 0.391303 144

Another of the most important operating parameters defined for gas turbines includes
thermal efficiency, which is described in Table 9 and which influences directly the fuel
consumption and emissions. The novelty of this study is further evident in the precise
predictions of thermal efficiency, as shown. The results of ANFIS-GA and ANFIS-PSO
are more accurate and reliable than other models and present values closest to the actual
values. For example, in Run 14, the actual efficiency value was 47.80%, correlating very
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well with the value from ANFIS-GA (47.8%), whereas RSM achieved 48.81%. Likewise,
in Run 1, ANFIS and ANFIS-GA accurately predicted the actual value (47.10%), showing
more reliability and reproducibility than RSM’s lower actual value prediction of 43.91%.
For the ANOVA results, a p-value of 0.999998 also indicates that all of the models are
statistically equivalent, but the values obtained via hybridisation are more accurate in
comparison with the RSM. The use of GA and PSO optimisation techniques in this study
helps to enhance decision making regarding thermal efficiency by raising the predictive
rates impressively. This precision enables the power plants to control the combustion
processes, minimise unnecessary fuel consumption and meet the requirements envisaged
by emission standards.

The specific fuel consumption outlined in Table 10 can be used when analysing the
economic and environmental performance of the gas turbines. Table 10 also demonstrates
the further advancement of the study of predictive modelling. As shown in Run 3, the
ANFIS-GA model predicted a value of 0.169 kg/kWh, which is close to the actual value
of 0.170 kg/kWh. The ANFIS-GA model performed better for this problem compared to
the RSM. Likewise, in Run 26, the ANFIS-GA well-predicted 0.161 kg/kWh, while the
actual value is 0.1600 kg/kWh. All other models showed a higher error. The obtained
p-value from the ANOVA is 0.99716, proving the reliability of the models under growing
conditions. The result from the error analysis displays the ANFIS-GA model as being more
accurate because it has smaller errors of prediction. This accuracy helps to maximise fuel
efficiency, minimise operation expenses, and lower the overall emissions of power plants.

The novelty of this research is that PSO and GA are combined with ANFIS, which
enhance the learning capability and, consequently, the predictive accuracy of this system.
To perform this, these hybrid models are shown to perform an innovative modelling ability
compared to the traditional RSM and the standalone ANFIS model, which effectively
captures complex, nonlinear relationships. The results (Tables 8–10) demonstrate the high
accuracy in estimating and determining the power output, thermal efficiency and sfc. The
improvements achieved in this work provided a framework for model predictive control in
gas turbine power plants. The good agreement of the observed values with ANFIS-PSO
and ANFIS-GA prediction further indicate the ability of these models to overcome various
gas turbine operating parameters. Moreover, the findings of the ANOVA indicate that these
models are significant and reliable for real-world applications.

This research makes a positive contribution to the predictive tools and methodologies
that are available to gas turbine power plants to minimise prediction errors to meet the
demand for maximised efficiency. More so, the p-values of the ANOVA output imply
the statistical significance and confirm the reliability of the hybrid models developed
for application on real-life data sets. Such development helps to enable an optimal time
earlier for timely maintenance schedule decisions and improving the fuel efficiency and
load management, leading to decrease in the operational cost and, hence, improving
sustainability. The study presents innovation through its hybridisation approach, which
enhances model predictability, in addition to maintaining flexibility at different operating
conditions in gas turbines. These models also give improved reliability and accuracy for
variations such as pressure ratio, intercooler effectiveness, turbine and ambient temperature
which are important in running efficient power plants.

4. Optimum Conditions of Operating Parameters

The optimal operating conditions for maximising the power output and thermal
efficiency are shown in Figure 17. Based on the findings, the optimal conditions were
identified at the specific levels of pressure ratio, ambient temperature, turbine temperature
and regenerator effectiveness. These factors were precisely determined as follows: 25, 293 K,
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1550 K and 55, respectively. Incorporating these parameters in the gas power plant would
optimise the quality of the power output and thermal efficiency to 162.9 MW and 48.8%,
respectively. Additionally, it is imperative to monitor how these optimised parameters
interact within the gas power plant operational framework, as any factors below or above
these range would reduce the thermal efficiency of the power plant.

Figure 17. Cont.

160



Mathematics 2025, 13, 174

Figure 17. (a) Thermal Efficiency (b) Specific fuel consumption (c) Power output.

5. Conclusions

In this study, a novel optimisation approach to tackle identified inefficiencies in GTPPs
with intercoolers, including power output, thermal efficiency and sfc, was developed. The
work built upon previous methodologies by applying RSM and metaheuristic algorithms,
such as ANFIS, ANFIS PSO and ANFIS GA. These advanced models proved to be adequate
for the identification of non-linear relationships of pertinent gas turbine power plant oper-
ating parameters, such as pressure ratio, ambient temperature, turbine inlet temperature
and the intercooler effectiveness. At the optimal parameters of pressure ratio 25, ambient
temperature 293 K, turbine inlet temperature 1550 K and intercooler effectiveness of 95%,
the thermal efficiency of the combined cycle is 47.8%, with a power output of 165 MW
and a specific fuel consumption of 0.16 kg/kWh. Thus, both ANFIS PSO and ANFIS GA
produced higher R2 values compared to RSM, with R2 values of 0.979, 0.987 and 0.972
for power output, thermal efficiency and sfc, respectively. These combined mathematical
models performed particularly well in fine-tuning of the solutions for highly complex and
interdependent integrated operational environments. This approach enables the design
of flexible and adaptable solutions for optimising GTPPs with tremendous potentials for
power generation for industries and utilities. It defines a roadmap for sustainable energy
system designs, thereby providing a connection between the emergent innovations and
the energy problems in regions with growing energy demands. This study helps improve
the generation of energy, minimise emissions, and contribute to the global sustainable
development goals, in terms of SDG Goal 7 (affordable and clean energy), as well as Africa’s
Agenda 2063 on energy security and economic development.

Future studies will focus on transient performance analysis using dynamic simulations
under various ambient conditions. Also, energy and exergy analyses can be used to
improve the performance and efficiency of the gas turbine. These approaches will advance
the usable nature of the mathematical models and strengthen the understanding regarding
performance and viability in power systems.

161



Mathematics 2025, 13, 174

Author Contributions: Conceptualisation, A.O.O.; formal analysis, A.O.O.; funding acquisition,
U.B.A. and D.A.D.; investigation, A.O.O., U.B.A. and D.A.D.; methodology, A.O.O. and U.B.A.;
project administration, A.O.O.; resources, A.O.O., U.B.A. and D.A.D.; software, A.O.O. and D.A.D.;
supervision, U.B.A. and D.A.D.; validation, U.B.A. and D.A.D.; visualisation, A.O.O. and U.B.A.;
writing—original draft, A.O.O.; writing—review and editing, A.O.O., U.B.A. and D.A.D. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The original contributions presented in the study are included in the
article; further inquiries can be directed to the corresponding author.

Acknowledgments: The authors appreciate Tshwane University of Technology, South Africa, for the
support provided for this study.

Conflicts of Interest: The authors declare that the research was conducted in the absence of any
commercial or financial relationships that could be construed as a potential conflict of interest.

References

1. Baakeem, S.; Orfi, J.; Alaqel, S.; Al-Ansary, H. Impact of Ambient Conditions of Arab Gulf Countries on the Performance of Gas
Turbines Using Energy and Exergy Analysis. Entropy 2017, 19, 32. [CrossRef]

2. Olusanya, O.O.; Onokwai, A.O.; Anyaegbuna, B.E.; Iweriolor, S.; Omoniyi, E.B. Modelling and optimization of operating
parameters for improved steam energy production in the food and beverage industry in a developing country. Front. Energy Res.
2024, 12, 1417031.

3. Onokwai, A.O.; Okonkwo, U.C.; Osueke, C.O.; Olayanju, T.M.A.; Ezugwu, C.A.; Diarah, R.S.; Banjo, S.O.; Onokpite, E.;
Olabamiji, T.S.; Ibiwoye, M.; et al. Thermal analysis of solar box cooker in Omu-Aran Metropolis. J. Phys. Conf. Ser. 2019, 1378,
032065. [CrossRef]

4. Dirisu, J.O.; Oyedepo, S.O.; Olawole, O.C.; Somefun, T.E.; Peter, N.J.; Babatunde, D.; Nwaokocha, C.N.; Onokwai, A.O.; Obanor,
E.; Alam, M.; et al. A comprehensive review of biofuel utilization for household cooking in developing countries: Economic and
environmental impacts. Process Saf. Environ. Prot. 2024, 191, 585–604. [CrossRef]

5. Elwardany, M.; Nassib, A.M.; Mohamed, H.A. Exergy analysis of a gas turbine cycle power plant: A case study of power plant in
Egypt. J. Therm. Anal. Calorim. 2024, 149, 7433–7447. [CrossRef]

6. Ndwandwe, B.; Akuru, U.B.; Ramphele, L.; Thango, B.A.; Memane, N.P.; Okoro, O.I. Power Transformer Design Implemen-
tation for Large-Scale Solar Power Plant Grid Integration. In Proceedings of the 2021 International Conference on Electrical,
Computer and Energy Technologies (ICECET), Cape Town, South Africa, 9–10 December 2021; IEEE: New York, NY, USA; 2021;
pp. 1–5. [CrossRef]

7. Omar, H.; Kamel, A.; Alsanousi, M. Performance of Regenerative Gas Turbine Power Plant. Energy Power Eng. 2017, 9,
136–146. [CrossRef]

8. Oosthuizen, C.; Van Wyk, B.; Hamam, Y.; Desai, D.; Alayli, Y. The Use of Gridded Model Output Statistics (GMOS) in Energy
Forecasting of a Solar Car. Energies 2020, 13, 1984. [CrossRef]

9. Mashiachidi, M.; Desai, D. Fatigue life prediction of mistuned steam turbine blades subjected to deviations in blade geometry. Sci.
Eng. Technol. 2023, 3, 24–35. [CrossRef]

10. Oyedepo, S.O.; Fagbenle, R.O.; Adefila, S.S.; Alam, M.M.d.; Dunmade, I.S. Thermo-economic and environmental assessment of
selected gas turbine power plants in Nigeria. Prog. Ind. Ecol. Int. J. 2018, 12, 361. [CrossRef]

11. Kosowski, K.; Piwowarski, M. Design Analysis of Micro Gas Turbines in Closed Cycles. Energies 2020, 13, 5790. [CrossRef]
12. Al-attab, K.A.; Zainal, Z.A. Externally fired gas turbine technology: A review. Appl. Energy 2015, 138, 474–487. [CrossRef]
13. Alaabidy, W.; Antipov, Y.A.; Al-Rubaiawi, M.; Frolov, M. Gas turbine suitable for the ambient conditions prevailing in Arab Gulf

countries: A prognostic analysis. J. Appl. Eng. Sci. 2023, 21, 982–998. [CrossRef]
14. Ibrahim, T.K.; Rahman, M.M.; Mohammed, M.K.; Basrawi, F. Statistical analysis and optimum performance of the gas turbine

power plant. Int. J. Automot. Mech. Eng. 2022, 13, 3215–3225. [CrossRef]
15. Kadhim, H.J.; Abbas, A.K.; Kadhim, T.J.; Rashid, F.L. Evaluation of Gas Turbine Performance in Power Plant with High-Pressure

Fogging System. Math. Model. Eng. Probl. 2023, 10, 605–612. [CrossRef]
16. Goucem, M. Influence of the Ambient Temperature on the Efficiency of Gas Turbines. Fluid. Dyn. Mater. Process 2024, 20,

2265–2279. [CrossRef]
17. Ibrahim, T.K.; Basrawi, F.; Awad, O.I.; Abdullah, A.N.; Najafi, G.; Mamat, R.; Hagos, F. Thermal performance of gas turbine

power plant based on exergy analysis. Appl. Therm. Eng. 2017, 115, 977–985. [CrossRef]

162



Mathematics 2025, 13, 174

18. Hu, L.; Chen, F.; Meng, Y.; Sang, Z. Expansion of stable operational range in MILD hydrogen combustion based on catalytic
techniques. Int. J. Hydrogen Energy 2024, 84, 334–343. [CrossRef]

19. Hagani, B.N.; Bousbaa, H.; Bencherif, M. Numerical Study of Hydrogen enrichment and injector nozzle number impacts on
non-premixed turbulent combustion characteristics in a Gas Turbine cannular Combustion Chamber. EARTH Sci. Hum. Constr.
2024, 4, 78–87. [CrossRef]

20. Venkatesan, E.P.; Murugesan, P.; Pichika, S.V.V.S.N.; Janaki, D.V.; Javed, Y.; Mahmoud, Z.; Saleel, C.A. Effects of Injection Timing
and Antioxidant on NOx Reduction of CI Engine Fueled with Algae Biodiesel Blend Using Machine Learning Techniques.
Sustainability 2022, 15, 603. [CrossRef]

21. Syed, T.; Krujatz, F.; Ihadjadene, Y.; Mühlstädt, G.; Hamedi, H.; Mädler, J.; Urbas, L. A review on machine learning approaches for
microalgae cultivation systems. Comput. Biol. Med. 2024, 172, 108248. [CrossRef] [PubMed]

22. Onokwai, A.O.; Olusanya, O.O.; Onifade, M.K.; Anyaegbuna, B.E.; Onoriode, A.; Agholor, D. Comparative analysis of response
surface methodology and adaptive neuro-fuzzy inference system for predictive fault detection and optimization in beverage
industry. Front. Mech. Eng. 2024, 10, 1428717. [CrossRef]

23. Alsaghir, A.; Bahk, J.H. Performance Optimization and Exergy Analysis of Thermoelectric Heat Recovery System for Gas Turbine
Power Plants. Entropy 2023, 25, 1583. [CrossRef]

24. Mishra, S.; Sharma, A.; Kumari, A.; Sanjay. Response surface methodology based optimization of air-film blade cooled gas
turbine cycle for thermal performance prediction. Appl. Therm. Eng. 2020, 164, 114425. [CrossRef]

25. Boyce, M.P. Gas Turbine Engineering Handbook, 2nd ed.; Gulf Professional Publishing: Boston, MA, USA, 2002; 799p.
26. Cuevas, E.; Ascencio-Piña, C.R.; Pérez, M.; Morales-Castañeda, B. Considering radial basis function neural network for effective

solution generation in metaheuristic algorithms. Sci. Rep. 2024, 14, 16806. [CrossRef]
27. Rahman, M.A.; Sokkalingam, R.; Othman, M.; Biswas, K.; Abdullah, L.; Abdul Kadir, E. Nature-Inspired Metaheuristic Techniques

for Combinatorial Optimization Problems: Overview and Recent Advances. Mathematics 2021, 9, 2633. [CrossRef]
28. Tomar, V.; Bansal, M.; Singh, P. Metaheuristic Algorithms for Optimization: A Brief Review. In Proceedings of the RAiSE-2023,

Dubai, United Arab Emirates, 4–5 October 2023; MDPI: Basel, Switzerland, 2024; p. 238. [CrossRef]
29. Hadroug, N.; Hafaifa, A.; Guemana, M.; Kouzou, A.; Salam, A.; Chaibet, A. Heavy duty gas turbine monitoring based on adaptive

neuro-fuzzy inference system: Speed and exhaust temperature control. Math—Ind. Case Stud. 2017, 8, 8. [CrossRef]
30. Peres, F.; Castelli, M. Combinatorial Optimization Problems and Metaheuristics: Review, Challenges, Design, and Development.

Appl. Sci. 2021, 11, 6449. [CrossRef]
31. Al-Aqeeli, Y.H.; Mahmood Agha, O.M.A. Optimal Operation of Multi-reservoir System for Hydropower Production Using

Particle Swarm Optimization Algorithm. Water Resour. Manag. 2020, 34, 3099–3112. [CrossRef]
32. Gong, L.; Yu, M.; Kollias, S. Optimizing Crop Yield and Reducing Energy Consumption in Greenhouse Control Using PSO-MPC

Algorithm. Algorithms 2023, 16, 243. [CrossRef]
33. Shamoushaki, M.; Ehyaei, M. Exergy, economic and environmental (3E) analysis of a gas turbine power plant and optimization

by MOPSO algorithm. Therm. Sci. 2018, 22 Pt A, 2641–2651. [CrossRef]
34. Hussain, S.; Al-Hitmi, M.; Khaliq, S.; Hussain, A.; Asghar Saqib, M. Implementation and Comparison of Particle Swarm

Optimization and Genetic Algorithm Techniques in Combined Economic Emission Dispatch of an Independent Power Plant.
Energies 2019, 12, 2037. [CrossRef]

35. Al-Doori, W.H.A.R. Parametric Performance of Gas Turbine Power Plant with Effect Intercooler. Mod. Appl. Sci. 2011, 5,
173. [CrossRef]

36. Mikielewicz, D.; Kosowski, K.; Tucki, K.; Piwowarski, M.; Stępień, R.; Orynycz, O.; Włodarski, W. Gas Turbine Cycle with
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Abstract: This study proposes an improved design of an eddy-current speed sensor (ECSS)
by adding a ferromagnetic core to the stator, resulting in a sensitivity enhancement ranging
from three to sixty times compared to a reference model according to shaft materials. An
improved analytical model (AM) based on harmonic modeling (HM) is developed to ac-
count for the effects of core permeability, validated through finite element analysis (FEA),
demonstrating excellent agreement between the two methods. Based on this model, the op-
timal dimensions of the proposed design are obtained, and comprehensive analyses of shaft
materials and excitation source parameters are performed. The results show that the mag-
netic shaft offers the highest sensitivity, while a nonmagnetic shaft with low conductivity
ensures optimal linearity. Meanwhile, a nonmagnetic shaft with high conductivity leads to
low sensitivity and higher linearity errors. Furthermore, a high-frequency excitation source
enhances output linearity but necessitates careful selection based on the shaft materials.
The dynamic characteristics of the proposed design under different operating conditions
are analyzed using a coupled Ansys Twin Builder and Maxwell 2D model. The proposed
design and AM significantly improve ECSS performance and the analyzing tool, providing
a robust and practical solution for precise speed measurement in various applications.

Keywords: analytical model; conductive shaft; eddy current; ferromagnetic core; finite
element method; harmonic modeling; harmonic modeling; speed sensor

MSC: 35J05

1. Introduction

Over the past few decades, permanent magnet synchronous machines (PMSMs) have
been extensively developed and are now the backbone of various applications due to their
high efficiency, power density, and precise control capabilities [1,2]. However, induction
machines (IMs) remain widely used in industry, accounting for approximately 80% of
industrial applications [3]. This preference is largely due to their low production costs,
simple structure and control, and high durability under extreme temperatures and harsh
environments. To ensure the optimal performance of IMs under varying load conditions,
accurate and reliable speed measurement is crucial.

Mathematics 2025, 13, 844 https://doi.org/10.3390/math13050844
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Sensorless estimation techniques have been widely studied because of their non-
intrusive and contactless structure. Nevertheless, these methods face significant challenges,
such as complex hardware requirements for signal processing, susceptibility to electrical
faults in stator windings, and slow response times under dynamic conditions [4]. Con-
ventional measurements rely on devices such as DC tachometers [5,6], optical encoders,
variable reluctance sensors [7–10], and resolvers [11–14] that need a connection to the shaft.
DC tachometers, although widely used, incur high maintenance costs due to their brush
structure, while optical encoders are particularly sensitive to environmental factors such
as dust and dirt. Variable reluctance sensors and resolvers are cost effective, reliable, and
robust but require complicated signal processing [15].

Recently, eddy-current speed sensors (ECSSs) have emerged as a novel solution with
contactless and non-intrusive approaches. Overall, there are two types, categorized based
on the excitation source. The first type [4,15–20] is excited by a high-frequency source
(HFS), and the other [21–24] operates using a permanent magnet (PM) source. Evidently,
the latter is simpler and more compact, but it also has drawbacks. Low-frequency or
static excitation fields can introduce interference errors in the Hall effect [15], resulting in a
limited linear range, while the PM is further susceptible to temperature changes. Although
the first type requires a wave generator for excitation, it mitigates temperature effects due
to the stable magnetic field maintained by a constant excitation current. Furthermore, with
HFS, the first offers higher accuracy, with a maximum linearity deviation of only 0.15%
compared to 1.89% of the PM type in the same 3000 rpm testing range, as shown in [17,24],
respectively. Hence, the operating range can be extended beyond that of the PM type. These
types of ECSSs feature several topologies applied to various objects, such as conductive
surfaces [16,18], solid conductive shafts [17,19,20], and hollow conductive shafts [15]. These
sensors can achieve excellent linearity, with errors smaller than 0.15% [15], a wide detection
range, and minimal impact from shaft eccentricity [17]. However, these sensors generally
have low sensitivity, often producing signals in the range of several μV/rpm. As a result,
signal amplification is necessary, which not only increases the cost of signal processing but
also makes the system more vulnerable to interference from external magnetic fields.

Additionally, the design, optimization, and analysis of ECSS require computational
tools such as finite element analysis (FEA) or analytical models (AMs). FEA, whether in
2D or 3D, offers significant advantages in terms of high accuracy and the ability to model
complex geometries. Nevertheless, its primary limitation lies in the long computation
time, especially when addressing dominant eddy-current effects, which involve intricate
interactions between magnetic fields and conductive materials. In contrast, AMs are often
preferred for simpler problems due to their computational efficiency. Many AMs have
been developed based on the subdomain method (SDM) for ECSS [17,19,20] and electrical
machines, considering both magnetostatic [25–27] and time-dependent problems [28,29].
Despite the maturity, the limitations of SDM in accounting for core permeability restrict
its applications. Fortunately, the harmonic modeling (HM) technique has recently been
proposed as a novel approach to consider permeability. Since the first research [30] was
introduced in 2016, many extended studies have been conducted to consider permeability,
saturation effects [31–34], and irreversible demagnetization [35]. However, most of these
studies are performed under magnetostatic assumptions, neglecting the time dependency
of the problem, which prevents them from being applied to the ECSS analysis.

This paper proposes an improved design based on the ECSS introduced in [17] by
integrating a low-reluctance core into the stator, resulting in a sensitivity increase of three
to sixty times compared to a reference model [17]. Furthermore, an improved analytical
model based on HM that considers core permeability is presented to account for the
effects of the low-reluctance core accurately. Validation through FEA demonstrates the
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exceptional accuracy of the proposed AM. Steady-state analyses performed by the AM
are used to evaluate the effects of shaft material and excitation-source parameters on the
design performance and determine the optimal dimensions of the proposed design.

Furthermore, dynamic characteristics of the improved ECSS, which were not exten-
sively addressed in previous studies [15,17,19,20], are captured using a coupled Ansys
Twinbuilder and Maxwell 2D model. This coupled approach allows for a comprehensive
evaluation of sensor performance under varying operating conditions, highlighting the
advantages of the proposed design in both steady-state and dynamic scenarios.

2. Proposed Design and Operation Principle

This study is based on an ECSS described in [17], with the excitation and pick-up
coils positioned perpendicularly, as shown in Figure 1a. The induced eddy currents in
conductive objects consist of two components: the transformer component resulting from
the time variation in the source field and the motional component arising from the relative
movement between the conductive object and the excitation field [36]. The transformer
component produces a symmetric flux distribution in the conductive object, whereas the
motional component introduces asymmetry [37,38], which leads to a net flux through the
pick-up coil that is greater than zero, thereby inducing a voltage. Obviously, there are
two ways to increase this voltage: increasing the motional speed of the object or strength-
ening the excitation field. Since the speed cannot be controlled in ECSS, the proposed
design enhances the excitation field strength by incorporating low-reluctance paths, such as
teeth and yoke, effectively guiding the magnetic flux, as depicted in Figure 1b. A detailed
3D representation of the new structure is shown in Figure 1c. This improved structure
improves the sensor’s sensitivity and provides a robust frame to support the windings.

   
(a) (b) (c) 

Figure 1. (a) Reference design [17]; (b) proposed design; and (c) 3D model of the proposed design.

The operational principle of the proposed design is depicted in Figure 2. A high-
frequency current is injected into the excitation coils to generate a stable magnetic field.
At zero speed, Figure 2a illustrates the symmetric magnetic flux distribution generated
solely by the transformer component, resulting in zero flux linkage in the pick-up coil.
Meanwhile, when the shaft rotates, the motional component creates an asymmetric flux
distribution, as shown in Figure 2b, which induces a voltage in the pick-up coils. This
induced voltage is proportional to the shaft speed, making the sensor highly suitable for
accurate speed measurement.
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Figure 2. Analytical results under a 750 Hz, 150 mA excitation source: flux distribution of the
proposed design with the aluminum shaft at (a) zero speed, (b) 20,000 rpm, and (c) pick-up voltage
comparison between the reference [17] and proposed design with different shafts at 3000 rpm.

Figure 2c compares the output voltage waveforms of the proposed and reference
designs [17] for different shaft materials: nonmagnetic shafts (aluminum and stainless steel)
and a magnetic shaft (cast iron). The excitation source is set to an amplitude of 150 mA, with
the shaft speed at 3000 rpm. Across all tested frequencies, the proposed design consistently
produces a significantly higher output voltage than the reference design. Specifically, the
minimum and maximum increases are 3.1 and 61.8 times at 750 Hz, 3.3 and 76.3 times at
500 Hz, and 3.8 and 104.2 times at 250 Hz. Therefore, these results demonstrate that the
proposed design substantially improves ECSS performance while maintaining the same
power consumption.

3. 2D Analytical Model Using Harmonic Modeling

The analytical model is performed in the 2D cylindrical coordinate system, and the
symbols utilized in this section are shown in Table 1. As depicted in Figure 1b, the sensor is
divided into five regions: (I) shaft, (II) air gap, (III) excitation coil region, (IV) pick-up coil
region, and (V) yoke. Due to the small excitation source used in the sensor, saturation effects
in the ferromagnetic parts can be neglected. Therefore, permeability in the ferromagnetic
parts is considered uniform, denoted as μst, and to simplify the problem further, the
following assumptions are made:

• In each region, permeability is variant in tangential and invariant in radial directions.
• The end effects are neglected.

Table 1. Nomenclature.

Symbol Explanation Symbol Explanation

r/θ/z Radius/tangential and axial directions σ Conductivity
j Imaginary unit ωr Electric angular velocity of moving object
→
A Magnetic vector potential A Matrix form of magnetic vector potential
→
B Magnetic flux density B Matrix form of magnetic flux density
→
H Magnetic field strength H Matrix form of magnetic field strength
→
Jz Current density vector J Matrix form of current density
μ Permeability Jext Matrix form of external current density

μ̂n CFS coefficient of nth harmonic AT Transpose matrix of matrix A
μ̂rec

n Inverse coefficient of nth harmonic μc,r Permeability convolution matrix in radial direction
μ0 Vacuum permeability μc,θ Permeability convolution matrix in tangential direction
μsh Shaft permeability Kθ Diagonal matrix of N

168



Mathematics 2025, 13, 844

Table 1. Cont.

Symbol Explanation Symbol Explanation

μst Stator permeability IT First kind of Bessel function
Ĵz,n CFS coefficient of nth harmonic KT Second kind of Bessel function
Jext External excitation source Np

t Number of turns in the pick-up coil
k, n Time and spatial harmonic orders Ne

t Number of turns in the excitation coil
ωs, fs Time-based velocity and frequency Lstk Stack length of the sensor
R Real part ϕ

p
i Flux passing through a conductor i of the pick-up coil

ψp Flux linkage through the pick-up coil ψe Flux linkage through the excitation coil
N Highest harmonic order I Excitation current

3.1. Complex Fourier Series Representation

The magnetic vector potential, magnetic flux density, magnetic field strength, and
current density distribution can be expressed in terms of the complex Fourier series (CFS),
which considers time dependency t as follows.

→
A = Az(r, θ, t)

→
u z (1)

→
B = Br(r, θ, t)

→
u r + Bθ(r, θ, t)

→
u θ (2)

→
H = Hr(r, θ, t)

→
u r + Hθ(r, θ, t)

→
u θ (3)

where
→
u z,

→
u r,

→
u θ are unit vectors, and expressions X(r, θ, t) in Equations (1)–(3) are

given by.

X(r, θ, t) =
∞

∑
k=−∞

∞

∑
n=−∞

X̂k,n(r)ej(kωst−nθ) (4)

where k is the time-harmonic order, n is the spatial-harmonic order, and ωs = 2π fs is the
time-based rotational speed of the excitation field.

Assuming that the sensor is excited by a single harmonic, Equation (4) is simplified as.

X(r, θ, t) =
∞

∑
n=−∞

X̂n(r)ej(ωst−nθ) (5)

For practical calculations, the finite Fourier series are utilized.

X(r, θ, t) = R

{
N

∑
n=−N

X̂n(r)ej(ωst−nθ)

}
(6)

where N is the highest harmonic order considered.
Equation (6) is rewritten in the matrix form as follows.

X(r, θ, t) = R
{

ejωstXT .E
}

(7)

X =
[
X̂−N . . . X̂N

]T ; E =
[
ejNθ . . . 1 . . . e−jNθ

]T
(8)

Therefore, the CFS coefficient vectors of electromagnetic quantities can be written
as Az, Br, Bθ , Hr, Hθ , and Jz, respectively. Additionally, permeability distribution in each
region only varies in the tangential direction and is given by μ(θ) = μ.

Cauchy’s product theorem and Fourier factorization method are used to express the
relationship between the field strength H and flux density B as follows [31].

Br = μc,rHr; Bθ = μc,θHθ (9)

169



Mathematics 2025, 13, 844

where μc,r, μc,θ are the convolution matrices of permeability Fourier series coefficients on
the radial and tangential directions, respectively, expressed as

μc,r =

⎡
⎢⎢⎣

μ̂0 · · · μ̂−2N
...

. . .
...

μ̂2N · · · μ̂0

⎤
⎥⎥⎦ (10)

μc,θ =

⎡
⎢⎢⎣

μ̂rec
0 · · · μ̂rec

−2N
...

. . .
...

μ̂rec
2N · · · μ̂rec

0

⎤
⎥⎥⎦ (11)

3.2. Excitation Source and Permeability Convolution Matrix

Figure 3a shows the current density distribution in Region (III), and CFS coefficients
Ĵz,n are given by.

Ĵz,n =

⎧⎪⎨
⎪⎩

0 ; n = 0
J0

πn

[
sin
(

n(π−θei)
2

)
+ sin

(
n(π+θei)

2

)
−sin

(
n(π−θeo)

2

)
− sin

(
n(π+θeo)

2

)]
; n �= 0

(12)

where J0 =
Ne

t I(t)
(θeo−θei)(R2

eo−R2
ei)/4

; Ne
t is the number of turns of the excitation coils.

 
(a) (b) 

Figure 3. (a) Current density distribution in Region (III). (b) Permeability distribution in Region (III)
and Region (IV).

From the permeability distribution in Regions (III) and (IV) described in Figure 3b,
the CFS coefficients of permeability in Region (III) are written as

μ̂I I I
0 =

2μst(α1 + α2) + μ0(γ2 + 2γ1)

π
; n = 0 (13)

μ̂I I I
n = 1

nπ

2
∑

i=1
ejnθi

t1 [μ0sin n(α1 + γ1) + (μst − μ0)sin(nα1)]

+ejnθi
t2
[
μstsin n

( γ2
2 + α2

)
+ (μ0 − μst)sin

( nγ2
2
)]

; n �= 0
(14)

For Region (IV):

μ̂IV
0 =

μst

(
α
′
1 + γ

′
2

)
+ 2μ0γ

′
1

π
; n = 0 (15)

μ̂IV
n =

1
nπ

2

∑
i=1

ejnθi
t1

[
μ0sin n

(
γ

′
1 +

γ
′
2

2

)
+ (μst − μ0)sin

(
n

γ
′
2

2

)]
+ ejnθi

t2 μstsin n
α
′
1

2
; n �= 0 (16)
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where θi
t1 = (i − 1)π and θi

t2 = (2i − 1)π/2.
The inverse coefficient μ̂rec

n in Equation (11) is obtained by replacing μ0 and μst with
their inverse value 1/μ0, 1/μst in Equations (13)–(16).

3.3. Solution Derivation of Partial Differential Equations (PDE)

The magnetic field is derived from Ampere’s law as follows:

∇× →
H =

→
J (17)

∂Hθ

∂r
+

Hθ

r
− 1

r
∂Hr

∂θ
= Jext − σ

(
∂A
∂t

+ ωr
∂A
∂θ

)
(18)

where Jext is the external excitation source, such as current density, and the second compo-
nent on the right-hand side represents the induced eddy current in the conductive object
resulting from both temporal and spatial variation. σ, ωr are the conductivity and the
electric angular speed of the moving object.

From Equations (6) and (7), the components of Equation (18) are developed as follows:

∂Hθ

∂r
= ejωst ∂HT

θ

∂r
E;

∂Hr

∂θ
= −jejωstHT

r KθE (19)

Jext = ejωstJT
extE (20)

∂A
∂t

= jωsejωstAT
z E;

∂A
∂θ

= −jejωstAT
z KθE (21)

where Kθ is the diagonal matrix of N, Kθ = diag(−N . . . N).
Using Equations (19)–(21), Equation (18) can be expressed without the time and spatial

dependency as follows.

∂Hθ

∂r
+

Hθ

r
+ j

1
r

KθHr = Jext − jσ(ωs − ωrKθ)Az (22)

The relationship between flux density and magnetic vector potential is written as.

→
B = ∇×

→
A (23)

Br =
1
r

∂Az

∂θ
; Bθ = −∂Az

∂r
(24)

In matrix form, Equation (24) is given by

Br = −j
1
r

ejωstKθAz; Bθ = −∂Az

∂r
(25)

Replace Equation (24) into Equation (9), Hr and Hθ are obtained as

Hr = −j
1
r

μ−1
c,r KθAz; Hθ = −μ−1

c,θ
∂Az

∂r
(26)

Substituting Equation (26) into Equation (22), the final partial differential equation
is derived.

∂2Az

∂r2 +
1
r

∂Az

∂r
− 1

r2 VAz = −μc,θ [Jext − jσ(ωs − ωrKθ)Az] (27)

where V = μc,θKθμ−1
c,r Kθ .

From Equation (27), the PDEs for each Region (I)–(V) are listed in Equations (28)–(30),
respectively.
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∂2Az

∂r2 +
1
r

∂Az

∂r
− 1

r2 VAz = jσshμsh(ωs − ωrKθ)Az ; for(I) (28)

∂2Az

∂r2 +
1
r

∂Az

∂r
− 1

r2 VAz = 0 ; for(II), (IV), (V) (29)

∂2Az

∂r2 +
1
r

∂Az

∂r
− 1

r2 VAz = μc,θJext ; for(III) (30)

where σsh and μsh are the conductivity and permeability of the shaft material.
Using the method of separation of variables to solve Equations (28)–(30), the corre-

sponding solutions are given by

Ak
z = IT(αr)ak + KT(αr)bk ; k = (I) (31)

Ak
z =

(
r

Router

)λk

ak +

(
r

Rinner

)−λk

bk ; k = (II), (IV), (V) (32)

Ak
z = Wk

(
r

Reo

)λk

ak + Wk
(

r
Rei

)−λk

bk + r2Fk ; k = (III) (33)

where IT and KT are the first and second kinds of Bessel function with orders of T = |Kθ |,
α = (jσshμsh(ωs − ωrKθ))

0.5. Router and Rinner are the outer and inner radii of the k-th

regions. Wk, λk are the eigenvector matrix and diagonal eigenvalue of
(

Vk
)0.5

. Fk is the
particular solution of Equation (30), given by

Fk =
(

Vk − 4I
)−1

Jext (34)

3.4. Boundary Conditions (BCs)

To obtain the electromagnetic field in the sensor, boundary conditions (BCs) on the
continuity of the radial flux density component Br and tangential field strength Hr are
applied to four interfaces at Rr, Rei, Reo, and Rpo. Moreover, Dirichlet BCs are used for both
the outer boundary of the Region (V) and the infinitesimal radius of the Region (I). The
solution is derived by solving the following ten conditions.

AI
z|r→0 = 0; AV

z |r=Ry = 0 (35)

AI
z|r=Rr − AI I

z |r=Rr = 0; HI
z|r=Rr − HI I

z |r=Rr = 0 (36)

AI I
z |r=Rei − AI I I

z |r=Rei = 0; HI I
z |r=Rei − HI I I

z |r=Rei = 0 (37)

AI I I
z |r=Reo − AIV

z |r=Reo = 0; HI I I
z |r=Reo − HIV

z |r=Reo = 0 (38)

AIV
z |r=Rpo − AV

z |r=Rpo = 0; HIV
z |r=Rpo − HV

z |r=Rpo = 0 (39)

These ten BCs are used to obtain a linear system AX = B to determine all unknown
coefficients X of magnetic vector potential in all regions. This system is implemented
in MATLAB R2023b, in which A is the square matrix of the coefficient factor, and B is a
column vector of the constant values with the size of 10(2N + 1) and (2N + 1), respec-
tively. Increasing the harmonic order N enhances the solution’s accuracy but also increases
computation time. To address the zero-harmonic issue in the truncated CFS, a small value,
such as 10−10, is assigned to the zero harmonic instead of setting it to zero [32].
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3.5. Derivation of Pick-Up Voltage and Excitation Coil Inductance

The pick-up voltage is a crucial parameter of the sensor. The flux passing through one
solid conductor i of the pick-up coil is expressed by

ϕ
p
i =

Lstk
Scon

p

∫ θi
p+

θpo−θpi
2

θi
p

∫ Rpo

Rpi

AIV
z (r, θ)rdrdθ (40)

where Scon
p =

(
θpo − θpi

)(
R2

po − R2
pi

)
/4 is the area of a solid conductor.

From the winding connection of the pick-up coil, the total flux linkage is given by

ψp = Np
t

(
ϕ

p
1 + ϕ

p
2 − ϕ

p
3 − ϕ

p
4

)
(41)

where Np
t is the number of turns in the pick-up coil.

Finally, the induced voltage in the pick-up coil is derived.

Ep = −dψIV

dt
(42)

To find the inductance of the excitation coil Le, similar steps are used to obtain total
flux linkage ψe first, and then the excitation coil inductance is derived by.

Le =
ψe

I
(43)

where I is the exciting current.

4. Analytical Model Verification by FEA

To verify the accuracy of the analytical model, the results obtained from AM and 2D
time-transient FEA are compared. The current supplied to the excitation coils is set to
750 Hz and 150 mA. The main parameters of the proposed design and the shaft material
properties are listed in Tables 2 and 3, respectively.

Table 2. Proposed design parameters.

Parameter Symbol Unit Value

Shaft radius Rr mm 15.0
Inner and outer radius of the excitation coil region Rei/Reo mm 16.2/19.0
Inner and outer radius of the pick-up coil region Rpi/Rpo mm 19.3/22.2
Stator yoke radius Ry mm 24.2
Inner and outer span angle of the excitation coil θei/θeo deg. 127.5/175.1
Inner and outer span angle of the pick-up coil θpi/θpo deg. 135.2/175.8
Stack length Lstk mm 39.0
Number of turns of the excitation coil Ne

t - 90
Number of turns of the pick-up coil Np

t - 105

Table 3. Shaft material parameters.

Parameter Symbol Unit Value

Cast-aluminum conductivity σ S/m 22 × 106

Cast-iron conductivity σ S/m 15 × 105

Stainless-steel conductivity σ S/m 15 × 105

Relative cast-aluminum permeability μr - 1.0
Relative cast-iron permeability μr - 60.0
Relative stainless-steel permeability μr - 1.0

At 3000 rpm, the flux density distributions in the air gap are shown in Figure 4a,b for
two shaft materials: aluminum and cast iron. The flux density produced with the cast-iron
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shaft is significantly higher than that with the aluminum shaft. This is caused by the higher
permeability of the cast iron (μr = 60), resulting in low reluctance paths for the flux flow.
In contrast, with the aluminum shaft, the permeabilities of aluminum and air are equal
(μ = 1), leading to a very high reluctance in the rotor and minor flux density.

  
(a) (b) 

  
(c) (d) 

Aluminum
3krpm

0 60 120 180 240 300 360

0.4

0.2

0.0

0.2

0.4

Fl
ux

 d
en

si
ty

 (m
T)   AM

  FEA
Br

B

Elec. Position (deg)
0 60 120 180 240 300 360

2.8

1.4

0.0

1.4

2.8

Fl
ux

 d
en

si
ty

 (m
T)   AM

  FEA

Elec. Position (deg)

Cast iron
3krpm

BrB

Elec. Position (deg)

Br

B

0 60 120 180 240 300 360
0.6

0.3

0.0

0.3

0.6

Fl
ux

 d
en

si
ty

 (m
T)  AM

 FEA
Aluminum

40krpm

0 60 120 180 240 300 360

4

2

0

2

4

Fl
ux

 d
en

si
ty

 (m
T)  AM

 FEA
Iron cast
40krpm

Elec. Position (deg)

B

Br

Figure 4. Flux density distribution in the air gap with different shaft materials at (a,b) 3000 rpm and
(c,d) 40,000 rpm under the excitation current of 750 Hz, 150 mA.

When the shaft speed is set at 40,000 rpm, the rotation frequency approaches the stator
frequency, and eddy effects are diminished. As a result, the flux density in the air gap
increases for both shaft materials, as shown in Figure 4c,d. Additionally, at the higher
speed, a more significant tail effect [23] is generated in the aluminum shaft, leading to
substantial growth of the tangential component. Notably, the AM results show excellent
agreement with the FEA results, confirming the model’s validity.

For a clearer perspective, the relationship between pick-up voltage (root-mean-square
value) and speed is illustrated in Figure 5. A linear relationship between pick-up voltage
and speed is observed for both materials, with cast iron producing a much greater output
due to its high permeability, as shown in Figure 5a. Moreover, as shown in Figure 5b, the
AM predictions agree well with FEA, and the highest differences are around 0.8%.
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Figure 5. (a) Pick-up coil voltage and (b) difference between FEA and AM results according to speed
with different shaft materials under the excitation current of 750 Hz, 150 mA.
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While 2D models are less accurate than 3D calculations, 3D transient FEA is computa-
tionally intensive and time consuming [17]. Consequently, the AM is used to analyze the
steady-state characteristics of the sensor in the following section.

5. Steady-State Analysis

5.1. Effects of Stator Dimensions on Sensitivity Coefficient and Excitation Coil Inductance

The sensitivity coefficient (SC: the ratio between pick-up voltage and rotation speed)
and the excitation coil inductance (ECI) are two critical parameters of the ECSS. Higher
sensitivity enhances the signal-to-noise ratio and increases resistance to electromagnetic
interference, while lower ECI enables quicker response times by reducing the required
stabilization time for the excitation current. To study the variations in SC and ECI with
respect to stator dimensions, the width of the teeth in front of the pick-up coil is defined as
Ksp1 = α1/β1, and for the teeth in front of the excitation coil, the ratio is Ksp2 = α2/β2, as
shown in Figure 1b. At 3000 rpm and with an excitation current of 750 Hz and 150 mA, SC
and ECI are shown in Figure 6 for varying Ksp1 and Ksp2.
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In Figure 6c,e, SC is proportional to Ksp2 for cast-iron and stainless-steel shafts, whereas
SC shows a dependency on Ksp1 for the aluminum shaft, as depicted in Figure 6a. The
reasons are explained as follows.

• At 750 Hz current source, the penetration depths δ = 1/
√

π f σμ0μr for aluminum,
cast iron, and stainless steel are 3.92 mm, 1.94 mm, and 15.0 mm, respectively. This
value represents the depth where the magnetic field strength decreases significantly.

• For the aluminum shaft, the small penetration depth leads to pronounced skin ef-
fects, concentrating the magnetic field near the surface of the shaft and significantly
weakening the field in the air gap despite the larger excitation pole, as shown in
Figure 7a. However, SC increases with the width of the pickup pole due to the greater
flux linkage obtained.
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Figure 7. Magnetic flux density distribution (absolute value) at the air gap with two Ksp2 values,
(a) aluminum shaft, (b) cast iron shaft, and (c) stainless steel shaft.

• For the cast-iron shaft, SC increases notably with the excitation pole, primarily due to
the low reluctance in the rotor and stator, which facilitates higher magnetic flux density
(MFD). Although cast iron has the smallest penetration depth, the larger excitation
pole induces a higher MFD in the air gap (see Figure 7b), thereby enhancing sensitivity.

• For the stainless-steel shaft, the considerable penetration depth minimizes skin effects,
flux penetration is deep, and flux attenuation is negligible. Consequently, the extent of
the excitation pole is directly proportional to SC, which increases due to the higher
MFD in the air gap (see Figure 7c).

Regarding ECI, because the permeabilities of aluminum and stainless steel are similar
to that of air, their ECI variations are identical and significantly smaller than those observed
with the cast-iron shaft, which has much greater permeability (Figure 6b,d,f). Generally,
the ECI increases with Ksp1 and Ksp2 due to the low reluctance along the magnetic path.

Despite the increased SC achieved by enlarging the teeth widths, the ECI also rises
because wider teeth increase the magnetic path length and inductance. Consequently, a
trade-off between SC and ECI is made by selecting the optimal values of Ksp1 = 0.5 and
Ksp2 = 0.4. These dimensions are adopted for the analyses in the subsequent sections.

5.2. Effects of Shaft Material and Excitation Frequency on Sensitivity Coefficient and Linearity

The effects of shaft material and excitation frequency on the SC of the sensor are shown
in Figure 8. First, in all cases, SC is inversely proportional to the conductivity of the shaft
because higher conductivity intensifies eddy effects. This trend is similarly observed with
increasing frequency from 250 Hz to 750 Hz, further exacerbating eddy effects.
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Figure 8. Sensitivity coefficient (Vrms/rpm) variations according to the relative permeability and
conductivity of the shaft with an excitation frequency of (a) 250 Hz, (b) 500 Hz, and (c) 750 Hz.

Shaft permeability generally enhances SC by lowering magnetic reluctance, facilitating
greater flux linkage. However, SC is not strictly proportional to permeability. As shown in
Figure 8a,b, excessively high permeability can lead to magnetic saturation or serious skin
effects, with the highest output occurring at a permeability of roughly 20μ0. Therefore, the
optimal SC can be achieved without relying on excessively high-permeability materials,
which would increase the inductance of the excitation coil.

In [17], the pick-up coils are connected to a lock-in amplifier to extract the DC compo-
nents of the induced voltage, as depicted in Figure 9. Furthermore, [17] indicates that the
real component of the induced voltage, Ur, exhibits higher sensitivity and lower linearity
errors than the imaginary counterpart, Ui. Consequently, this study focuses on extracting
Ur to evaluate the sensitivity and linearity of the proposed design.

 

Figure 9. Schematic circuit model to extract DC components: pick up coils connected to the lock-in
amplifier [17].

Figure 10 shows the real components Ur and linearity errors as speed functions un-
der the same excitation-current amplitude of 150 mA. The cast-iron shaft induces the
highest outputs Ur because of the high permeability. Additionally, for aluminum and
cast-iron shafts in Figure 10a,b, Ur increases as the excitation frequency decreases, at-
tributed to the reduction in eddy effects. Meanwhile, with the stainless-steel shaft in
Figure 10c, where eddy-current effects are negligible, the output Ur grows with increasing
excitation frequency.
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Figure 10. (a–c) Real components of output voltage and (d–f) linearity error according to speed with
different shaft materials.

Regarding linearity error, this value is calculated based on the best-fitted linear line,
ft(n), of the output Ur according to speed, as defined by the following equation.

ε =

∣∣∣∣ ft(n)− Ur(n)
ft(n)

∣∣∣∣.100% (44)

As shown in Figure 10d–f, the aluminum shaft exhibits the highest nonlinearity across
all frequencies, with a maximum error of 10.7% at 250 Hz. Conversely, the stainless-steel
shaft demonstrates excellent linearity characteristics, with a maximum error of 0.47%, the
lowest among all materials, at 250 Hz. For the cast-iron shaft, the nonlinearity is relatively
low, with a maximum error of 2.14%. It is noteworthy that increasing the excitation
frequency improves the linearity of the sensor. Compared to [17], using the same 750 Hz
excitation frequency and an aluminum shaft, the sensitivity increases by a factor of 3.1,
despite the linearity error rising from 0.2% to 0.67%. However, this linearity is still relatively
low compared to a commercial magnetic speed sensor with a 1% linearity error [17] and
another ECSS configuration [19] with 0.5%.

6. Dynamic-State Analysis

To investigate the dynamic characteristics of the eddy-current speed sensor, the circuit
in Figure 9 is implemented in Ansys Twinbuilder, coupled with Maxwell 2D. A reference
speed is applied to the shaft, and the estimated speed is calculated as the ratio of the real
component Ur to the sensitivity coefficient (V/rpm). To mitigate the delay effects of the
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low-pass filter (LPF), it is replaced by an averaging block, which computes the average
value of Ur over each cycle, 1/ f .

The performance of the speed sensor is shown in Figure 11. First, as depicted in
Figure 11d–f, the estimation error is significantly higher at low speeds due to reduced signal
strength and increased noise interference. Since the induced voltage frequency is twice the
excitation frequency, the response time is directly influenced by the excitation frequency.
Consequently, increasing the excitation frequency from 250 Hz to 750 Hz significantly
improves the sensor’s accuracy across all tested shaft materials, with estimation errors
during the T = 0.1–0.8 s period reduced to less than 0.8%.
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Figure 11. (a–c) Reference speed and the estimated speeds, and (d–f) estimation errors.

Second, comparing performance across shaft materials, the aluminum shaft paired
with a 250 Hz excitation frequency shows the highest estimation errors, primarily due to
the material’s high conductivity and low permeability, with errors exceeding 6% during T
period, as shown in Figure 11d. In contrast, the stainless-steel shaft demonstrates the best
dynamic performance, with estimation errors remaining below 0.8% during the T period,
regardless of the excitation frequency (250 Hz or 750 Hz; see Figure 11f). The performance
of the cast-iron shaft lies between that of the aluminum and stainless-steel shafts.

In conclusion, using a shaft material with low conductivity and permeability, such
as stainless steel, provides the best estimation performance, as its low conductivity and
permeability minimize eddy-current effects and improve flux linkage stability.
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7. Conclusions

This study developed an improved design of an eddy-current speed sensor (ECSS)
to overcome the low sensitivity problem. The sensitivity of the proposed design is up to
104 times greater than that of the reference model without increasing power consumption.
This is achieved by adding a ferromagnetic core to the stator, strengthening the signal while
keeping the system efficient.

An improved analytical model based on harmonic modeling was introduced to better
account for the effects of core permeability. Using this model, the effects of shaft materi-
als and excitation frequency on the sensor’s performance were analyzed in addition to
obtaining the optimal sensor dimensions. The results indicate that cast iron exhibits the
highest sensitivity due to its high permeability. In contrast, stainless steel provides the best
linearity because of its low conductivity and reduced eddy effects.

Furthermore, this study also investigates the dynamic behavior of the sensor using
coupled simulations in Ansys, which has been largely ignored in most studies. Analyzing
the excitation frequency shows that higher frequencies improve dynamic precision but may
reduce output strength due to stronger eddy currents.

These findings offer valuable insights into ECSS behaviors under different conditions.
Future research should focus on experimental validation of the model.

8. Discussion

Although many studies have been conducted on eddy-current speed sensors (ECSSs),
several critical research areas still require further investigation. While 3D FEA models
provide the most accurate results, they are very time consuming. To address this, semi-
analytical 3D models are needed to reduce computation time while maintaining accuracy.
The authors of [15] proposed an analytical model that includes end effects for ECSSs using
the subdomain method. However, as mentioned earlier, this model does not account for
core permeability.

Low excitation frequencies can raise linearity errors, but connecting the sensor directly
to the electrical grid to eliminate external waveform generators presents a promising
solution to simplify ECSS systems. This configuration could reduce system complexity and
cost and improve reliability. Future studies could explore combining different materials in
a shaft for this purpose. As shown in [19], a rotating iron shaft with a copper coating can
enhance both sensitivity and linearity.

Finally, thanks to the simple design of ECSS, particularly without permanent magnet
excitation, it is well suited for high-temperature environments. However, the effects
of temperature changes on ECSS performance still need to be explored. Temperature
fluctuations can affect the permeability and conductivity of materials, leading to potential
drift in sensor measurements.
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Abstract: This study proposes a rotational speed measurement machine based on the flux-
switching principle with a 6-stator-slot/19-rotor-pole (6s/19p) topology. With a rotor shape
similar to a variable reluctance sensor (VRS), the proposed machine features a simple and
robust structure while ensuring the same output frequency as VRS. Additionally, compared
to the conventional 12s/10p topology, the 6s/19p configuration reduces permanent magnet
(PM) consumption by half while maintaining high induced voltage characteristics. A non-
linear analytical model (NAM), which incorporates the harmonic modeling (HM) technique
and an iterative process, is presented. This model more accurately captures the rectangular
shape of the PM and stator teeth while accounting for core saturation effects. Based on
this model, the optimal dimensions of the proposed machine are investigated to achieve
the best performance for speed measurement applications. A coupling FEA simulation
between Ansys Maxwell and Twin Builder further analyzes the machine’s performance.
Compared to a commercial product of the same size, the proposed machine achieves 31.5%
higher output voltage while ensuring lower linearity errors. Moreover, superior load
characteristics are observed, with a voltage drop of only 1.58% at 1500 rpm and 30 mA. The
proposed machine and NAM provide an improved solution and analytical tool for speed
measurement applications.

Keywords: analytical model; finite element analysis; flux switching; harmonics modeling;
magnetic sensor

MSC: 35-04

1. Introduction

Accurate rotational speed measurement plays a vital role in various industrial, au-
tomotive, and aerospace applications, ensuring efficient control, monitoring, and fault
detection of rotating machinery [1,2]. Speed sensors are essential for field-oriented control
(FOC) and direct torque control (DTC) strategies, where real-time rotational speed data are
used to regulate torque and flux linkage [3]. Any deviation or error in speed measurement
can lead to performance degradation, increased energy consumption, and potential system
instability, making robust and accurate speed-sensing technologies critical.

Over the years, various speed-sensing technologies have been developed, each offering
distinct advantages and limitations. Optical encoders, which use light-based detection
to determine rotational speed, provide high accuracy and resolution. However, their
performance is significantly affected by environmental conditions such as dust, dirt, oil,
and vibrations, making them less reliable in harsh industrial environments [4]. Another

Mathematics 2025, 13, 1341 https://doi.org/10.3390/math13081341
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common approach is sensorless speed estimation [5], where the rotational speed is inferred
from machine parameters such as back electromotive force (EMF) or motor current signals.
While sensorless techniques reduce hardware complexity, their drawbacks include low
fault tolerance and low dynamic response due to complex signal processing. Additionally,
Hall-effect sensors are widely used and provide contactless operation. However, they
typically generate low output voltages and can be affected by electromagnetic interference.

Recently, speed sensors based on the eddy current effect have been extensively studied.
These sensors operate on the principle of eddy current induction in a moving conductive
object, which causes an asymmetric magnetic flux density distribution and then induces
a voltage in the pick-up winding [6–8]. However, the output voltage is very low, and
some configurations require external excitation, leading to higher power consumption
and increased system complexity. Moreover, eddy current effects are influenced by mul-
tiple factors, making it challenging to predict sensor behavior, thereby reducing overall
effectiveness accurately.

In parallel, variable reluctance sensors (VRS) have emerged as reliably magnetic
sensors [9]. With permanent magnet (PM) excitation, they offer self-excitation and low
linearity errors. However, they generate non-sinusoidal signals and relatively low output
voltages, necessitating advanced signal processing techniques. Some VRS designs feature
solid rotors, which intensify eddy current effects and degrade measurement accuracy [2,10].
Moreover, Magneto-resistive (MR) sensors, including Giant MR, Anisotropic MR, and
Tunnel MR [11,12] offer excellent resolution, compact form factors, and stable operation
under mechanical stress and vibration. MR sensors employ a PM to create the predefined
magnetic field pattern, and a semiconductor detector tracks the variation in the field as a
function of the rotor angle. Most MR-based angle sensors require the magnet to be mounted
on the rotating part, making them less suitable for through-shaft sensing. In addition, the
usage constraints of these sensors emerge from different reasons such as sensitivity to
external interference, the influence of parasitics that arise due to IC layouts, and large
power requirements in electro-magnet-based design [13].

To address these challenges, this paper proposes a novel speed sensor based on the
flux-switching principle [14]. The proposed sensor features a 6-stator-slot/19-rotor-pole
(6s/19p) topology, as illustrated in Figure 1. Its rotor structure is identical to a VRS but
is laminated to minimize eddy current effects, ensuring a robust design. The multi-pole
configuration and the presence of a stator yoke contribute to sinusoidal waveforms and
high output voltage, overcoming the limitations of conventional VRS. Moreover, like
VRS, the output frequency is also proportional to the number of rotor teeth. Additionally,
compared to the conventional 12s/10p topology [15,16], the proposed 6s/19p structure
reduces PM consumption by half, making it a more cost-effective solution [17,18].

In addition, conventional subdomain methods (SDMs) with infinite permeability
consumptions [19] have commonly been used for analytical models (AM). Recently, the
harmonic modeling (HM) technique [20,21], which accounts for the nonlinear behavior of
magnetic materials, has been considered an alternative tool for SDMs and finite element
analysis (FEA). Consequently, this study proposes an improved nonlinear analytical model
(NAM) employing HM to predict machine performance accurately. This model considers
core saturation effects and precisely represents the rectangular PM and stator tooth geome-
try, enhancing analytical accuracy. The validity of this model is confirmed by comparing it
with FEA. Using this model, the optimal design parameters of the machine are identified to
achieve the best speed measurement performance.
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Figure 1. Proposed machine for speed measurement.

To validate the performance of the optimized design, test scenarios are implemented
under fixed and varying load conditions using Ansys Maxwell and Twin Builder. In the
ideal constant load, the results demonstrate that the proposed sensor achieves 31.5% higher
output voltage than a commercial product and a low linearity error of 0.63%, ensuring
improved signal clarity and sensitivity. Moreover, it exhibits superior load characteristics,
with only a 1.58% voltage drop at 1500 rpm and 30 mA load current, ensuring reliable
operation under various conditions.

The proposed speed sensor presents a promising solution for high-precision rotational
speed measurement, offering superior robustness, accuracy, and efficiency compared to
conventional sensors. The developed nonlinear analytical model is also a powerful tool for
future optimization and designing next-generation speed sensors.

2. Machine Topology and Working Principle

2.1. Machine Topology

The structure utilized in this study is based on a 6s/19p C-core flux-switching perma-
nent magnet machine (FSPMM), as shown in Figure 1. Herein, six poles are sandwiched
between six segments of the C-shape magnetic cores. Compared to the E-core structure [22],
the C core eliminates fault-tolerant teeth, resulting in a larger slot area, improved cooling
capability, and material savings. Meanwhile, a double-layer concentrated winding is em-
ployed to achieve a short end-winding configuration, reducing both winding resistance
and end-winding inductance. The permanent magnets (PMs) are magnetized in alternating
directions, as indicated by the arrows in Figure 1. Unlike the conventional 12s/10p combi-
nation, the number of rotor poles Nr for the C-core design is not strictly constrained to be
close to the number of stator slots Ns as typically different by ±2. As demonstrated in [23],
the 6s/13p C-core type has been shown to deliver significantly better performance than
the conventional 12s/10p machine. The selection of Ns and Nr follows the criteria outlined
in [24].

Ns = 2mK; Nr = (nNs ± 1)K (1)

1.6Ns < Nr < 4Ns; mod (Nr , m) �= 0 (2)

where m is the number of phases, n, K are integer values. Therefore, a machine with
six stator slots has several stator/rotor pole combinations including, 6/11, 6/13, 6/17,
and 6/19 for balance electromotive force. Since more rotor poles generally result in better
performance [24], the 6/19 combination is chosen for the speed sensor.
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2.2. Working Principle

Figure 2 illustrates the operating principle of the proposed machine through the flux
line distribution at four rotor positions, denoted as P1–P4: (P1) θe = 0◦, (P2) θe = 90◦,
(P3) θe = 180◦, and (P4) θe = 270◦. At positions P1 and P3, the flux passing through coils
A1 and A4 is short-circuited, resulting in zero effective flux. In contrast, at positions P2
and P4, the effective flux splits into two symmetric paths, represented by the red and
yellow lines, flowing through two adjacent poles. This behavior differs from that of the
E-core structure [24], where the flux primarily links only one side of the coil axis and flows
dominantly through a fault-tolerant tooth. As the rotor rotates, the linkage flux alternates
between maximum and minimum values, known as “flux-switching”.

  
(a) (b) 

  
(c) (d) 

Figure 2. No-load flux distributions at four rotor positions of the proposed machine: (a) θe = 0◦;
(b) θe = 90◦; (c) θe = 180◦; and (d) θe = 270◦.

Figure 3 illustrates the flux waveform of coils A1, A4, and their series-connection
A1 + A4. As shown in Figure 3b, although the linkage flux in an individual coil contains
significant even harmonics (second, fourth, and sixth harmonics), the flux waveform of
the series-connected coils consists exclusively of odd harmonics, resulting in a highly pure
sinusoidal flux waveform. This occurs because the even-order harmonics in individual
coils have a phase shift of 180◦, causing them to cancel each other out when connected in
series [25], as confirmed by the Fourier analysis in Figure 3b.

Similarly, the fluxes induced in coil pairs A2 + A5 and A3 + A6 exhibit the same
characteristics. Compared to pair A1 + A4, the flux generated by pair A2 + A5 leads by
120◦ due to its spatial position. Meanwhile, despite the leading spatial position, the flux of
pair A3 + A6 lags behind that of A2 + A5 by 60◦ due to its inverted wound direction. When
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these three pairs are connected in series, the resulting flux has twice the magnitude of an
individual coil pair, as illustrated in Figure 3c. The frequency of this flux varies linearly
with rotor speed, generating a voltage at the winding terminal that is also proportional to
rotation, making it suitable for speed measurement.
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Figure 3. No-load flux analysis of the proposed machine. (a,b) Flux waveforms and its Fourier
analysis of the two opposite coils and their series connection, respectively. (c) Flux waveforms of
three coil pairs and their series connection denoted by the green line.

3. Analytical Modeling of Proposed Machine

3.1. Linear Analytical Model
3.1.1. Simplification and Layer Division

To construct a mathematical model for the proposed machine, several assumptions
and simplifications are made to ease the analysis [20,21,26].

Since the rotor yoke size is typically designed to avoid saturation, its permeability is
assumed to be infinite.

The stator yoke is considered isotropic, with constant magnetic permeability corre-
sponding to the linear region of the B(H) curve.

In each region, permeability is variable in the tangential direction but constant in the
radial direction.

End effects and eddy effects are neglected.
The PMs have uniform magnetization, and their relative permeability is constant.
Mathematically, the machine is divided into five regions in the 2D cylindrical coordi-

nate system illustrated in Figure 4, and the symbols utilized in this section are shown in
Table 1. To account for the rectangular shape of the stator teeth and PMs, the stator slot
region (III) is divided into multiple subregions. For rotor teeth, discretization of this region
is not required because of the short radial length and the absence of PMs. The equivalent
dimensions in the simplified geometry are derived from the practical model as follows.

Figure 4. Geometry simplification and layer division.
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Table 1. Nomenclature.

Symbol Explanation Symbol Explanation

r/θ/z Radius/tangential and axial directions μrt
i Permeability of the ith rotor tooth

j Imaginary unit θini
r Initial rotor position

→
A Magnetic vector potential A Matrix form of magnetic vector potential
→
B Magnetic flux density B Matrix form of magnetic flux density
→
H Magnetic field strength H Matrix form of magnetic field strength
→
Jz Current density vector Mr Matrix form of radial component of magnetization
μ Permeability Mθ Matrix form of tangential component of magnetization

μ̂n CFS coefficient of nth harmonic AT Transpose matrix of matrix A
μ̂rec

n Inverse coefficient of nth harmonic μc,r Permeability convolution matrix in radial direction
μ0 Vacuum permeability μc,θ Permeability convolution matrix in tangential direction
βst Span angle of stator teeth Kθ Diagonal matrix of N
βrt Span angle rotor teeth G Particular solution of Poisson’s equation
βm Span angle of PM Wk Eigenvector matrix of matrix (Vk)0.5

K Number of subregions λk Diagonal eigenvalue of matrix (Vk)0.5

N Highest harmonic order k Region index
Rg Radius at the middle of airgap Lstk Stack length of the sensor

Tcog Cogging torque ϕi,j Flux passing through one coil side in the ith slot, jth layer
ψ, E Flux linkage and EMF of the winding ψj Total flux passing through jth layer

L Winding inductance Ci Winding connecting matrix of jth layer

The radius of each subregion is

RIII
j = Ris + (j − 1)

(
Rsy − Ris

)
/K (3)

where K is the number of subregions.
The arc pole angle corresponding to each subregion can be computed by

βI I I
st,j = 2arcsin(Wst/2/RIII

j ); βI I I
m,j = 2arcsin(Wm/2/RIII

j ) (4)

The other dimensions are given by

βrt = 2arcsin(Wrt/2/Ror) (5)

βIV
m = 2arcsin

(
Wm/2/Rsy

)
(6)

3.1.2. Rotor Slot (I), Airgap (II) and External Regions (VI)

The vector potential under matrix form Az satisfies the following Poisson’s equation.

∂2Ak
z

∂r2 +
1
r

∂Ak
z

∂r
− 1

r2 VkA
k
z = 0; k = (I), (II), (V) (7)

where Vk = μc,θKθμ−1
c,r Kθ , Kθ is the diagonal matrix of the greatest harmonic number N.

μc,θ , μc,r are permeability convolution matrices of Fourier series coefficients (FSCs) in the
considered region k, given by.

μc,r =

⎡
⎢⎢⎣

μ̂0 · · · μ̂−2N
...

. . .
...

μ̂2N · · · μ̂0

⎤
⎥⎥⎦; μc,θ =

⎡
⎢⎢⎣

μ̂rec
0 · · · μ̂rec

−2N
...

. . .
...

μ̂rec
2N · · · μ̂rec

0

⎤
⎥⎥⎦ (8)

where μ̂rec
n is the inverse coefficient of the nth harmonic.
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Using the method of separation of variables to solve Equation (7), the general solution
is expressed as

Ak
z = Wk

(
r

Rk
outer

)λk

ak + Wk

(
r

Rk
inner

)−λk

bk; k = (I), (II), (V) (9)

where a, b are unknown coefficients, Rk
outer, Rk

inner are outer and inner radii of region k, Wk,
λk are eigenvector matrix and diagonal eigenvalue of (Vk)0.5.

The convolution matrices for regions (II) and (V) are given by

μc,θ ; μc,r = μ0I; (10)

where I is the unit matrix.
From the permeability distribution in Figure 5, FSCs for region (I) are computed by.

μ̂I
0 =

1
2π

Nr

∑
i=1

μ0βrl + μrt
i βrt (11)

μ̂I
n =

1
2π jn

Nr

∑
i=1

μ0

(
ejnγr

i − ejn(θr
i −

βrl
2 )

)
+ μrt

i

(
ejn(γr

i +βrt) − ejnγr
i

)
(12)

where βrl = 2π/Nr − βrt, γr
i = θr

i + βrl/2, θr
i = (i − 1)2π/Nr + θini

r , μrt
i is the permeability

of the ith rotor tooth, and θini
r is the initial rotor position.

Figure 5. Permeability distribution in Region (I), Region (III), and Region (IV).

3.1.3. Stator Slot and Stator Yoke Regions (III), (IV)

The magnetic vector potential Az satisfies the following Poisson’s equation.

∂2Ak
z

∂r2 +
1
r

∂Ak
z

∂r
− 1

r2 VkA
k
z = −μ0

r

(
jUkMk

r + Mk
θ

)
; k = (III), (IV) (13)

where Uk = μc,θKθμ−1
c,r . The general solution of (13) is given by

Ak
z = Wk

(
r

Rk
outer

)λk

ak + Wk

(
r

Rk
inner

)−λk

bk + rGk; k = (III), (IV) (14)

where Gk is the particular solution of (13), defined by

Gk = jμ0

[
Vk − I

]−1
UkMk

r + μ0

[
Vk − I

]−1
Mk

θ (15)
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where Mk
r and Mk

θ are the magnetization matrices of radial and tangential components of
the magnetization vector M.

Mk
r =

[
M̂k

r,−N . . . M̂k
r,N

]
; Mk

θ =
[

M̂k
θ,−N . . . M̂k

θ,N

]
; k = (III), (IV) (16)

M̂k
θ,n =

1
2π jn

Ns

∑
i=1

Br(−1)i+1

μ0
ejn(θk

i +
βk

sl
2 +βk

st)
(

ejnβk
m − 1

)
; M̂k

r,n = 0 (17)

From the permeability distribution shown in Figure 5, FSCs for subregion j in Region
(III) are derived from

μ̂
j
0 =

1
2π

Ns

∑
i=1

μ0βI I I
sl,j + μmβI I I

m,j +
(

μlst
i,j + μrst

i,j

)
βI I I

st,j; μ̂
I I I,j
n =

1
2π jn

Ns

∑
i=1

Pj
i + Qj

i (18)

Pj
i = μ0

(
ejnγ

j
i − ejn(θ j

i−
β

j
sl
2 )

)
+ μm

(
ejn(τ j

i +β
j
m) − ejnτ

j
i

)
(19)

Qj
i = μlst

i,j

(
ejnτ

j
i − ejnγ

j
i

)
+ μrst

i,j

(
ejn(τ j

i +βI I I
m,j+βI I I

st,j) − ejn(τ j
i +βI I I

m,j)
)

(20)

where γ
j
i = θs

i + βI I I
sl,j/2, τ

j
i = θs

i + βI I I
sl,j/2 + βI I I

st,j, and θs
i = (i − 1)2π/Ns. μlst

i,j and μrst
i,j are

the permeability values of the iron parts at the left- and right-hand side of a magnet.
For Region IV, because the saturation is focused on the parts closing to the airgap,

such as teeth [27,28], the stator yoke is usually in the linear range of B(H) curve. A finite
permeability value, such as μsy = 3000, can be set for all iron parts in this region. The FSCs
for the convolution matrices in this region are derived by

μ̂IV
0 =

1
2πNs

(
μmβIV

m + μsy

(
2π

Ns
− βIV

m

))
(21)

μ̂IV
n =

1
2π jn

Nr

∑
i=1

μm

(
ejn(γIV

i +βIV
m ) − ejnγIV

i

)
+ μsy

(
ejnγIV

i − ejn(τ IV
i +

βIV
m
2 )

)
(22)

where γIV
i = θs

i + π/Ns − βIV
m /2, τ IV

i = θs
i − π/Ns.

3.1.4. Boundary Conditions (BCs)

The BCs of the continuity of magnetic vector potential and magnetic field strength are
applied to interfaces at Ror, RIII

j , Rsy, and Ros. Additionally, at Rir, the Neumann condition
is employed due to the assumption of infinite permeability, and at Rext the Dirichlet
condition is used. Rext is assumed to be a considerable distance where the magnetic field is
negligible compared to the machine field. The resulting boundary conditions are expressed
as follows.

HI
θ |r=Rir = 0; AV

z |r=Rext = 0 (23)

AI
z|r=Ror − AI I

z |r=Ror = 0; HI
z|r=Ror − HI I

z |r=Ror = 0 (24)

AI I
z |r=Ris − AI I I,1

z |r=Ris = 0; HI I
z |r=Ris − HI I I,1

z |r=Ris = 0 (25)

AI I I,j
z |r=RIII

j+1
− AI I I,j+1

z |r=RIII
j+1

= 0; HI I I,j
z |r=RIII

j+1
− HI I I,j+1

z |r=RIII
j+1

= 0 (26)

AI I I,j
z |r=Rsy − AIV

z |r=Rsy = 0; HI I I,j
z |r=Rsy − HIV

z |r=Rsy = 0 (27)

AIV
z |r=Ros − AV

z |r=Ros = 0; HIV
z |r=Ros − HV

z |r=Ros = 0 (28)
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Finally, the unknown coefficients in (9) and (14) are determined by solving the system
of (23)–(28).

3.1.5. Nonlinear Solution Derivation

After constructing a linear model with permeability as an input, the flux density
obtained in the stator and rotor teeth is used to update the permeability of these iron
parts based on the B(H) curve of the material. This iterative process is applied using
the relaxation method to find the converged solution of the magnetic field. The detailed
iterative process has been thoroughly presented in [20,21] and therefore is not repeated in
this paper. The magnetic material used for the core is 35PN440 steel, with the characteristic
curves illustrated in Figure 6.
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Figure 6. Magnetic properties of 35PN440. (a) B(H) curve; and (b) μ(B) curve.

3.2. Performance Derivation

The proposed analytical model calculates several performance criteria, including cogging
torque, output voltage, and winding inductance, which are calculated using Equations (29)–(35).
For clarity, the overall computation process is illustrated in the flowchart shown in Figure 7.

The cogging torque is computed by

Tcog =
lstkR2

g

μ0

∫ 2π

0
BII

θ

(
Rg, θ

)
BII

r
(

Rg, θ
)
dθ (29)

The output voltage can be deducted as follows.
First, the flux passing through one coil side in the ith slot is expressed as

ϕ
I I I,j
i,1 =

Lstk

AII I,j
slot

∫ θs
i

θs
i −

βk
sl
2

∫ Router

Rinner

AII I,j
z (θ, r)rdrdθ (30)

ϕ
I I I,j
i,2 =

Lstk

AII I,j
slot

∫ θs
i +

βk
sl
2

θs
i

∫ Router

Rinner

AII I,j
z (θ, r)rdrdθ (31)

where AIII,j
slot is the slot area in the jth subregion and Lstk is the stack length.

The total flux passing through the winding is written as

ψ = ∑
k=1→j

Nt

(
ϕ

I I I,j
1 + ϕ

I I I,j
2

)
(32)

where Nt is the number of turns per coil.

ϕ
I I I,j
1 = C1

[
ϕ

I I I,j
i,1 , . . . , ϕ

I I I,j
Ns ,1

]T
; ϕ

I I I,j
2 = C2

[
ϕ

I I I,j
i,2 , . . . , ϕ

I I I,j
Ns ,2

]T
(33)
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C1 =
[
−1 1 −1 −1 1 −1

]
; C2 =

[
1 1 −1 1 1 −1

]
Then the output voltage of the winding is derived as

E = −dψ/dt (34)

After nonlinear solutions are found, the PM excitation is extruded and replaced by a
small current I, the obtained linkage flux is used to calculate the winding inductance as

L = ψI/I (35)

Figure 7. Flowchart for performance derivation.

4. FEA Verification

To demonstrate the accuracy of the proposed model and investigate the effects of
the stator teeth layer number, three cases corresponding to one, two, and three layers are
analyzed in this section. In each case, the results from analytical models are compared with
those from a 2D finite element (FE) model in Ansys Maxwell. Since the proposed sensor
operates under permanent magnet excitation, no external current source is applied to the
windings. The simulation domain includes the stator, rotor, air gap, and external space with
the Dirichlet boundary condition (Az = 0) applied to the outer boundary of the problem
space. The rotor is assigned a mechanical rotational speed, and transient simulation is
used to observe the induced voltage waveform, flux density distribution, and other field
quantities over time. The main parameters of the benchmark model are detailed in Table 2,
where the outer stator diameter and stack length are selected based on a commercial AC
tachogenerator [29]. Figure 8 illustrates the flux density distribution of the FE model under
PM excitation. The results show that mild saturation occurs at the stator and rotor teeth,
reaching approximately 1.6 T. In contrast, the highest flux density in the yoke is around
1.0 T, significantly lower than that in the teeth and well below the saturation threshold.
This supports the assumption of infinite permeability made in Section 3.1.1.
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Table 2. Initial design parameters.

Parameter Symbol Value

Stack length (mm) Lstk 43.0
Outer/inner stator radius (mm) Ros 37.5/24.9
Outer/inner rotor radius (mm) Ror 24.4/20.0
Stator/Rotor teeth width (mm) Wrt 3.70/3.85
PM width (mm) WPM 1.75
Stator yoke thickness (mm) Hys 3.0
PM remanence (T) Br 1.28
Number of turns per coil Nt 63

Figure 8. Flux density distribution of the FE model.

4.1. Magnetic Field Analysis

Figure 9 shows the magnetic field distributions (MFD) at the airgap, obtained from
analytical and FE models, in radial and tangential directions, respectively. Overall, all three
cases agree acceptably with the FE model. However, the accuracy of the analytical results
improves as the number of stator teeth layers increases. Specifically, the largest deviations
occur when only one stator teeth layer is used, as this configuration introduces the most
significant differences in the PM area. Whereas, with three layers, the analytical model
more accurately approximates the geometry of the stator teeth and the PMs, resulting in
excellent consistency between the analytical and FE models.

Furthermore, the Fast Fourier Transform (FFT) analysis of the MFD is illustrated in
Figure 10. Unlike conventional machine types such as surface-mounted permanent magnet
(SPM) or interior permanent magnet (IPM) machines, the air-gap flux of FSPMM contains
various harmonics due to the flux modulation effect [30,31]. First, the dominant harmonics
are the odd multiples of the stator pole pair number (PPN), or PPN of PMs, Ps, which is
determined by

Ps = Ns/2 (36)

The PPN of armature winding is defined by.

Pw = |Pr − Ps| (37)

Meanwhile, multiple working harmonics exist in the air gap flux. These harmonics
contribute to EMF generation by ensuring that the PPN of the magnetic field excited by the
PMs under rotor modulation, denoted as Ps

i,j, matches that of the magnetic field excited by
the armature winding, denoted as Pw

m,k, and that both fields rotate at the same speed [32].

Ps
i,j = |iPs ± jPr|; Pw

m,k = |mPw ± kPr| (38)

193



Mathematics 2025, 13, 1341

where Pr = Nr, i, m = 1, 3, 5, . . . , ∞, and j, k = 0, 1, 2, . . . , ∞;
FFT analysis reveals the same trend: as the number of layers increases, the AM

results become closer to those obtained from the FE model. Notably, while the single-layer
case exhibits the largest deviation from the FE results, the two-layer model significantly
improves accuracy and shows only a minor difference compared to the three-layer case.

To further evaluate the effects of the layer number on the AM, the computation time
and normalized root mean square of error (NRMSE) [33] of the MFD for each case are
recorded as a function of the number of harmonics, as illustrated in Figure 11. The accuracy
of the proposed model is estimated by

NRMSE =

√√√√∑[Bana(i)− BFE(i)]
2

∑ BFE(i)
2 (39)

where Bana(i) and BFE(i) are values of the ith estimation of magnetic flux density obtained
by analytical and FE models, respectively.

The results indicate that the NRMSE of all cases begins to converge around N = 250,
with the deviation between the two-layer and three-layer cases being smaller than that
between the one-layer and two-layer cases. Regarding computation time, it exhibits a
direct proportionality to the number of harmonics, as an increase in harmonics leads to a
larger matrix size in the Equation system (23)–(28). Moreover, in terms of computational
efficiency, the two-layer case offers a significant reduction in computation time compared
to the three-layer counterpart while maintaining high accuracy. Although the one-layer
case has the shortest computation time, its NRMSE converges at a much higher value than
the other cases, resulting in a notable loss of accuracy.

As a result, the two-layer solution presents the best trade-off between accuracy and
computational efficiency. Therefore, this configuration is adopted for the subsequent
analyses in this paper.
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Figure 9. Airgap flux density waveform. (a) Radial component. (b) Tangential component.
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4.2. Performance Comparison

At a rotational speed of 1500 rpm, the EMF in the stator winding is illustrated in
Figure 12a. Meanwhile, the stator winding inductance and cogging torque waveforms are
shown in Figure 12b,c, respectively. It is observed that the EMF waveforms derived from
both the AM and FEA show excellent agreement. A slight discrepancy is noted in the stator
winding inductance, where the FEA result (17.32 mH) is lower than the AM prediction
(17.49 mH), yielding a deviation of 0.81%.
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Figure 12. Comparison between analytical and FE models. (a) EMF waveform; (b) winding induc-
tance; and (c) cogging torque.

Regarding cogging torque, a slight difference between the two models is observed.
This deviation is primarily attributed to higher-order harmonics in the airgap flux, in which
the AM is inherently limited due to its finite harmonic order N. Nevertheless, the AM still
provides accurate and reliable predictions, making it suitable for further evaluations and
design optimizations.

5. Parametric Optimization

In this section, the proposed AM is used to conduct parametric analyses and optimize
the shape of the machine. Generally, the output voltage should be maximized while
minimizing the cogging torque and winding inductance. A small cogging torque reduces
machine vibration, while lower winding inductance leads to a smaller voltage drop in
the winding when the output is connected to a load. Furthermore, the output voltage
waveform is optimized to be as sinusoidal as possible, reducing noise by decreasing the
total harmonic distortion (THD).

The initial machine parameters are listed in Table 2, where the split ratio Ris/Ros, the
rotor teeth width Wrt, stator teeth width Wst, and PM width WPM are considered as the
optimal variables. The optimal objectives include cogging torque, the magnitude of the
first-order EMF, THD, and winding inductance. Refs. [16,27,34] show that the combinations
of stator teeth, rotor teeth, and PM widths are more sensitive to the performance of FSPM
machines. Therefore, the optimization of the proposed machine follows this procedure:
first, the ratio krm = Wrt/WPM and split ratio are selected according to the four optimal
objectives at a specific ratio of krs = Wrt/Wst. This process is repeated at different krs ratios
to determine the optimized machine geometry.

5.1. Split Ratio and Rotor Teeth Ratio

In this part, the two coefficients of split ratio and krm ratio are considered as variables.
Herein, the split ratio is changed by fixing the outer stator radius while the krm is adjusted
by changing the rotor teeth width Wrt. The krs is set to 1.

First, the maximum teeth flux density limitation is chosen under saturation point
1.6 T of the materials. This value should be limited to minimize core losses and ensure
computation efficiency. When the machine is more saturated, additional harmonics at the
airgap are produced, which the analytical model cannot capture, causing a greater error in
cogging torque prediction.

The maximum flux density on stator/rotor teeth is depicted in Figure 13, where the
saturated range occurs mainly for small krm and split ratios. When the split ratio gets
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smaller, the radial length of PM increases, producing more flux. As a result, a small tooth is
insufficient for flux flow.
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Figure 13. Variation of maximum teeth flux density according to split ratio and krm ratio.

Figure 14 shows the variations of the 1st-order EMF, THD, cogging torque, and
winding inductance, where the EMF and inductance improve with a greater split ratio and
smaller krm. Cogging torque and THD are inversely proportional to the split ratio. Based
on the feasible region, an optimal point is chosen at krm = 2.2 and split ratio = 0.7, with 1st
EMF = 98.3 V, THD = 8.14%, cogging torque = 32.4 mNm and inductance = 15.3 mH.
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Figure 14. Variations of (a) 1st EMF, (b) THD of EMF, (c) cogging torque, and (d) winding inductance
according to split ratio and krm ratio.
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5.2. Stator and Rotor Teeth Width

The process in Section 4.1 is repeated in this part but with a different stator and rotor
teeth ratio krs = βrt/βst. Specifically, with a rotor teeth width βrt = krmβm, the stator teeth
width is determined by βst = krsβrt. For each krs value, an optimal solution is selected
based on the optimal objectives, as illustrated in Figure 14. With the range of krs = 0.9 to 1.4,
the obtained solutions are shown in Figure 15. From the results, a final solution is chosen
with krs = 1.2, krt = 2.1, and split ratio = 0.7 with the characteristics: 1st EMF = 111.6 V,
THD = 3.3%, cogging torque = 61.4 mNm, and winding inductance = 12.95 mH. Although
the cogging torque is higher than the case krs = 1, the three remaining aspects have improved
much. Using FEA to validate the final design, the obtained results are 1st EMF = 110.5 V,
THD = 1.53%, cogging torque = 78.4 mNm, and winding inductance = 12.78 mH, demon-
strating the effectiveness of the optimization.
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6. Performance of Optimal Design

Because the analytical model cannot capture the eddy current effects of the PM on the
stator, a FE coupling model between Ansys Maxwell 2D and Twinbuilder is built to extract
the performance of the proposed speed sensor. Additionally, considering the low power of
the speed sensor, the AWG (American wire gauge) 34 conductor with a 0.16 mm diameter
is selected for the stator winding. Due to the small size of the conductor, the additional
length of one turn caused by the end-winding height can be neglected. The stator resistance
is determined by

Rwind = ρcoLwind/Scond (40)

Lwind = NsNt[2(Lstk + 2Wst + WPM)] (41)

where ρco is the copper resistivity, and Lwind is the total length of the winding. With the
chosen conductor size and the design dimensions, the stator winding resistance is 40.25 Ω.

6.1. Voltage Characteristics (Constant Load Characteristics)

Figure 16 shows the output voltage characteristics against the speed from 100 rpm to
3000 rpm under a constant load of 1 mA. It is evident that the proposed design exhibits
brilliant linearity and output voltage, with the output ranging from 5.16 to 156.0 Vrms.
The maximum error recorded is 0.63% at 100 rpm. Compared to the product [29], the
output voltage is 31.5% higher, while the maximum linearity error is smaller than that of
the commercial product by 1%. It is noted that a higher voltage drop at stator resistance
causes a higher deviation at low speeds. Compared to the design in [8], although the sensor
volume is approximately three times larger, the proposed design achieves over 3000 times
higher output sensitivity without requiring any external excitation source. Additionally,
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the linearity performance is comparable, with a maximum linearity error of 0.63% in the
proposed model versus 0.67% in [8].
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Figure 16. Output voltage and linearity error according to speed.

6.2. Varying Load Characteristics

Figure 17 shows the voltage drop of the proposed design according to the speed and
load under two cases of load resistance: 2500 Ω and 5000 Ω. At the heavier load, the load
current increases from 5 mA to 60 mA, and the voltage drop changes from 1.28% to 1.68%.
Specifically, at 1500 rpm and 30 mA, the voltage drop is 1.58%, compared to 2.5% for the
product [29], and this ratio changes negligibly despite the higher load current. At the
lighter load, the voltage drop is much lower than at the first load across the speed range,
with a maximum of 0.83%. These characteristics of the proposed design are comparable to
commercial products.
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Figure 17. Drop voltage and load current according to speed at (a) 2500 Ohm and (b) 5000 Ohm
load resistance.

7. Conclusions

This paper introduced a flux-switching-based speed sensor with a 6-stator-slot/19-
rotor-pole (6s/19p) topology to provide a high-performance, cost-effective alternative to
conventional speed measurement technologies. By leveraging the flux-switching principle,
the proposed design achieves higher output voltage, improved linearity, and reduced
permanent magnet (PM) consumption. To accurately model the sensor’s electromagnetic
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behavior, a nonlinear analytical model (NAM) based on harmonic modeling (HM) was
developed. This model effectively accounts for core saturation effects and the rectangular
geometry of PMs and stator teeth, ensuring better agreement with finite element analysis
(FEA) results. Among the analytical models tested, the two-layer model was identified
as the best trade-off between computational efficiency and accuracy, demonstrating high
fidelity to FEA simulations. Performance evaluations confirmed that the optimal design
achieves a 31.5% higher output voltage than a commercial product while maintaining a
low linearity error (0.63%) and minimal voltage drop (1.58% at 1500 rpm, 30 mA). The
sensor also demonstrated excellent sinusoidal output waveforms, reducing signal process-
ing complexity and making it highly suitable for industrial, automotive, and aerospace
applications requiring precise speed feedback. Future work will focus on experimental
validation, investigating the effects of temperature variations, mechanical tolerances, and
manufacturing constraints on the proposed design.

8. Discussion

While this study primarily focuses on electromagnetic design and simulation-based
validation, several aspects have been considered to support its feasibility for practical
applications. From a manufacturing perspective, the design incorporates a 0.5 mm air gap,
with dimensional tolerances maintained within ±0.05 mm-values well within standard
CNC machining and common fixture-based assembly capabilities. This demonstrates the
feasibility of constructing the sensor using standard mechanical fabrication techniques.
With a low current constraint of less than 50 mA, AWG-34 copper wire was chosen for the
coil design. The resulting current density remains below 2.5 A/mm2, which ensures thermal
safety and supports long-term operation. Although fi-ne-gauge wire is more mechanically
sensitive, encapsulating the winding with epoxy or potting compound effectively mitigates
vibration and strain, improving durability. For applications demanding greater robustness,
slightly thicker wire (e.g., AWG-32) may be used with minimal effect on electromagnetic
performance or power efficiency.

The proposed design also offers several advantages that make it appealing for indus-
trial applications. Its contactless and self-excited operation makes it particularly suitable for
harsh environments, where contamination, vibration, and limited power availability may
render optical or Hall-effect sensors impractical. In particular, the sensor shows strong po-
tential for use in induction motor (IM) control systems, such as V/f control, where reliable
and cost-effective speed feedback is required without requiring high-resolution encoders.

However, several areas require further investigation. First, no prototype has yet been
fabricated, and future work is needed to evaluate the sensor’s mechanical, thermal, and
long-term stability under real-world operating conditions. Second, the current electro-
magnetic model assumes temperature-invariant material properties. In practical scenarios,
temperature variations can affect magnet remanence and coil resistance, leading to output
voltage drift and sensitivity degradation. Third, although the design performs well at
moderate speeds, it is not optimized for high-speed applications. As speed increases,
the corresponding rise in signal frequency leads to a greater voltage drop across the coil
inductance, which attenuates the usable output signal and may affect linearity. Addressing
this issue may require winding optimization or geometric redesign to mitigate frequency-
dependent losses.
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Abstract: This paper proposes a high-efficiency design for an external rotor interior perma-
nent magnet synchronous motor (IPMSM) that eliminates the magnetic leakage flux path.
The conventional model based on an external rotor surface-mounted permanent magnet
synchronous motor (SPMSM) is analyzed using a statistical method. Design directions are
derived by comparing efficiencies at two major operating points with different motor char-
acteristics. A V-shaped IPMSM is then proposed to increase the permanent magnet volume
and reduce magnetic leakage. Design optimization is conducted using Gaussian process
models (GPMs) constructed with a Latin hypercube design (LHD), and the optimal design
is determined using a gradient descent algorithm. A prototype is fabricated to confirm
manufacturability, and the improved efficiency of the proposed design is experimentally
verified. The results demonstrate that the proposed IPMSM significantly outperforms the
conventional SPMSM in terms of efficiency across both operating points.

Keywords: design optimization; efficiency; external rotor permanent magnet synchronous
motor; gaussian process model; V-shaped rotor type

MSC: 49S05

1. Introduction

As the industrial requirement for high-performance electric motors has been growing
in recent years, various types of electric motors, such as the permanent magnet synchronous
motor (PMSM), have been widely investigated. Electric motors are classified according
to their rotating part as being either external rotor or internal rotor types. Compared
with internal rotor motors, external rotor motors have a larger stator slot area, which is
responsible for increasing the torque-producing capability [1–4].

Numerous researchers have studied the applications of external rotor machines, which
require high torque and high efficiency. The most common application of these types of
motors is the in-wheel motor of electrical vehicles [5–10]. Similarly, external rotor machines
are used in the propulsion systems of electrical bicycles [11]. According to refs. [12,13],
wind turbine generators and air conditioner motor fans also constitute external rotating
machines. In addition, external rotor machines are used in washing machines with direct
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drive characteristics [14,15]. Because wet grinding requires both high and constant torque at
low speeds without a belt or gear mechanism, external rotor configurations are suitable [16].

For those aforementioned applications, previous researchers have studied various
types of external rotor machines. The design of an external rotor switched reluctance motor
was proposed in [13]. Considering the design requirements related to electromagnetic
and mechanical issues, a synchronous reluctance motor design was established in [4].
Permanent magnet (PM)-assisted synchronous reluctance motors were compared according
to the PM material in [6]; the authors concluded that high torque density can be achieved
even with ferrite magnet-based external rotor machines. The external rotor Vernier PM
machine was studied to reduce end winding in [17].

In terms of PM machines, most of the related research has focused on surface-mounted
permanent magnet synchronous motors (SPMSMs) [18–29]. Here, the main points for
investigation included predicting the electromagnetic characteristics and conducting noise
analysis. Considering the structural differences between internal and external rotor PM
machines, the analytical calculation of the magnetic field of an external rotor PM machine
was examined in [19–21]. Moreover, noise analysis of an external rotor PM machine was
conducted in [22,23]. Concerning motor design, little research has been conducted [24–26].
According to ref. [24], the maximum achievable air gap magnetic flux density of an external
rotor SPMSM is limited by the split ratio.

Interior permanent magnet synchronous motors (IPMSMs) are well known to be
alternatives to SPMSMs to overcome the limited air gap magnetic flux density. These
studies present the rotor structure to enhance the advantages of IPMSMs. In [30], two-
layered PMs were used to increase the volume of PMs. Moreover, two-layered and hybrid
PMs were used in [31]. The V-shaped topology is also favorable in that the volume of PMs
can be increased [32,33]. However, the magnetic leakage flux may be large in external rotor
IPMSMs owing to the small magnetic reluctance of the magnetic leakage flux path. This is
due to the large cross-sectional area of the magnetic leakage flux path in the external rotor.

In [34], the external rotor structure without the magnetic leakage flux path was pro-
posed. However, some of the aspects were insufficient and required improvement. First, the
effects of each circuit parameter on efficiency were examined by changing only one circuit
parameter, while the other remaining parameters were constant. However, the variation in
the other parameters has to be considered, because the effect of one parameter can vary
depending on the values of the other parameters. Further, detailed explanations of the
sensitivity analysis and design optimization process were absent. Moreover, the improved
efficiency of the proposed IPMSM was verified only through finite element analysis (FEA).

This study presents a high-efficiency design for an external rotor V-shaped IPMSM
without the magnetic leakage flux path. The targeted system is a home appliance hav-
ing two main operating points: these are the high-torque-and-low-speed point and the
low-torque-and-high-speed point. One of the most important requirements for a home
appliance is high efficiency [35]. As the motor characteristics such as current and loss vary
depending on the operating points, these characteristics must be considered in the motor
design process.

In conventional external rotor machines, surface-mounted PMSMs (SPMSMs) are
widely used due to their mechanical simplicity and ease of manufacturing. However, they
suffer from limited magnetic flux density because of the constrained permanent magnet
(PM) volume, which restricts further efficiency improvement. To address this limitation,
interior PMSMs (IPMSMs) with V-shaped PM arrangements have been proposed, as they
allow higher PM volume and stronger flux density. Nonetheless, when applied to external
rotor configurations, these V-shaped IPMSMs introduce magnetic leakage flux paths due
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to structural connections between rotor cores. This leakage significantly degrades the
magnetic performance and system efficiency.

To overcome this issue, this study proposes a novel external rotor V-shaped IPMSM
design that eliminates the magnetic leakage flux path while maintaining mechanical robust-
ness. The proposed rotor structure separates the core into upper and lower parts, where
the lower core—adhered only to the PMs—is structurally stabilized by centrifugal force
during rotation, as shown in Figure 1. The manufacturability of the design is confirmed
through prototype fabrication.

Figure 1. Proposed V-shaped IPMSM without the magnetic leakage flux path.

The conventional model currently used for the target system is analyzed based on
statistical methods. From this analysis, design directions to simultaneously improve the
efficiency at the two main operating points are derived. As the efficiency at the high-torque-
and-low-speed point is lower than that at the high-speed-and-low-torque point, priority is
given to improving the low-speed efficiency.

Design variables are selected based on sensitivity analysis, and Gaussian process
models (GPMs) are constructed using a Latin hypercube design (LHD). These models
provide more accurate prediction performance than conventional response surface models
(RSMs) [36,37]. A gradient-based optimization algorithm is applied to obtain the opti-
mal design solution. Experimental validation is conducted to confirm both the structural
feasibility and efficiency improvement of the proposed machine compared to the conven-
tional SPMSM.

In this study, the primary design objectives are as follows: (1) to eliminate the magnetic
leakage flux path in an external rotor IPMSM through a novel V-shaped rotor topology,
(2) to improve the efficiency at two representative operating points: low-speed/high-
torque and high-speed/low-torque points, (3) to enhance torque density without sacrificing
structural robustness, and (4) to ensure manufacturability for home appliance applications.
These objectives are addressed by combining statistical analysis, GPM-based optimization,
and experimental validation.

2. Analysis of Conventional External SPMSM

Figure 2a shows the conventional SPMSM that is currently being used for the targeted
home appliance. As the targeted system mainly operates at two points, the efficiency of
the conventional model had to be improved at the two main operating points, high-torque-
and-low-speed point A and low-torque-and-high-speed point B, as shown in Figure 2b.
In this section, the conventional model is analyzed based on a statistical method. The
motor characteristics such as the current and the loss are calculated using the d- and q-axis
equivalent circuit method combined with FEA [38]. Contrary to the stator using laminated
cores, the rotor housing of the conventional model consists of carbon steel, which is an
unlaminated core. As the unlaminated carbon steel has a magnetic property, the PMs were
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directly attached to the rotor housing. Considering the costs, it was decided to use ferrite
magnets and aluminum coils. Because the residual induction of ferrite PMs is low and the
resistivity of aluminum coils is high, the efficiency of the conventional SPMSM is low at
both points. Especially, the efficiency at point A is lower than that at point B. Accordingly,
priority consideration is given to point A efficiency when deciding design directions for
efficiency improvement.

(a) (b)

Figure 2. Conventional SPMSM: (a) Configuration; (b) Efficiency map and characteristics curve.

2.1. Characteristics

The characteristics of the conventional SPMSM are analyzed according to the d- and
q-axis equivalent circuit method using Equations (1)–(6):

T = Pn
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Iod Ioq

]
(1)
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where T is torque, Pn is the number of pole pairs, and Vo is induced voltage. Ψa is the
linkage flux at no load. The d- and q-axis inductances Ld and Lq, respectively, and the
iron loss Wiron were calculated using FEA. Io denotes the magnitude of the magnetizing
current, and β denotes the current phase angle. Iod and Ioq are the d- and q-axis magnetizing
currents, respectively, and Icd and Icq denote the d- and q-axis equivalent iron loss currents,
respectively. By summing the magnetizing current and equivalent iron loss current, Id and
Iq denote the d- and q-axis input currents, respectively. ωe and ωm denote the electrical and
mechanical angular frequencies, respectively. Wohmic denotes the ohmic loss, Ra denotes the
phase resistance, ρal is the resistivity of aluminum, lcoil is the length of the coil, and Acoil is
the cross-sectional area of the coil.

The current at each operating point is determined by the circuit parameters. The d-axis
current was maintained at zero for low-speed point A in accordance with the maximum-
torque-per-ampere control method. For high-speed point B, the negative d-axis current was
used to suppress the induced voltage according to the flux-weakening control method.

In this paper, two losses of the PMSM that much affected motor efficiency were
considered: ohmic loss and iron loss. The ohmic and iron losses of the conventional
SPMSM are shown in Figure 3. The ohmic loss of the PMSM is generated in the stator
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winding coils and determined by the resistance and input current. The resistance is related
to the length and the cross-sectional area of the coils, as well as the resistivity of the
coil material. The magnitude of the current is determined by the circuit parameters and
operating point. As shown in Figure 3a, it is evident that the ohmic loss increases as the
torque increases, since the output torque is proportional to the current. As a result, the
ohmic loss is the largest at point A, and has a greater effect on point A efficiency than
the iron loss. The other loss is the iron loss generated in the stator and rotor core. The
magnitude and frequency of the magnetic flux density on the cores affect the amount of
iron loss, which means that the iron loss is determined by the material properties and the
rotating speed. As the rotating speed increases, the fundamental frequency of the SPMSM
also increases, which leads to a significant rise in iron loss, as shown in Figure 3b.
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Figure 3. Loss of conventional SPMSM: (a) Ohmic loss; (b) Iron loss.

In summary, the ohmic loss refers to the resistive power loss generated in the stator
winding conductors due to the current flow, while the iron loss originates from hysteresis
and eddy current phenomena occurring in the magnetic cores of the stator and rotor under
alternating flux conditions. These definitions are consistently applied throughout the paper.
As shown in Figure 3b, the iron loss is the largest at point B and has a greater effect on
point B efficiency.

2.2. Main Effects and Design Directions for Parameters

To determine the design directions for improving the efficiency at both points A and
B, the effects of the circuit parameters on each efficiency are statistically investigated [39].
The circuit parameters are selected from Equations (1)–(6): these are the linkage flux at no
load, the resistance, the d-axis inductance, the q-axis inductance, and the iron loss. The
three-level design is written based on the orthogonal array method, and the 18 design of
experiments (DOE) samples are presented in Figure 4a.

Following the DOE table constructed using the orthogonal array method, the circuit
parameters are varied across 18 samples, and the efficiencies at point A and B are calculated
using the equivalent circuit combined with FEA. To analyze the influence of each parameter
independently, main effects analysis is conducted. Each parameter has three levels (levels
0, 1, and 2), and the samples are grouped accordingly. Within each level group, the average
efficiency is calculated. The difference in these averages across levels represents the “main
effect” of that parameter on efficiency. Figure 4b shows this procedure using the no-load
linkage flux (P1) as an example. The plot shows how the average efficiency changes with
increasing parameter level, indicating the degree and direction of its influence. Through
this process, the main effects of each parameter are analyzed considering variation in the
other parameters [40].
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(a) (b)

Figure 4. Procedure of main effects analysis: (a) Design of experiment table for the circuit parameters;
(b) Main effects plot.

In Figure 5, the main effects of all five parameters are summarized. Parameters
that increase efficiency are shown in red, while those that decrease efficiency are shown
in blue. This analysis forms the basis for determining the design directions in the next
step. Accordingly, a large no-load linkage flux and a small resistance are required for the
improvement of the efficiency at point A. The remaining parameters are shown to have
a small effect on point A efficiency. On the other hand, point B efficiency is significantly
affected by most of the parameters.
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Figure 5. Main effects plot of parameters: (a) Efficiency at point A; (b) Efficiency at point B.
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As the point A efficiency is lower than the point B efficiency, point A efficiency im-
provement is considered a priority in this study. In the target application—a washing
machine—point A corresponds to the washing mode, which operates under low-speed
and high-torque conditions. Point B, on the other hand, corresponds to the spinning mode,
which operates at high speed and low torque. Although the output power at both points is
similar, the washing mode is used more frequently and for a longer duration. Consequently,
the efficiency at point A has a greater impact on the total energy consumption, making it
the primary target for improvement. Thus, the no-load linkage flux has to be increased
to enhance the torque production at point A, where the motor operates under low-speed,
high-torque conditions. However, increasing the no-load flux also raises the back electro-
motive force (BEMF), especially at high-speed operation (point B). To suppress this elevated
BEMF and maintain proper control, a higher negative d-axis current is required through
flux-weakening control. This additional current can lead to increased core saturation and
iron loss, which degrade the efficiency at point B. Therefore, to minimize total loss at high
speed, other parameters such as phase resistance and inductance must be reduced. By
reducing the resistance and inductance, the induced voltage can be effectively limited. This
trade-off ensures improved efficiency at both operating points.

To determine the design directions, the material cost is considered in addition to
efficiency. This is because low cost is as important a requirement for a home appliance
as motor efficiency. Table 1 presents the unit cost of the materials for PM machines [41].
For the conventional model, the ferrite magnets, aluminum coils, and S60 core were used.
Considering the material costs, it is hard to change the PM and coil materials. Instead,
changing the core material within similar grades is reasonable because the unit cost of
the core is the lowest. Accordingly, the following design directions are determined in
this section:

1. Increasing the air gap magnetic flux produced by PMs.
2. Decreasing coil turns.
3. Changing the core material from S60 to S18.

Table 1. Unit cost of materials.

Part Material Cost Rate

Permanent magnets Ferrite $10/kg
Rare earth $50/kg

Coil
Aluminum $3/kg

Copper $7/kg

Core
S60 $0.7/kg
S18 $0.8/kg

By increasing the air gap magnetic flux produced by the PMs, the no-load linkage flux
can be enhanced even though the number of coil turns are reduced. The reduced number
of coil turns results in an increase in coil diameter and a decrease in coil length, thereby
reducing resistance overall. The reduced number of coil turns decreases not only the
resistance but also the inductance. In addition to the large no-load linkage flux, the reduced
inductance causes the high-speed efficiency to decrease. This is because the induced voltage
of the PMSM has to be suppressed to operate at high-speed point B. Considering (2), the
induced voltage can be suppressed using the negative d-axis current. When the no-load
linkage flux is large and the inductance is small, the required magnitude of the d-axis
current has to be large at high speeds. This causes the magnetic flux density in the cores
to increase. However, the iron loss is unlikely to increase by changing the core material,
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although the magnetic flux density increases. As a result, it is possible to improve the
efficiency at both points A and B.

3. Proposed V-Shaped IPMSM Without Magnetic Leakage Flux Path

In accordance with the design directions determined in the previous Section 2, a rotor
structure for a large air gap magnetic flux produced by the PMs is introduced in this
section. Among the many types of IPMSMs in existence, the spoke type is well known for
its flux-concentrating effect. Therefore, many researchers have adopted the spoke type for
internal rotor machines [42]. However, the spoke type is inappropriate to use for external
rotors owing to the large magnetic leakage flux generation, as illustrated in Figure 6a. This
is because the magnetic reluctance of the leakage flux path is small. Figure 6b shows that
the air gap magnetic flux is limited no matter the length of the path in a restricted space for
the rotor. To avoid a large amount of magnetic leakage flux, the existing V-shaped rotor
topology is favorable for external rotating machines [32,33]. By arranging the PMs into a
V-shape, the cross-sectional area of the magnetic leakage flux path is reduced compared to
the spoke type. But still, the magnetic leakage flux in the existing V-shaped rotor is caused
by the connection structure that exists for the structural stability of the rotor.

(a) (b)

Figure 6. Magnetic characteristics of external rotor spoke-type PMSM at no load: (a) Magnetic flux
lines; (b) Magnetic flux according to leakage bypass length.

In this study, a V-shaped rotor without the magnetic leakage flux path is proposed, as
shown in Figure 7a. By eliminating the connection structure, the rotor core is separated
into the two parts: the upper core and the lower core. Even though the lower core is
only adhesive to the PMs, its structural stability is sufficient. Eliminating the connection
structure is feasible only in the external rotor because the centrifugal force of the lower core
is applied outward. This means that the lower core is forced toward the PMs that support
the lower core. Thus, scattering of the lower core scarcely occurs.

The magnetic reluctance of the path between the upper and lower cores is large enough
to reduce the magnetic leakage flux. Accordingly, the air gap magnetic flux produced by the
PMs is increased, as shown in Figure 7b. In this comparison, the PM and core material, rotor
size, and pole arc were the same. The stator core is assumed to be flat and has an infinite
relative permeability property. In the existing V-shaped rotor that includes the connection
structure in the rotor core, 17% of the magnetic leakage flux is generated. Whereas only
4% of the magnetic leakage flux is generated in the proposed V-shaped rotor without the
magnetic leakage flux. A leakage flux of 39% occurs in the spoke type with the magnetic
leakage flux path, and a leakage flux of 17% occurs in the V-shaped type with the magnetic

210



Mathematics 2025, 13, 1865

leakage flux path. Therefore, the air gap magnetic flux produced by the PMs is the largest
when applying the proposed V-shaped rotor.
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Figure 7. Comparison of magnetic flux characteristics according to rotor type: (a) Configuration;
(b) Magnetic flux by PMs.

4. Design Optimization Using Gaussian Process Model

In this section, a surrogate model-based design optimization is conducted to improve
the efficiency at the two main operating points: high-torque-and-low-speed point A and
low-torque-and-high-speed point B. As the surrogate model of efficiency, GPMs are em-
ployed. The LHD is adopted as the sampling method for constructing the GPMs. During
the LHD-based sampling process, the current density is fixed to the same value used in the
conventional model. The d- and q-axis equivalent circuit method combined with FEA is
used for calculating the efficiency at each of the LHD sampling points. Figure 8 presents
the design optimization process. First, sensitivity analysis of the efficiency at points A and
B is conducted considering the different motor characteristics according to the operating
points. From the sensitivity analysis results, the significant design variables are selected.
Using the selected significant design variables, the GPMs of each efficiency are built. As the
sampling technique for GPM construction, the LHD method is adopted. Then, a gradient–
based optimization is conducted. As a result, the optimum design model of the proposed
V-shaped IPMSM without the magnetic leakage flux path is determined in this section.

Figure 8. Optimal design process.

4.1. Sensitivity Analysis

The computational costs required for design optimization are related to the number
of design variables. To reduce the computational cost, the design variables that have
statistically significant effects on point A and B efficiencies are selected in this section.
The constant geometry dimensions and candidates for design variables are presented in
Figure 9. Based on analysis on variance (ANOVA), the sensitivity of each efficiency is
investigated considering the seven candidates. Based on the orthogonal array method, 36
DOE points were constructed. After calculating the probability value (p-value) of the seven
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candidate variables using ANOVA, those with p-values less than the significance level
of 0.05 were considered to have statistically significant effects on efficiency [39,40]. For
point A (low-speed operation), five variables were selected: pole angle, yoke thickness, slot
opening, stator eccentricity, and rotor chamfer b. For point B (high-speed operation), six
variables were significant: pole angle, yoke thickness, slot opening, stator eccentricity, and
both rotor chamfers a and b. These parameters were chosen for the optimization process
because they directly impact the magnetic circuit geometry and flux distribution. Their
variation leads to notable changes in iron loss, flux-weakening performance, and output
torque, which are key to achieving optimal efficiency across both operating conditions.

Figure 9. Geometry dimension for proposed V-shaped IPMSM without leakage bypass.

Figure 10 presents the ANOVA results for each efficiency, showing the design variables
that are significant for low- and high-speed efficiency. It is evident that pole angle, yoke
thickness, slot opening, stator eccentricity, and rotor chamfer b are significant for low-speed
efficiency. Similarly, six design variables are significant for high-speed efficiency: pole
angle, yoke thickness, slot opening, stator eccentricity, and rotor chamfers a and b. The
tooth tip has a negligible effect on the efficiency at both speeds; therefore, its initial value is
used in the design optimization.

Figure 10. Sensitivity analysis results: (a) Low-speed efficiency (point A); (b) High-speed efficiency
(point B); (c) Selection of design variables.

4.2. Gaussian Process Model

Using the selected design variables, the GPMs for each efficiency are constructed in
this section. A GPM is a proper model to replace an FEA simulation in which the random
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error is nonexistent and repeated experimentation is unnecessary [40]. The LHD is adopted
as the sampling technique, which is well known as being suitable for GPMs [35]. As shown
in Figure 11, the design points are well spread out across the entire design region. The
respective efficiencies at the sampling points are calculated with FEA, and Figure 12 shows
the constructed GPMs.

Figure 11. Latin hypercube design points according to pole angle, yoke thickness, and slot opening.

 

Figure 12. Gaussian process models according to pole angle and yoke thickness.

Then, the accuracies of the constructed GPMs are evaluated based on the leave-one-out
cross-validation method [43]. The normalized root mean square error (NRMSE) of the GPM
is defined in Equation (7):

NRMSE =

√√√√ 1
ns

·
ns

∑
i=1

(
Y(xi)− Ŷ(−i)(xi)

mean{Y(x)}

)2

· 100% (7)

where x denotes the vector of design variables. Y(x) denotes the vector of the efficiency at
points A and B. ns denotes the number of sampling points. xi denotes the input value at
the ith sample point, and Y(xi) is the response at the ith sample point calculated in FEA.
Ŷ(−i)(xi) is the predicted response at the ith sample point from the GPM constructed using
the sampling points without (xi, Y(xi)). The NRMSEs of the GPM for the point A and B
efficiencies are calculated as 5.2%, and 0.8%, respectively. Thus, the GPMs are verified to be
adequately accurate.
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4.3. Design Optimization

Considering the efficiency at the two main operating points, the objective function is
defined by Equation (8):

minimize F(b) = −w1 · f1(b)
max( f1)

− w2 · f2(b)
max( f2)

(8)

where F is the objective function, and b is the vector of the design variables. f 1 and f 2

denote the functions of the point A and point B efficiencies, respectively. w1 and w2 are the
weighting factors of f 1 and f 2, respectively.

A flow chart of the optimization is shown in Figure 13. First, the design variables
are initialized. With the constructed GPMs, the values of the efficiency at points A and
B are predicted. Thus, the defined objective function is calculated. Then, a gradient of
the objective function is calculated. Until the gradient value of the objective function is
less than epsilon, the computation of the search direction, determination of the step size,
and updating of the design variables are continued. If the gradient value converges, the
optimization ends. As a result, the objective function is minimized and the optimum point
is found, as shown in Figure 14. The optimized design variables are presented in Table 2.

END

START

No

Yes

?kf x

Calculate gradient : kf x

x* = x(k)

Initialize parameters :
x1(0) : pole angle 4.6mm
x3(0) : Yoke thickness 2.7mm
x4(0) : Slot opening 4.3mm
x5(0) : Stator eccentricity 0mm
x6(0) : Rotor chamfer a 100%
x7(0) : Rotor chamfer b 0.1mm

0 ,  0kx

Estimate design :
g1(x(k)) : low-speed efficiency
g2(x(k)) : high-speed efficiency
f(x(k)) : objective function 

1 2,  ,  k k kg g fx x x

( ) ( )
( ) 1 2

1 2( ) ( )
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Determine step size :

to minimize
k
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1  ,  1k k k

k k kx x d

Figure 13. Optimization process.

Figure 14. Design optimization: (a) Pole angle and Yoke thickness; (b) slot opening and stator
eccentricity; (c) Rotor chamfers a and b.
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Table 2. Design optimization results.

Design Variable Initial Design Optimum Design

x1 Pole angle (◦) 4.8 3.0
x3 Yoke thickness (mm) 3.8 3.6
x4 Slot opening (mm) 4 5.6
x5 Stator eccentricity (mm) 0 67.2
x6 Rotor chamfer a (%) 0 91
x7 Rotor chamfer b (mm) 0 0

4.4. Simulation Results

Using FEA, the optimized V-shaped IPMSM without the magnetic leakage flux path is
analyzed and compared with the experimental results. A prototype of the improved model
was fabricated, as shown in Figure 15a. As proposed, the magnetic leakage flux path is
nonexistent in the rotor. In Figure 15b, it is evident that the no-load BEMF predicted using
FEA has an error of 0.5% with the experimental result, whereas the resistance has an error
of 2.1%. These errors were calculated based on the test results as reference. As shown in
Figure 15c, the efficiency at each operating point can be predicted through the simulation:
84.5% at low-speed point A and 86.5% at low-speed point B. Each predicted efficiency has
an error less than 1%p compared with the test results. Therefore, the simulation results of
the improved model are validated.

(a)

(b) (c)

Figure 15. Improved model: (a) FEA model and prototype; (b) No-load back-electromotive force and
resistance; (c) Efficiency.

5. Experimental Verification

In this section, the optimized V-shaped IPMSM without the magnetic leakage flux
path is termed the improved model. Then, the efficiencies of the improved model and the
conventional model are experimentally tested and compared. Both models are optimized,
respectively. The prototypes of both models are presented in Figure 16a. The set-ups for
the no load and load tests are presented in Figure 16b. For the no load test, a DC motor is
used to rotate the test motor. The test motor is connected to a Y-connected resistor, which
has a very large resistance. While the test motor is rotated, the voltage of the Y-connected
resistor is measured using an oscilloscope. The measured voltage represents the BEMF. For
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the load test, both the conventional and proposed models are evaluated under the same
inverter-fed conditions to ensure a fair comparison. The torque, speed, and input power
are measured, and the efficiency at each operating point are calculated according to the
following equation:

η =
T · ω

Pin
· 100% (9)

where η is the efficiency, T is the torque, ω is the rotating speed, and Pin is the input power.
As shown in Figure 17a, the increased flux and reduced resistance of the improved model,
compared with the conventional model, are validated by measuring the BEMF and phase
resistance. The BEMF of the proposed model is enhanced by 27%, and the resistance is
reduced by 47%. Figure 17b illustrates the degree of improvement in the efficiency of
the proposed model. By conducting the design optimization for the efficiency at low-
and high-speed operating points where the motor characteristics are different, the overall
efficiency of the proposed model is increased throughout the torque and speed. Compared
with the conventional model, the efficiency of the proposed model is improved by 14%p at
low-speed point A, 1.4%p at high-speed point B, and 10.2%p on average.

(a)

(b)

Figure 16. Prototype and test set-up: (a) Prototypes of conventional and improved models; (b) No
load and load test set-ups.

The efficiency improvement mechanisms differ across the two operating points. At
low speed, the increased back-EMF allows the motor to deliver the required torque with
lower current. Combined with the reduced phase resistance, this leads to significantly
lower ohmic loss and higher efficiency. At high speed, although the increased no-load flux
raises the risk of higher iron loss and d-axis current, these effects are mitigated by using a
low-loss core material and reducing the resistance. As a result, both iron and ohmic losses
decrease, resulting in improved efficiency at high speed as well.
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(a)

(b)

Figure 17. Experimental results of conventional and improved models. (a) No-load back-
electromotive force and resistance; (b) Efficiency.

6. Conclusions

This paper presents a high-efficiency design for an external rotor machine for a home
appliance having two main operating points. By analyzing the conventional model using
the statistical method, the design directions were determined. According to the design
directions, a V-shaped IPMSM without the magnetic leakage flux path was proposed. Then,
design optimization was conducted to decide the optimum design model of the proposed
V-shaped IPMSM without the magnetic leakage flux path. By fabricating and testing
prototypes of both the conventional and the improved models, the validity of the improved
model was confirmed. Compared with the conventional model, the average efficiency of
the improved model was improved by 10.2%p. At high-torque-and-the-low-speed point
A, the efficiency improved by 14%p, and at low-torque-and-the-high-speed point B, the
efficiency improved by 1.4%p. Moreover, the torque density of the proposed V-shaped
PMSM without leakage bypass was increased compared with the conventional PMSM by
26.6%, from 12.4 kNm/m3 to 15.7 kNm/m3. As the other important requirement is low
cost, a high-efficiency design that considers the cost is required in future work.
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