ig electronics

Special Issue Reprint

RF, Microwave, and Millimeter
Wave Devices and Circuits
and Their Applications

Edited by
Reza K. Amineh

mdpi.com/journal/electronics



RE Microwave, and Millimeter Wave
Devices and Circuits and Their
Applications






RE Microwave, and Millimeter Wave
Devices and Circuits and Their
Applications

Guest Editor
Reza K. Amineh

/
rM\D\Py Basel o Beijing ® Wuhan e Barcelona e Belgrade e Novi Sad e Cluj e Manchester
F



Guest Editor

Reza K. Amineh
Department of Electrical and
Computer Engineering

New York Institute of
Technology

New York, NY

USA

Editorial Office

MDPI AG
Grosspeteranlage 5
4052 Basel, Switzerland

This is a reprint of the Special Issue, published open access by the journal Electronics (ISSN 2079-9292),
freely accessible at: https:/ /www.mdpi.com/journal/electronics/special_issues/07C6627594.

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-4743-3 (Hbk)
ISBN 978-3-7258-4744-0 (PDF)
https://doi.org/10.3390/books978-3-7258-4744-0

© 2025 by the authors. Articles in this book are Open Access and distributed under the Creative
Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms
and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license (https:/ /creativecommons.org/licenses/by-nc-nd /4.0/).



Contents

About the Editor . . . . . . . . . . e e

Reza K. Amineh
RF, Microwave, and Millimeter Wave Devices and Circuits and Their Applications
Reprinted from: Electronics 2025, 14, 2844, https:/ /doi.org/10.3390/electronics14142844 . . . . .

In-Cheol Yoo and Chul-Woo Byeon

A Millimeter-Wave CMOS Down-Conversion Mixer with Transformer-Based Harmonic
Suppression

Reprinted from: Electronics 2025, 14, 943, https:/ /doi.org/10.3390/ electronics14050943 . . . . . .

Joon-Hyung Kim and Chul-Woo Byeon
A 60 GHz Power Amplifier with Neutralization Capacitors and Compensation Inductors
Reprinted from: Electronics 2024, 13, 4276, https:/ /doi.org/10.3390/ electronics13214276 . . . . .

Daniele Tripoli, Giorgio Maiellaro, Santi Concetto Pavone and Egidio Ragonese
Interstacked Transformer Quad-Core VCOs
Reprinted from: Electronics 2024, 13, 927, https:/ /doi.org/10.3390/ electronics13050927 . . . . . .

Yue Ma, Qifei Du, Wei Zhang, Cheng Liu and Hao Zhang

A Miniaturized Bandpass Filter with Wideband and High Stopband Rejection Using LTCC
Technology

Reprinted from: Electronics 2024, 13, 166, https:/ /doi.org/10.3390/ electronics13010166 . . . . . .

Yingze Wang, Xiaoran Li, Yuanze Wang, Xinghua Wang, Zicheng Liu, Fang Han and
Quanwen Qi

Analysis and Optimization Design Scheme of CMOS Ultra-Wideband Reconfigurable
Polyphase Filters on Mismatch and Voltage Loss

Reprinted from: Electronics 2024, 13, 658, https:/ /doi.org/10.3390/ electronics13030658 . . . . . .

Seongjin Jang and Changkun Park

Design Techniques for L-C-L T-Type Wideband CMOS Phase Shifter with Suppressed Phase
Error

Reprinted from: Electronics 2023, 12, 4368, https:/ /doi.org/10.3390/ electronics12204368 . . . . .

Philip Ayiku Dzagbletey and Jae-Young Chung

Millimeter-Wave Choke Ring Antenna with Broad HPBW and Low Cross-Polarization for

28 GHz Dosimetry Studies

Reprinted from: Electronics 2024, 13, 3531, https:/ /doi.org/10.3390/electronics13173531 . . . . .

Kejia Zhao, He Chen, Xiangjun Li, Jie Sun, Bo Li, Dexian Yan and Lanlan Li

Time Domain Simulated Characterization of the Coplanar Waveguide in an On-Chip System
for Millimeter Waveform Metrology

Reprinted from: Electronics 2024, 13, 145, https:/ /doi.org/10.3390/ electronics13010145 . . . . . .

Vishnu S. Pendyala and Milind Patil

Multi-Link Prediction for mmWave Wireless Communication Systems Using Liquid
Time-Constant Networks,Long Short-Term Memory, and Interpretation Using Symbolic
Regression

Reprinted from: Electronics 2024, 13, 2736, https:/ /doi.org/10.3390/ electronics13142736 . . . . .



Mona Heydari and Reza K. Amineh

Expedited Near-Field Holographic Microwave Imaging with an Azimuthally Distributed
Antenna Array

Reprinted from: Electronics 2025, 14, 2518, https:/ /doi.org/10.3390/ electronics14132518

vi



About the Editor

Reza K. Amineh

Reza K. Amineh is currently an Associate Professor in the Department of Electrical and
Computer Engineering at the New York Institute of Technology. Before that, he was a Principal
Scientist in the Department of Sensor Physics at Halliburton Co. He received his Ph.D. degree in
electrical engineering from McMaster University, Canada, in 2010. He was a Post-Doctoral Fellow
at the University of Toronto and McMaster University, from 2012 to 2013 and from 2010 to 2012,
respectively. He was a Ph.D. intern with the Advanced Technology Group, BlackBerry, in 2009.
He has authored/co-authored over 100 journal and conference papers, three book chapters, and a
book titled Real-Time Three-Dimensional Imaging of Dielectric Bodies Using Microwave/Millimeter Wave
Holography, published by Wiley & IEEE Press. He contributed to more than 30 US patents in
applied electromagnetics while working at Halliburton Co. and received several industrial awards.
His research interests include applied electromagnetics with applications in imaging and sensing.
Amineh was selected for the US Department of Energy’s (DOE) Visiting Faculty Program at the
Brookhaven National Laboratory (BNL) for the Summer 2024 and Summer 2025 terms. In 2023, he
was a recipient of the IEEE Region 1 Technological Innovation (Academic) Award “for developing
innovative imaging and sensing systems using electromagnetic waves”. In 2022, Amineh received
the “Presidential Excellence Award in Student Engagement in Research, Scholarship, or Creative
Activities” from New York Tech. He was also a recipient of the prestigious Banting Post-Doctoral
Fellowship from the Government of Canada in 2012 and the Ontario Ministry of Research and
Innovation (OMRI) Post-Doctoral Fellowship in 2010.

vii






ig electronics m\b\w

Editorial
RE Microwave, and Millimeter Wave Devices and Circuits and

Their Applications

Reza K. Amineh

Department of Electrical and Computer Engineering, New York Institute of Technology, New York, NY 10023,
USA; rkhalaja@nyit.edu

1. Introduction

The recent progress in the development of cost-effective, compact, and highly inte-
grated high-frequency circuits in the RE, microwave, and millimeter-wave domains has
significantly broadened the scope of these technologies across both traditional and emerg-
ing application areas. While RF and microwave systems were historically confined to
military and aerospace use due to their complexity and high cost [1], advances in semi-
conductor fabrication technologies, such as CMOS and SiGe BiCMOS, have drastically
reduced their footprint and cost, allowing their deployment in consumer-grade electron-
ics, automotive systems, healthcare devices, and the burgeoning Internet of Things (IoT)
ecosystem [2,3].

This Special Issue of Electronics, titled “RF, Microwave, and Millimeter Wave De-
vices and Circuits and Their Applications”, presents a comprehensive overview of recent
innovations in the design of high-frequency systems and their multidisciplinary appli-
cations. The selected contributions span a wide array of domains—from power ampli-
fiers, mixers, and phase shifters to advanced antenna arrays, metamaterial-inspired filters,
etc.—demonstrating how the latest breakthroughs in circuit topology, device architecture,
and packaging techniques are enabling high-performance systems at frequencies ranging
from a few to tens of gigahertz.

The rapid expansion of wearable sensing and imaging systems in particular, em-
powered by conformal and miniaturized RF components, is opening up new avenues in
personalized healthcare, biomedical diagnostics, and smart textiles [4,5]. Similarly, the
increasing availability of the millimeter-wave spectrum (e.g., 28 GHz, 60 GHz) has led to
explosive growth in high-data-rate communication systems for 5G and beyond, requiring
innovations in front-end circuits, phased arrays, and beamforming architectures [6]. Other
topics featured in this issue include wireless power transfer, non-contact sensors for indus-
trial automation, energy-efficient radar systems, precision time-domain metrology, and
reconfigurable systems using RF micro-electromechanical systems (MEMS) switches [7,8].

Furthermore, this Special Issue sheds light on the growing role of artificial intelligence
and machine learning in the design and adaptation of RF/microwave circuits, such as for
real-time link prediction in dynamic mmWave environments. With predictive modeling
and symbolic regression, smart RF systems can now operate more efficiently and robustly in
complex, multi-link settings. The fusion of circuit design, signal processing, and intelligent
control represents a key trend toward self-optimizing and context-aware RF systems.

In summarizing these contributions, this issue not only highlights the breadth of
current innovation but also points to critical emerging challenges. These include the need
for better integration between analog and digital domains, improved thermal management
in mmWave systems, robust packaging for harsh environments, etc. As we stand at the
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convergence of wireless connectivity, sensing, and computation, the opportunities for
future research and impactful applications are vast.

We hope that this Special Issue will serve as both a valuable reference and a source of
inspiration for engineers, researchers, and industry practitioners working at the frontier of
RE, microwave, and millimeter-wave technologies.

2. Summary of the Contributions

We proudly present this compendium of 10 impactful papers that span advanced
circuit design, component innovation, and applied systems in high-frequency electronics.
The contributions span a wide range of applications, including (1) high-frequency CMOS
and mixed-signal ICs, (2) filters, phase shifters, and signal conditioning, (3) antennas and
propagation structures, (4) hybrid RE-Al systems, and (5) microwave imaging.

Related to the first topic, Yoo and Byeon present a 60 GHz CMOS down-conversion
mixer realized in a 65 nm process. Their design integrates an LO buffer and transconduc-
tance stage with a transformer network that actively suppresses second harmonics. The
resulting circuit achieves a conversion gain of ~6 dB, a noise figure around 6 dB, strong
harmonic suppression (—26 dBc), and high linearity, all while consuming just 7 mW within
a compact 0.51 mm? die. This positions it as a prime candidate for energy-efficient 5G
receiver front-ends. In the second article, Kim and Byeon developed a high-performance
60 GHz CMOS power amplifier featuring both neutralization capacitors and compensation
inductors. By mitigating the feedback and frequency-dependent gain roll-off inherent to
mmWave PAs, they achieved over 13.4 dBm output power and more than 18 dB of gain,
while preserving unconditional stability across the operating band. This advancement
offers a robust mmWave transmitter solution suitable for compact wireless platforms.
In the third contribution, Tripoli et al. designed a quad-core voltage-controlled oscilla-
tor using interstacked transformers to share bias and tank circuitry efficiently. It is an
ideal candidate for integration in frequency synthesizers and local oscillators in mmWave
communication systems.

In relation to the second topic, Ma et al. proposed a compact Low-Temperature Co-
fired Ceramic (LTCC) band-pass filter. Despite its small size, it achieved greater than 44 dB
stopband rejection and a smooth wideband response, which makes it well suited for RF
front-end modules in IoT, handheld, and wearable devices. In the fifth contribution, Wang
et al. explored ultra-wideband polyphase filter designs in CMOS, focusing on mitigating
phase mismatches and insertion loss through adaptive biasing techniques. Their measured
phase error remained below 0.3° and the amplitude mismatch was within 0.098 dB across
the 2 to 8 GHz range, ensuring precise quadrature outputs vital for high-fidelity modulation
in communications systems. In the sixth contribution, Jang and Park presented an L-C-L
T-network phase shifter optimized for wideband performance in phased-array applications.
The design demonstrates phase error under 1° over the 21.5 GHz to 40.0 GHz range, a flat
amplitude response, and low insertion loss across its band, enabling precise beam steering
with minimal signal degradation.

In relation to the third topic, Dzagbletey and Chung described a 28 GHz choke-ring
antenna exhibiting a broad 60° half-power beamwidth and cross-polarization suppression
below 28 dB. These properties make it highly suitable for mmWave applications involving
precise dosimetry measurements and beamforming calibration in both research and deploy-
ment scenarios. In the eighth contribution, Zhao et al. delivered a detailed time-domain
study of on-chip coplanar waveguide structures, exploring how sub-micron geometric
variations affect amplitude and phase fidelity at mmWave frequencies. Their simulation-
based work underscores the importance of fabrication precision for high-performance
interconnects and chip-level signal integrity.
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In relation to the fourth topic, Pendyala and Patil examined the prediction of mmWave
channel quality across multiple simultaneous links using a hybrid of liquid time-constant
networks, LSTMs, and symbolic regression. This combination significantly reduces predic-
tion error from ~3.4 dB to ~0.25 dB while providing interpretability to the resulting models,
thus offering adaptive insight for beam steering and network adaptation.

Lastly, in the tenth contribution, Heydari and Amineh introduced a groundbreaking
near-field microwave imaging system that arranges transmit-receive antenna elements
azimuthally around a target volume. This configuration eliminates the need for time-
consuming mechanical scanning along the azimuthal direction while achieving a com-
parable spatial resolution. The authors experimentally demonstrate that by using a 360°
antenna distribution, the acquisition time can be reduced by more than 7-fold without
sacrificing image clarity, paving the way for real-time biomedical monitoring and rapid
non-destructive testing.

3. Conclusions

This Special Issue showcases the progression of high-frequency electronics—from
front-end CMOS ICs (mixers, PAs, VCOs) to advanced filtering networks, antennas, Al-
enhanced communication systems, and microwave imaging. The research within con-
tributes to advancing performance, miniaturization, and reconfigurability, presenting a
clear trajectory toward 5G/6G communications, IoT sensing, biomedical wearables, and
high-precision measurement systems.

We thank all the authors for their ingenuity, the reviewers for their rigorous evalua-
tions, and the Electronics editorial team for their unwavering support. It is our hope that
this issue will serve as a catalyst for future research and technological breakthroughs in the
RE, microwave, and millimeter-wave community.

Funding: This article received no external funding.
Conflicts of Interest: The author declares no conflicts of interest.
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A Millimeter-Wave CMOS Down-Conversion Mixer with
Transformer-Based Harmonic Suppression

In-Cheol Yoo and Chul-Woo Byeon *

School of Electronics and Electrical Engineering, College of Engineering, Dankook University, Yongin-si 16890,
Republic of Korea; dlscjf0716@dankook.ac.kr
* Correspondence: cwbyeon@dankook.ac kr; Tel.: +82-31-8005-3632

Abstract: In this paper, we present a millimeter-wave CMOS down-conversion mixer
designed for 5G cellular communications. The proposed mixer integrates a local oscillator
buffer, an RF transconductance (Gm) stage, and a switching stage. A transformer-based har-
monic suppression technique and separate RF Gm stage and switching stage are employed
to achieve a low noise figure (NF), high conversion gain (CG), and effective harmonic
suppression. Intermodulation and gain characteristics are analyzed, demonstrating en-
hanced harmonic suppression, high gain, and low NF. Implemented in 65 nm CMOS
technology, the proposed mixer occupies a core chip area of 0.51 mm? and consumes a dc
power of 7 mW. The implemented design achieves a CG of 6.4 dB, an NF of 6.1 dB, and an
output third-order intercept point of 9.0 dBm at an RF frequency of 38.2 GHz. Additionally,
harmonic suppression exceeds —26 dBc, highlighting the performance advantages of the
proposed architecture.

Keywords: 5G; CMOS; down-conversion mixer; harmonic suppression; millimeter-wave;
transformer

1. Introduction

Recently, the standardization of fifth-generation (5G) New Radio (NR) has garnered
significant attention for its ability to enable high-speed data transmission and massive
connectivity, leveraging millimeter-wave (mm-wave) frequency bands. Frequency Range 2
(FR2), spanning 24.25-71 GHz, includes bands such as 24-30 GHz and 36-42 GHz, which
have been allocated to various countries [1-3]. In these frequency bands, phased-array
techniques have been proposed to extend communication distances and improve data
rates [4-12].

In mm-wave 5G transceivers, the mixer plays a critical role as it facilitates modulation,
demodulation, and spectrum shifting. Key performance metrics for down-conversion
mixers include high conversion gain (CG), low noise figure (NF), high linearity, effective
harmonic suppression, and low power consumption. These parameters are essential to
achieving optimal receiver performance in the mm-wave band.

Previous studies have made significant strides in developing wideband, multiband,
and high-performance down-conversion mixers for mm-wave applications [13-22].
CMOS technology is widely adopted for its low cost and seamless integration with
digital baseband circuits. Many mm-wave CMOS mixers utilize double-balanced
Gilbert-cell topologies [15,18,19,22] or separate RF transconductance (Gm) and switching
stages [14,16,17,20,21]. For example, a Gilbert-cell mixer with an intermediate frequency
(IF) buffer amplifier achieves a high CG of 4.8 dB but suffers from a high NF of 13.5 dB and

Electronics 2025, 14, 943 https://doi.org/10.3390/ electronics14050943
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requires a large local oscillator (LO) input power of 5 dBm [15]. Similarly, mixers with sepa-
rate switching and Gm stages demonstrate broadband performance using band-switchable
capacitors and transformers but exhibit limited CG (<3.1 dB) and high NF (>11 dB) [16,17].
Efforts to enhance performance have introduced mixers with body self-forward bias [18],
large-resistance loads [21], or multi-gate transistors [22]. While these designs achieve
specific performance gains, they often encounter trade-offs such as high NF, limited CG,
or poor LO-RF isolation. For instance, a mixer employing multi-gate transistors (MGTR)
achieves exceptional linearity with an IIP3 of 20.87 dBm but exhibits poor CG (—14.4 dB)
and NF (16.75 dB) [22].

To address these challenges, this study presents a mm-wave CMOS down-conversion
mixer optimized for 5G handheld devices, including smartphones, virtual reality (VR),
augmented reality (AR), and gaming consoles. The proposed mixer integrates an LO buffer
amplifier, an RF Gm stage, and a switching stage while employing transformer-based
harmonic suppression. This architecture achieves a CG of 6.4 dB, an NF of 6.1 dB, a LO-
RF isolation exceeding 46 dB, and a 1 dB compression point (IP1dB) of —6 dBm. These
results demonstrate that the proposed mixer is well-suited for low-power mm-wave 5G
handheld applications.

2. Design Methodology
2.1. Design Considerations

Figure 1 illustrates the block diagram of the proposed down-conversion mixer de-
signed for a super-heterodyne receiver. The mixer converts RF signals (37—41 GHz) to
IF signals (10-12 GHz) using an LO frequency range of 27-29 GHz. The design includes
a switching stage, an RF Gm stage, an LO buffer amplifier, and transformer-based har-
monic suppression.

---------------------

Gm Switching Harmonic :
stage e
stage suppression;

RF\y
-

------------------

Figure 1. Block diagram of down-conversion mixer.

In conventional Gilbert-cell mixers, large parasitic capacitance at the drain of the Gm
stage leads to reduced CG and degraded NF. Additionally, using a single current source
for both the Gm stage and switching stage results in performance trade-offs: insufficient
current in the Gm stage degrades CG and NF, while excessive current in the switching stage
slows down switching speed, further impairing CG and NF. To address these challenges,
the proposed mixer separates the Gm stage and switching stage, optimizing gain, NF, and
linearity [23].

The LO buffer amplifier is designed with a variable gain function to compensate
for input power variations and deliver optimal LO power to the switching stage [24].
Furthermore, in a super-heterodyne receiver, suppressing unwanted harmonics is essential
to ensure signal integrity.

Figure 2 presents the schematic of the proposed down-conversion mixer tailored for
5G handheld devices. The design incorporates an RF Gm stage, LO buffer amplifier, switch-
ing stage, and transformer-based harmonic suppression to perform RF-to-IF conversion
from 39 GHz to 11 GHz. Separating the Gm stage and switching stage enhances NF, CG,
and linearity. Additionally, a double-balanced mixer topology is employed to improve
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LO rejection compared to single-balanced mixers. Transformer-based harmonic suppres-
sion is utilized to effectively reject unwanted harmonics, ensuring robust performance in

5G applications.
Gm stage L, S"‘;itt:g;"g Harmonic suppression
Lg
L TF, = TFs =
7 =
=V, ( 3:2
DD &‘ LI= Vob Ls Ly ngT
1:1 =
Lo === L
Cq Le

Lo P Buf l

LO buffer

Figure 2. Schematic of proposed down-conversion mixer.

2.2. Transconductance Stage

The Gm stage employs a differential common source configuration with a capaci-
tance neutralization technique [25]. The gate-to-drain parasitic capacitance (Cgq) degrades
stability, power gain, and reverse isolation due to unwanted feedback. To mitigate this,
the capacitance neutralization technique enhances stability, power gain, and LO-to-RF
isolation, while improving the mixer’s NF by boosting the Gm stage’s gain.

The differential RF signal is applied to the switching stage via a differential amplifier
comprising transformers (TF;, TF;) and a neutralization capacitor (Cy). Transformer, TF;,
along with inductors, L1 and L3, achieves simultaneous gain and noise matching, while
TF, and inductor L, provide conjugate matching between the Gm and switching stages.

To optimize the design, a custom metal-oxide-metal (MOM) capacitor [25] replaces
the standard foundry-provided MOM capacitor for Cy. This custom MOM capacitor
utilizes a multi-stack metal plate design, reducing interconnections and chip area while
improving the quality factor. Simulation results show minimal process variation (less than
+2%), ensuring consistent performance.

2.3. Switching Stage with Transformer-Based Harmonic Suppression

The switching stage consists of switching transistors (M3—M;g) and transformer TF;
with harmonic suppression. Figure 3 illustrates the three- and two-dimensional layout
of the switching stage, designed for symmetry to minimize LO leakage and improve
LO-to-RF isolation.

Figure 3. Three- and two-dimensional layout of switching stage.

The layout ensures that the IF output is isolated from RF and LO signal lines using
a grounded middle metal layer, while RF and LO signals are routed through the top
two metal layers and top metal layer, respectively. This separation and symmetric layout
prevent signal interference and enhance performance metrics such as LO leakage and
RF-to-LO isolation.
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Figure 4a illustrates a transformer model based on [26]. The transformer is represented
as an ideal transformer with a turn ratio of 1:n/k, where the primary and secondary
leakage inductances are modeled as series components with shunt inductors (1 — k?)Lp
and k%Lp, respectively. Here, Lp is the inductance of the primary winding; Rp; and Rp,
are the parasitic resistances of the primary and secondary windings, respectively; Cp; and
Cpy are the parasitic capacitances, including the winding capacitance; k is the magnetic
coupling coefficient, and 7 is the turn ratio (1/Ls/Lp), where Lg is the inductance of the
secondary winding.

(@)
R, (KL, 0 R
O— 1:— —0
k
Source == C,, kapé é' Cpy== Load
(b)
R,» Ls L;
Lg
Cor== Ci== Ry

o
=
&30t _
40 . , 4
—=— w/ harmonic rejection
—— w/o harmonic rejection
750 1 1 1 1 1
0 10 20 30 40 50
Frequency [GHz]
(d)

Figure 4. (a) 3D layout of the transformer. (b) Transformer equivalent circuit model. (c¢) Matching
network of the transformer with harmonic suppression. (d) Simulated insertion losses of transformers
with and without harmonic suppression.

Figure 4a—c depict the 3D layout of the transformer, its equivalent circuit model, and
the matching network with harmonic suppression at the switching stage output. The source
resistance (Rs) and (Cg) represent the impedance looking into the switching transistors
from the drain side, with a source impedance of 88.5-j438.4 (2 at 11 GHz. Similarly, the load
resistance (R} ) and capacitance (C; ) represent the impedance looking into the linearization
stage, with a load impedance of 26.5-j107.1 () at 11 GHz. Incorporating harmonic suppres-
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sion and the matching network improves the simulated insertion loss by 3.6 dB within the
10-12 GHz range, and the transformer demonstrates effective high-frequency harmonic
suppression. Specifically, the insertion loss is measured at 3.9 dB, 6.3 dB, and 38.9 dB at 11
GHz (IF), 17 GHz (2f; o-frF), and 28 GHz (LO frequency), respectively.

The transformer TF3 is employed for differential-to-single conversion and is con-
structed using the top two metal layers for magnetic coupling. Its physical primary-to-
secondary winding turn ratio is 3:2, with n = 0.71 and k = 0.85. The parasitic parameters
include Rg; =750, Rgp =7 Q), Cg1 =40 {F, and Cg, = 45 fE. To further optimize perfor-
mance, inductors Ly—L5 form a matching network that reduces insertion loss and rejects
high-frequency components. Additionally, a shunt resonance circuit comprising Lg and C;
is employed for harmonic suppression and conjugate matching with L;.

Figure 4d compares the insertion losses of transformers with and without harmonic
suppression, highlighting the effectiveness of the proposed design. The primary unwanted
signals of the down-conversion mixer are 2f o-frp, 2frp-2f 0, and f; 0. The transformer with
harmonic rejection improves suppression by 1 dB, 13 dB, and 31 dB at 17 GHz (2f; o-fgrE),
22 GHz (2fgrp-2fL0), and 28 GHz (f o), respectively.

2.4. LO Buffer Amplifier

Figure 5 illustrates the schematic of the proposed LO buffer amplifier [24]. The design
incorporates a cascode current-steering variable gain amplifier and a common-source
amplifier with a capacitance neutralization technique. The LO buffer amplifier ensures a
constant and sufficiently high voltage swing for the mixer core across varying input power
levels. To achieve this, it included a gain control function that maintained constant output
power across all gain control states.

Figure 5. Simplified schematic of proposed LO buffer amplifier.

A conventional current-steering variable gain amplifier [27] adjusts gain by steering
the current of the common gate transistor (M,). However, it typically offers limited output
power. To address this limitation and meet linearity requirements, the proposed design
employs additional transistors (Ms-M,) for 2 dB (BIT0) and 4 dB (BIT1) gain control,
respectively, as shown in Figure 5. By steering the current through M;, the design achieves
variable gain while maintaining constant output power, driven by the stable current of My.

The differential common-source amplifier (M5—-Mg) with capacitance neutralization
and transformers (TF;-TF;) enhances the LO buffer amplifier’s performance by providing
high gain, improved linearity, and a well-balanced differential signal. This configuration
minimizes gain and phase imbalances, reducing the linearity burden on the first stage.

The simulation results indicate that the proposed LO buffer amplifier achieves a
power gain of 15-21 dB in 2 dB steps, with an output 1 dB compression point ranging from
—1 dBm to 0.3 dBm. It delivers a 0.7-Vp_p LO signal to the switching stage’s gate from an
LO input power of —20 dBm. Compared to the conventional current-steering variable gain
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amplifier, the proposed design demonstrates a 4 dB higher output 1 dB compression point
in simulations.

The two bottom metal layers are utilized as a ground plane with a mesh pattern. The
inductors, transformers, neutralization capacitors, and interconnections are all modeled
and analyzed using the HFSS 3-D EM simulator developed by Ansys, Canonsburg, US. All
transistors feature a gate length of 60 nm.

With transformer-based harmonic suppression and the separation of the Gm stage
and switching stage, the proposed down-conversion mixer, illustrated in Figure 2, achieves
a simulated CG of 5.2-6.4 dB and a NF of less than 7.3 dB over an RF frequency range
of 37-41 GHz and an LO frequency range of 27-29 GHz. The mixer demonstrates an
input third-order intercept point (IIP3) of 3.1 dBm, an NF of 6.1 dB, a LO-to-RF isolation
exceeding 46 dB, and an IP1 dB of —6 dBm.

3. Results

The proposed down-conversion mixer circuit was implemented in a standard 65 nm
CMOS technology. Figure 6 shows a chip photograph of the proposed down-conversion
mixer. The chip occupies an area of 0.57 x 0.9 mm?, excluding the pads. The mixer con-
sumes 18 mW of DC power from a 1 V supply voltage, including the LO buffer amplifier’s
power consumption of 11 mW. Figure 7 illustrates the measurement setups for S-parameters,
CG, NE and power-handling capability. The mixer’s performance was measured on-wafer
using ground-signal-ground (GSG) and ground-signal-signal-ground (GSSG) probes.
The S-parameters were measured using a Keysight E8361A vector network analyzer. The
NEF, CG, IP1dB, and IIP3 were measured with a noise figure analyzer, signal generators,
and a spectrum analyzer. Losses from the probe tips, adapters, and coaxial cables were
de-embedded from the raw measurement data.

Figure 6. Microphotograph of proposed mixer.

10
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Figure 7. Measurement setups for (a) S-parameter, (b) NF, (c) CG and IP1dB, and (d) ITP3.

Figure 8 shows the simulated and measured return losses of the proposed mixer. The
measured return losses of the IF and LO ports exceed 10 dB over 8-14 GHz and 26-31 GHz,
respectively. The measured return loss of the RF port is better than 8 dB over 3641 GHz.
For the 2-bit gain control in the LO buffer amplifier, the IF and RF ports show consistent
return loss performance. Simulated data show good agreement with the measurement
results. Figure 9 depicts the simulated and measured NFs of the mixer. The measured
single-sideband NF is less than 7.3 dB over an RF frequency range of 3741 GHz.

11
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Figure 10 illustrates the simulated and measured CG of the mixer. The LO frequen-
cies are 27 GHz, 28 GHz, and 29 GHz, while the RF frequency ranges are 37-38.25 GHz,
38.25-39.75 GHz, and 39.75-41 GHz, respectively. The RF and LO input powers are
—30 dBm and —20 dBm, respectively. The measured conversion gain is 5.2-6.4 dB over
an RF frequency range of 3741 GHz. The neutralization capacitors and the separation of
the Gm and switching stages contribute to enhanced gain and NF performance. Figure 11
shows the CG of the mixer for varying RF input power, with an LO input power of
—20 dBm. The measured IP1dB of the mixer is —6 dBm at an RF frequency of 39 GHz.

8 T T T T T
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Figure 10. Measured and simulated CG of proposed mixer. RF power = —30 dBm. LO power = —20 dBm.
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Figure 11. Measured and simulated CG versus RF input power of proposed mixer. LO power = —20 dBm.
RF frequencies are 37.75/39/40.25 GHz.

Figure 12 presents the simulated and measured output third-order intercept point
(OIP3) of the mixer. The measured OIP3 exceeds 9.6 dBm at an RF frequency of 39 GHz
and remains above 8.9 dBm across the RF frequency range of 37—41 GHz. The measured
IIP3 is greater than 3.1 dBm across the same frequency range. Simulated data show good
agreement with the measurement results. Figure 13 illustrates the measured LO-to-RF
and LO-to-IF isolations. LO leakage generates unwanted spurious signals by mixing with
other harmonics, leading to degraded linearity and reduced signal quality. Therefore,
minimizing LO leakage is crucial to maintaining optimal performance. The LO-to-RF
isolation is better than 25.3 dB, while the LO-to-IF isolation exceeds 45.7 dB. Figure 14
shows the measured output spectrum. The measured harmonic suppression for an RF input
power of —30 dBm is better than —26 dBc across an RF frequency range of 37-41 GHz,
with the output spectrum accounting for cable loss.

13
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Figure 14. Measured output spectrum for harmonic suppression: fi o = 27 GHz; fig = 10.5 GHz;
PLO = —20 dBm.

4. Discussion

Table 1 compares the performance of state-of-the-art 5G FR2 CMOS down-conversion
mixers. A 5G FR2 down-conversion mixer should achieve low power consumption, high
conversion gain, low noise figure, and high linearity. However, these performance parame-
ters inherently involve trade-offs, and state-of-the-art down-conversion mixers typically

14
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prioritize two or three key aspects. The mixer utilizing MGTR at the Gm stage [22] demon-
strates a high IIP3 of 20.87 dBm but suffers from a high NF of 16.75 dB and a low CG of
—14.4 dB. Similarly, the mixer in [18] achieves a high CG of 12.6 dB; however, it employs
a direct-conversion architecture and an IF buffer amplifier, resulting in an NF exceeding
10 dB. The proposed mixer, which incorporates neutralization capacitors, a separate Gm
stage and switching stage, simultaneous gain and noise matching, and transformer-based
harmonic suppression, achieves a significantly lower NF of less than 7.3 dB and a high
CG of 5.2-6.4 dB, all without the need for an IF buffer amplifier. Additionally, the LO-RF
isolation exceeds 46 dB, and the harmonic suppression is better than —26 dBc. The measure-
ment results indicate that the proposed mixer is well-suited for 5G low-power mm-wave
handheld devices, offering a balanced trade-off between performance and power efficiency.

Table 1. Performance comparisons of state-of-the-art.

This Work [15] [16] [17] [18] [20] [21] [22]
Process 65 nm 65 nm 40 nm 65 nm 90 nm 55 nm 22 nm 55 nm
CMOS CMOS CMOS CMOS CMOS CMOS CMOS CMOS
RF Gm + RF Gm + s
Topolo SlivFlth; }I‘ri:- Gilbert-cell + Switching Switching Gilbert-cell + SCVZ;,Z?T?I‘? Switching MGTR
pology Cor g IF Buffer Core + IF Core + IF IF Buffer Buffer Core Gilbert-cell
ore Buffer Buffer utte
Fr(eg‘lfzr;cy 37-41 37-40 37-40 37-40 28 19-32.8 24-34 36-42
Vb (V) 1.0 1.0 1.1 1.0 0.5 1.6 0.8 1.2
CG (dB) 5.2-6.4 4.8 —4.1-1.2 3.1 12.6 —0.5 7.8 —14.4
NF (dB) <73 13.5 12.4-13 11.4 10.6 - 16 16.75
LO Power
(dBm) —20 5 —-10 5 0 2 —8 9
IP1dB (dBm) —6 —5.9 —-0.5 —-11 - 8.2 -7 9.85
1IP3 (dBm) 3.1 0.7 4 —-1.95 1.5 - 4.8 20.87
LO-RF
Isolation (dB) >46 - - - 37.1 453 >42 >32.7
Ppc (mW) 18 10.3 28.3 6.2 45 15.2 1.28 26
Area (mm?) 0.51 0.4 0.654 0.3 0.529 0.63 0.243 147

5. Conclusions

A 39 GHz down-conversion mixer circuit was successfully designed and implemented
using standard 65 nm CMOS technology. By incorporating neutralization capacitors,
a separate Gm stage and switching stage, simultaneous gain and noise matching, and
transformer-based harmonic suppression, the proposed mixer achieves a low NF of less
than 7.3 dB and a high CG of 5.2-6.4 dB, all without requiring an IF buffer amplifier.
Moreover, the LO-RF isolation is better than 46 dB, and the harmonic suppression exceeds
—26 dBc. The measurement results validate that the proposed mixer meets the performance
requirements for 5G low-power mm-wave handheld devices. Its design demonstrates the
feasibility of achieving high performance with low LO input power, making it a strong
candidate for next-generation wireless communication systems.
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Abstract: In this paper, we present a high power-added efficiency (PAE) and high gain per stage
60 GHz power amplifier (PA). The proposed PA consists of a two-stage common-source amplifier
that incorporates neutralization capacitors and compensation inductors to enhance both gain and
efficiency. The gain characteristics are analyzed, demonstrating that the proposed design improves
both gain and efficiency. Implemented in 65 nm CMOS technology, the PA achieves a saturated output
power of 13.4 dBm at 60 GHz, with a maximum PAE of 26.7% from a 1 V supply. The output 1 dB
compression point is 10.5 dBm, with a PAE of 16%. The PA occupies a core chip area of 0.094 mm?Z.

Keywords: 60 GHz; CMOS; gain; millimeter wave; neutralization capacitor; power-added efficiency;

power amplifier; transformer

1. Introduction

Recently, the unlicensed 60 GHz band has gained attention for its ability to transmit
tens of gigabits per second of data due to its wide bandwidth [1-3]. In this frequency
band, low-power, high-efficiency designs are critical for handheld device applications.
Additionally, multiple-input multiple-output (MIMO) and phased array techniques have
been introduced to enhance data rates and extend communication distances. However,
these techniques require multiple transmitters and receivers, leading to increased power
consumption, which makes their use in handheld devices challenging. In particular, power
amplifiers (PAs) consume substantial DC power while offering limited efficiency.

As a key component, PAs with high power-added efficiency (PAE) and output power
exceeding 13 dBm are essential for reducing battery consumption and extending the oper-
ating time of handheld devices. Thus, designing highly efficient PAs is a primary challenge
for next-generation millimeter-wave (mm-wave) wireless systems. PA efficiency represents
a significant bottleneck, especially in transmitter arrays. Over the past decade, signifi-
cant progress has been made in developing high-power, high-efficiency PAs for mm-wave
bands [4-14]. CMOS processes are widely used in mm-wave PA design due to their low cost
and ability to integrate with digital baseband circuitry. Transformer-based common-source
amplifiers are popular for their compact size and simple power matching and combining
capabilities [7-14]. Most of the published CMOS PAs focused on achieving high output
power by employing cascode topologies [8,9], power combining architectures [10-12], and
linearity enhancement techniques [13]. Power combining techniques enable higher output
power and gain [10-12], but this technique suffers from large chip areas and limited PAE.
For instance, a PA with a two-way, four-stage common-source [10] achieved a saturated
output power (PSAT) of 16 dBm, but with a PAE of only 17%. A 32-way, four-stage common-
source PA [11] showed a gain of 21.9 dB and a PSAT of 24.1 dBm but required a large chip
area and a huge power consumption. The linearized PA [13] achieved a PSAT of 15 dBm
with a PAE of 26%, and an output 1 dB compression point (OP1dB) of 14 dBm with a PAE of
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21%. However, this PA exhibited a limited gain of 14 dB due to the linearization technique.
A variable gain PA [14] provides a variable gain of 23.5 dB, but requires multiple stages,
limiting its PAE to 21.5%.

In this study, a high-efficiency 60 GHz PA was implemented for handheld devices
such as smart phones, gaming consoles, augmented reality, and virtual reality devices. The
proposed circuit uses a two-stage common-source amplifier with compensation inductors
and neutralization capacitors to achieve high PAE and high gain per stage. As a result, the
PA successfully achieved a power gain of 18.3 dB, an OP1dB of 10.5 dBm, and a peak PAE
(PAEpeak) of 26.7% at 60 GHz. The measurement results indicate that the proposed PA is
suitable for low-power mm-wave handheld devices.

2. Design Methodology
2.1. Active Device

The output power and efficiency of the PAs highly depend on active devices and
parasitic components, as PAs typically utilize large transistors to achieve high output
power. This issue becomes more pronounced in the mm-wave band, where operating
frequencies approach the cut-off frequency and maximum oscillation frequency, leading
to reductions in power gain and output power. Additionally, the parasitic capacitance of
active devices further limits bandwidth, power gain, output power, and PAE. PAE can be
expressed as

PAE — 1our — Pin 1)

Ppc

where Pour, Pin, and Ppc are the output power, input power, and power dissipation of the

PA. PAE is a metric for rating the efficiency of the PA. To mitigate these challenges, careful
design of transistor size and interconnections is essential.

To optimize the transistor size for the PA, we compared the performance of the power
stage based on different device configurations. Table 1 presents the load-pull simulation
results comparing transistors with one 4 um x 25 fingers, two 2 um x 25 fingers, and
four 1 um X 25 fingers in a differential common-source amplifier with neutralization
capacitors [7]. All configurations maintain a total transistor width of 100 um to achieve
an output power above 13 dBm. The simulation results indicate that the configuration
with two 2 um x 25 fingers delivers superior PSAT and PAEp,x. As a result, we selected
two 2 pm x 25 fingers for the power cell in the power stage of this design.

Table 1. Performance comparison of load-pull simulation results at 60 GHz.

Topology 4 pm x 25 Fingers 2 x 2um x 25Fingers 4 x 1 um X 25 Fingers
PSAT (dBm) 15.2 15.9 15.5
PAEpeax (%) 33.8 37.5 36.5
Power Gain (dB) 11.1 12.0 12.2
Zopt () 21.1 +j15.3 16.3 +j16.5 17.4 +21.0

Figure la illustrates the proposed layout of the unit transistor cell for the drive and
power stages. The unit cell employs transistors with a width of 2 um and 25 fingers,
occupying an area of 15 x 9 um?. To optimize the layout, the source is connected using
multiple metal layers (M4-M7) and linked to a double-sided ground plane (M1-M2). The
M1 and gate poly are connected on both sides and routed to M8. Additionally, gate-source
and gate—drain overlap is minimized to reduce parasitic capacitance. Figure 1b shows the
layout of the two 2 pm x 25 fingers devices, which occupy an area of 28 x 9 um?. The
unit transistors are placed adjacent to each other, with the sources directly connected to
minimize interconnection resistance. The gate and drain are routed through thick metal
layers M8 and M9, respectively. In electromagnetic (EM) simulations, interconnection
losses resulted in power gain degradations of 0.2 dB and 0.3 dB for the single 2 um x 25
fingers and two 2 um x 25 fingers transistors, respectively.
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(a) (b)
Figure 1. Transistor layout of (a) 2 pm x 25 fingers and (b) 2 x 2 pum x 25 fingers.

2.2. Neutralization Capacitors

In addition to optimizing transistor configuration and layout, neutralization capac-
itors [7] are employed to enhance gain and stability. Figure 2 shows the schematic and
layout of the differential amplifier with neutralization capacitors for the power stage. The
gate-to-drain parasitic capacitance, Cgq, creates a feedback path that degrades power gain,
reverse isolation, and stability. The neutralization capacitors, Cyj, address these issues by
neutralizing Cygq, effectively eliminating the feedback path.

—
oL

Cn T RFour
o— || —o

Figure 2. Schematic and layout of differential amplifier with neutralization capacitors, where G, D,

and S are gate, drain, and source, respectively.

The custom-designed metal-oxide-metal (MOM) capacitor [15] was used for Cy,
rather than the standard foundry-provided MOM capacitor. The custom MOM capacitor
utilizes a multi-stack metal plate design for a smaller chip area, shorter interconnections,
and sufficient vias to reduce parasitic resistance. Moreover, the custom MOM capacitor
exhibited a minimal process variation of less than +2%, compared to £11% for the foundry-
provided MOM capacitor, as shown in simulations.

Figure 3 illustrates the simulated maximum available gain (MAG) and stability factor
of the differential common-source amplifier with the neutralization capacitor Cy. The
amplifier remains stable with up to £20% variation in Cy. A capacitance of 27 fF was
selected for Cy, slightly smaller than the required value for maximum stability, to account
for additional parasitic capacitance. With the neutralization technique, the power stage
achieves a MAG of 13.1 dB, an improvement of 3.0 dB compared to the design without
neutralization. The neutralization capacitor is also applied to the driver stage to further
enhance stability and gain.
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Figure 3. Simulated MAG and stability factor of the differential common-source amplifier with

neutralization capacitor Cy.

2.3. Proposed PA Design with Transformers and Compensation Inductors

A simplified schematic of the proposed 60 GHz PA and the layout of the transform-
ers are shown in Figure 4. The PA consists of a two-stage differential common-source
amplifier with transformers, TF;-TF3, a matching network with compensation inductors,
and neutralization capacitors, Cn; and Cyp. The transistor size of the power stage is
two times larger than that of the driver stage. The power stage has two 2 um x 25 fingers
devices, whereas the driver stage has a single 2 um x 25 fingers device. In the power
stage, two 2 um x 25 fingers devices provide a better gain, PAE, and PSAT than a single
4 um x 25 fingers device. The neutralization capacitors Cyj and Cyp are chosen to be
13.5 fF and 27 fF, respectively, for better power gain, isolation, and stability.
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Lp=67.5 pH; Qp=22.7
Ls=178.3 pH; Qs=16.6; k=0.66

Lp=56.0 pH; Qp=25.5
Ls=91.7 pH; Qg=21.3; k=0.51

L,=105.1 pH; Q,=27.2

Figure 4. Schematic of proposed PA and layout of transformers.

Ls=102.0 pH; Qg=25.7; k=0.76

The first stage of the PA is implemented using a differential common-source amplifier
with neutralization capacitors and inductive source degeneration. Inductor L; is connected
to the source terminals of the transistors M1 and M2, creating a series—series negative
feedback loop. This feedback improves OP1dB and stability while slightly reducing power
gain. The inductive source degeneration technique at the power stage also enhances the
linearity, but the gain reduction at the second stage requires a higher linearity at the first
stage. L; is set to 24 pH to balance the improvement in OP1dB and stability with the
reduction in gain. In the simulation, a 0.5 dB improvement in OP1dB is achieved, with a
1.5 dB reduction in gain, while the stability factor increases from 10 to 15 at 60 GHz.
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A highly efficient matching network is crucial for enhancing gain, PAE, and PSAT.
Transformer-based matching networks, paired with compensation inductors, are used to
achieve high efficiency and a compact design. The transformers are implemented using
two vertically coupled top metal layers. The input transformer balun TF; has a turn ratio
of 1:2 for impedance transformation. The output transformer TFj; is designed with a high
coupling factor of 0.76, as the insertion loss of the transformer is proportional to the square
of the coupling factor [16]. The inter-stage matching network uses compensation inductors
L, and a transformer, TF,, with a lower coupling coefficient and a 1:1 turn ratio. A coupling
coefficient of 0.51 was selected for TF; considering the matching loss and bandwidth. A
lower coupling coefficient results in wider bandwidth but increases matching loss [4]. The
compensation inductor L, helps optimize the matching loss. As shown in Figure 5, the
simulated inter-stage matching loss is 1.9 dB at 60 GHz. The inter-stage matching network,
which combines the moderately coupled transformer TF, with the compensation inductor
L,, delivers high efficiency and gain by compensating the impedance mismatch between
the driver-stage output and the power-stage input. Consequently, the matching loss of
the inter-stage matching network with TF, and L, is 3.4 dB smaller than that with the
transformer without a compensation inductor in the simulation.
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Figure 5. Simulated inter-stage matching losses.

A ground plane with a mesh pattern using the two bottom metal layers is used.
The neutralization capacitors, inductors, interconnections, and transformers are all simu-
lated using the HFSS 3-D EM simulator developed by Ansys, Canonsburg, PA, USA. The
transistors, M1-M4, have a gate length of 60 nm. With the neutralization capacitors and
compensation inductors, the proposed PA achieved a simulated gain of 17.6 dB, a simulated
PSAT of 14 dBm, and a simulated PAEp,i of 26.5% at 60 GHz.

3. Results

The proposed PA circuit was implemented in a standard 65 nm CMOS technology.
Figure 6 depicts a chip photograph of the proposed PA. The PA chip occupies an area of
0.58 x 0.46 mm? including the bond pads and 0.094 mm? excluding the pads. The PA
dissipates a power of 58 mW from a 1 V supply voltage. Figure 7 illustrates measurement
setups for the S-parameter and power handling capability. The S-parameter was measured
with an E8361A vector network analyzer manufactured by Keysight, Santa Rosa, CA,
USA and the results were calibrated using the Picoprobe SOLT (short-open—load-thru)
GSG-67A calibration substrate. The large-signal measurements were performed with a
signal generator, frequency multiplier, power sensor, and high-precision power meter. The
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measured losses of the probe tips, adapters, and coaxial cables were de-embedded from
the raw measurement data.

Network
Analyzer

Sig. Gen
oo0oo

Muliplier

Variable
Atten.

(b)

Figure 7. Measurement setups for (a) S-parameter and (b) large-signal measurements.

Figure 8 shows the simulated and measured power gains of the 60 GHz PA. The
measured gain of the proposed PA is 18.3 dB at 60 GHz. The measured peak gain is
18.7 dB at 58.3 GHz and the measured 3 dB bandwidth is 10.1 GHz (54.4-64.5 GHz). The
difference between the simulated and measured data is probably due to the inaccuracy of
the transistor model at 60 GHz, especially the drain-to-gate capacitance. Figure 9 depicts the
simulated and measured input and output return losses of the proposed PA. The measured
input and output return losses are larger than 8.4 dB and 6.0 dB, respectively, for 55.2-66
GHz. Figure 10 illustrates the simulated and measured reverse isolation of the proposed
PA. The reverse isolation is smaller than —39 dB in the 60 GHz band.
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Figure 8. Simulated and measured power gains of the proposed PA.
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Figure 9. Simulated and measured input and output return losses of the proposed PA.
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Figure 10. Simulated and measured reverse isolation of the proposed PA.
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Figure 11 shows the measured power gain, output power, and PAE. OP1dB and PSAT
are 10.5 dBm and 13.4 dBm at 60 GHz, respectively. The maximum PAE is 26.7%. The
measured PSAT is limited due to the limited input power of the signal generator and
frequency multiplier. The neutralization capacitors and compensation inductors enhance
the gain and PAE, which are suitable for low-power mm-wave handheld devices.
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Figure 11. Simulated and measured power performances of the proposed PA at (a) 57 GHz, (b) 60 GHz,
(c) 63 GHz, and (d) 66 GHz.

4. Discussion

Table 2 compares the performance of the state-of-the-art 60 GHz CMOS PAs. The
proposed PA demonstrates high gain per stage and a high peak power-added efficiency
(PAE). The PA in [8] achieves a high PAE, but it is implemented using 22 nm CMOS
technology, which offers a significantly higher cut-off frequency and maximum oscillation
frequency. The PA in [11] attains high output power, due to the use of larger transistors;
however, this results in a substantial DC power consumption of 942 mW. The proposed PA
utilized the neutralization capacitors and compensation inductors and enhanced the gain
and PAE, which are suitable for low-power mm-wave handheld devices.
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Table 2. Performance comparisons of the state-of-the-art 60 GHz CMOS PA.

This Work [8] [9] [10] [11] [12] [13] [14]
Process 65 nm 22 nm 65 nm 65 nm 65 nm 16 nm 40 nm 55 nm
CMOS CMOS CMOS CMOS CMOS CMOS CMOS CMOS
1-way 1-way
Topology 5 gupecs  Ztage  dstageCs R S aemgeCS  dsiageCS dsigeCS
Frequency (GHz) 60 62 60 60 60 65 60 60
Vop (V) 1.0 2 1.2 1.2 1.2 0.95 2 1.2
Gain (dB) 18.3 23.3 254 25 21.9 18 % 14 22.5
Gain/stage (dB) 9.2 11.7 6.4 6.3 54 9.0 7.0 5.6
PSAT (dBm) 13.4 13.6 12.2 16 25.1 17.9 15 14.4
P1dB (dBm) 10.5 12.1 11.3 11.3 21.7 13.5 14 13
PAE,cax (%) 26.7 28.3 8.9 17 21 26.5 26 21.5
PAE 145 (%) 16 26* 6.5* 7% 7* 15 21* 17.7
Ppc (mW) 58 33 186 185 942 * - 110 67.2
Area (mm?) 0.094 0.065 0.36 0.20 1.17 0.107 0.2 0.15

* Graphically estimated.

5. Conclusions

A 60 GHz PA circuit was implemented and designed using a standard 65 nm CMOS
technology. The PA with neutralization capacitors and compensation inductors provides
a gain of 18.3 dB with a maximum PAE of 26.7% at 60 GHz from a 1 V supply voltage.
Furthermore, the PSAT is 13.4 dBm. The measurement results indicate that the proposed
PA is suitable for application to low-power mm-wave handheld devices.
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Abstract: This paper presents for the first time a quad-core oscillator based on a very compact
interstacked transformer that tightly couples the four cores without oscillation mode ambiguity
thanks to its strong magnetic coupling factor. As a proof of concept, a 19.125 GHz oscillator for
a narrowband 77 GHz radar system was designed in 28 nm fully depleted silicon-on-insulator
CMOS technology with a general purpose back-end-of-line. The soundness of the proposed quad-
core oscillator topology is demonstrated by comparison with state-of-the-art quad-core solutions,
highlighting a significant advantage in terms of area occupation and power consumption. The
proposed topology can be profitably exploited in several RF/mm-wave applications, such as radar
and wireless communication systems.

Keywords: CMOS integrated circuits; fully depleted silicon on insulator; interleaved transformers;
interstacked transformers; phase noise; power consumption; quad-core oscillator; stacked transformers

1. Introduction

Radio frequency (RF) and mm-wave applications, such as radar (radio detecting
and ranging) and 5G, require the generation of frequency-modulated signals that are
typically realized by a voltage-controlled oscillator (VCO), driven by a modulator, inside
a phaselocked-loop (PLL). The VCO is the key block, especially in applications needing
stringent phase noise performance. For instance, accuracy and resolution of a radar sensor
are strictly related to the phase noise, thus a low-phase-noise oscillator is mandatory to
achieve the highest possible target discrimination [1,2]. In this context, LC-resonant VCOs
are highly preferred at the cost of a large silicon area consumption, mainly due to the
tank inductor [3-8]. Traditionally, RF/mm-wave ICs are implemented in BICMOS or
CMOS technologies [9-14]. Despite several advantages of BICMOS over CMOS in terms
of noise (i.e., lower flicker noise corners), thicker back-end-of-line (BEOL) [15], higher
transistor breakdown voltage (BV), and lower transconductance, gm, at a given current
level, CMOS is becoming the reference process since it is highly suitable for system-on-chip
(SoC) integration, which is pursued by microelectronic industries to reduce chip cost, power
consumption, and area occupation [16,17]. Unfortunately, the transition from BiCMOS
to CMOS requires proper topologies and design approaches for almost all main RF/mm-
wave front end blocks. In the last few years, several techniques have been developed to
minimize phase noise and improve overall performance of CMOS VCOs. Specifically, multi-
core techniques, which consist of coupling multiple in-phase oscillators, are theoretically
powerful solutions for CMOS low-phase-noise VCO design. Indeed, the phase noise of
multi-core oscillators theoretically decreases by 10 x log (N), where N is the number
of cores [18-21]. However, existing implementations achieved significant phase noise
reduction at the expense of power consumption and silicon area. These two parameters are
often the limit to the adoption of a solution in a commercial product. Current state-of-the-
art solutions to mitigate this problem involve the use of stacked inductors to couple the
cores [22]. While this allows reducing the area occupation, it is still not an optimal solution
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for quad-core oscillators, due to the intrinsic asymmetry between the cores and the need to
have two passive structures.

This work presents a novel solution based on an interstacked transformer topology,
which is highly suitable for a quad-core implementation of a VCO and allows significantly
reducing both area occupation and power consumption. The paper is organized as follows.
A brief review of the multi-core technique is provided in Section 2 to highlight benefits
and drawbacks of state-of-the-art solutions, while Section 3 introduces the interstacked
topology in comparison with traditional configurations. Sections 4 and 5 are focused on
the design of an interstacked transformer and the quad-core oscillator, respectively. Finally,
conclusions are drawn in Section 6.

2. Multi-Core Oscillator Review

The best design strategy for phase noise minimization of LC-resonant VCOs is to use
a low inductance value, L, while maintaining a sufficiently high tank quality factor, Qt
(i.e., minimize the L/Qr ratio). However, low inductance values are related to higher losses
in the tank, which means that optimizing the phase noise performance could be in contrast
with the power consumption. Therefore, the L/Qt ratio minimization must be pursued
by a tradeoff between the inductance value, L, and the resulting tank quality factor, Qr.
Unfortunately, two issues hinder the above design strategy in practical implementations.
First, low inductance coils are highly sensitive to layout parasitics. Second, inductance
decrease would imply a consequent increment of the overall required capacitance, which
would intrinsically exhibit lower-quality factor, Qc, especially at mm-wave frequencies,
with a resulting Qr degradation. Given the integration technology, these constraints set a
limit to the minimum phase noise that a single oscillator can achieve.

The multi-core technique allows overcoming the above-described limitations and pur-
suing L/Qr ratio minimization. The main idea is to couple multiple oscillators
(i.e., cores) together by connecting them through a generic impedance network to put
their output voltages in phase. The coupling network can be resistive, capacitive, or induc-
tive. In general, a complex impedance network can be realized. A theoretical analysis of
different types of coupling and their impact on oscillator performance is available in [20].
Ideally, at steady state, no current flows through the coupling network, and all outputs are
virtually “shorted”. To achieve a robust coupling design, the coupling impedance must be
low-Q, and as low as possible to guarantee enough suppression of undesired oscillation
modes and a strong coupling between the cores, respectively.

It can be easily demonstrated that the phase noise ideally decreases by a factor of
two by coupling two identical cores. In general, coupling N identical cores allows ideally
reducing the phase noise by a factor N. Equivalently, it can be said that coupling N cores
lowers the phase noise of 10-log (N) dBc/Hz. Unfortunately, at the same time, the multi-
core technique causes an increment by factor N of both power consumption and silicon area
occupation, compared to a single oscillator core, if special arrangements are not adopted.
Moreover, circuit and layout complexities increase with the number of coupled cores, which
can degrade the phase noise benefit due to parasitics. Therefore, a good tradeoff between
complexity and phase noise reduction is represented by the quad-core solutions.

3. Interstacked Transformers

At mm-wave frequencies, integrated transformers suffer from very poor magnetic
coupling factor, k, due to the low coil inductance values typically adopted (e.g., 50-150 pH).
Moreover, interconnection parasitics further limit the magnetic coupling since their weight
can represent up to 30% of the overall inductance. Integrated transformers are usually
implemented by adopting conventional configurations, such as interleaved or stacked
spirals as shown in Figures 1a and 1b,c, respectively, according to specific performance
requirements and operating frequencies [23-27]. Traditional configurations present pros
and cons. Interleaved transformers take advantage of multilayer symmetric spirals to
maximize both primary and secondary Q-factors, but do not achieve high k. On the other
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hand, stacked transformers are area efficient and have better k, while losing the electrical
symmetry between coils that is often mandatory in some circuits. Unfortunately, stacked
transformers suffer greatly from magnetic coupling degradation at mm-wave frequencies
(i.e., when sub-nH inductance values are used).

(c) (d)

Figure 1. Transformer configurations: (a) Interleaved, (b) Stacked, (c) Folded stacked, (d) Inter-
stacked.

The implementation of an area-efficient quad-core oscillator requires the availability
of a high-k symmetric transformer configuration, as with the interstacked one shown in
Figure 1d [28]. The interstacked transformer takes advantage of mixed interleaved /stacked
windings, which improves the magnetic coupling between primary and secondary coils,
still preserving geometrical/electrical symmetry and easiness of input/output connections.
Specifically, it consists of two spirals of different metal layers, using complementary struc-
tures for primary and secondary windings. Indeed, the outer (inner) spiral of the primary
winding is stacked to the outer (inner) spiral of the secondary winding and interleaved
with the inner (outer) spiral of the secondary winding at the same time, thus exploiting
both interleaved and stacked magnetic couplings. The interstacked transformer has sev-
eral benefits at mm-wave frequencies. The improvement of magnetic coupling becomes
significant in mm-wave optimized technologies that use thicker oxides between upper
metal layers. In this case, the advantage of stacked coils is highly reduced and the inter-
stacked structure can improve the overall magnetic coupling by more than 10%, especially
when close inter-metal spacing is used [28]. Another important benefit of the interstacked
structure is the electrical /geometrical symmetry, which provides similar performance for
primary and secondary windings in terms of inductance and Q-factor.

Despite the advantages, the interstacked configuration has been rarely used due to
higher design complexity compared to standard transformers. The interstacked transformer
has been mainly exploited in improving the efficiency of the output matching network of a
77 GHz power amplifier [29].

As a first but effective design of an interstacked transformer, a simple lumped model
has been proposed in [30]. For the sake of completeness, the model schematic is reported
in Figure 2, along with main design equations and geometrical parameters. It is made up
of two m-like networks, each for the primary and the secondary windings. The primary
(secondary) winding is composed of a top MT (bottom MB) outer spiral shunted to a bottom
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MB (top MT) inner spiral. As a consequence, the total inductance of the primary (secondary)
transformer winding can be modeled by the shunt of two inductances, Lyrp and Lypp
(LmTs and Lyps), corresponding to the outer (inner) and inner (outer) spirals. To consider
the positive mutual inductance between the spirals of the same winding, additional in-
ductances, Ly, are also added in series. The low-frequency inductance values of outer
(Lout) and inner (Lyy) spirals can be calculated by using the current sheet expression for
octagonal coils (a) [31], where davg is the average diameter and p is the fill factor calculated
according to equations (d) and (e). The series contribution, Ly, is drawn from the mutual
coupling between spirals (by means of the magnetic coupling factor ky,). The model uses
two series resistances in both primary and secondary windings corresponding to the outer
and inner metal coils. Their frequency-dependent values are calculated using expression
(b), where Roytn and Rpcout v are the overall and dc series resistances of both outer
and inner spirals, respectively, and f is the frequency (expressed in GHz). Rpc oyt N can
be calculated using the geometrical parameters of the spiral and its metal sheet resistance.

0.25 Cpyg % 05C % 0.25 Cpys
. OXM
L Plo I St
Lure= Lugs = Lour’
mTP™ Lves = Lout L, L,
Lyvigr= Lyrs = Liy
L= 2k NLoyrLiy L L
MTP MBS
Rure= Russ = Rout
Rvigp= Rwirs = Riy Ry RMBS
P2 o T I 082
05C 1
0.25 Cors 7 oM 025 Coxs

~dy, 229
Loprn =1.07-2 : ¢ ~{ln[7]+0.19p2} (a)

Rovre = Rocorns -(1+0.1- 7 +0002- 12)  (b)

&

INNER COILS Cope =4 m ()
d:lvg =05 (dout + din) (d)

Il TOP COIL (MT)
P = (dout - din) (dout + diu) (e)

Il BOTTOM COIL (MB)

Figure 2. Physics-based scalable lumped model for interstacked transformers with related equations.

Magnetic coupling effects consist of two phenomena:

- The stacked coupling between outer (inner) spirals built in the top metal in primary
and secondary windings, respectively, modeled by including a magnetic coupling
factor, kg, between Lyrp and Lygs (and between Lygp and Lyts).

- The interleaved magnetic coupling between outer and inner spirals built in the same
metal layer and belonging to different windings, modeled by adding a magnetic
coupling factor, kyn, between Lyrp and Lys (and between Lygp and Lyps).

Coupling factors kn, ks, and kpy could be drawn from EM simulations of open-air
coupled spirals (i.e., without the silicon substrate beneath) separated by silicon dioxide of
proper thickness, as proposed in [30]. Finally, capacitive effects are taken into account by
means of the port-to-port inter-metal (Coxn) and port-to-substrate (Coxg) capacitances that
mainly arise from the area contributions. They are calculated by using the expression (c),
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where g, s and toxv s are the oxide dielectric constant and thickness, respectively, and A
is the area of the spirals. The model geometrical scalability allows using it as a simple but
effective tool for the starting design of interstacked coils, while exploiting EM simulations
for final accurate modeling.

4. Design of an Interstacked Four-Port Transformer

A reduction in the power consumption of VCOs can mainly be achieved by increasing
the tank inductance value. This generally leads to designing larger and larger inductors,
consequently increasing area occupation, and hindering the adoption of such solutions in
commercial products. By adopting a transformer-based solution, it is possible to exploit the
magnetic coupling between the coils to obtain large inductance values without impacting
the area. Ideally, the greater the coupling factor, k, between the coils, the greater the area
reduction and the better the coupling between the cores. Interstacked transformers—which
exploit both the interleaved and stacked magnetic coupling between the coils—have proven
to be a good solution for achieving high k values [28-30]. Compared to commonly used
stacked transformers, they provide comparable or even higher k-factors and are intrinsically
symmetrical. It should be noted that it is hard to find already-available solutions for
interstacked four-port transformers. The main challenge of such a structure is to design
a layout such that four coils—one for each core—can be interstacked by using only two
metal layers, which is something that cannot be achieved by a simple stacked-transformer
solution.

A 28 nm fully depleted silicon-on-insulator (FDSOI) CMOS technology is used in
this work. It provides a BEOL having a thicker aluminum upper layer (ALUCAP) and
two thinner copper lower layers, used in shunt—for the proposed transformer design—to
minimize the difference in thickness between lower and upper metal layers. A simplified
BEOL of the adopted CMOS technology is shown in Figure 3.

=>Top coils

Bottom coils

Figure 3. BEOL of the adopted 28 nm CMOS technology with eight metal layers [15,32].

The novel interstacked four-port transformer implementation is shown in Figure 4a.
No patterned ground shield (PGS) was implemented to improve the self-resonance fre-
quency (SRF) [33,34]. To better understand the geometry of the transformer, Figure 4b
depicts the single coil which the whole structure is composed of. This “squashed” coil is
obtained by the composition of two octagonal coils having different diameters, as shown in
Figure 4c. Four of these coils are overlapped—each rotated by 90 degrees with respect to
each other—to build the four-port structure of Figure 4a. An important aspect to mention
is that there is a geometrical constraint that correlates the width of the coils and the inner
diameter of the structure. For a given inner diameter, dj,, and for this given technology, the
maximum coil width, wmax, that cannot be exceeded is given by the following expression.

Wimax ~ 0.41-dipper — 15.6 pm (1)
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@ (®) ©

Figure 4. (a) Interstacked four-port transformer, (b) one of the four “squashed” coils used to build the
interstacked transformer, (c) two octagons—the red dashed-dotted line—with different diameters
are overlapped to the coil to highlight its geometry.

If a greater coil width was chosen, it would be impossible to guarantee the minimum
spacing between the metal traces belonging to the same layer. Equation (1) suggests that
there is a tradeoff between the coil width—which is proportional to the Q-factor—and how
low the inductance can be. A coil width, w, of 11 um was chosen for the proposed design,
leading to an inner diameter of 65 um. Table 1 reports the geometric data of the proposed
transformer. A single coil, such as the one depicted in Figure 4b and having the size shown
in Table 1, has an inductance of 146 pH and a Q-factor of 22 at 19.125 GHz. However,
thanks to the magnetic coupling between the coils of the interstacked transformer, the
equivalent inductance seen by each core is much higher than the one of a single coil, while
keeping the same area occupation. Figure 5 shows the magnetic coupling factors between
the four coils of the interstacked transformer. It is worth noting that slightly higher values
are found for the magnetic coupling factors between orthogonal coils, given a slightly
greater overlapping between them, as shown in Figure 6a,b. However, at the operating
frequency of 19.125 GHz, k is always higher than 0.5; that is a very good result. Indeed, very
small (symmetric) coils are used, which further confirms the advantages of the adopted
interstacked structure.

Table 1. Geometric parameters of the proposed interstacked transformer.

Parameter Value Unit
Coil width 11 [um]
Inner diameter !, diN 65 [um]
Outer diameter !, doyt 91 [um]
X-size 157 [um]
Y-size 157 [um]

Area 0.025 [mm?]

! Inner and outer diameters are referred to Figure 4b.

Figure 7 reports the equivalent inductance seen by each port and its corresponding
Q-factor. A value of 363 pH at 19.125 GHz is achieved. Its corresponding Q-factor at
19.125 GHz is as high as 21. The SRF is 69 GHz. It is worth mentioning that by coupling
the four cores, the tank impedance of each one of them is in shunt with the others. The
total effective tank impedance is then a quarter of the one seen by each port. That means
that the total effective inductance at 19.125 GHz is as low as 90.8 pH.
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Figure 5. Magnetic coupling factors between the coils of the interstacked transformers.
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Figure 6. View of the overlapping between (a) opposite coils (180°) and (b) orthogonal coils (90°).
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Figure 7. Equivalent inductance and Q-factor seen by each port of the interstacked transformer.

Since the interstacked transformer has four ports, four different oscillation modes
could be triggered at startup. A good transformer design allows selecting only the desired
mode and suppressing the others. This is achieved if the inductance has a high Q-factor at
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the desired oscillation mode, while being low at the undesired ones. A further simulation
was then carried out to find all four possible oscillation modes with relative Q-factor. The
results are reported in Table 2. The proposed solution is quite robust in this regard. Only
the desired mode (mode 1) has a high Q, because of the constructive magnetic coupling
between the coils. All other modes—which are found at higher frequencies—have small
Q-factors due to the destructive coupling. Oscillation occurs at the desired mode at the
startup. This analysis suggests that a strong magnetic coupling between the coils—such as
the one provided by an interstacked transformer—carries the advantage of suppressing
all the undesired modes, leading to no mode ambiguity, which is one of the most critical
issues of multi-core oscillators.

Table 2. Oscillation modes for the interstacked transformer and corresponding inductance and
Q-factor values.

Mode Inductance (pH) Q-Factor
1 (desired) 363 21.0
2 (undesired) 71.2 6.15
3 (undesired) 44.6 6.06
4 (undesired) 64.5 5.84

5. Quad-Core VCO Design Based on an Interstacked Transformer

A quad-core VCO to be used in a narrowband 77 GHz CMOS radar system for
automotive applications [15] was designed in 28 nm fully depleted silicon on insulator
(FD-SOI) CMOS technology by STMicroelectronics, exploiting the four-port interstacked
transformer shown in Section 4. The technology provides low-V'1 transistors, which exhibit
a transition frequency, f, up to 270 GHz [32]. The process features a general purpose BEOL
with eight copper layers and a top aluminum one [15], as shown in Figure 3.

Figure 8 reports a complete schematic of the quad-core VCO. The operating frequency
of the VCO was set at 19.125 GHz to be later multiplied by four along the radar chain. A
complementary cross-coupled oscillator was used since the supply cannot be fed through
a center tap in the transformer. Moreover, no tail current was used, to maximize the
output voltage swing. A supply voltage, Vpp, of 1.2 V was chosen. The transconductance,
gm, of the cross-coupled transistors was set at three times the minimum required by the
Barkhausen criterion to obtain a robust startup and to achieve an oscillation amplitude of
about 1 V. For the PMOS and the NMOS transistors, 63 nm and 90 nm transistors’ channel
lengths, respectively, were used to minimize the transistors’ flicker and thermal noise,
without excessively increasing their parasitic capacitances. The ratio (W/L)p/(W /L)y
was chosen to set the dc output voltage at Vpp /2. Finally, a differential varactor provides a
5.5% tuning range (around 1 GHz), covering the operating frequency range, the temperature
variations, and part of the process variations. To be able to fully cover process variations,
a 3-bit switched capacitor bank is exploited, achieving a total of 20% tuning range. A
minimum overlap of 460 MHz between the bands is guaranteed.

The achieved performance, along with a comparison with the state-of-the-art quad-
core solutions, is reported in Table 3. The expressions of the figures of merit (FoMs) used
for the comparison are the following [20-22,35]:

FoM = PN — 20log, </§Of> + 10log; (Ppc,mw ), @)
TR

FoMr = FoM — 20log,, ( 10>, ®)

FoMu = FoM + 10log,,(Area, ), 4)
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where PN is the phase noise, fy is the oscillation frequency, Af is the offset frequency
from the carrier at which phase noise is measured, Ppc mw is the dc power consumption
expressed in mW, TR is the frequency tuning range, and Areamm? is the area consumption
expressed in mm?. The oscillator phase noise is shown in Figure 9.

1l

I
Ny

T

Figure 8. Schematic of the proposed quad-core VCO with interstacked four-port transformer.

Table 3. Performance comparison with the state-of-the-art quad-core VCOs.

[20] [21] [22] This Work
Inductor topology Single-turn Four-port Stacked Interstacked
VCO Class-B, NMOS-only, Complementary NMQS_O.nly’ Complementary
topology tail filtering cross-coupled, tail filtering, cross-coupled
4fotail filtering push-push
Technology 55 nm BiCMOS 40 nm CMOS 45 nm PDSOI CMOS 28 nm FDSOI CMOS
Frequency (GHz) 20 26.45 60.5 19.125
Tuning range (%) 15 26 19 20
Tuning range type analog and discrete analog and discrete analog-only analog and discrete
PN @1 MHz (dBc/Hz) —118.5 —109.5 —101.7 —112.6
PN @1MHz
from 19.125 GHz —1189 —112.3 —111.7 —112.6
(dBc/Hz)
Vpp (V) 1.2 0.95 1 1.2
Current (mA) 36 17 40 6
Power (mW) 43 16 40 7.2
Area (mm?) 0.6 0.1 0.044 0.025
FoM (dBc/Hz) —188.2 —186.8 —181.3 —189.6
FoMrt (dBc/Hz) —191.7 —195.0 —186.9 —195.6
FoMy (dBc/Hz) —190.4 —196.8 —194.9 —205.6

The proposed interstacked transformer quad-core VCO design exhibits a low phase
noise while having minimum power consumption and area occupation. It achieves a 24 x
area and 6x power consumption reduction with respect to [20]. It has 1 dB lower phase
noise than the stacked-transformer-based solution [22], along with a 7 x reduction in power

consumption and a 43% reduction in area occupation.
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Figure 9. Interstacked VCO phase noise at 1 MHz offset from the carrier.

6. Conclusions

A quad-core VCO, exploiting an interstacked four-port transformer to magnetically
couple the four cores, has been proposed. As expected, area occupation and power con-
sumption are extremely low, while keeping the phase noise at a low level. This allows
its use in commercial products. The comparison versus state-of-the-art quad-core VCOs
further confirms the strength of the proposed solution. Although the focus of the present
work is 77 GHz radar, the field of application is wide and includes all modern wireless
communication systems.
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Abstract: This paper designs an L-band wide stopband bandpass filter by applying low-temperature
cofired ceramic (LTCC) technology to the global positioning system (GPS) frequency band. Taking the
Chebyshev filter as a prototype, an equivalent collector element (capacitive and inductor) structure
is adopted to fully use the three-dimensional package structure of LTCC to reduce the filter size.
The filter is integrated into an eight-layer LTCC dielectric, and the series—parallel connection of the
collector elements in the resonance unit is utilized to produce out-of-band transmission zeros, while
the input and output ports’ capacitance is adjusted to control the bandwidth. Harmonic suppression
is achieved by cascading two new compact stopband filters, while the size increase is insignificant
due to LTCC technology. The simulation results are as follows: the center frequency is 1.575 GHz,
1 dB relative bandwidth is 6.3%, insertion loss in the passband is as slight as 1.6 dB, return loss is
better than 30 dB, rejection bandwidth up to 16 GHz is more than 44 dB, and the volume of the whole
filter is 6.2 x 3.7 x 0.78 mm°.

Keywords: L-band; LTCC technology; wide stopband; narrow passband; lumped elements

1. Introduction

Microwave filter is a crucial part of advanced wireless communication systems. Many
microwave filters can be utilized to filter out the clutter harmonics. In recent years, given
the system miniaturization requirements, especially passive component miniaturization
requirements, low-temperature cofired ceramic (LTCC) technology as a new form of circuit
implementation has been developed very quickly. Due to the high integration and high
performance of LTCC technology, its three-dimensional encapsulation structure can be
buried in the multilayer ceramic substrate passive components, thus reducing the size of
the passive components to a large extent in the design of the system miniaturization [1].
Nowadays, various studies have been performed on microwave filter miniaturization,
like the stepped-impedance resonator unit [2], the double-layer suspended stripline res-
onator unit [3], and the spiral resonator unit [4], which can reduce the resonator unit
size to 1/4 wavelength. However, these resonant cells have a significant L-band size [5].
The LTCC three-dimensional structure has been employed to implement the lumped
capacitive-inductive [6] as a stack in the Z-direction. The capacitive-inductive coupling is
implemented between different layers, which can decrease the size of the microwave filters
and produce transmission zeros (TZs) and cascaded bandstop filters. Thus, a filter with
better attenuation performance is achieved.
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This paper designs an L-band wide stopband bandpass filter using LTCC technology
for the GPS frequency band. The filter comprises a narrow passband filter and two band-
stop filters. The narrow filter generates transmission zeros (TZs) by introducing inductors
based on a filter prototype containing an inverting converter. Compared to the existing nar-
rowband filter prototype [7], the new filter prototype has TZs on the right side of the center
frequency. The center frequency is 1.575 GHz, and the 1 dB relative bandwidth is 6.3%.
The narrowband filters are cascaded with two bandstop filters to design a new bandstop
filter. The resultant filter has three zeros in the high rejection band. It provides excellent
blocking characteristics, achieving a wide bandwidth of 15.6 GHz, with a blocking rejection
exceeding 44 dB. Compared with the recently developed wide stopband filters [8-10], this
filter provides better stopband characteristics and a narrower passband. In addition, the
size of this miniaturized narrowband filter is only 6.2 mm x 3.7 mm X 0.78 mm.

The remainder of this paper is structured as follows. The prototype circuit of the
narrowband filter is introduced in Section 2. Section 3 presents the design of the three-
dimensional structure of the filter. A novel bandstop filter structure is presented in Section 4.
Finally, the simulation results after combining the narrowband filter with the novel band-
stop filter are presented in Section 5. The advantages of the proposed filter are also
described compared with the existing filters.

2. Filter Structure Design

This paper employs the proposed filter to fabricate the LC collector element filter using
the LTCC process by fabricating the capacitors and inductors separately and embedding
them in LTCC dielectric to realize the circuit [11]. Each component is manufactured using
FerroA6M material from Ferro with a 5.9 dielectric constant, a loss angle tangent of 0.002,
and a dielectric substrate thickness of 97 um per layer (after cofiring) [12]. The conductor
metal is gold, and the thickness of the metal line is 8 pm. The line design specifications,
such as minimum line width, minimum line spacing, and through-hole diameter, are strictly
compatible with those of the LTCC. Table 1 presents the particular efficiency requirements
of the constructed bandpass filter.

Table 1. The filter’s estimated indicators.

Feature Value
1 dB passband range 1.52-1.62 GHz
Insertion loss <1.65dB
Out-of-band rejection 6.2f0 > 44 dB
Return loss >30 dB
Dimension 0.036A x 0.022A

2.1. Filter Principle

As presented in Table 1’s metrics, since the bandwidth requirements are narrow, an
inverting converter is chosen to realize the bandpass filter design [13]. The inverting
converter can convert the prototype shown in Figure 1, including both inductors and
capacitors, into an equivalent form with only inductors or capacitors. Figure 2 [14] describes
the inverting converter.

As shown in Figure 2a, an ideal input impedance Z, inversion converter acts like a
quarter-wavelength transmission line with a characteristic impedance of K at each frequency.
That is, assuming an impedance is connected at one terminal, the impedance seen at the
other terminal is as follows: @

k,k+1
Zo= M

In the same way, in Figure 2b, an ideal conductance inverting converter acts similar to

a quarter-wavelength transmission line containing a characteristic conductance of | at each
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frequency, such that the conductance is connected to one terminal, and the conductance
seen from the other terminal is as follows:

v, s o
a Yb

Also, as shown in Figure 2, the mirror phase shift of the inverting converter is an odd
multiple of plus or minus 90 degrees.

| |
Source | Low-pass Filter | Load

| |

| I

Rs=go =11 & &3 g |
l\/\/\' : ~MN nmm ___rvﬁv\ :

| |

@ | =4, = 44 = &, § En+

| |

| |

[ T I

| |

| |

Figure 1. Low-pass filter prototype circuit.

|<—90"Phase Shift—>| |<—90"Phase Shift—)l
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=3

-
-

(@) (b)

Figure 2. (a) Definition of an impedance inversion converter. (b) Definition of a conductance inversion
converter.

The prototype low-pass filter circuit in Figure 1 can be transformed into two equivalent
forms using the nature of the conductance inversion converter, as shown in Figure 3,
including the same transmission characteristics as the low-pass prototype shown in Figure 1.
Figure 3 shows a modified prototype circuit using an impedance inversion converter, where
the values of G4, Gp, and Ci (Cyq,...,Crpy) can be taken arbitrarily. When the parameter
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Jk k+1 of the inverting converter is obtained from Equations (3)-(5), the response will be the
same as that of the filter prototype in Figure 1.

GaACh
P— — 3
Jor =4/ 201 3)

Crkcr(k+1)
1 =\ 4
Jekt1lk=1.--n—1 2ot 4)
CanGB
— [ =B 5
]n,n+1 Sngni1 ( )
o—MmM—-o0 o0— —o
—
J == J

Inductor Equivalent
Capacitor Plus J Converter

—\W—| - -

@ Jor rl iy —J|= Co| I

Figure 3. Modified low-pass prototype, including an impedance/conductance inverting converter.
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- n,n+1 Gn

I
]
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It is essential to emphasize that g, in the equation shown in Figure 3 (k=0,1,2, .., n + 1)
is the component values of the low-pass prototype circuit described in Figure 1.

Exerting the low-pass filter to bandpass conversion on the circuit shown in Figure 3
gives a generalized bandpass filter with a conductive inverting converter and a shunt-type
resonator, as shown in Figure 4.

Low Pass Band Pass
Characteristics Characteristics

[ _,
—1 .

—\W—o
@ J()] JlZ J23
C, L, Cn L,

Figure 4. Coupled resonator bandpass filter transformed from Figure 3.

n,n+1
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2.2. Filter Circuit Prototype

An inverting converter with aggregate components can be realized with different
forms, such as inductive and capacitive forms, constructed with n-type and L-type struc-
tures. Among them, the capacitive form is chosen in this paper. Figure 5 shows the
equivalent circuit of the above four inverting converters. It should be noted that a negative
inductor (capacitor) in the circuit must be absorbed by a nearby positive inductor (capac-
itor), which turns out to be all positive components. Therefore, an L-structure capacitor
converter is applied to both the first and last J-converters of the circuit and a m-structure
capacitor converter is chosen in the middle to maintain a symmetrical structure. Taking
the | inverting converter in Figure 4 as the form shown in Figure 5, a standard and specific
implementation of Figure 4 can be attained using the generalized bandpass filter circuit for
the conductive inverting converter mentioned in Section 2.1, as shown in Figure 6.

T -type structure T -type structure
L c
L L o I -C = = -C
___________ - J S
- -
L-type structt;re L-type structure
i
1L, ==

Figure 5. Specific circuit of the | inverting converter.

YO§ | —C01 == - . §Y1
: | T~

Jo1 J12 J23
Figure 6. Transformed bandpass filter circuit.

The following formulas can determine the components of the specific circuit presented
in Figure 6:

_ g
G = 27t BW - Z, ©)
271-BW-Z
L=———F5—= )
8- Wy
b; = wy - Cyi (8)

Y()(,Uobl
= e 9
Jor \/ 8081 ©)
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b1by
= wyy| —— 10
Ji2 "\ 1z (10)
Y3w0b2
= 11
J23 =/ o (11)
Chy=— - (12)
- ()
CI
Co = 701(? 3 (13)
1 + (WOQO 01)
Cos = ]2—32 (14)
- )
C/
Cp=—-"2— (15)

2
a]()‘C
T+ ( Y3 23)
where wy is the passband center frequency, Z. = m is the characteristic impedance, g

is the adjustment factor, which dictates the selection of a suitable capacitor and inductor,
and BW denotes the 1 dB bandwidth. C}; and C); are just intermediate values. 8i(i=0,12,3)
are Chebyshev values, chosen as 1, 0.843, 0.622, and 1.3554, respectively.

Based on a conductive inverted bandpass filter, an inductor L2 is added to introduce
a deeper transmission zero in the filter. The Chebyshev type is modified to promote the
sideband rejection. The filter’s equivalent schematic is designed using the ADS software
and is presented in Figure 7.

— :: I

c2

Cl e L1 (1== L1

L2 L2

Figure 7. Narrowband filter schematic diagram.

The filter operating center frequency is 1.575 GHz, the 1 dB relative bandwidth is
100 MHz, and the initial values of the components in the equivalent circuit are obtained
from Equations (6)-(12), as follows: C3 = 0.506 pF, C2 = 0.139 pF, C1 = 7.163 pF, and
L1 =1.283 nH. The value of L2 is derived directly from simulations, and the indices require
wider stopband rejection. Therefore, adjusting the inductance L2 will attenuate the zero
point near 6 GHz. The simulations indicate that the capacitances C2 and C3 adjust the
bandwidth, C1 and L1 can adjust the passband center frequency, and L2 can adjust the
TZ in Figures 8-10. As shown in Figure 8, when C2 and C3 increase, the filter bandwidth
increases, and the insertion loss decreases. The filter bandwidth cannot be too narrow
because it is limited by the insertion loss. Our target indicator’s bandwidth and insertion
loss are obtained by optimally selecting appropriate values of C2 and C3. Figure 9 shows
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that the center frequency of the filter passband can be adjusted very simply by adjusting the
value of the inductor L1, and the same function can be achieved by adjusting the value of the
capacitor C1. This paper aims to select the L1 frequency point of the GPS, thus achieving
the L2 and L5 frequency points of the GPS. Figure 10 indicates that by adjusting the
value of inductor L2, the high-frequency transmission zero point can be adjusted without
changing the performance of the filter passband, thus attaining a good suppression effect
on the high-frequency signal. This model achieves better suppression of high-frequency
signals compared with the existing models, in which both of their transmission zeros are
to the right of the center frequency [7]. When the two L2 inductances are equal, only one
transmission zero can be generated, while the depression becomes deeper, otherwise, they
will be splatted into two transmission zeros with a shallower depression depth. The former
is chosen for higher suppression requirements.

0
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=20 1
30 NN 12 14 16 18 2 e
@ 40t
&
v =50
-60 -
70+ 8, ,(C,=0.09pF.C,=0.31pF)
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............. 5, (C,=1.34pF.C,=2.71pF)
-90 -
3 6 9 12 15
Frequency(GHz)

Figure 8. Effect of C2 and C3 on the filter’s passband bandwidth and insertion loss.
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Figure 9. Effect of L1 on the filter’s passband center frequency.
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Figure 10. Effect of L2 on the filter’s high-frequency transmission zeros.

3. 3D Structural Design

As the needed filter is a narrow band one, every slight adjustment to the capacitance
and inductance values may influence the filter’s bandwidth. Mutual coupling is necessary
for the final realization of the filter using the LTCC technique. Therefore, 3D EM simulation
with HFSS software is crucial in the current study [15]. The frequency model is solved
using the adaptive meshing and broadband to obtain more accurate results in broadband
simulations.

3.1. Capacitors

There are two main LTCC capacitors: mental insulator mental (MIM) capacitor and
vertically interdigitated capacitor (VIC). VICs are the first choice for realizing capacitors
with large capacitance, which can make full use of the LTCC technology’s multilayer feature
to increase the capacitance by increasing the number of layers. Table 2 compares the main
performance and parameters of the two structures. As presented in Table 2, under the same
effective capacitance value, the VIC structure has a higher self-resonant frequency (SRF),
higher quality factor (Q), and a small area required for each layer while requiring many
layers. The specific design makes it a reasonable choice based on the capacitance value size
and the filter space layout.

Table 2. Comparison of two structures with the same effective capacitance value.

Structural Form MIM Capacitor VIC Capacitor
Occupied area Large Small
Self-resonant frequency Slightly low High
Q value Slightly lower High
Number of layers required less Multi

Regardless of the capacitor design framework, the relevant parameters of the capacitor
element should be extracted. The capacitor is considered a two-port network, and its
corresponding characteristic parameters are extracted, yielding a precise construction of
the capacitor framework and dimensions. Since the capacitors in the filter have small
capacitance values, i.e.,, C2 = 0.139 pF and C3 = 0.506 pF, the embedded MIM framework
is utilized. Considering C1 = 7.163 pF, a relatively large capacitance, an embedded VIC
framework is utilized to decrease the planar area.
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After calculating the conductance parameter Y by HFSS, the capacitance value and
quality factor parameters can be obtained as follows:

Im(Y(2,1

Coff = = 27('c~(freq)) (16)
_m(v(,1))

Q= " Re(¥(1,1)) 17

where Cg is the effective value of the capacitor, and freq is the self-resonant frequency.

HFSS simulation determines the physical dimensions of C1, C2, and C3. The 3D
structure of C1 is presented in Figure 11a, which has orange and green colours to distinguish
the two polarities of the capacitor and the capacitance simulation results are presented in
Figure 11b.

120

(1.57,7.4)

0 0.5 1 1.5 2 25 3 35
Frequency(GHz)

(a) (b)
Figure 11. 3D structure diagram (a) and simulation results of capacitor C1 (b).

3.2. Inductors

LTCC inductors generally include planar and spiral types. Since the Q value of the
inductor is much lower than the capacitance, the inductor design plays an essential role in
the filter insertion loss.

Table 3 compares the main performance and parameters of the four inductor structures.
It can be seen that with the same effective inductance value, the spiral inductor has the
advantages of a relatively higher resonant frequency and quality factor, a smaller single-
layer area, and the disadvantage of the number of required layers, followed by the stacked,
displacement, and planar structures. The specific design should choose the inductor
implementation form according to the key parameters. The inductor effective value (Leff)
determines the size of the total inductance, and the Q value determines the size of the
inductor loss. The design of LTCC inductors should focus on the effective value of the
inductance, quality factor, and self-resonant frequency SRF; the effective value of the
inductance determines the size of the inductor and the specific application of the resonance
frequency, the quality factor determines the loss of RF devices and other performance
parameters, and the self-resonant frequency SRF determines the effective use of the inductor
frequency range.

Table 3. Comparison of inductance performance of various structures with the same inductance value.

Type Structural Form Occupied Area Self-Resonant Frequency Q Value Number of Floors
Monolaver Planar Maximum Lowest Lowest least
Y Displacement Small High High Medium
Multilaver Stacked Medium Medium Medium Medium
y Spiral Smallest Highest Highest Most
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The inductance values of L1 and L2 in the filter model are small and can be realized
by a single layer of short wires or through holes to avoid the complexity caused by mutual
coupling with other capacitors. The inductor’s width is 0.2 mm, i.e., the 50 2 stripline’s
width. HFSS simulation is employed to determine the inductor’s length. Inductor L1 is the
main inductor in the filter and directly affects the center frequency. A planar-type inductor

is utilized to prevent mutual coupling with the other capacitors.
The LTCC’s effective inductance can be described in terms of admittance parameters

as follows [16]:

(i)
Leff = 2 freq (9
Im(Y(1,1)) (19)

Q:_MW@U)
where freq denotes the self-resonant frequency, and Y11 is the inductor’s conductance
value, calculated by HFSS. Figure 12 presents the inductor’s 3D model, with L1 = 1.82 nH.
The conductor’s width in the inductor is 0.2 mm, while the total length is 2.6 mm. Figure 12
presents the effective inductance attained through HFSS simulation.
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(a)
Figure 12. 3D structure diagram (a) and simulation results of inductor L1 (b).

3.3. Simulation Results
Based on the inductor and capacitor models, all of the filter components are modeled,
simulated, and optimized in 3D. The three-dimensional structure simulation is as close as
possible to the actual situation; a FerroA6M material is selected as the substrate material, the
metal line material is set to gold, and the thickness is 8§ um. As shown in Figure 7, there are
four inductors and five capacitors with different capacitance values. These nine variables
pose a great difficulty in the modeling and optimization process. In order to facilitate
modeling and optimization, the current study employs a symmetric circuit framework.
Nine variables are reduced to five using the model’s symmetry, thus simplifying the LTCC.
Figure 13 presents the LTCC bandpass filter’s 3D model. It is worth mentioning that to
show the picture more clearly, the model layer spacing is enlarged five times, and the
other dimensions and the layer spacing are kept unchanged. The 3D model parameters are

as follows:
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Figure 13. 3D modeling of LTCC bandpass filters.

SEAM=12=12mm, L1 =15mm, W1 =W6=W11=02mm, W2 =W3 =17 mm,
L4=36mm, W4=L113=1mm,L6=L12=03mm, L7 =0.5mm, L8 = 1.8 mm, W7 = W8 =
W9 =W10=27mm, L3 =15=0109=L1L10=L11 = 1.3 mm, and H =97 um.

By verifying the simulation outcomes of the flexible layout of inductors and capacitors
in the model, the model is continuously optimized and adjusted to obtain the optimum
simulation results, as presented in Figure 14. The simulation results indicate that in the
1.525-1.625 bandwidth, the insertion loss is relatively slight, the return loss meets the
requirements, and the TZ is near 6 GHz. However, since there is a resonance near 9.5 GHz,
a new bandstop filter should be introduced to eliminate the resonance.
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Figure 14. LTCC bandpass filter simulation results.

4. Wide Stopband Filter Design
4.1. Principle of the Wide Stopband Filter

The metrics in Table 1 indicate the relatively high out-of-band rejection requirement
of the filter. There are two methods to improve the filter’s out-of-band rejection when
designing the filter: increasing the filter’s order and adding the TZs. However, as the
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order increases, the filter size increases [17], which is inappropriate for designing minia-
turized filters. Therefore, transmission zeros are generally added when constructing the
miniaturized filters [18,19]. The filter’s zero frequency is the frequency that makes the
transmission equation zero. Ideally, since energy cannot pass through the zero frequency,
excellent isolation can be attained. The set parameter mode generally adopts series or
parallel resonances.

When the capacitance and inductance in a circuit are connected in series or parallel,
the impedance and conductance in a high-frequency circuit are calculated as follows:

. . 1
. . 1

According to Equation (20), an open circuit is obtained as the conductance in a parallel
resonant circuit is zero, entirely reflecting the energy at that frequency, thus constructing a
transmission zero. According to Equation (21), when the LC satisfies the resonance relation,
the input impedance in the series resonant circuit becomes zero, causing a short circuit.
The whole energy at the mentioned frequency is absorbed, forming a TZ.

4.2. Three-Dimensional Structural Design

This bandstop filter adopts the form of Figure 15b; the inductor is realized using a
narrow wire inductor with an over-hole, and the capacitor is only realized using a flat-plate
capacitor. Figure 16 shows the three-dimensional structural model diagram.

I +o ol
+o Y Y YL o

-o o -0 T 0

(a) (b)

Figure 15. (a) Parallel resonant circuit. (b) Series resonant circuit.

e
.
=3 ow

Figure 16. 3D model diagram of the band reject filter.

4.3. Simulation Results

The band reject filter can change the resonance point by adjusting the inductor length
Lz or the flat size of the capacitor Cz, as shown in Figure 16, by changing the capacitor
width W15 and thus changing the resonance frequency point. As W15 increases, the
capacitance Cz increases, and the resonance point is shifted to a lower frequency, compatible
with the theoretical analysis. Figure 17 shows the simulation results. This simulation is
only performed for the bandstop filter. The following section presents the adjustment of
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the transmission zeros of the target filter after cascading the narrowband filter with the

bandstop filter.
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Figure 17. Simulation results of the band reject filter.

5. Overall Simulation
5.1. Simulation Results

The model diagram after cascading the bandpass filter designed in Section 3 with two
new bandstop filters, as shown in Figure 18, is designed to achieve the wide stopband
index requirement. Figure 18 shows the equivalent circuit diagrams of the corresponding
lumped elements. Figure 19 marks different lumped elements with different colors, each
corresponding to that in Figure 18, and the overall structure shows symmetry. The model
parameters are W12 = W14 = 0.2 mm, L14 =L16 =1 mm, L15 =2 mm, W13 = W15 = 0.5 mm,
and L17 = 1.6 mm. Figure 20 shows the exterior view of the filter when placed on an
RO4350B substrate. RO4350B can be well applied to high-frequency circuits. The substrate
thickness is h = 0.508, and the dielectric constant is ¢ = 3.66. The transmission line to
the filter inputs and outputs is of the CPW ground-type, matched to 50 ohms to match
the filter inputs and outputs. For better matching, tapered transmission lines are added
close to the input and output of the filter. The line width is 0.48 mm, and the line gap is
0.24 mm. As shown in Figure 21, the transmission zeros of the target filter are adjusted
by adjusting the size of the capacitor Cz. The results indicate that as L15 decreases, the
transmission zeros move to higher frequencies. When the frequency of transmission zero 3
(TZ3) is too high, the transmission zeros should be placed appropriately to successfully
suppress the harmonics. The second transmission zero 2 (TZ2) is adjusted similarly to TZ3
by controlling TZ2 and adjusting the size of the capacitance on the other side. Figure 10
illustrates the control of the first transmission zero 1 (TZ1). The filter with the best stopband
characteristics is obtained by adjusting the three transmission zeros. Figure 22 shows
the HFSS simulation of this bandpass filter. As shown in Figure 22, compared with ADS
simulation, these two simulations have relatively close transmission results, indirectly
demonstrating the feasibility of the equivalent circuit.
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Figure 18. Wide stopband narrow bandpass filter schematic diagram.
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Figure 19. Three-dimensional structure of a wide stopband narrow bandpass filter.
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Figure 20. Exterior view of the wide stopband narrow bandpass filter.
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Figure 21. Effect of L15 on the filter’s high-frequency transmission zero 3.

s, (dB)

- SH 3D EM simulation
—— Slt 3D EM simulation

— 5| circuit simulation

_____ S, circuit simulation

16 20

Frequency(GHz)

Figure 22. Simulation results of the wide stopband narrow bandpass filter.

5.2. Performance Comparison
Table 4 compares the efficiency of the constructed L-band bandpass filter with previ-
ously published studies.

Table 4. Comparison with previous studies.

o Stopband Rejection Level . 2 Selectivity

Refs. F0 (GHz) FBW (%) IL (dB) Bandwidth (dB) Core Size (Ay) Factor (%)
[20] 0.835 15.8% 041 4.26f <20 dB 0.16 = 0.12 32.51@20 dB

[21] 5.5 18.2% 2.46 1.02f, <32 dB 0.058 * 0.029 9.9@32 dB
[22] 0.75 12.8% 0.6 5.2f <20 dB 0.014 * 0.02 5.87@20 dB
[23] 6.11 8.96 1.07 2.05f, <22 dB 0.153 * 0.194 32.22@20 dB
[24] 3.5 22.9% 0.5 1.64f, <18 dB 0.09 * 0.09 13.0@20 dB

. 110@20 dB
This work 1.57 6.3% 1.65 6.2f) <44 dB 0.036 * 0.022 75.98@40 dB
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Table 4 shows that compared with the studies performed in the last five years (the
studies [20,21,23,24]), the proposed filter occupies less space by stacking the collector
elements in the Z-direction through the LTCC process. Compared with the literature [20-24],
focusing on wide stopband bandpass filters, the designed filter provides better stopband
characteristics and narrower bandwidth, with moderate insertion loss. As shown in
Table 4, the proposed filter has an excellent selectivity factor (SF), which is crucial for wide
stopband filters.

6. Conclusions

The current study describes a bandpass filter with narrowband and considerable
out-of-band rejection for the GPS band. The filter framework can be simplified and the
simulation complexity can be alleviated using symmetry. By the new filter prototype
and cascading the new three-dimensional structure of the bandstop filter, three TZs are
produced to promote the filter’s stopband characteristics significantly. LTCC technology
has a significant advantage in realizing the filter’s miniaturization, leading to a size of
6.2 mm * 3.7 mm * 0.78 mm, smaller than the conventional process filter. The whole circuit
has the advantages of high performance, small size, and low cost (in the case of mass
production), making it suitable for GPS wireless communication-integrated systems and
GPS L1 frequency pre-filtering applications.

In the future development of integration technology, the requirements for the perfor-
mance and miniaturization of communication systems will also increase. Thus, creating
miniaturized filters with LTCC technology will be one of the future development trends.
In addition, with the development of wireless technology, the spectrum’s utilization is
becoming increasingly important. Therefore, filtering signals at other frequencies will also
become more and more critical.
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Abstract: This manuscript presents an analysis and optimization scheme for the ultra-wideband
passive reconfigurable polyphase filters (PPFs) to minimize I/Q (in-phase and quadrature-phase)
phase/amplitude mismatch and voltage loss. By building a mathematical model of the voltage
transfer, the relationship between the resonant frequency of each stage and the I/Q mismatch and the
relationship between the network impedance and the voltage loss are revealed, providing a scheme
for PPF optimization. The proof-of-concept 2~8 GHz wideband reconfigurable PPF is designed in a
55 nm CMOS process. The optimization scheme enables the designed PPF to achieve an I/Q phase
mismatch within 0.2439° and an I/Q amplitude mismatch within 0.098 dB throughout the entire
band, and it shows great robustness during Monte Carlo sampling. The maximum voltage loss is
17.7 dB, and the total chip area is 0.174 x 0.145 mm?2.

Keywords: PPF; I/Q phase/amplitude mismatch model; voltage loss model; reconfiguration

1. Introduction

With the development of communication technology, transceivers with quadrature
mixers are being used more and more widely. As all such transceivers need to provide
orthogonal local carriers, the design of the in-phase and quadrature-phase signal (I/Q) gen-
erator is very important in the transceiver. Figure 1 illustrates the fundamental schematic
for the local oscillator (LO). The single-phase signal is initially directed to a single-to-
differential circuit to obtain differential signals. Subsequently, a quadrature generator is
employed to derive I/Q signals, followed by signal amplification through a buffer.

I+

[ L] L] I_
> Single-to- Quadrature
Differential * Generator

Q_

Figure 1. Application of quadrature signal generator in LO generation circuit.
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There are four main ways to generate RF quadrature signals: the RC-CR network,
frequency dividers consisting of master—slave flip flops, orthogonal LC oscillators, and the
polyphase network. Compared with the other three, the polyphase network is relatively
insensitive to the mismatch of components and has a wider bandwidth compared to
the RC-CR circuit [1]. At the same time, without an inductor in the circuit, the area is
small. Moreover, it has no frequency division, which simplifies the design of the signal
generator [2]. Therefore, the polyphase network has been widely used to generate 1/Q
signals [3-6]. As one of the polyphase networks, the PPF has attracted the attention of
many researchers due to its advantages in jitter and power performance. Currently, it is
commonly used for applications in Ka and lower bands.

However, there are two challenges to be solved in the PPF design: how to reduce
phase and amplitude mismatch and how to reduce voltage loss. Reference [7] proposes
an intermediate point compensation method to improve 1/Q quadrature; it detects the
variation and compensates the quadrature phase mismatch by feeding the network’s output
to the intermediate point. In [8], it shorts half of the capacitors and resistors of the first stage
to reduce the loss and area. In [9], it adds two inductors at the output of the PPF circuit to
reduce the loss, at the cost of increasing the occupied area. However, there are few papers
that discuss the performance tuning based on the PPF’s own parameters. Reference [10]
delivers a mathematical model for passive PPF design; however, it lacks the cooperation
with practical applications, including layout and post-simulations.

To improve the performance of the PPF from the perspective of the basic design
process, based on the mathematical modeling, this paper analyses the model of the voltage
transfer function of the PPF output signals at length and introduces the impact of the
load. Also, some comparisons are drawn between the model in this paper and that in [10].
After that, a general design and optimization scheme for the PPF is given, including ultra-
wideband PPF reconfiguration, resonant frequency decision, and voltage loss reduction, etc.
And to verify the feasibility of the scheme, this paper presents a design of a reconfigurable
PPF working at 2~8 GHz.

The structure of this paper is as follows. In Section 2, the basic model of the PPF is
established, and the general rule of the PPF orthogonal phase error is analyzed in detail. In
Section 3, the input and output impedance model of the PPF is proposed and is utilized to
analyze the loss of the multistage PPF. Section 4 shows the PPF design process of 2~8 GHz
broadband and gives the general process of the PPF design. Section 5 gives the results of
the post-layout simulation. Finally, the conclusion is given in Section 6.

2. PPF I/Q Mismatch Model
2.1. Basic Principle of Multistage PPF

Two typical single-stage PPF structures are shown in Figure 2, one with two inputs
connected together (PPF-I) and the other with two inputs connected to ground (PPF-II).

Vi —o Vin —o V)
O_%C_ I+ C I+
Vi o%—o VQ . (] R c —o0 VQ v
VoL — v, N e 7
C C
-V R —o VQ_ ] R —o VQ_
C /{

—~

a) (b)

Figure 2. Single-stage PPF: (a) PPF-I: two inputs connected together; (b) PPE-II: two inputs connected
to ground.
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Traditionally, for the PPF shown in Figure 2a, the equations of the four outputs are
those shown in Equations (1)—(4).

Viy = ((—CCRlizUw_—ll in (1)
Votr = Vin @
Vit = Rt Vi @
Vo- = ~Viu (4)
Then, according to Equations (1)-(4), the output ratio of V; and Vg is
Vi _ (CR)w—i_ w+iwp 5)

Vo (CRlw—i  w—iwp

where wy = 1/RC.

Similarly, for the PPF shown in Figure 2b, the output ratio of V; and Vg is as shown in
Equation (6).

V[ w .
7(2 = ;01 (6)

From Equations (5) and (6), it is evident that the I/Q output signals in PPF-I consis-
tently maintain their amplitude across all the frequencies but exclusively exhibit quadrature
phases at the resonant frequency (1/RC). Conversely, the 1/Q output signals in PPF-II
retain quadrature phases at all the frequencies but share the same amplitude solely at the
resonant frequency (1/RC).

Notably, although the image rejection ratio (IRR) is the commonly preferred parameter
in typical measurements, the analysis in [2] underscored the PPF’s IRR dependence on
the quadrature phase and amplitude mismatches in the output signals. Consequently, an
intuitive observation of quadrature phase/amplitude mismatches in the output signal is
presented in the analysis in the following sections instead of the IRR.

Next, advancing to the analysis of the multistage PPF, the voltage ratio between V;
and Vg is determined by multiplying the matrix chains of each stage. Figure 3 illustrates
the consistent multistage PPF matrix for both PPF-I and PPF-II.

Vin R vAv ° RZAAA l/n
Cl CZ
7 Rl A sz RZAAA I/“
in 0_Qﬂl v
Ci (3!
RIAAA V24 RZAAA 1/34

Figure 3. Matrix of multistage PPF.
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According to Figure 3, the recursive matrix can be obtained, as shown in Equation (7).

Vit11 1 0 0 iC, Ryw Vin
Vn+1,2 . iCanw 1 0 0 anz 1
Vig1,3 10 iChRyw 1 0 Vi 1+Cn Ryw
Vi1 | 0 0 iC,Ryw 1 Via
) @)
w, 0 0 iw Vin
| iw wy 0 0 Va2 1
Tl 0w w, O Vs | @ntiw
| 0 0 iw  wy Via

where w,, = 1/R,,C,,.
The only difference is that the calculation of V;; 1 4 for PPF-I and PPF-IIis V1 4,
which is [V,+ Vius+ Viy— Vin—] for the former and [V;,+ 0 V;,,— 0] for the latter.
Now, using Equation (7), the output signals of each stage can be calculated in both PPF-
I and PPF-II. Next, the three-stage PPF is calculated and discussed based on Equation (7).
However, any specific calculation process will no longer be presented in detail to ensure
the succinctness of this article.
For the PPF shown in Figure 4a, the output ratio of V; and V5 is shown in Equation (8).

Vi

—iwd + (w1 + Wy + W3)wW? — (WwWy + WiW3 + Wrw3)iw + wWiwaws

Vo TR (w1 4 Wy + W3)wW? 4+ (WwWy + WW3 4+ Wrw3)iw + wWiwWrws
where w1 = 1/R1C1, Wy = 1/R2C2, w3 = 1/R3C3.

®)

Vi RL\""V C RZJ""ICZ RL,‘,‘VC:; oV Vin© %.' c R, Jv‘v‘vcz RL""'C:; o Vi

Vin® %‘v \ztv‘v‘! i{v‘v ] VQ+ if I%‘;"\ {/'A'l' \34:.'.' o VQ+

Ve Rh':ﬁ Rsz/‘v"Q iv/‘v‘v\cf ol Vi %"Cl hﬁ R\L/v/‘vl‘v\cf ol
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AR eI e

Figure 4. Three-stage PPF: (a) PPF-I: two inputs connected together; (b) PPF-II: two inputs connected
to ground.

Similarly, for the PPF shown in Figure 4b, the output ratio of V; and V is shown in
Equation (9).
Vi (w1+w2+a)3)w2+w1w2w3
Vo iWd+ (wwy +wiws + waws )iw

)

Based on Equations (8) and (9), the phase and magnitude mismatches of the I/Q
signals of two kinds of PPF are plotted as shown in Figure 5.

From Figure 5a and Equation (8), it can be seen that for PPF-I, the I/Q output signals
have the same amplitude at all frequencies and have quadrature phases at three frequency
points, which correspond to the resonant frequency (1/RC) of each stage. Similarly, from
Figure 5b and Equation (9), for PPF-1I, the I/Q output signals have quadrature phases at all
frequencies and have the same magnitude at three frequency points, which also correspond
to the resonant frequency (1/RC) of each stage.
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Figure 5. I/Q mismatch of output signals in (a) PPF-I and (b) PPF-IL

From the analysis above, neither PPF-I nor PPF-II can achieve full-band orthogonality,
but they can be optimized through proper design; this is shown in the next section.

2.2. Design Scheme for I/Q Mismatch Reduction in Multistage PPF

According to Equations (8) and (9), to reduce the I/Q mismatch, resonant frequencies
should play a crucial role in the multistage PPF.

Take the structure of PPF-I as an example. In order to find the relationship between
the resonant frequencies and the phase mismatch, a simulation is carried out based on
Equation (8), where the intermediate frequency point (f, = wy/2m) is swept and the corre-
sponding phase mismatch is obtained, under the condition that the low frequency point
(f1 = wy/2m) and the high frequency point (f3 = w3/2m) are fixed. Note that since the
magnitude mismatch theoretically remains the same for PPF-, there is no need to analyze
the magnitude mismatch in the mathematical model.

The sweeping result is shown in Figure 6a, where the pass band is also changed by
increasing f3 from 5 GHz to 10 GHz to find the universality pattern. The abscissa is the
frequency of f, (in GHz), and the ordinate is the maximum I/Q phase mismatch throughout
f1~f3 (in °). It can be seen that when the minimum full-band phase mismatch is achieved,
f2is always +/ f1 f3. The fitting function is shown in Figure 6b.

8.00 C 45 E . -
7.00 | Equationy=-2.2884x10 +l.0000,\{
6.00 |- 4.0 I
5.00 |- N 35k
4.00 - —a—2~10 GHz| 5 L
2 nn B \ / ——2-9 GHZ e 3 0 B
3.8 - 447 b 2-8 GHz AN
2.00 4:24 —t—2~7 GHz i

R B 4.00 ——2-6 GHz 25}
1.00 - }jig —e—2-5 GHz
0.00 1 1 1 1 ' 1 1 1 20 5 0 s a1

1.00 3.00 5.00 7.00 9.00 11.00 20 25 3.0 35 4.0 45
0.5
Frequency of f, (GHz) ()™ (GHz)

(a) (b)

Figure 6. I/Q mismatch of output signals for PPF-I: (a) relationship between f, and maximum I/Q
phase mismatch throughout f1~f3; (b) fitting function between f, and +/fi f3.
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Similarly, for the structure of PPF-II, the intermediate frequency point (f; = w,/27)
is also swept to obtain the corresponding magnitude mismatch; the result is shown in
Figure 7. The fitting function is almost the same as that of PPF-I, which indicates that

fa =/ fifs.

=~ 1.20
45 F
@ = X - | Equation v=—2.2880><10"+1.0000)%
= 1.00 |-
] 4.0
2 L
E 0.80 - = i
& L 35 F
% 0.60 - —=—2~10 GHz % |
"g L —o—2~9 GHz \: 3.0 F
o gy A G <0
1) o 24 et 2~7 GHz >
< -
2020 N 5/ o .
o L v"—_s:w a5 iz o
EQ_QQ'l"':’]'G"' 20 vy
1.00 3.00 5.00 7.00 9.00 11.00 20 25 3.0 35 40 45
0.5
Frequency of £, ()™ (GHz)

(a)

(b)

Figure 7. I/Q mismatch of output signals for PPF-II: (a) relationship between f, and maximum I/Q
magnitude mismatch throughout f1~f3; (b) fitting function between f, and \/fj f3.

Now, the conclusion is that in order to achieve good quadrature performance, whether
in the structure of PPF-I or PPF-II, the intermediate frequency point w; should be

Wy = /W1Ww3

Analogously, for the PPF with more than three stages, to reach the lowest I/Q mis-
match, the relationship between the resonant frequencies should be

W2 = \/W1W3, W3 = /WrlW4, W4 = /W3Ws5 - -

It should be noted that since w = 1/(RC), the phase mismatch is only related to the
product of each resistance and capacitance, not their individual values.

(10)

11

2.3. Design Scheme for I/Q Mismatch Reduction in Reconfigurable Ultra-Wideband PPF

The more stages a PPF uses the larger the working band and the lower the 1/Q
mismatch; however, using too many stages will lead to a large voltage loss, making it a
challenge for buffer design. So, for ultra-wideband application, in order to reduce voltage
loss and improve I/Q quadrature performance, it is often necessary to design 2~3 PPFs
parallelly, working in different frequency bands; these are selected by RF switches.

In order to achieve good orthogonality in the full pass band, the switching frequency
points should also be designed at the arithmetic square root of the “high frequency points at
higher frequency band” and “low frequency points at lower frequency band”. The specific
proof method is similar to that in Section 2.2 and is not repeated here. Just taking one PPF-I
example, suppose that two three-stage PPFs working at 2 ~ wg GHz and wq ~ 18 GHz
are used to generate ultra-wideband quadrature LO signals of 2~18 GHz. Under the
premise that the minimum phase mismatch is already achieved in each PPF by applying
Equation (10), the frequency of wy is simulated; the results are shown in Figure 8.

It can be seen that the intersection of the two curves is at 6 GHz (that is, v/2 x 18 GHz),
indicating that when the frequency band is divided into 2~6 GHz and 6~18 GHz, the overall
phase mismatch is the smallest and is about 0.8°.
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Figure 8. Phase mismatch and segmentation frequency in 2~18 G PPE.

According to the analysis above, for ultra-wideband PPF design, first segment the band
with the switching frequency equaling the arithmetic square root of the “high frequency
points at higher frequency band” and “low frequency points at lower frequency band”;
then, decide the resonant frequencies of each band. The more bands that are divided,
the better the orthogonality of the output in the whole band; however, it is worth noting
that the frequency bands cannot be divided infinitely when considering the total area and
symmetry of the layout design.

3. PPF Voltage Loss Model with Load Consideration
3.1. Impact of Load on PPF

The analysis presented in Section 2 is based on the traditional PPF analysis, which
does not take into account the load of the PPFE. In this section, the impact of the load
is discussed.

To begin with, the load impact for the single-stage PPF is discussed. As shown in
Figure 2a, the output of V[, without considering the load, is given in Equation (12).

Viy (-CR)w-—i

Ve (CRlw-—i (12)

It can be seen that the voltage gain is always equal to 1. However, as a passive
network, whether in theoretical analysis or a practical test, the PPF should have losses,
and the voltage gain is bound to be less than 1. For the multistage PPF itself, the input
impedance of the second stage should be regarded as the load of the first stage. If it is
not large enough, losses will occur. So, traditional analysis methods cannot estimate the
voltage loss of the PPF.

To give a more accurate function of voltage transfer, suppose that there is a load Z|,
connected to the output of PPF, as shown in Figure 9.

R
Vi C __E__ZLO Vi
I/i C E VQ+
VLo v
R < 'ZL
_Vin /{IZLO VQ—

Figure 9. Single-stage PPF with load consideration.
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At point X, use Kirchhoff’s current law,

Vi Vi -V

VI+ + Vin

Z5 R
Then, the modified transfer function is

Vie _

1/jwC =0

(-CR)w —i

V.

(CR)

_Ri_ 4
w 7L 1

(13)

(14)

Now, the gain of the revised transfer function considering the load does not remain at

one, but changes with Z; .

The analysis above proves that the load can affect the function of output signals.
Remember that in Section 2, the phase mismatch is related only to the product of the
resonant frequencies of each stage, when the load is not taken into account. Next, whether
this conclusion changes when the load is considered should be discussed.

Continue to take the single-stage PPF as an example. Suppose that the load is Z; and

that the output I/Q signals are

)43 (—-CR)w—i
Vin (CR)w—Z -1
Vo (CR)w—1i
Vi (CR)w—%Li—l
The ratio of the I/Q signals is
Vi (-CR)w-—i
Vo (CR)w-—i

(15)

(16)

17)

It can be seen that the ratio of the I/Q signals is independent of the load.

So, the conclusion is that the load will only affect the overall voltage loss of the PPF, not
the orthogonality of the I/Q signals. We can continue to use the design schemes presented
in Section 2 for a low I/Q mismatch. But to improve the performance of the PPF and to
take it to a higher level, a deeper discussion on voltage loss should be conducted.

3.2. Input and Output Impedance Model

For the multistage PPF, the input impedance of the second stage participates in the
part of the first stage as the load. So, to analyze the voltage transfer between the two
stages, the input and output impedances of each stage need to be calculated first. The input
impedance delivered in [10] neglected the source resistance at the input node, leading to
a less accurate result due to the ignoring of the effects from the previous stage. In this
section, a new analysis model for the impedance estimate is put forward to show the effect
from the previous stage. The analysis model of the input impedance of the PPF is shown in

Figure 10.

As shown in Figure 10, the input impedance can be calculated as a parallel circuit of a
shunt starting from the resistance R with a shunt starting from capacitance C. The shunt

impedance starting from R is

— +

1
zR—R+(zL|(

jwC jwC *

(ZS||<R+ZL||< =

]

The shunt impedance starting from C is

(ZL|<R+ (zs|< !

1
j‘U(:+ZL||<R+ (ZSH(

ZC:%‘F

jwC ]

1
—+Z R Z
e+ zull (R (26l
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The total input impedance is

(20)

Figure 10. PPF impedance analysis model.

Figure 11 shows the comparison between the simulation results and the theoretical
model results in the sweep, where Zs =50 (3, Z; =100 ), R =589 (), and C = 135 {fF. And
the curves almost overlap, indicating that the model is highly consistent with the circuit.

500.00 ——re al_Lalcl_lthlOll
- —#—image_Cal¢ulation
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300.00 5

L
é | —®—image_Simulafion
§ o b N
o
g 100.00
E. =
£ —100.00
—-300.00

1 13 1 1 1
050 150 250 350 4.50 5.50
Frequency (GHz)

Figure 11. Input impedance of theoretical model and simulation.

For multistage PPFs like three-stage PPF-], to calculate the input impedance of the
second stage, Zs is the impedance seen from the output node to the ground of the first
stage, and Zp is the impedance seen from the input node to the ground of the third stage,
which can also be obtain by Equations (18)—(20). To simplify the analysis, when calculating
Zs and Zp, the first and third stages can be seen as disconnected with the second, as shown

in Figure 12, where Zg; is the impedance of the previous stage before the PPF, and Z; 3 is
the impedance of the next stage after the PPFE.
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Figure 12. Calculation of ZS and ZL for second stage.

The result will be slightly different from that of the circuit simulation, as the multistage
PPF has much more complicated series or parallel branches; it can also play a part as a
great estimation tool in the whole design.

Note that although the model is given by input impedance analysis, it can also be
used to calculate the output impedance. The process is similar; so, it is not repeated here.

3.3. Voltage Loss Estimation of Multistage PPF

Reference [10] gives the equations of voltage loss for a certain stage of the PPF. In this
section, a more universal solution is proposed for calculating the loss between any two
stages, and the analysis model is shown in Figure 13.

In the PPF shown in Figure 13, the second stage can be regarded as the load of the first
stage, and the voltage transfer function is shown in Equations (21) and (22).

Vi (—CiRy Zy) w— 274

= 21
Vu QR ZiDw-R 7 @)

Viay _ (=C1 CaRy Ry Zy Zo) w? + (—C1 Ry Z1 Zy — Ca Ry Z4 Zo) w — Zy Zy 22)
Ve, (CiCR1RyZ1 Za)w? + (—Ci Ry Ry Z1i— CaRy Ry Zai— C Ry Z1 Zai— Ca Ry Z1 Zai)w — Ry Ry — Ry Z3 — Rp 21 — Z1 Z,

Z1 is just the input impedance of the second stage, which was discussed in Section 3.2.
As for Zy, for the two-stage PPF Z, is just the load impedance connected to the output end;
in the case of three or more stages, the analysis of Z, should also refer to the process of Z;.

In order to verify the reliability of the model with examples, the theoretical results
from the analysis above and circuit simulation of a two-stage PPF are shown in Figure 14.
It can be seen that the calculated results of the theoretical model are slightly larger than
the simulation results of the circuit, indicating that the actual voltage transfer model of the
PPF should be more complex. However, this is a feasible model for roughly estimating the
output voltage; it can guide designers in setting the indicators of the whole system and can
facilitate the estimation of the circuit performance at the beginning of circuit design.
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Figure 13. PPF Interstage loss estimation Model.

Another discovery is that, according to Equations (17)—(22), the individual values
of the resistance and capacitance of each stage play a significant role in the voltage loss.
Therefore, although the individual values of resistance and capacitance have no influence
on the I/Q mismatch, they should still be well designed to minimize the total voltage loss,
according to the premise that their production remains unchanged.
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Figure 14. Voltage loss of PPF calculated by theoretical model and circuit simulation.

4. Circuit Design: 2~8 GHz Reconfiguration PPF

According to the analysis of the phase/amplitude mismatch and the voltage loss in
Section 3, a universal PPF design model can be generated. In this section, a design example
of a 2-8 GHz PPF is used to detail this model.
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4.1. PPF Structure Determination

As shown in Figure 2, there are two PPF structures: PPF-I, which theoretically has no
magnitude mismatch, and PPF-II, which theoretically has no phase mismatch. However,
if the PPF is required to have a phase mismatch that is as low as possible, it should be
designed like PPF-I, as the deviation of the perfectly orthogonal frequency points caused
by parasitic effects can be corrected by adjusting the designed resonant frequencies in the
circuit. Similarly, if the PPF is required to have a magnitude noise that is as low as possible,
it should be designed like PPF-II.

In this design, because a low phase mismatch is desired, a structure with two inputs
connected together is applied.

4.2. Working Band Segmentation (Reconfiguration Modularization)

As discussed in Section 2.3, to achieve a low 1/Q mismatch for the ultra-wideband
application, more than one PPF working in different frequency bands should be used, and
the switching frequency should be the arithmetic square root of the “high frequency points
at higher frequency band” and “slow frequency points at lower frequency band”.

Therefore, for the frequency range of 2~8 GHz, two PPFs working at 2~4 GHz and
4~8 GHz, respectively, are used to form the overall circuit. Theoretically, as shown in
Figure 15, the maximum phase mismatch of the whole band is about 0.22°. Band switching
can be achieved by an RF switch like a transmission gate.

—8— 020~ 8 GHz »
—o—

2 ~wo GHz

1.50

1.00

0.50

0.00

1.00 3.00 5.00 7.00 9.00
Frequency of o (GHz)

Quadrature Phase Mismatch (°)

Figure 15. Phase mismatch and segmentation frequency in 2~8 GHz PPF.

4.3. Resonant Frequency Determination of Each Stage of Each PPF

In this design, a three-stage PPF is used in each band for voltage loss and phase
mismatch trade-off. According to the discussion in Section 2.2, when wy = /wqws3, the I/Q
quadrature performance is the best. So, the resonant frequencies for a 2~4 G PPF are 2 GHz,
2.83 GHz, and 4 GHz; the resonant frequencies for a 4~8 GHz PPF are 4 GHz, 5.66 GHz,
and 8 GHz.

4.4. R&C Determination Based on Voltage Loss

After obtaining the three resonant frequencies, the product of the resistance and
capacitance at each stage can be obtained according to w = 1/RC. According to the analysis
in Section 3.3, the respective values of the resistors and capacitors play an important role in
the amplitude of the output voltage of the PPF. To maximize the output voltage of the PPF,
it is necessary to determine the specific values of resistance and capacitance at each stage,
according to the input impedance of the output buffer and the output impedance of the
input buffer.
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4.5. Layout Design

In the traditional design, the PPF layout is often drawn as a circuit schematic diagram,
as shown in Figure 4, which leads to the long route between the last capacitor and the
first resistance. At high frequency, long wires may have a significant parasitic inductance
which is almost near the order of pH/um. So, in the traditional layout, the length of the
long wire is from tens of um to hundreds of um, depending on the width and length of
the selected resistance and capacitor. Under the influence of this parasitic inductance and
other parasitic capacitance, the required resonant frequency will be shifted.

In order to reduce this effect, the improvement proposed in this paper is to rearrange
the three-stage resistors and capacitors, as shown in Figure 16; thus, the four output signals
have the same routing length, as far as possible, and the parasitic influence of each route is
the same, as far as possible; the overall layout is more symmetrical, reducing the influence
of parasitism on the I/Q quadrature performance. And for a multistage PPF application,
this routing scheme is also very convenient for cascading.

Ry, Ry;3 R34
AAA AAA AAA
r Wy B Wy B Wy
11 22 33
Vin © MWy MWy MWy
Cn | Vn- Cy | [Vor Cs4
11 11 11
1 I L] o V.
IlCll ||C22 ||C33
i % 1 % 1 oV,
Ry 2 Ry 2= Ry
AAA AAA AAA
r Wy M Wy B Wy
13 24 31
- Vin o Av‘v‘v ‘v‘v‘v Av‘v‘v
1 |C14 VI]+ 1 |C21 VQ2+ 1 |C32
1 i 1r OV,
||C13 ||C24 ||C31
i 1 1 o Vo
Vor- Var

Figure 16. Improved routing scheme of three-stage PPF layout.

As the parasitic resistance and capacitance will be connected in parallel or series with
the intrinsic resistance and capacitance, resulting in the shifting of the resonant frequency,
it is necessary to check whether the resonant frequencies of the three stages are too far from

the desired one. If so, it is necessary to return to the schematic and adjust the resistance
and capacitance.

5. Results and Discussions

The layout of the final 2~8 GHz three-stage PPF in a 55 nm process is shown in
Figure 17. The upper and lower parts work at 2~4 GHz and 4~8 GHz, respectively, and are

switched by transmission gates. The area is 174 x 145 um?. The resistors and capacitors
used are shown in Table 1.

Table 1. Parameters used in PPE.

2~4 GHz 4~8 GHz
Ri/Q 110.911 R;/Q) 188.903
C,/fF 727.306 Cy/fF 185.883
R,/Q) 150.307 R,/Q) 162.561
C,/fF 342.712 Cy/fF 180.931
R3/Q 198.416 R3/Q 133.004
C3/fF 199.426 C3/fF 128.639

69



Electronics 2024, 13, 658

= XA s
e — - =
S5y s e

Figure 17. Layout of PPF.

Figures 18 and 19 show simulation results of post-simulation. With the output con-
nected to an RF amplifier, whose input impedance is 30.319-292.34j throughout the 2~8 GHz
frequency band, the quadrature phase mismatch is <0.2439°, the amplitude mismatch is
<0.098 dB, and the voltage loss is <17.7 dB, in post-simulation.
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Figure 18. I/Q mismatch for (a) phase mismatch and (b) magnitude mismatch.

The parasitic parameter extraction was performed on the circuit layout, followed by
Monte Carlo simulations and statistical fitting, as illustrated in Figure 20.

According to Figure 20, in the case of I/Q phase mismatch, the majority of samples
are within the range of 0.225° to 0.325°, with a mean of 0.275°. Post-fitting analysis reveals
an approximate adherence to a Gaussian distribution, with a standard deviation (o) of
approximately 0.0386°, and the 30 interval of the Gaussian distribution is approximately
0.13° to 0.43°. Regarding the I/Q amplitude mismatch, most samples fall within the range
of 0.095 dB to 0.105 dB, with a mean of 0.100 dB. After fitting, an approximate adherence
to a Gaussian distribution is observed, with a o of approximately 0.00512 dB, and the 3¢
interval of the Gaussian distribution is approximately 0.079 dB to 0.121 dB. The foregoing
analysis suggests a robustness in both the phase and the amplitude against variations in
PVT and manufacturing.
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Figure 20. I/Q mismatch in Monte Carlo sampling for (a) phase mismatch and (b) magnitude mismatch.

The comparisons with other works in the past filter years for PPFs without buffers are
shown in Table 2, indicating that the PPF designed by the method presented in this paper
can achieve better performance, which has a very small I/Q mismatch with a moderated

voltage loss.

Table 2. Comparison table.

This Work [11] [12] [13]
0.15 um 65 nm 65 nm
Technology nmEMOS - 41GaAs/InGaAs CMOS CMOS
Frequency (GHz) 2~8 32.5~34/14.7~15.2 26.5~29.5 33~39
I/Q Phase Mismatch (°) <0.2439 <1 <1.77 <1.1
I/Q Magnitude
< < < <
Mismatch (dB) <0.098 <0.5 <0.27 <0.28
Voltage Loss (dB) <-17.70 - <-13 <-17.3
Area (um?) 174 x 145 - 100 140

Based on this PPF, the four-phase generation network can achieve a relatively low I/Q
mismatch and power consumption and can improve the overall performance of the circuit
with a well-designed single-to-differential circuit and RF amplifier buffer.
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6. Conclusions

This paper discusses a design and estimation scheme for a wideband reconfigurable low
I/Q mismatch passive polyphase filter (PPF) in a 2~8 GHz frequency band. The relationship
between the designed parameters and the PPF performance is proposed, which indicates
that the key to the low mismatch lies in the proper switching frequency of the reconfigurable
band and the proper resonant frequency of each stage, and the key to the low loss lies in the
moderate values of resistance and capacitance, respectively. Based on this model, a 2~8 GHz
band PPF is designed in a 55 nm CMOS process. The post-simulation results show that the
designed PPF achieves a phase mismatch of within 0.2439° and an amplitude mismatch
of within 0.098 dB within the whole frequency band. Through Monte Carlo sampling
and statistical distribution fitting, the circuit demonstrates strong robustness against PVT
variations and manufacturing changes. Under the load of 30.319-292.34j, it can achieve a
loss of within 17.7 dB, which reduces the design difficulty of the RF amplifier buffer. The
area of the whole PPF module is 0.174 x 0.145 mm?.
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Abstract: In this study, we designed a K-band CMOS switch-type phase shifter. Equivalent circuits of
shift and pass modes were analyzed to minimize phase errors in a wide frequency range. In particular,
the impedance inside the equivalent circuit of the pass mode was analyzed to derive a frequency
region in which the equivalent circuit of the pass mode becomes an L-C-L structure. Based on the
fact that equivalent circuits in shift and pass modes can be regarded as L-C-L structures beyond a
specific frequency, a design methodology of the wideband phase shifter was proposed through slope
adjustment of the phase according to the frequency of each of the two modes. To verify the feasibility
of the proposed design methodology, a 20°-bit phase shifter was designed through a 65 nm RFCMOS
process. As a result of the measurement at 21.5 GHz to 40.0 GHz, the phase error was within 0.87°.

Keywords: CMOS; phase error; phase shifter; wideband

1. Introduction

With the introduction of 5G mobile communication, research related to beamforming
systems has recently been actively conducted [1-4]. Accordingly, millimeter-wave (mm-
Wave) circuits constituting the beamforming system are also developing. Recently, research
has been active in securing more frequency bands with one beamforming system by
securing wideband characteristics as well as improving the performance of mm-Wave
circuits that make up the beamforming system [5-10].

With the development of such a beamforming system, research on a phase shifter for
antenna beam control is also attracting attention [11-13]. Such a phase shifter is divided
into an active type using a vector sum and a passive type using a filter consisting of a
passive device and switch. Active phase shifters have the advantage of fine-tuning the
phase and amplifying the signal, while only one-way signal paths are possible [14-21]. On
the other hand, in the case of a passive phase shifter, there is a disadvantage that insertion
loss occurs due to power loss caused by passive devices, but there is an advantage that a
bidirectional signal path is possible [22-25]. The passive phase shifter consists of several
bits that can control the phase, and each bit has a different amount of phase control function.
The advantages and disadvantages of each phase shift structure have been summarized
in previous studies [26]. These phase shifters, like other mm-Wave circuits [5,9], require
wideband characteristics to be secured for the application of beamforming systems that
can support multiple frequency bands [11,25].

In this study, a method of designing a unit bit of a phase shifter that can secure
wideband characteristics in a passive phase shifter consisting of several bits and suppress
phase error at the same time was proposed. The proposed design methodology relates to
the L-C-L T-type structure, and a method of maintaining phase differences in a wide range
of frequency bands through impedance analysis in pass and shift modes was proposed. The
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proposed design methodology was applied to the phase shifter fabricated with the 65 nm
RFCMOS process, and its feasibility was confirmed through the measurement results.

2. Proposed Design Method of the Wideband L-C-L T-Type Unit Bit for Phase Shifters

Here, in order to explain the proposed design methodology of a wideband phase
shifter with a suppressed phase error, the equivalent circuits in shift and pass mode were
first analyzed. After considering the simplified equivalent circuit for each mode, a design
technique for a wideband phase shifter with suppressed phase errors was presented using
the derived equivalent circuits.

2.1. Analysis of Equivalent Circuits by Mode in T-Type Structure

Figure 1 shows the schematic and its equivalent circuits of the unit bit of a wideband
phase shifter for the application of the proposed design methodology. The unit bit of the
phase shifter operates in shift and pass modes, respectively, depending on the on- and
off-states of the transistor acting as a switch. Figure 1b,c show equivalent circuits in shift
and pass modes of the unit bit, respectively.

LsH LsH LsH LsH LsH Lsu

o e e
C C L_--CSH

SH

Ve
.—I Lre Rm 3 Cm Lre

1

( (b) (c)

Figure 1. L-C-L T-type structure of unit bit for phase shifter: (a) schematic of the used T-type structure,

21

and equivalent circuits for the (b) shift and (c) pass modes.

In the shift mode shown in Figure 1b, the transistor M is turned on, and for convenience
of analysis, it is assumed equivalent to the on-resistance, Ry, of the transistor. Assuming
that the impedance of Ry is small enough, the impedance by Lgrg connected in parallel
with Rjs can be ignored. In this case, the equivalent circuit of the shift mode is in the form
of a low-pass filter composed of a T-type Lsy-Csy-Lsp.

On the other hand, in the case of the pass mode, M is turned off, and for the con-
venience of analysis, it is assumed equivalent to Cp; due to parasitic capacitances of the
transistor M, as shown in Figure 1lc. In this case, unlike the shift mode, direct equaliza-
tion with the L-C-L structure is difficult. Therefore, the Zg of Figure 1c was developed
as follows.

- 1-— WZLRE(CSH + CM)
jwCsh(1 — w?LreCum)

ZeQ (1)

Here, for convenience of analysis, it was assumed that the parasitic resistance was
small enough to be negligible. The frequencies at which Zgy becomes 0 and infinite using
Equation (1) are calculated as follows.

W Zpo=0 = —L
= 7
EQ VLre(Csu+Cum) )
W 7 oo =~
ZEQ=%° = /TreCm
Here, w Zpg=0 and w Zpg=c0 denote frequencies at which Zgy becomes 0 and infinity,

respectively. Figure 2 shows the simulation results of the resistance and capacitance of Zgg
according to frequency. Since the simulation was performed using models of actual devices,
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there is a slight difference from the results of the analyzed equations, but the tendency is
the same as that of the equations. The main difference between equations and simulation is
that parasitic resistances were ignored in equations, but were considered in simulation.
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Figure 2. Simulated conceptual Zgg according to operating frequency: (a) capacitance and

(b) resistance.

The capacitance of Zgo shown in Figure 2a has a value of 0 at WZp5=0 and wy, o=c0 As
the operating frequency gradually increases from wz, o, the capacitance of Zgq converges
to a specific value, and the converging capacitance is expressed as Cgg. At this time, the
frequency at which the capacitance of Zrg begins to be regarded as Crn was defined as
wc. On the other hand, the resistance shown in Figure 2b has the highest value at w Zpg=ocos
which is determined by the Lrg and Cjp; as shown in Equation (2). As the operating
frequency increases from wyz,,—«, the resistance gradually decreases, and eventually
approaches 0 Q). In addition, even near wc set from Figure 2a, the resistance of Zgg can
be considered 0 (). As a result, in the frequency region higher than wc, the resistance and
capacitance of Zgg are 0 () and Cg(, respectively, so Zgg can be expressed as follows.

1
Zro = - or w > w 3
EQ #Ceg f c 3)
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Therefore, in the case of pass-mode, a circuit consisting of Csy, Cp1, and Lrg may be
represented by Cgg in the frequency region higher than wc. This allows an equivalent
circuit in pass mode to be T-type Lsy-Cgg-Lsy, similar to shift mode, in frequency regions
higher than wc. Figure 3 shows equivalent circuits of shift and pass modes in frequency
regions higher than wc.

LsH LsH

Cea( For® > mc)

I CsH

«

i
T

a) (

Figure 3. Equivalent circuits in frequency regions above wc: (a) shift and (b) pass modes.
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00—
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2.2. Proposed Design Methodology for Wideband Phase Shifter with Suppressed Phase Error

Figure 4 is a conceptual diagram for explaining the proposed design methodology
of a wideband phase shifter with suppressed phase errors using the previously derived
equivalent circuit for each mode. In the case of an equivalent circuit in shift mode, it has a
structure of Lgy-Csy-Lgy regardless of the operating frequency, so the phase in shift mode
in Figure 4 shows linear characteristics according to the frequency. On the other hand, in
the case of an equivalent circuit in pass mode, it can only be regarded as the structure of
Lsy-Cpg-Lsy in the higher operating frequency region than wc, so the phase in pass mode
in Figure 4 shows linear characteristics according to the frequency after wc.

30 T T T T T T
—O— —— —@—Pass mode
15 L A —{— —— —&— Shift mode i
—4— —— —A—Phase difference
0 & 4

Phase (degree)
&
o

0 10 20 30 40 50 60 70
Frequency (GHz)

Figure 4. Conceptual diagram for securing wideband characteristics with suppressed phase error.

That is, in the frequency regions after wc, for both shift and pass modes, the phase
according to the frequency maintains a linear characteristic. Therefore, in the frequency
region after wc, if the slopes of the phases according to the frequency in the shift and pass
modes are set to be the same, the phase difference between shift and pass modes can be
maintained to be the same in the frequency region after wc. When the slopes of the shift
and pass modes are set the same as each other, the phase difference between the two modes
also increases as the absolute value of the slope in the two modes increases.

As a result of qualitative analysis, wideband characteristics can be secured by equaliz-
ing the phase slopes according to the frequency of the two modes. In addition, the desired
phase difference can be secured by adjusting the equalized slope.

77



Electronics 2023, 12, 4368

In order to quantify such a qualitative analysis, the phase of each mode in the frequency
region after w¢ can be calculated as follows.

2wLgy — wL2,,Coy
SH (4)

= tan [ —
Pshift ( Zo(1 — w?LspCsp)

PPrass = tan”! _Z(ULSH — w3L%HCEQ @)
ZO (1 - WZLSHCEQ)

where ¢gpin and @pgss are phases of the shift and pass modes, respectively. In addition, we
assumed that the termination impedance Z is 50 (). Here, for convenience of analysis
through equations, it was assumed that parasitic resistances including Ry; were small
enough to be negligible. In this study, instead of directly setting the phase slope according
to the frequency, the desired slope for each mode was secured by adjusting the frequency
at which the phase in each mode becomes —90°. In order to set the slope of the phase in
this manner, the frequency at which the phase becomes —90° for each mode is considered
as follows.

. _ 1
Wshift—90 = \/LS{{TSH ©)
WPass—90 = m

where wgpi—9p and wpgss—gp are frequencies when the phase becomes —90° in shift and
pass modes, respectively.

As a result of quantitative analysis of the proposed design methodology, if the fre-
quency with a phase of —90° in each mode is adjusted through Equation (6), a wideband
phase shifter with a suppressed phase error can be secured.

3. Design Examples of the Phase Shifter Using Proposed Design Methodology

In this study, in order to verify the effectiveness of the proposed design methodology,
several unit bits of the phase shifter were first designed through simulation.

Here, if Equation (6) and Figure 4 are analyzed again, in the case of the unit bit of the
L-C-L structure of a wideband phase shifter with a large phase difference, the absolute
value of the phase slope according to frequency must increase. This means that w90
and wpgss—9p of Equation (6) should decrease, and LsyCsy and LsyCeg should increase. As
such, when the required inductance and capacitance increase for a large phase difference,
the power loss and the size of the integrated circuit also increase accordingly. Therefore, the
wideband unit bit with suppressed phase error using the T-type L-C-L structure proposed
in this study is relatively more suitable for securing a small phase difference. For this
reason, in this study, as shown in Figure 5, unit bits for phase shifters of 5°, 10°, 15°, and
20° were designed to verify the proposed structure through simulation.

In this study, the 65 nm RFCMOS process which provides eight metal layers was used
to design the phase shifter. The schematics for the simulation results of Figure 5 are all
the same as Figure 1la. The device values used for each bit to obtain the phase shift of
5°,10°, 15°, and 20° shown in Figure 5 are summarized in Table 1. When designing for
each bit to obtain simulation results, the effects of metal lines, inductors, and test pads
were all considered through electromagnetic (EM) simulation to secure the accuracy of the
simulation results. Spiral inductors are designed using the top metal layer to minimize
loss due to the Silicon substrate. In addition, the gate voltages of the transistor were 1 V
and 0V, respectively, for the on and off states of the transistor. The simulation results in
Figure 5 were conducted at a temperature of 25 °C in a typical corner.
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Figure 5. Simulation results of design examples of the wideband phase shifter: (a) 5°, (b) 10°, (c) 15°,
and (d) 20°.

Table 1. Size of the used transistors, inductors, and capacitors.

Bits 5° 10° 15° 20°
M (um) ! 48 6.8 105 12.0
Cy (fF) 5.0 74 10.5 124
Csyy (FF) 29.1 47.6 80.5 106.2
Ls; (pH) 220 220 220 220
Lre (nH) 1.73 1.44 1.44 1.13

! Total gate width.

Among the simulation results of the four designed phase shifters, the phase shifter of
20° was actually fabricated, measured, and analyzed. Accordingly, the phase shifter of 20°
was investigated in more detail. As shown in Figure 5d, the simulation results of the phase
difference of —20.9° were obtained at the 25 °C typical corner with the operating frequency
of 40 GHz. In addition, simulation results at —40 °C, 25 °C, and 80 °C were examined in
fast, typical, and slow corners to confirm the impact of process and temperature variations.
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For the 20° phase shifter with the operating frequency of 40 GHz, simulation results of the
phase difference of —19.2° and —22.3° were obtained in the —40 °C fast corner and 80 °C
slow corner, respectively. It was confirmed as a simulation result that there was a deviation
of approximately 3.1° by process and temperature variations with the operating frequency
of 40 GHz.

As described above, in order to ensure wideband characteristics with suppressed
phase errors, the slopes of the phase according to the frequency of shift and pass modes for
each bit were designed to be the same. For all 5°-, 10°-, 15°-, and 20°-bits, the phase error
from the operating frequency of 22 GHz to 40 GHz was within 0.6° under 25 °C typical
corner conditions. If the operating frequency was expanded from 22 GHz to 60 GHz, the
phase error was less than 0.97°. Such a frequency range includes all of the frequency ranges
for 5G applications in the mm-Wave band. As a result, from the simulation results shown
in Figure 5, it can be seen that the proposed design methodology is effective in securing
wideband characteristics and suppressing phase errors in the phase shifter.

4. Measurement Results of the Designed Wideband Phase Shifter

In order to verify the effectiveness of the proposed design methodology through
measurement, a phase shifter of the unit bit of the T-type L-C-L structure was designed
using the 65-nm RFCMOS process. The phase shift target of the designed unit bit was
set to 20°. For shift- and pass-modes, the gate voltages of the transistor were 1 V and
0V, respectively. The measurement was carried out at room temperature. Figure 6 shows
a chip photograph of the designed 20°-bit phase shifter. The chip and core sizes are
0.290 x 0.455 mm? and 0.130 x 0.260 mm?. The designed phase shifter of the unit bit is
actually integrated and used in the transceiver for the beamforming system. Therefore,
although test pads were implemented in this study to verify the feasibility of the phase
shifter itself, these test pads are removed when applied to the actual transceiver. On-wafer
probes were used to measure RF input and output signals, and gate voltage was applied
through a bonding wire.

Figure 6. Chip photograph of the designed unit bit phase shifter.

Figure 5d shows the simulated phase characteristics according to the frequency of the
designed unit bit phase shifter, and Figure 7 shows the measured phase characteristics.
Due to the limitation of the measurement environment, the operating frequency of the
designed unit bit phase shifter was measured up to 40 GHz. The target phase was 20°,
but the measured phase was slightly reduced. One of the causes of the difference between
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measurement and simulation results may be the accuracy of EM simulation. In addition, as
described in the previous section, process—voltage—temperature (PVT) variation can also be
one of the important causes of the difference.
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Figure 7. Measured phases for shift and pass modes and phase difference.

The measured phase differences of the shift and pass modes were 18.72° and 18.35°
at 21.5 GHz and 40.0 GHz, respectively. In the operating frequency range of 21.5 GHz to
40.0 GHz, the measured phase difference was in the range of 17.85° to 18.72°. Therefore,
based on the target phase difference of 20°, the phase error was less than 2.15°. However,
considering the wideband characteristics of the proposed designed technique, the deviation
of the phase difference in the operating frequency range from 21.5 GHz to 40.0 GHz was less
than £0.5°. Figure 8 shows the measured and simulated insertion losses of the designed
unit bit phase shifter.

In Table 2, the performance of CMOS-based wideband phase shifters was compared.
While phase shifters in most previous studies consist of several bits, the phase shift in
this study consists of a unit bit. Therefore, accurate comparative evaluation is somewhat
difficult. However, it can be seen that the phase shifter of this study generally has a low
phase error in a wide frequency range.

Table 2. Performance comparison of CMOS phase shifters.

Ref Tech. Type Freq. BW IL! RMS Phase Ppc Core Size
: (nm) /Bits (GHz) (%) (dB) Error (°) (mW) (mm?)
[27] 28 VSPS/2.8° 2 22-44 66.7 <5.81 <2.6 25 0.19
[28] 180 VSPS/22.5° 2 27-33 20.0 <10.0 <4.0 6.6 0.44
[29] 65 RTPS/>360° 3 27.8-31.2 11.5 <9.0 - 0 0.08
[30] 65 RTPS/>180° 3 25-43 53.0 <9.1 - 0 0.15
[31] 65 STPS/5-bits 27-42 435 <14.5 <3.8% 0 0.40
[32] 28 STPS/4-bits 29-37 24.2 <15.3 <8.8 0 0.07
This work 65 STPS/1-bits 21.5-40.0 63 <5.0 <0.5 0 0.03

! Insertion loss, 2 resolution, 3 phase-shift range, * controlled by bi-phase modulator.
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Figure 8. Insertion loss: (a) simulation and (b) measurement results.

5. Conclusions

In this study, we propose a design methodology for a wideband phase shifter with
suppressed phase errors. To this end, the equivalent circuits in shift and pass modes of the
phase shifter were analyzed. Through internal impedance analysis of equivalent circuits, it
was shown using mathematical and simulation results that both modes can be represented
by equivalent circuits of the L-C-L structure beyond a specific frequency. In shift and pass
modes represented by equivalent circuits of L-C-L structure, it was confirmed that phase
errors can be minimized in a wide range of frequency bands when the slope of the phase
according to frequency is adjusted. Adjustment of the slope can be achieved by adjusting
the frequency of —90° in each mode, which can be achieved by adjusting the inductance
and capacitance in the equivalent circuit for each mode. The proposed design methodology
was applied to a 20°-bit phase shifter designed with a 65 nm RFCMOS process. As a result
of the measurement, at 21.5 GHz to 40.0 GHz, the phase error was within 0.87°.
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Abstract: A choke ring horn antenna has been designed for use as an RF applicator in a compact
range in vitro 28 GHz bioelectromagnetic exposure system. The 30 mm x 50 mm horn antenna was
fabricated and measured to operate from 27.75 GHz to 34.5 GHz with a —20 dB measured S11 and a
measured antenna gain of more than 10 dBi. A wide sectoral (flat top) and symmetric E- and H-plane
pattern with a half-power beamwidth of more than 60 degrees was achieved with a cross-polarization
discrimination of better than 28 dB. Electromagnetic slots were introduced in the antenna to suppress
excess cavity mode radiation which inherently impacts the cross-polarization levels of choke ring
antennas. The proposed antenna was successfully integrated into the compact measurement chamber
in partnership with the Korea Telecommunication Research Institute (ETRI) and is currently in use
for real-time 5G millimeter-wave dosimetry studies.

Keywords: bioelectromagnetics; choke ring horn antenna; cross-polarization; dosimetry; exposure
system; horn antenna; measuring chamber; millimeter waves; 28 GHz; 5G

1. Introduction

In the wake of the call for increased data rates and system throughput, the millimeter-
wave (mmWave) band has been of great focus for researchers in recent times. Although
much of this frequency band from 30 GHz to 300 GHz is vastly untapped, there are
many applications to which these bands are currently being utilized. These applications
range from airport security scanning devices to IoT device-to-device and wearable gadget
communications. Others include biomedical applications such as MRI and CT scans, mobile
and broadband backhaul systems, military systems as well as the prospects for 5G mobile
communication [1,2].

For the latter application, the 28 GHz band in particular, is a promising candidate
for the current generation of IMT-2020 5G wireless and mobile communication standards.
Most researchers consider 28 GHz a mmWave frequency band due to its close air interface
resemblance characteristics to the mmWave band.

The migration to this unused frequency band for commercial purposes will, however,
not be complete without the proper dosimetry of human cells. The most widely used
methods for human tissue analysis are the in vivo and in vitro [3-5]. Unlike other commer-
cially licensed frequency bands, there is much work to be done for both in vivo and in vitro
dosimetry experiments in the 28 GHz frequency band. For the latter, the penetrative effects
of the mmWave frequency on human tissues are studied with the cells placed on cultured
plates or transwells inside a controlled radiation chamber.

An area of concern is the geometry of the chamber sizes at 28 GHz and how it influ-
ences the antenna and field properties. As will be seen in Section 2 of this communication,
certain key performance indicators (KPIs) are used to establish the relationship between the
field properties and antenna as well as the complete geometry of the chamber. It is worth
noting that the short wavelength of the mmWave, coupled with strict chamber condition
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requirements, make the chamber geometry and the culture plate’s properties and antenna
performance very sensitive and critical [2,6].

Figure 1 shows a proposed exposure chamber for the intended experiment. A horn
antenna or any suitable RF applicator with a certain electrical performance illuminates
mmWave onto the test samples for a given time at a given exposure distance. In most
mmWave in vitro propagation systems, 35 mm diameter Petri dishes are placed in the
farfield region of the RF applicator, generating a plane wave as demonstrated in [7-9].

mmWave RF In-Vitro Chamber

applicator

IR Scanner

f' I I I 'm Temperature

_________ PlaneEM waves sensor

Removable o8 P Positioner
platform

Ventilator

Figure 1. Proposed mmWave in vitro exposure system (not drawn to scale).

According to [7], most radiating systems do not use enclosures due to the complexity
of controlling the environmental conditions inside the chamber. Nonetheless, in mmWave
dosimetry, a proper enclosure system is required for the analysis of both thermal and
ionizing experimentations [8]. Figure 1 thus shows a radiation box closing the antenna
used for the EM wave emission. The enclosure mimics a typical incubator system or an
anechoic chamber to trap fields within a controlled space.

The main challenge with the conventional radiating system approach is the use of
a standard directive horn antenna which has an inherent drawback of poor exposure
efficiency and also suffers from insufficient power density uniformity over the surface
under test (SUT) [7,8]. This then requires a large test chamber with a small surface area; an
option that is least desirable for commercial use. The best approach, as described by [8]
and others regarding in vitro radiating and propagating dosimetry research at mmWave, is
a modified horn antenna with broad beamwidth. To design a compact in vitro dosimetry
chamber measuring 100 cm x 100 cm and operating at 28 GHz will require a specialized
RF applicator, which is not available commercially. The compact chamber will require
space for high frequency wave suppressants, ventilators, thermal cameras, positioners, etc.,
which then leave a compact space for the RF applicator. Thus, a 50 x 50 mm applicator
is proposed. From the specified physical dimension of the radiator, more details on the
values of Table 1 are elaborated in Section 2.1. A detailed chamber specification has been
outlined in [10].

Table 1 shows a summary of the proposed RF applicator requirement for an in vitro
mmWave exposure system. The antenna structure suitable to meet the criteria is usually
a horn antenna with an oversized aperture and/or with several chokes. These structures
provide a sectoral or secant pattern with a sharply descending slope. The choke ring
antenna design is a known concept in antenna design [11-16]. The purpose of the technique
is to alter the electric fields at the edges of a horn antenna to provide a secant beam (flat
top) pattern.
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Table 1. Invitro RF applicator specification.

Parameter Specifications
Dimensions <50 mm x 50 mm
Bandwidth 27.75~28.25 GHz
Gain >8 dB
Sidelobe levels <-20dB
Polarization E-H symmetric polarization
HPBW >60 degrees
Exposure efficiency >60%
Spot size >80 x 80 mm
S11 <-20dB

The CRA in [17], the smooth-walled horn antenna of [18] and the NASA X-band
multiple CRA [12] may be suitable examples of antenna systems that can meet the stringent
specifications in Table 1. These were both fabricated with 3D printing of a specific dielectric
material and metalized in silver foam. The foam metallization with silver reduced the
weight of the antenna, but more importantly suppressed unwanted higher cavity modes
which are inherent to the all-metal design of such antennas.

To this end, an all-metal choke ring horn antenna has been proposed in this communi-
cation with excellent field properties for use as an RF applicator in a mmWave exposure
system. A key feature of this design is the achievement of a highly sectoral beam pattern
with a low-profile horn antenna, offering excellent cross-polarization to ensure a symmetric
E-H pattern.

Section 2 outlines the bioelectromagnetic requirements of the chamber system and by
extension, the antenna requirement. Section 3 introduces the choke ring horn antenna with
a proposed technique to suppress the cross-polarization of the all-metal design. Subsequent
sections show the measured performance of the proposed antenna for both impedance and
radiation field performance, making it suitable for use as an RF applicator in the proposed
chamber.

2. 5G Dosimetry Specifications

In the complete system design, certain key performance indicators (KPIs) will be
considered to properly characterize the performance of the proposed mmWave exposure
system. Such indicators may be categorized into three broad sections, namely the SUT,
the field quantities and the RF applicator or antenna. SUT considerations will include the
material geometry, be it a Petri dish or transwells, the material properties or the volume
and size of the transwells.

Field properties indicative of the antenna performance within the confines of the
chamber will include the E-field magnitude and phase, the power density and exposure
efficiency. Others may include the illumination spot size and exposure distance. These
quantities are influenced directly by the gain and radiation efficiency of the antenna, the
beamwidth, cross-polarization and the E-H pattern in the farfield.

A detailed description of the compact exposure chamber has been presented in a
previously published work by the same authors [10]. For brevity and focus on the antenna
design, field properties of power density, exposure efficiency and illuminated spot size will
be discussed.

2.1. RF Applicator/Antenna Specifications

With the given antenna specification in Table 1, the traditional horn antenna, as already
mentioned, will not provide the wide HPBW to evenly distribute the required power to
the surface area under test. The relationship between the directivity of a standard aperture
antenna, beamwidth and height will limit the design of an antenna with 50 x 50 mm
size to achieve a 60-degree HPBW and E-H symmetry. From [19], a broader HPBW and
low gain horn antenna require a much shorter horn with a large flare angle. These two
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conditions are unrealizable at 28 GHz due to the small wavelength. An approach used by
some researchers including [8,20] was to use dielectric loadings and choke insertions to
obtain the required antenna properties.

Furthermore, the antenna must possess symmetric E-H plane patterns with low cross-
polarization. These are essential for accurate power density and exposure uniformity
calculations, as inference from neighboring polarization reduces the power density at a
given exposure distance and hence the exposure efficiency.

2.2. Key Performance Indicators (KPI)
2.2.1. Power Density

The power density (Pp) is calculated by using the Poynting vector as described in
Equation (1), where E and H are the electric and magnetic peak phasors, respectively. That
is, the time-varying average energy transferred per unit area within the exposure enclosure
of Figure 1, assuming a radiated power (Prad) of 1 W.

Pp = |05(E X H*)|Prad:lW )

References [9,21] as well as other researchers, use the specific absorption rate (SAR),
which is specific to the cell type under test. The power density metric was used because
the tissue sizes will be ordered by micrometer thicknesses and thus require a system
performance that is independent of the samples under test.

The power density profile example as shown in Figure 2 measures the concentration
of the radiated power or the field intensity at a predefined illumination spot size (S) on
the SUT, which is usually at the center of the antenna. Ideally, the curve should be above
the —0.5 dB or any specified uniformity level. In most in vitro mmWave dosimetry tests,
—0.5dB and —1.0 dB are specified [8], but they are subject to the system requirements. That
is, a —0.5 dB uniformity translates to about 89% of the input power, incident on the SUT. It
can, therefore, be deduced that larger distances can reach better uniformity levels with the
standard horn antenna. This means a larger incubator is required when using a narrow
beamwidth antenna. In this regard, the HPBW of the antenna will directly influence the
field intensity on the SUT at a given distance.

I -0.5dB exposure uniformity ] Power Density Profile

S B a~—

spot size (S)

Power Density (dB) [W/m?]

-50 =25 0 25 50

Illumination Aperture (mm)

Figure 2. Power density profile example showing spot size.

The power density Pp in Equation (2) is calculated from the received power (Prec),
where Py is the received power of the radiator in dBW. Ae is the antenna effective aperture,
G is given as the antenna gain and A is the wavelength in free space.

PD == Prec/Ag
A, = A’G/4m @
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The above equation holds for farfield received power [22]. In the nearfield, the value
of Py is influenced by the nearfield path loss (Pjyss) shown in Equation (3).

PTEC G GTEC 1 1 1
(5) _ G (E),( N )

Ploss(E)— Pry - 4

CIRRCIACoL Y

For Equation (3), Py, is the transmitted power of an open-ended probe used in verifying
the RF applicator performance, r is the exposure distance between the antenna aperture
opening and the surface of the SUT and k is represented by the wavenumber (27t/A). Gtx is
the gain of the open-ended probe and Gy, is the gain of the RF applicator. This loss term at
higher frequencies is thus negligible and can thus be ignored if necessary.

2.2.2. Exposure Efficiency

The exposure efficiency is defined as the energy flux incident on the SUT. This is akin
to the SAR since the chamber will be designed irrespective of the tissue used.

The energy flux is calculated with respect to the area of the plane under test. That
is the area of a single dish or the surface area of any number of dishes. In the initial test,
however, the rectangular area of the plane is used, giving an L x L sized SUT, as seen in
Figure 3.

Figure 3. Power density curve on a plane.

The exposure efficiency is given by Equation (4), where P,,; is the total radiated power,
Sy = time-averaged Poynting vector and A = surface area of the SUT calculated from

Equation (5).
1
e = ng SmoA (4)
mD?
A= ®
— L4
S_Zh*tan(z) (6)

2.2.3. [lluminated Spot Size

This defines the area of uniform illumination on the SUT at a given uniformity. The
optimal spot size for a given HPBW will be determined from Equation (6), where S is the
spot size, h is the distance from the antenna aperture to the SUT and ¢ is the HPBW. At the
given distance /1, shown in Figure 4, a wider ¢ will achieve the same uniformity level but
at a shorter exposure distance. Considering this, RF applicators with wide beamwidth are
most desirable in building a compact exposure system. The value is obtainable from the
power density profile curve. At a given uniformity level of —0.5 dB, a spot size of 26 mm is
incident on the SUT for a given exposure distance and HPBW.
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Figure 4. Spot size calculation.

These parameters will become important in the subsequent sections in determining
the performance of the proposed horn antenna.

3. Antenna Design

With little research available for horn antenna design for use in an in vitro dosimetry
at 28 GHz, it was necessary to remodel existing exposure system antennas, mostly greater
than 28 GHz frequency bands to check their performance at 28 GHz. Four antenna models
were chosen from several existing antennas at different millimeter-wave frequencies.

Figure 5 shows the models reoptimized at 28 GHz. The conical antenna model of
Figure 5a without any dielectric loading is used for dosimetry analysis by [23-25] at
35 GHz/107 GHz, 60 GHz and 46 GHz, respectively. The pyramidal horn antenna shown
in Figure 5b, which is commonly used for exposure system tests, were designed at 50 GHz,
60 GHz and 60.4 GHz by [9,26,27], respectively.

Ad hoc horn antenna models in Figure 5c,d were also modeled from [11,18] at 29.5 GHz
and 60 GHz, respectively. The 29.5 GHz model in Figure 5d was designed for enhancing a
directive beam pattern with a small form factor, but not for dosimetry analysis. As will be
seen later, however, it proved capable after a few modifications to the dielectric contours.

A summary of the four antenna models is presented extensively with their correspond-
ing E-field profile curves and power density profiles at 28 GHz. The conical horn has a
nearly linear E-field magnitude curve with more of the power concentrated at the center of
the antenna. The exposure uniformity and power density profiles show narrow spot sizes
at the —0.5 dB uniformity level for different exposure distances ().

The result of the pyramidal horn was similar to the conical one with an asymmetrical
E-H plane pattern, but with a wider beamwidth compared to the latter. The exposure
uniformity is also narrower at the center of the SUT. The choke ring antenna (CRA) model
in Figure 5¢ has a more conformal r-squared E-field profile curve with a wide beamwidth
of 50 degrees at an 11.5 dB gain. The exposure uniformity in Figure 5d is much larger due
to the wider beamwidth. The E-field power, however, drops much faster in the farfield
region. This indicates a limitation to the chamber size as it cannot be increased arbitrarily.
The contoured smooth-walled model has a 55.5-degree beamwidth in both planes and has
large uniformity values in the farfields above 4Ag (guided wavelength).

Although not sufficient in illuminating the entire SUT at —0.5 dB exposure uniformity,
the model in Figure 5c possessed a good potential to obtain the desired antenna properties
in this research in that it has a second ring or choke to provide a secant farfield pattern for
a broad and stable HPBW.
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Figure 5. Remodeled horn antennas at 28 GHz with corresponding E-field and power density curves.

(a) Conical Horn; (b) Pyramidal horn; (¢) Choke ring horn; (d) contoured smooth-walled horn.

3.1. Choke Ring Horn Antenna (CRHA)

The concept of the secant beam shape is to design a theoretically “ill-fitted horn
antenna” with a poor radiation pattern. That is, instead of a directive horn antenna, the
dielectric and/or choke insertions create a secant beam in the farfield [8] thus making the
HPBW broad with a nearly flat farfield radiation.

A rigorous analysis of the sectoral beam synthesis was performed in [28], but will
not be covered in this communication. The chokes or extra rings in the horn antenna
are designed to give rise to 180-degree phase shifts (A/2) between each of the lobes with
reference to the primary lobe generated by a traditional horn antenna. The depth of every
successive choke is also chosen with the 180-degree phase shift. The beam coupling effect
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of the main beam and the successive chokes give rise to the sectoral beam. As the chokes
increase, there is less coupling with the main beam and thus a reduced gain.

In the design analysis with Ansys software [29], the single choke ring naturally
achieved high coupling with the center horn ring. At a 180-degree phase shift, the beam
is out of phase with that of the main beam thus distorting the total beam formation and
creating the secant beam pattern.

Figure 6 shows the initial design concept of the CRHA with ideal dimensions from [19].
The inner ring measured 14.75 mm at a flared opening of 31 degrees. The distance between
the two rings was approximately A/2, which provides a 180-degree phase shift. The
12.7 mm =~ A depth of the antenna also enabled the 180-degree phase shift of the choke to
be realizable.

36 mm

Figure 6. Design concept of CRHA with conical flared opening.

The E-field magnitude at a 150 mm exposure distance is also shown in Figure 7. The
distribution is more uniform compared with [17,18]. However, the HPBW was observed at
54.4 degrees, which is less than the 60-degree requirement. Figure 7 shows the 3D radiation
pattern using segmented FE-BI boundary condition in HFSS in which the radiating horn
antenna is segmented from a 100 x 100 x 150 mm boundary box. The latter mimics an
ideal boundary for the chamber system.

E-field plot at 150mm

exposure distance
| _——

E Field [¥/n]

2.asesteoz
Lsiszter
1702164
$ & Far-field view
at 28GHz

5598101
8.2252€+01

5.4835E401

77777777

CRHA in boundary box

Figure 7. Simulated E-field and 3D radiation pattern of conical CRHA.

The inset farfield view at 28 GHz of the conical CRHA in Figure 7 shows an elliptical
field distribution and a 45-degree tilt. A gain of 11 dB was realized with good E-H plane

92



Electronics 2024, 13, 3531

symmetry as shown in Figure 8. The 45-degree cut is also symmetric with a sharper secant
slope. By minimizing the flare angle of the horn antenna and widening the choke ring,
the elliptical field distribution was removed and a symmetric (E-H/45) farfield pattern
is observed, as shown in the parameter sweep of Figure 9. From the sweep, the optimal
symmetry was achieved at 8.76 mm ~ WG-28 waveguide dimension (8.3 mm). The WG-28
waveguide will later be used as the coaxial to waveguide transition component. An optimal
S11 of better than —35 dB is also achieved in Figure 10.

- === H.Plane (Phi=0)
——— E Plane (Phi=90)
———Phi=45

HPBW / Gain
E/H/45 =55° ] 54.4°/55°
E/H/45=11.8/11.8/11.8 dBi

Gain (dB)

-180 150 120 90 -60 -30 0 30 60 90 120 150 180
Theta (deg)

Figure 8. Simulated gain of conical CRHA at 28 GHz.

20
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Figure 9. Parametric sweep for CRHA flare opening at 28 GHz.
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Figure 10. Simulated S11 curve of conical CRHA.

As the flared opening is reduced and approaches the dimensions of the center horn,
the over-coupling between the center ring and the choke increases, thus increasing the
secant angle and widening the beamwidth.

Although the cylindrical CRHA had a slightly reduced gain to 9.9 dB, as shown in
Figure 11, the increased HPBW to 65.5 degrees was more desirable. This is an improvement
from the conical CRHA and changes the conical choke horn into a cylindrical choke horn
purposely for obtaining a wider beamwidth and secant pattern.
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Figure 11. Simulated gain curve of cylindrical CRHA design concept.

Before fabrication, the cylindrical CRHA model is modified with a standard flange
(50 mm flange diameter) and screws for ease of mounting. The best feeding method
adopted was with the use of a circular to rectangular waveguide adapter operating from
21.7 to 33.0 GHz. In addition, a rectangular waveguide to coaxial transition is attached to
the adapter to complete the feeding of the horn antenna. This latter transition also operated
within 26.4 to 40.1 GHz band with a VSWR of better than 1.15.

Figure 12 shows the optimized CAD drawings of the cylindrical CRHA and flange.
The stem of the antenna is reduced from 19.3 mm (Figure 6) to 10.2 mm (Figure 12); since
the accompanying transition and adapter offered a wavelength longer than one at 28 GHz,
which is necessary for the cavity TEM mode transition. This length reduction in the horn
antennas does not reduce the performance, provided the transition distance is in multiples
of A at 28 GHz. The optimized model in Figure 13 includes an electromagnetic slot, which
was introduced for the suppression of the cross-polarization.

30.2 mm

Electromagnetic
slots

D3=50.21 mm

Figure 12. CAD drawing of proposed choke ring horn antenna (CRHA).
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Figure 13. Top view of CRHA showing surface current in the choke. (a) CRHA without EM slots.
(b) CRHA with EM slots.

3.2. Cross-Polarization Suppression

The cross-polarization for most choke ring horn antennas is poor, as has been recorded
by [11-15]. This is a result of the stronger coupling of the choke’s surface currents with
that of the center horn. Thus, it is a natural trade-off for the highly sectoral beam patterns.
As such, a novel approach is introduced to suppress the cross-polarization of an all-metal
choke ring horn antenna.

The design concept was inspired by observing the surface current distribution within
the cylindrical CRHA as shown in Figure 13a,b. At a 180-degree phase, the choke had strong
surface currents which created a highly sectoral radiation beam pattern. This, however,
reduced the cross-polarization as higher-order modes are generated within the choke. As
can be observed, there was a strong current distribution converging at the slots. The slots,
therefore, provided an “escape” or alternate route to loosen the coupling within the choke,
thus suppressing the cross-polarization. The loosening effect was due to the altering of
the phase by the slots, which distorted the 180-degree phase shift required for a sectoral
pattern. Therefore, the cross-polarization sectoral pattern was heavily distorted.

Figure 12 shows the CRHA with electromagnetic (EM) slots for cross-polarization
suppression. This has four circular holes at the base of the choke. They are offset from the
edge of the antenna and are 90 degrees apart. Another transverse slot was made at the base
of the choke ring perpendicular to the circular slots and had a tapered aperture.

Figures 14 and 15 show the radiation patterns of the CRHA models with and without
the transverse slots, respectively. The 4-transverse slot model achieved a cross-polarization
reduction of more than 28.9 dB in the E-H plane and better than 10.5 dB in the 45-degree
cut. Table 2 details the comparison of the CRHA without EM slots, with two slots and
with four slots. As can be seen, there is minor change in the impedance values across the
frequency band of interest. There is, however, a slight broadening of the HPBW with the
slots compared with no slots, proving that the EM slots are an efficient and low-profile
method of suppressing cross-polarization in the choke ring horn antenna. This, however,
also results in marginal gain drops of about 0.5 dB. The cross-polarization discrimination
(XPD) at the boresight also shows excellent results for both the 2-slot and 4-slot models.
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Figure 14. Simulated gain curve at 28 GHz of CRHA without EM slots.
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Figure 15. Simulated gain curve at 28 GHz of CRHA with EM slots.

Table 2. Cross-pol. suppression performance with EM Slots at 28 GHz.

. . Cpol. XPD HPBW S11
Model Direction dB) (dB) (deg,) dB)
E-plane 9.9 115 65.5
No slot H-plane 9.9 11.6 65.6 <32
45 deg. 10.2 11.6 65.9
E-plane 9.6 23.7 70.7
2-slots H-plane 9.5 234 67.4 <—28
45 deg. 9.6 25.3 69.3
E-plane 9.8 38.7 67.6
4-slots H-plane 9.8 39.4 66.3 <—27.5
45 deg. 9.8 38.3 67.2

4. Fabrication and Measurement Discussion

The CAD model shown in Figure 12 was fabricated with braze (an alloy of copper and
zinc) metal machining. The assembled antenna is shown in Figure 16. Braze material was
used to give structural stability to the antenna and offer excellent radiation with anti-rust
properties due to its copper and zinc content. Figure 16b also shows the cylindrical to
rectangular waveguide adapter connected to the waveguide to coaxial transition mount
used in the verification of the proposed radiator.
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— L[5 )

Figure 16. Photos of fabricated and assembled CRHA. (a) CRHA without EM slots. (b) CRHA with
EM slots.

As can also be observed in Figure 16a, the fabricated brass was polished with a sanding
finish. Sanding is an industrial process of blasting the milled metal with a special abrasive
material to smoothen the edges and remove surface contaminants. At high frequencies of
28 GHz, small imperfections in the milling can create unwanted modes, especially in the
choke cavity. This process changes the polished color of the brass from bright gold to a dull
but smooth finish.

The CRHA was placed in an anechoic chamber for farfield measurement as depicted
in Figure 17a. The S-parameters were also measured in the setup shown in Figure 17b. Both
measurements were performed at the millimeter-wave chamber facility of the Korea Radio
Promotion Association (RAPA) facility in Yongsan, Seoul, Republic of Korea.

(a) (b)

Figure 17. Photos of fabricated and assembled CRHA. (a) Farfield measurement in anechoic chamber.
(b) S-parameter measurement.

Figure 18 shows the measured S11 data from the setup in Figure 17b, including the
simulation results. The measured S11 between 27.5 GHz to 28.5 GHz was better than
—20 dB S11. The ripples in the measured results are a normal impedance response from
the included attachments for measuring setup which were well-captured by the large
frequency sampling of the network analyzer. The two attachments as shown in Figure 16
are the cylindrical to rectangular waveguide transition and the waveguide/coaxial adapter.
Also, the mismatch between the simulation and measurement can be attributed to the loss
factor from the aforementioned attachments, both of which were not considered in the
simulation setup. The impedance results were nonetheless satisfactory.
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Figure 18. Simulated and measured S11 curves of proposed CRHA.

Figures 19-21 show the farfield measurement and simulation results for 27.75 GHz,
28 GHz and 28.25 GHz, respectively. The simulation results were optimized values from
the final CAD model shown in Figure 12.
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Figure 19. Simulated and measured gain of CRHA at 27.5 GHz.
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Figure 20. Simulated and measured gain of CRHA at 28 GHz.
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Figure 21. Simulated and measured gain of CRHA at 28.5 GHz.

At 28 GHz, the E-H plane was nearly symmetrical with a difference of about 1.4 degrees
in HPBW, as seen in Figure 20. In all three frequencies, a 2.0 to 2.5 dB increase in gain is
observed in the measured results compared to the simulation. This is theoretically about a
40% increase. A look at the radiation patterns shows conformal simulated and measured
beam patterns, except for the increase in gain in the measured results.

As can be observed in Table 3, the increase in gain has a corresponding decrease
in the HPBW for the measured results. HPBW remained at a 60-degree average across
the measured frequencies. The measured cross-polarization discrimination (XPD) also
remained consistent with the simulation.

Table 3. Cross-pol. Supression performace with EM slots at 27.75 GHz, 28 GHz, and 28.25 GHz.

Freq. (GHz) Direction Cpol. (dBi) XPD (dB) HPBW (deg.)

Sim. 9.4 29.4 81.3
E-plane

Meas. 11.6 27.6 63.4

2775 Sim. 9.9 29.5 79.9
H-plane

Meas. 11.6 30.4 50.0

Sim. 9.5 28.5 79.3
E-plane

Meas. 10.8 28.4 59.9

280 Sim. 9.8 29.2 79.3
H-plane

Meas. 11.0 31.2 58.5

Sim. 9.8 28.7 76.0
E-plane

Meas. 11.0 28.7 73.0

28.25 Sim. 9.0 29.2 77.3
H-plane

Meas. 11.0 30.8 58.8

5. Bioelectromagnetic Dosimetry Implementation

As already noted in the introduction, the accuracy of the exposure chamber hinges
heavily on the proper radiation field synthesis during the antenna design simulation and
in the measurement. Using the measurement setup shown in Figure 22, an open-ended
waveguide probe is positioned at different distances (depicting the exposure distance) from
the CRHA. At a specific exposure distance, z, the probe is panned in the xy direction to
collect the received power from the CRHA.
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Figure 22. Photo showing CRHA and open-ended waveguide probe in anechoic chamber.

From the received power, the E-field power and the power density were obtained and
synthesized in Mathworks Matlab [30]. This case is true for both nearfield and farfield
exposure distances. It must be noted, however, that both field calculations follow slightly
different assumptions.

The measured power density profiles (PDPs) are plotted in Figure 23a—d. For each
curve, two horizontal curves are shown for —0.5 dB and —1.0 dB uniformity. The exposure
uniformity levels are used to determine how much power is emitted on the SUT per unit
surface of a given distance. A —0.5 dB (0.89 W of 1 W input power) uniformity denotes the
area on the SUT under which about 89% of the exposed output power is illuminated. The
illuminated area will also influence the exposure efficiencies shown in Table 4.
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Figure 23. Measured E-field power density profiles with varying exposure distances. (a) 50~100 mm
distance, (b) 110~150 mm distance, (c) 160~200 mm distance, (d) 210~300 mm distance.
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Table 4. Measured field data summary at 28 GHz.

Peak Power Average
Exposure Spot Size Spot Size Density/ob Power Average Power Peak Exposure Efficienc
Distance —0.5dB -1.0dB Pl yI0b- Density/ob. Density/Spot Size Z(Q) E-Field P o y
ane s (%)
(mm) (mm) (mm) (mW/em?) Plane (mW/cm?) (V/m)
(mW/cm?)
E H E H —0.5dB —1.0dB —0.5dB —1.0dB
50 16 14 26 18 73.89 32.98 68.28 64.01 376.56 527.48 41.45 81.18
80 26 18 38 26 34.17 21.50 31.73 29.50 376.83 358.85 40.24 78.99
100 34 22 54 34 22.58 16.18 20.91 19.04 376.89 291.74 42.38 94.75
150 48 34 76 50 10.27 7.78 9.48 8.71 376.95 196.77 41.92 89.73
200 65 45 95 65 5.69 3.56 5.26 4.89 376.97 146.41 41.34 80.80
250 86 58 126 82 3.56 217 3.30 3.07 376.99 115.90 44.61 85.84
300 108 68 153 98 247 1.25 2.29 2.13 376.99 96.41 44.94 85.73

From the exposure efficiencies, it is observed that more of the radiated power is within
the —1.0 dB uniformity area (about 80% of radiated power), which has more than 70%
exposure efficiency. Close to 50% of the power is also within the —0.5 dB uniformity level.

Except for 27.75 GHz, the other frequencies (28.0 and 28.25 GHz) have average PDs
greater than 2 mW/ cm? for a 300 mm exposure distance. It can, therefore, be concluded
that the average power density per spot size at 2.0 mW /cm? is likely to be beyond 300 mm
distance. The 2 mW /cm? value is an acceptable level of power density exposure on human
tissue. This value was also used as a reference by [8].

The E-field magnitude as seen in Figure 24a has a consistent r?> asymptotic curve.
This result offers insight into the plane wave property of the CRHA as having a linearly
decaying phase from the nearfield into the farfield region.

175 600 100 3771
~= 050 E-plane ——0.548 H-plane L ‘ —-0.5d1 Uniformity = =--L0dB Uniformity
LOdB E-pl 10dB E-pla 0 ! “ n & g 3770
150 plune 0d E-plane T 5 JoNeL N R g 70
——Eflald L B [P S N U N 2
= = - - s Y = 3769 E
= = Z
E = g M E == o) 5B Average PD =——-LOB Average PD 368 T
= 5 =1 = —+—Peak PD o~ lmpedunce 768 2
£ = £ g 3768 2
@ = =) g k-
- = u 50 = 3767
g 2 5 5 E
& = 2 a0 & 3767 =
@ = =] 3
= 2 o 376.6
-
= 376.6
20 ¥ 3765
s0 100 150 200 250 300 50 100 150 200 250 300 s0 100 150 200 250 300
Exposure distance (mm) Exposure distance (mm) Exposure distance (mm)
(@) (b) (©)

Figure 24. Measured and post-processed field properties of the proposed CRHA at 28 GHz. (a) Spot
size and E-field magnitude. (b) Impedance and power density. (c) Exposure efficiency.

Also, from Figure 24a, the spot size is slightly asymmetric for both E-H planes. The
slight dips in the values are because of insufficient exposure area in the measurement. This
limitation is time-resource based, as one exposure distance measurement requires more
than 3 h to collect sufficient data.

Figure 24b shows the exposure efficiency across the observable exposure distance. The
slightly asymmetric E-H plane thus affected the exposure efficiency curves, especially for
the —1.0 dB uniformity. A couple of fluctuations are also observed in the curve because of
the insufficient exposure area. The average value of the exposure efficiency at —0.5 dB and
—1.0 dB uniformity is consistent with that of [8].

The exposure efficiency reported in [8] is a simulated value and has an input power of
0 dB (1 W). With a 2-dB cable loss, the input power calculated was —2.0 dB (0.63 W). Thus,
the efficiency calculations were lower than that of [8]. However, with a zero decibel input,
the values of the measured exposure efficiency are higher than [8].

The peak power density (PD) and averaged power densities are also presented in
Figure 24c. The results also show an 7> decay, consistent with the E-magnitude curve in
Figure 24a.

The impedance (Z) values in Figure 24c were recorded from the middle of the plane (0,
0, z). The impedance curve is also proportional to the exposure distance R. This confirms the
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assumptions made in [31-33] for the relationship between the impedance (Z) and the electric
field magnitude (E) in obtaining the magnetic field density (H). That is, since an E-field open-
ended probe was used in Figure 22, the H-field measured values were approximated from the
E-field.

The first implementation of the proposed CRHA has been realized and is fully opera-
tional for dosimetry studies at the Electronics and Telecommunications Research Institute
(ETRI), South Korea [10]. In this, a more detailed look into the compact 1 m x 1 m chamber
is seen with the RF applicator shown in the inset photo overlooking a Petri dish holder.
Under the Petri dish support is a probe and a positioner for xyz offsets. More details are
shown in the communication from [10].

6. Conclusions

In this communication, a detailed outline of the design process for realizing a choke
ring horn antenna have been presented for use as an RF applicator in a bioelectromagnetic
dosimetry chamber. In line with the stringent electrical requirement to be met, the novel
use of electromagnetic slots within the choke structure have been introduced to reduce
the cross-polarization effect that is characteristic of metal-based choke ring horn antennas.
This proposal achieved excellent results in both simulation and measurement, which have
both been presented. Onward measurement and post-processing techniques have been
presented to show the validity of the proposed RF applicator for dosimetry studies at
28 GHz.
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Abstract: We investigate the time domain characterization of a coplanar waveguide (CPW) based
on an on-chip electro-optic sampling (EOS) system for millimeter waveform metrology. The CPW
is fabricated on a thin layer of low-temperature gallium arsenide (LT-GaAs), and the substrate
material is GaAs. A femtosecond laser generates and detects ultrashort pulses on the CPW. The
forward propagating pulses are simulated using a simplified current source for the femtosecond
laser at different positions on the CPW for the first time. Then, the influences of the CPW geometry
parameters on the measured pulses are discussed. The varying slot width has larger influences on
the amplitude of millimeter wave pulses than the center conductor width and the pumping gap.
Finally, in the frequency range of 10 GHz to 500 GHz, the transfer functions calculated by the time
domain pulses are in good agreement with the transfer functions calculated by the frequency domain
ports. The above results are important for improving the measurement precision of the millimeter
waveform on the CPW for millimeter waveform metrology.

Keywords: coplanar waveguide; electro-optic sampling; millimeter wave; waveform metrology

1. Introduction

Currently, the millimeter wave (60 GHz~300 GHz) is increasingly utilized in several
key applications, such as high-speed communications, non-destructive sensing, spec-
troscopy, and imaging [1-5]. Ultrafast switching and extremely high-frequency operation
are key issues for these applications. However, there are great challenges in the uniform
measurements of ultrashort pulse generators in the millimeter wave range based on elec-
tronic components in ultra-wideband oscilloscopes and related technology [6]. Fortunately,
an alternative approach was found based on the electro-optic sampling (EOS) principle
compared to traditional sampling oscilloscopes with a bandwidth smaller than 50 GHz [7,8].
Using femtosecond laser pulses as the sampling pulses, EOS technology can extend its
working bandwidths into the terahertz range. It allows the simultaneous measurement of
the amplitude and phase of the millimeter wave or the THz pulse electric field in the time
domain, with subsequent Fourier transform providing spectral characteristics in the 0.1~30
THz frequency range [9]. EOS for measuring the parameters of ultrashort electrical pulses
has been verified as a promising method of full waveform metrology since 2001 [10]. In
2018~2019, the first international comparisons of the initial EOS apparatus operated by
the National Institute of Standards and Technology (NIST), the Physikalisch-Technische
Bundesanstalt (PTB), and the National Institute of Metrology (NIM) were conducted using
a bandwidth of more than 110 GHz [11]. At present, pulses with a bandwidth of more than
10 THz can be measured using the EOS system [12-16].
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The core part of the popular EOS system for millimeter waveform metrology is a
combination of a coplanar waveguide (CPW) and a photoconductive structure [8,17]. The
time domain measurement of the voltage pulses can be carried out at different positions
along the waveguide, which makes it possible to separate voltage pulses propagating in
forward and backward directions. By using digital signal-processing algorithms, those
temporally overlapped waveforms will be divided completely. This separation method
is equivalent to using directional flexible couplers in VNAs, which constitutes the main
advances of the EOS system in millimeter waveform metrology. At present, the time domain
measurement is able to generate an epoch of over 2 ns corresponding to a frequency spacing
of 500 MHz, and the usable bandwidth of the voltage pulses extends up to 500 GHz [17].
Another advantage of this configuration is that the same laser source is applied to generate
and detect the ultrashort voltage pulses in the same substrate, which significantly simplifies
the experimental setup and reduces the uncertainty of electro-optic (EO) measurements.
However, this kind of EOS measurement demands good characterization of the on-wafer
coplanar waveguide and de-embedding of the probe [6-8]. Additionally, the voltage pulses
must be transferred from the CPW to a coaxial waveguide of the device under test. Though
there are many experimental results [8,17], the propagation mechanism of pulses along
the CPW is still unclear and should be further investigated by full electromagnetic wave
simulation tools, such as the Finite Element Method (FEM) or the Finite Difference Time
domain (FDTD).

In this paper, we investigate the time domain characterization of the CPW based on an
on-chip EOS system for millimeter waveform metrology. However, if we simulate the whole
generating and detecting procedure of the pulse waveform, including optical, millimeter
electromagnetic waves and the time-dependent carrier dynamics, in the semiconductor
simulation, the computational cost is usually huge and needs a very long time [18]. To
improve the research efficiency, the millimeter wave pulse generation process can be
simplified by introducing a current source that is equivalent to the laser pulse excitation [19].
Here, we characterize the CPW using both the time domain and the frequency domain
simulations. The CPW is fabricated on a thin layer of low-temperature gallium arsenide
(LT-GaAs) using a GaAs substrate. For the first time, we simulate the forward propagating
pulses at different positions on the CPW by simplifying the excitation of a laser pulse as a
current source, which enables the highly efficient characterization of the EOS system before
and after the experiments. Meanwhile, the influence of several CPW geometry parameters
on the measured pulses is well discussed by characteristic impedance in the circuit theory
and fast Fourier translation. Finally, the transfer functions of the CPW with different lengths
are calculated by the pulses at different positions. There is good consistency between the
results from a transformation of the time domain pulses and direct simulations from the
frequency domain. The undergoing propagation rules of pulses along the CPW are useful
for the future realization of EOS for millimeter waveform metrology.

2. Design Scheme and Research Method

The on-chip system based on EOS technology for millimeter waveform metrology is
schematically demonstrated in Figure 1. The ultrashort pulses are produced by focusing
the femtosecond laser beam with an 800 nm center wavelength (referred to as the pump
beam) onto a biased photoconductive gap on the center conductor of a 2-mm-long CPW.
The full width at half maximum (FWHM) of the optical pulses is about 100 fs as generated
from an autocorrelation. Figure 1 shows the conventional CPW structure with signal and
ground lines on a GaAs substrate. The fundamental dimensional parameters are the real
permittivity of GaAs egaas = 12.7, the signal width w = 45 pm, the air slot width s = 30 pm,
the gold thickness t,, = 0.5 pm, the LT-GaAs thickness f;; = 1 pm, and the GaAs thickness
t32 =200 um. For full-wave electromagnetic (EM) analysis, the structure is enclosed in a box
with perfect match layer (PML) boundaries. At the left edge of the CPW, a photoconductive
structure as a gap ¢ = 10 um is integrated into the center conductor, which is biased by
a 25 V voltage source. The waveguide has been fabricated on a 1-micrometer-thick layer
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of LT-GaAs with a shorter carrier lifetime, causing the optically induced conductivity
to quickly vanish in the photoconductive gap. The main advantage of the structure is
that one laser source can completely generate and detect ultrashort pulses in the same
material without external EO probes [20]. This on-chip system significantly simplifies
the experimental setup and reduces the uncertainty of EOS measurements for millimeter
waveform metrology [6].

(a) Variable optical

Probe beam path d<_’elay

Pump beam
Sampling
reference plane

‘ R S —h o —
“ -t g
tdZI B LTG_GaAs : :
B GaAs Optical polarzation

state analyzer

Figure 1. (a) The system diagram. (b) Cross-section of the CPW, eggas = 12.7, w = 45 pm, wg = 500 um,
s =30 um, t;; = 0.5 um, ty7 =1 pum, ;55 = 200 um. For full-wave electromagnetic analysis, the structure
is enclosed in a box with the PML boundaries.

It is known that the electrical response of the gap to the carriers generated from the
femtosecond laser excitation and their acceleration with a bias voltage at the electrodes
is dominated by the coupled Poisson’s and drift-diffusion equations for the semicon-
ductor [18]. By solving the time and spatial-dependent electric potential and the carrier
concentration, we can obtain a time-dependent photocurrent current density accounting
for the femtosecond laser Gaussian envelope, which leads to the millimeter wave pulse
emerging and propagating along the CPW. However, the computational cost is usually
huge and needs a long time if the whole generating or detecting procedure of the voltage
pulse is simulated. The complex calculation includes optical and millimeter electromagnetic
wave propagation, the time-dependent carrier dynamics in the semiconductor, and their
coupling procedure.

To simplify the simulating characteristics of the CPW in the on-chip system, we intend
not to perform the whole calculation including the electrical response of the gap to the
carriers generated from the femtosecond laser excitation. Here, we use a current source
instead of directly calculating the response of the LT-GaAs to the optical femtosecond laser
pulse. This laser excites a current on the gap of the center conductor represented as a
current source in the simulation as shown in Figure 2a. There is also a two-port network
model for the CPW in the underpart of Figure 2a. This allows us to fully describe the
electrical transmissions and reflections of high-frequency devices, including a full mismatch
correction. The mismatch happens when the independence of the CPW is different from
the coaxial waveguide of the device under test. The current induced by the laser can
be imported to commercial FEM software (version HFSS 18.1) named High-Frequency
Simulator Structure (HFSS) from the former simulation results of the optical femtosecond
laser pulse on the LT-GaAs [18], as illustrated in Figure 2b. With careful consideration, our
investigating strategy is to use a custom monitor to obtain the average electric field on
the spots of the probing laser, which represents the millimeter waveform we measured in
the experiment.
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Figure 2. (a) The pumping and probing laser spots at different reference planes on the CPW and
the two-port model based on the circuit theory. (b) Photocurrent density produced by Gauss shape
pumping laser beam.

Theoretically, the voltage pulses generated by the laser pumping at the gap propagate
along the CPW at both the +x and —x directions. Here, if we assume that the ports absorb
all the incoming electromagnetic waves, there will be no reflections from the ports. We
can obtain the waveform at different positions of the CPW by simulation. The transfer
functions of the CPW can be taken by Fourier transformations of waveforms in the time
domain or by ports in the frequency domain directly.

In the following part, we demonstrate the details of the forward propagating pulses at
different positions on the CPW as well as the influence of the CPW geometry parameters.
Finally, the transfer functions of the CPW with different lengths are calculated by the pulses
at different positions.

3. Simulation Results and Discussion

Firstly, we discuss the influence of the center conductor width and slot width on the
real part of the characteristic impedance Re (Z.) and the reflection coefficient amplitude
[S111 of the CPW ranging from 10 GHz~500 GHz. The characteristic impedance of the CPW
should be 50 () to match the outer circuits and the probes of the vector network analyzer.
Figure 3a,c show the simulation results of the real part of the characteristic impedance
using the analytic model [21], and Figure 3b,d demonstrate the reflection coefficient by
the FEM method for the 2-mm-long CPW without the gap. The slot width s changes
from 30 pum to 60 pm with w = 45 um for Figure 3b. The center conductor width w varies
from 30 pm to 60 pm with s = 30 um for Figure 3c,d. The Re (Z.) increases as the w
increases and approaches approximately 50 () when the w is about 40~45 pm within the
frequency range of 10 GHz to 500 GHz. The Re (Z) decreases as the s increases, and it
approaches approximately 50 (2 when the s is about 30~35 pm within the same frequency
band. The | S11 | approaches zero when the Re (Z,) is close to 50 ). The Re (Z.) cannot be
kept at 50 () at each frequency at the same time. In the entire working frequency range, it
should be ensured that the deviation between the Re (Z.) and 50 () at the center frequency
is the smallest. Here, we choose the values of w = 45 um and s = 30 um because in this
case, the Re (Z.) is very close to 50 () at 250 GHz. The ripples presented in Figure 3b,d
illustrate that when the geometry of the CPW is fixed, the reflection spectra have peaks
and valleys as the frequency varies. The reason for this phenomenon should be attributed
to the characteristic impedance increases and decreases in a broad frequency scope. At
the same time, the group delay is closely related to the characteristic impedance feature
in the wide frequency domain, though the results are based on the frequency domain
simulation, which can be indirectly measured by the EOS system. Our direct simulations
of the waveforms are important to validate the measurement results in the experiment for
these characteristic impedance features.
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Figure 3. Simulation results of (a,c) characteristic impedance real parts and (b,d) reflection Sy |
vary as slot width s = 30~60 um (w = 45 um) and center conductor width w = 30~60 pm (s = 30 um)
with the frequency ranging from 10 GHz to 500 GHz.

Secondly, we explore the voltage pulses, which can be detected by the probing laser
when the geometry parameters of the CPW change. The response of the LT-GaAs on
the gap to the optical femtosecond laser pulse is replaced by a current source instead
of directly calculating the whole photoconductive effect. The current data are imported
to HFSS, and after simulation, the integrated electric field on the spots of the probing
laser is obtained. Figure 4a shows the pulse profiles at different detecting positions with
x =500 pm, 1000 pm, 1500 um, and 2000 pm, with the gap at x = 250 um. It is noted that
the amplitudes of the pulses gradually decrease with an increase in the detecting distance,
and the FWHM gradually increases from 1.4 ps to 2.6 ps. Furthermore, for the probing at
x =2000 um, the influences of w, s, and g on the pulses has also been investigated. Figure 4b
demonstrates the pulses with s =20 pm, 25 um, 30 um, and 35 um. The amplitudes of the
pulses gradually decrease with an increase in the s, and the FWHM also gradually increases.
Figure 4c illustrates the pulses with w = 45 um, 50 pm, 55 pm, and 60 um. The amplitudes
of the pulses gradually decrease with an increase in the w, and the FWHM also gradually
increases at the same. Figure 4d shows the pulses with the g =5 pm, 10 um, 15 pm, and
20 um. The amplitudes of the pulses gradually increase with the augmentation of g, but the
FWHM gradually decreases. Correspondingly, we also calculate the fast Fourier transform
(FFT) of the pulses for the above-mentioned varying parameters, as depicted in Figure 5.
As the width of the pulse in the time domain becomes wider, its frequency band becomes
narrower. All the parameters influence the shapes of the voltage pulses, and the revealed
trends are important for the EOS on-chip system design.

In order to reveal the impact of the geometry parameters of the CPW on the probed
voltage pulses, a lump port is applied to the laser pumping gap, and the electrical field
intensity distributions of the CPW at 100 GHz are demonstrated. Figure 6 illustrates the
intensity distributions on the yox plane with z = 0 mm, the yoz plane with x =1 mm, and
the yoz plane with x = 0.25 mm (the center of the laser pumping gap). It is evident that the
majority of the electrical field energy is distributed at two slots of the CPW. Furthermore,
the energy is focused at the edges of slots, particularly on the sides of the center conductor,
as shown in Figure 6b. Therefore, the varying of the slot width s has a greater impact on
the amplitude of the millimeter wave pulses compared to the center conductor width w
and the pumping gap g. The area of the electrical field intensity in the pumping gap g is
smaller, resulting in a weaker effect on the pulse amplitude.
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Figure 4. The pulses varying with (a) the position x, (b) the slot width s, (c) the center conductor
width w, and (d) the pumping gap g with laser probing at x = 2000 um.
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Figure 5. The FFTs of pulses varying with (a) the position x, (b) the slot width s, (c) the center
conductor width w, and (d) the pumping gap g with laser probing at x = 2000 um.

In the next step, we discuss how to obtain the transfer functions of the CPW from
the pulses calculated at the different positions along the slot of the CPW, as shown in the

following equation:
Vout(w) FET (vout(t))

A= Vo) = FFTGn) v
where FFT indicates the operation of the fast Fourier transform. The time domain pulses
can be measured by the EOS system in Figure 1. The transfer functions of the CPW can be
acquired by Equation (1). The precise models of the CPW are very important in reducing
the uncertainty of the EOS measurements for millimeter waveform metrology.

Figure 7 shows the pulse profiles and the transmission coefficients | S,; | calculated
from Equation (1) by inputting the pulse at x = 500 pm and detecting the output pulses at
x =1000 pm, 1500 pum, and 2000 pm. The corresponding lengths of the CPW are L = 500 pum,
1000 pm, and 1500 um in the red, green, and blue colors. Those results are compared with
the direction FEM calculation results of the frequency domain by a two-port model with
the same lengths in Figure 6b. There is good consistency between the results from the two
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different methods from the time domain and frequency domain. The time domain pulses
can be directly taken from the measurement results from the EOS system. This allows us to
characterize the high-frequency devices with a full mismatch correction by numerically
rebuilding the measured waveform with an accurate transfer function of the CPW.

0.1 -0.1 0.1

y(mm)

y(mm)

Figure 6. Electrical field intensity distributions of CPW at 100 GHz, (a) the yox plane with z = 0 mm,
(b) the yoz plane with x = 1 mm, and (c) the yoz plane with x = 0.25 mm (the laser pumping
gap center).
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Figure 7. (a) The pulses as input and outputs with L = 500 pum, 1000 pm, and 1500 pum, (b) transmission
coefficient of the CPW with pulses at different L, simulated by ports (dots) and calculated by pulses
(solid lines).

4. Conclusions

In this work, based on the EOS system, an on-chip system is designed for millimeter
waveform metrology with a CPW structure. The CPW is patterned on a thin layer of LT-
GaAs using a GaAs substrate. The generation and detection of ultrashort pulses are realized
on the CPW using one femtosecond laser. The forward propagating pulses are simulated
at different positions on the CPW using a simplified current source instead of directly
calculating the entire photoconductive effect. With digital signal-processing algorithms,
even those temporally overlapping waveforms can be separated completely with proper
known conditions. Additionally, the influence of the CPW geometry parameters on the
measured pulses is discussed. The varying of the slot width has a greater influence on
the amplitude of the millimeter wave pulses compared to the center conductor width
and the pumping gap. This is due to the concentration of the electrical field intensity
primarily occurring at the two slots of the CPW. Finally, the transfer functions of the CPW
in the frequency range of 10~500 GHz with different lengths are calculated by the pulses
at different positions. There is good consistency between the time domain pulse results
and the direct simulations from the frequency domain with a two-port model. The above
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results are important for the precision measurements of the millimeter waveform and the
realization of a voltage pulse standard.
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Abstract: A significant challenge encountered in mmWave and sub-terahertz systems used in 5G and
the upcoming 6G networks is the rapid fluctuation in signal quality across various beam directions.
Extremely high-frequency waves are highly vulnerable to obstruction, making even slight adjust-
ments in device orientation or the presence of blockers capable of causing substantial fluctuations in
link quality along a designated path. This issue poses a major obstacle because numerous applications
with low-latency requirements necessitate the precise forecasting of network quality from many
directions and cells. The method proposed in this research demonstrates an avant-garde approach
for assessing the quality of multi-directional connections in mmWave systems by utilizing the Liquid
Time-Constant network (LTC) instead of the conventionally used Long Short-Term Memory (LSTM)
technique. The method’s validity was tested through an optimistic simulation involving monitoring
multi-cell connections at 28 GHz in a scenario where humans and various obstructions were mov-
ing arbitrarily. The results with LTC are significantly better than those obtained by conventional
approaches such as LSTM. The latter resulted in a test Root Mean Squared Error (RMSE) of 3.44 dB,
while the former, 0.25 dB, demonstrating a 13-fold improvement. For better interpretability and to
illustrate the complexity of prediction, an approximate mathematical expression is also fitted to the
simulated signal data using Symbolic Regression.

Keywords: liquid neural networks; extremely high frequency; mmWave; 5G network; genetic

programming

1. Introduction

Wireless communication systems, particularly the 5G and the upcoming 6G networks,
are increasingly adopting the extremely high-frequency (EHF) millimeter-wave (mmWave)
and tremendously high-frequency (THF) sub-terahertz T-waves. The wavelength of the
mmWave frequencies is between one centimeter and one millimeter, hence the name. They
offer a large amount of available spectrum, greater capacity, and more bandwidth than
traditional bands. This means that they can be used to provide very high data rates. The 5G
and 6G wave technology for mobile network operators enable many important applications
such as autonomous driving [1], precision agriculture [2], mobile virtual reality [3], and
high-definition video broadcasting [4]. They offer faster deployment and higher return on
investment (ROI). Multi-link prediction refers to the process of forecasting the quality of
potential connections between a user device and a base station. Unlike traditional cellular
networks where there is a single connection between a device and a tower, mmWaves use
narrow, steerable beams and follow a process called beamforming. Therefore, connections
along multiple paths can be formed simultaneously. The quality of the connection is often
measured by the Signal-to-Noise Ratio (SNR). Higher values indicate a stronger signal
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relative to background noise. By predicting the quality, the device can seamlessly switch to
the predicted high-quality link without losing the connection.

However, owing to their short wavelength, EHF and THF waves have a strict Line
of Sight requirement. This means that they cannot travel through walls or trees and
are highly sensitive to obstacles. The channel changes very quickly as the user moves.
Wireless systems using them are impacted by fluctuating channel quality when the beam
propagates in various directions simultaneously. Millimeter-wave communication is also
not energy efficient. Slight deviations in the path of the transceivers or the presence of
interfering elements can cause significant alterations in link quality unpredictably. Low-
latency applications necessitate the ability to accurately forecast the link quality across
different cells and directions. Previous attempts to address the challenge of predicting
multiple links using AI/ML techniques involved certain Recurrent Neural Network (RNN)
models like Long short-term memory (LSTM) for the link prediction [5].

Link prediction is the important task of estimating the quality of the signal between
nodes in a network. It plays an important role in EHF and THF systems because these
signals are inherently flaky and unpredictable, but the low-latency applications require
accurate prediction. Link prediction helps in optimizing network performance, making
routing decisions, and resource allocation.

Traditionally, the parameters for Artificial Neural Networks (ANNSs), including RNNs
like LSTM are fixed after training. ANNSs use these fixed parameters to make decisions, a
process called inferencing. Liquid Neural Networks (LNNs) are a better type of RNN that
can learn even at the time of decision-making and are therefore better suited to real-world
applications [6]. LNNs are a progression of Neural Ordinary Differential Equations (ODEs).
Neural ODEs [7] use an approximation to evolve the hidden state by using a fixed time
interval or a “time constant”. Liquid Time-Constant Networks or LTCs are a special type
of LNN that use a time constant that is not fixed, giving it the flexibility to dynamically
adapt to changes in the data [8], which for this work is the wireless EHF and THF signal.
We hypothesize that LTCs are better suited to the problem of multi-link prediction for
mmWave and sub-terahertz because of the highly unpredictable nature of the signal, and
the experiments detailed later confirm this. LTCs adapt to the rapid fluctuations in the
data even during inferencing [9]. Their behavior is more explainable, they can learn from
smaller amounts of data, and are computationally effective, requiring a smaller number of
neurons [8]; hence, they can run on edge devices like smartphones.

The simulation in this work is based on the Urban Microcellular Infrastructure (UMI)
Channel model [10], an indoor scenario that typically uses 28 GHz as the operating carrier
frequency. Therefore, the EHF and THF waves are generated for the experimental setup
using a real-time simulation involving multiple links with trajectories of moving individuals
and obstructing vehicles in a scenario set at 28 GHz. The simulation uses appropriate noise
figure and path loss encompassing both Line-of-Sight (LOS) and Non-Line-of-Sight (NLoS)
propagation paths following the 3GPP Channel model [11]. The parameters set for the
simulation are as specified in Table 1. Also, the current literature [5] uses 28 GHz for
experiments with LSTM. Using the same 28 GHz frequency for this work helps ensure a
fair evaluation of the results.

The experiments hypothesize that more precise and reliable predictions regarding the
link quality in complex wireless communication scenarios can be achieved using LTCs.
The proposed LTC-based Multi-Link Prediction model seeks to enhance the accuracy
and efficiency of link quality predictions by leveraging recent developments in artificial
intelligence technologies. The experiments are intended to validate the effectiveness of
LTCs in a practical simulation environment to confirm the hypothesis that LTCs address
the challenges associated with predicting link quality in dynamic wireless communication
systems. This research contributes to the evolution of predictive modeling in wireless
communication, paving the way for robust and adaptive systems in the future as wireless
communication systems evolve towards 6G networks and beyond.
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Table 1. NYUSIM simulation parameters for generating the data.

Parameter Value
Environment Urban microcell indoor
Area 200 x 200 m?2
Carrier frequency 28 GHz
Path loss model 5G urban microcell indoor
Number of base station antennas 64
Number of user equipments 8
Bandwidth 400 MHz
Radius of base station 100 m
Height of base station 10 m
Height of user equipment 1.7m
Blocker dimensions 1.7m x 0.3 m
Transmission power 23 dBm
Noise figure 9dB
Sampling interval 20 ms

In the case of mmWave frequencies, it is expected that the distance between cellular
base stations remains consistent. With carrier frequencies progressing towards terahertz,
the wider bandwidth of the channel allows for covering similar distances. This is achieved
through the exponential growth in antenna gains as frequencies rise, assuming the physical
antenna remains unchanged [12].

The LSTM model is impacted by certain shortcomings when used for link prediction
for EHF and THF. LSTM outcomes tend to be less accurate, particularly in scenarios
where prediction involves data that are not continuous. EHF and THF waves are prone to
attenuation due to the oxygen and other matter in the atmosphere. The waves are absorbed
by certain compounds such as water vapor in the atmosphere. The higher the frequency,
the greater the absorption. Also, as mentioned earlier, EHF and THF waves propagate only
along the Line-of-Sight paths. They cannot bend around obstacles. Due to the varying
distances between the transmitter, receiver, and any obstructing objects present on each
link, the signal could be choppy. Consequently, for such scenarios, when the LSTM model
is applied, the results may not be accurate to the desired extent. In scenarios where there
are more links between the transmitter and the receiver, the effectiveness of an LSTM model
might diminish, resulting in suboptimal predictions [13,14].

The overall mobile handover operation (HO) probability with respect to both horizon-
tal as well as vertical hand-off needs to be characterized to attain specific mobile coverage
probability in mmWave and sub-terahertz networks [15].

1.1. Related Work

A combination of Convolutional Neural Network (CNN) and Recurrent Neural Net-
work (RNN) deep learning models have been used to predict future blockages and beams
for mmWave systems. This helps with proactive handovers between base stations to en-
sure uninterrupted connectivity for users [16]. Diverse approaches have been tried for
link quality prediction, including using camera images [17]. Predicting link blockages
is important to ensure seamless connectivity. The predictions help to proactively switch
beams and handoff (HO). Computer vision has been used to conduct these predictions
based on camera images in yet another work [18]. Transfer learning using deep neural
networks was attempted to predict the optimal beams for multi-links, resulting in reduced
interference and training overhead [19]. EHF waves suffer from low spectral efficiency,
narrow coverage, and difficulty in Non-Line-of-Sight (NLoS) propagation. It is therefore
important to model path loss accurately for optimal base station placement. There are three
types of path loss modeling methods: empirical, deterministic, and machine learning-based.
Machine learning-based modeling uses measured data to train a model to predict path
loss. A novel machine learning scheme called multi-way local attentive learning has been
proposed to model and predict path loss [20].
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By understanding the environment using a combination of analytical models such
as geometric analysis to recognize the shadowed regions that separate Line-of-Sight (LoS)
and Non-Line-of-Sight (NLoS) scenarios and deep neural networks, researchers have built
systems that can proactively allocate resources for better performance [21]. The allocation is
based on link quality predictions as described in this work but using deep neural networks
for regression. Not just deep learning, but traditional machine learning techniques such
as Support Vector Regression (SVR), Random Forest (RF), and Gradient Tree Boosting
(GTB) have also been used for the task of mmWave link prediction [22]. In yet another
novel approach, researchers extract a sparse feature representation using non-deterministic
quantization and apply deep neural network (DNN) to learn from those features for
mmWave beam prediction [23]. Channel State Information (CSI) is fused with information
about the user’s location to predict the beam [24]. The prediction is still carried out using a
neural network that adopts Adjustable Feature Fusion Learning (AFFL).

Another approach [25] combines Deep Neural Networks (DNNs) with Long Short-
Term Memory (LSTM) networks to create a new prediction method. This approach consid-
ers both past channel information and the position of the device. The proposed method
can predict both large-scale trends and small-scale fluctuations in mmWave channel fea-
tures. The approach achieved over 4.5% improvement in accuracy compared to existing
approaches. To detect the motion of blockers such as a walking person close to the Line-
of-Sight (LoS) path, an mmAlert system was proposed [26] using the passive sensing
technique. It could predict 90% of the LoS blockage, with a sensing time of 1.4 s being
sufficient enough to provide a timely warning. Privacy is important in such applications.
To preserve privacy, instead of cameras, point clouds have been used for predicting signal
strength in millimeter-wave communication systems [27]. Point clouds are 3D representa-
tions of spaces. While cameras may capture sensitive information, point clouds are devoid
of privacy concerns. The approach still achieves accuracy that is comparable to traditional
image-based methods.

As can be seen, link prediction has been attempted via several methods, mostly using
deep learning through Artificial Neural Networks (ANN) and some traditional machine
learning approaches. The accuracy of the prediction is reasonable but, as this work confirms,
LTC predictions are far more accurate than with LSTM, which so far was the most relevant
deep learning framework for the problem.

1.2. Contribution

To our knowledge, this work is unique in achieving a significantly better prediction
of the Signal-to-Noise Ratio (SNR) of EHF signals using Liquid Time-Constant Networks.
Explainability and interpretability play an important role in machine learning [28]. This
work is also novel in applying Symbolic Regression to fit a mathematical expression to
SNR values of a simulated EHF wireless system for interoperability. The core research
contributions can be summarized as follows:

*  Quantitative demonstration of substantial improvement in multi-link prediction for
mmWave wireless communication systems using Liquid Time-Constant Networks
(LTC) over conventional methods such as using Long Short-Term Memory.

* Interpretation of the SNR values of mmWave signal using Symbolic Regression.

The rest of the paper is organized as follows. Section 2 details the approach followed
for the experiments. It briefly explains the concepts, the dataset used, how it was generated,
and the setup for Symbolic Regression. Numerical experiments, including the hyperparam-
eter settings, and results are discussed in Section 3. Section 4 discusses the results from the
experiments and the conclusions are included in Section 5.

2. Materials and Methods

For simulating the mmWave and sub-terahertz wireless channels, an open-source
simulator developed by the New York University called NYUSIM is used. The product
can simulate many real-life environments such as urban macrocell, urban microcell, indoor
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hotspot, and rural macrocell. The performance of a simulated communication channel
is measured by the Signal-to-Noise Ratio (SNR). The SNR is a measure of the quality of
the received signal and is defined as the ratio of the power of the received signal to the
power of the noise present in the channel [29]. The data generated using the simulator are
then used for the experiments with LSTM and LTC. The results from both are compared
to test the hypothesis that LTC achieves better prediction. A mathematical expression is
also fitted to the data using Symbolic Regression through genetic programming [30]. The
mathematical expression gives insights into the nature of variations in the SNR values.

2.1. Long Short-Term Memory—LSTM

For comparison, the results from using LSTM [31] for link quality prediction are
used as the baseline. The training part is performed using a dataset that has Signal-to-
Noise (SNR) values generated during simulation trials, enabling the model to decrypt the
underlying patterns and links. The input layer of the LSTM network takes the SNR value
sequence, followed by a hidden layer, and then an output layer. The LSTM cells in the
model function in a unidirectional manner, aiding in the sequential processing of data. The
training of the model utilizes back-propagation through time, which efficiently propagates
error gradients through the LSTM cells over temporal spans. The results highlight the
effectiveness and assurance of LSTM models in tasks associated with the prediction of new
SNR values as the signal propagates.

2.2. LTC

The experiments are then repeated using LTC instead of LSTM. The SNR values
are now passed as inputs to LTC. LTCs are also a type of Recurrent Neural Networks
(RNN). Unlike the traditional RNNs, which process information in discrete steps, LTC
networks handle information that is more unpredictable over time. Mathematically, they
operate using differential equations, allowing them to model systems that evolve more
dynamically [8]. A key feature of LTC is the concept of a “liquid time constant”, from
which LTC gets its name. This refers to the fact that each neuron in the network has its
internal timescale for processing information. This flexibility allows the network to capture
more granular rates of change in the data even at the time of inferencing.

2.3. Dataset: Simulation

The dataset comprises Signal-to-Noise Ratio (SNR) measurements calculated every
20 ms. SNR is computed by comparing the received signal power to the noise power in
the channel. The efficiency of a telecommunications system model operating in an urban
microcell indoor environment was examined in this work. A frequency of 28 GHz was
used to generate the SNR values in the dataset. The parameters for the environment setup
used for the simulation are as shown in Table 1. The parameters are self-explanatory.

The large-scale path loss model used in NYUSIM is a Close-In free space reference
distance (CI) model with a 1 m reference distance [32]. It includes an extra attenuation term
due to various atmospheric conditions. The model is given by Equation (1).

PLCL(f,d)[dB] = FSPL(f,1m)[dB] 4 10nlog1o(d) + AT[dB] + xo, 1)

where PLC!(f,d)[dB] is the path loss in dB at a distance of d meters and carrier frequency
of f GHz;

FSPL(f,1m)[dB] is the free space path loss in dB at a distance of 1 m and carrier frequency
of f GHz;

n is the path loss exponent (n = 2 for free space);

AT|dB] is the total atmospheric absorption term;

xo is the shadow fading (SF) that refers to the signal attenuation due to obstacles in the
Line of Sight, modeled as a log-normal random variable with zero mean;

o is the standard deviation in dB.
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The Free Space Path Loss (FSPL), an idealized theoretical concept that refers to the at-
tenuation of radio signal strength as it travels through space, with no obstacles or reflections,
is given by Equation (2).

9
ESPL(f, 1m)[dB] = 20logyo( 2/ > 100

) = 32.4[dB] + 20log10(f), )
where c is the speed of light.

The path loss exponent is a parameter that describes how the path loss increases with
distance. For free space, the path loss exponent is 2. However, the path loss exponent can
vary depending on the environment. For example, in urban areas, the path loss exponent is
typically greater than 2 due to the presence of buildings and other obstructions. The total
atmospheric absorption term is a measure of the attenuation of the signal due to absorption
by the atmosphere. The absorption is caused by the interaction of the radio waves with
the molecules in the atmosphere. The absorption is frequency-dependent, with higher
frequencies being absorbed more than lower frequencies [33].

Shadow fading is a random variation in the received signal strength due to changes in
the propagation environment. Shadow fading is caused by changes in the terrain, buildings,
and other objects between the transmitter and receiver. Shadow fading is typically modeled
as a log-normal random variable [29] as can be seen from Equation (1).

The large-scale path loss model is used to predict the received signal strength at a
given distance from the transmitter. The model can be used to design wireless networks
and to estimate the coverage area of a wireless network [33].

2.4. Dataset Generation

The program to generate the dataset of SNR values using the simulator is written in
MATLAB R2022b Update 9 (9.13.0.2553342), 64-bit (maci64). The SNR values are produced
by simulating an mmWave wireless communication system operating at a carrier frequency
of 28 GHz, encompassing both Line-of-Sight (LOS) and Non-Line-of-Sight (NLoS) propaga-
tion paths. The procedure emulates a Channel Impulse Response (CIR) for each trajectory,
followed by multiplication with a random input signal to produce a received signal. The
SNR is calculated as the ratio of signal power to noise power, assuming noise power is
directly proportional to signal power, and a fixed SNR of 30 dB is maintained.

2.5. SNR Calculation

There are several imperative tools used for classifying the various patterns of mobility
in wireless communications. These patterns are known as mobility models and include
the Vehicular Mobility Model, the High-Speed Train Mobility Model, the Human Mobility
Model, and the Ship Mobility Model. Through the extraction of extensive datasets, such
mobility models provide researchers with the ability to scrutinize and approximate the
influence of several mobility factors such as vehicular speed, congestion levels, ambiguity,
social interactions, location preferences, and more. To perform an extensive experiment in
this field, it is critically important to assess both the Human Mobility Model (HMM) and the
Vehicular Mobility Model (VMM) as they play a vital role in apprehending and speculating
the dynamics of wireless communications. By concentrating on such specific mobility
models, researchers can attain valuable insights into the complexities of mobility patterns
and enhance the overall efficiency and reliability of wireless communication systems [5].

Using a simulated channel model, an assessment has been conducted to determine
the received signal power and noise power at the user equipment. The received signal
power is calculated as the product of the transmitted power, the antenna gain, and the path
loss between the base station and the User Equipment (UE). The noise power is calculated
as the product of the noise figure, the bandwidth, and the Boltzmann constant. Then, the
Signal-to-Noise Ratio (SNR) is calculated as the ratio of the power of the received signal to
the power of the noise, expressed in decibels (dB) [34].
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The Signal-to-Noise Ratio (SNR) is calculated as the ratio of the power of the received
signal to the power of the noise, expressed in decibels (dB). In the context of this problem,
the SNR can be calculated as

SNR = 1010810 (Psignat / Proise)

where Pjq; is the power of the received signal and Py;s, is the power of the noise.

The parameters required to calculate the SNR for this problem are as follows. Py;gp:
The power of the received signal, which is calculated as the product of the channel gain and
the transmitted power. P,y;5.: The power of the noise, which is calculated as the product of
the noise figure and the receiver bandwidth [5].

The distance between the transmitter and receiver, the carrier frequency, and the
properties of the propagation environment determine the channel gain. The transmitter
power and receiver bandwidth are also specified in the problem. The noise figure represents
the noise added by the receiver and is also specified in the problem [5].

Subsequently, an analysis has been conducted to establish the SNR by comparing
the power of the received signal to the power of the noise, resulting in creating a dataset
comprising SNR values recorded at 20 millisecond intervals. These recorded SNR values
offer significant insights into the operational efficiency of the communication system within
an indoor microcellular setting in urban areas [33].

2.6. Genetic Programming Based Symbolic Regression

The dataset is modeled using a mathematical expression to gain deeper insights
into the SNR values generated and predict future SNR values using the mathematical
expression. To find a mathematical expression that best fits a given dataset, Symbolic
Regression is applied to the dataset. It is a type of regression analysis in which the goal
is to find a mathematical expression that best fits a given set of data points. In contrast to
traditional regression methods that use predefined functions such as linear or polynomial
equations, Symbolic Regression allows the model to discover its own functional form
by searching through a space of mathematical expressions. Genetic programming is a
type of evolutionary algorithm that is used to find solutions to complex problems by
mimicking the process of natural selection. In genetic programming, a population of
candidate solutions, known as “individuals” is evolved over multiple generations using
principles of genetic variation and selection. The fitness function is a measure of how well
a particular individual—a potential solution—fits the data.

In Symbolic Regression, the fitness function is typically based on the degree of error
between the actual data points and the predicted values generated by the individual’s math-
ematical expression. Crossover and mutation are two key genetic operators used in genetic
programming. Crossover involves combining genetic material from two parent individuals
to create a new offspring individual, while mutation involves randomly altering the genetic
material of an individual in order to introduce new variations. Tournament selection is
a common method of selecting individuals for reproduction in genetic programming. In
tournament selection, a subset of individuals from the population is chosen at random,
and the individual with the highest fitness within that subset is selected for reproduction.
In genetic programming, individuals are represented as trees of nodes. Terminal nodes
represent input variables or constants, while non-terminal nodes represent mathematical
operations or functions [35].

The above experiment has been performed on the dataset that was generated by
an earlier-simulated model consisting of SNR values. There are predefined arithmetic
functions such as add, sub, mul sin, cos, etc., for the Symbolic Regression. The code is
implemented in Python. The SymbolicRegressor class is imported from gplearn.genetic
package. Custom-defined functions such as ReLU were defined and added to the function
set to provide the algorithm with more flexibility in modeling the data. This can be achieved
using the make_function() method. The other parameters that the SymbolicRegressor
constructor can take to configure the model are as follows:
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population_size: The number of individuals (mathematical expressions) in each
generation.

function_set: The set of functions and terminals that can be used in the mathematical
expressions.

generations: The maximum number of generations to evolve the population.
stopping_criteria: The threshold value for the Mean Absolute Error (MAE) to stop
evolution if it falls below this value.

p_crossover, p_subtree_mutation, p_hoist_mutation, p_point_mutation: The proba-
bilities of applying crossover, subtree mutation, hoist mutation, and point mutation
operations during evolution.

max_samples: The maximum proportion of samples to use in each generation during
fitness evaluation.

verbose: Whether to enable verbose output during evolution.
parsimony_coefficient: A coefficient to balance between the goodness of fit and the
complexity (parsimony) of the mathematical expressions.

random_state: The random seed for reproducibility.

These parameters allow us to customize the SymbolicRegressor model to fit the specific

needs. For example, one can increase the population_size to improve the accuracy of the
model, or these values could also be reduced generations to speed up the training process.
After passing the dataset through the Symbolic Regressor, the symbolic expression obtained
for the dataset is as follows.

next_e =sin(0.0667Xy)

Xo 2
+ sin(0.077Xg + sin(0.077X, -+ 0.2009))

14.385
22 >})

+ sin(0.0667 Xy + 1)

30.332 1
—sin < + el {135.039 - max (0, —0.077X,

(
+ sin(0.077Xp — 0.563 + 2389
Xo
(
(

+sin(0.077X, + sin(0.077Xo — 0.579) — 0.338)
— sin(sin(0.0667 Xy + sin(0.077Xy — 0.579)

— max(0, —0.077X) — 15.408 + 10; 18))
0

— 14.595

Also, the above expression can be depicted as a tree diagram using the graphviz python

package as shown in Figure 1. Graphviz helps visualize the complex math expressions
discovered by Symbolic Regression as tree diagrams, making them easier to understand
and analyze. The leaves of the math parse tree [36] are numeric constants and variables
from the symbolic expression. The internal nodes of the tree are arithmetic operations such
as addition, subtraction, multiplication, division, and sine. Traversing the tree to its root
will generate the entire symbolic expression. The tree diagram is a visual indication of the
complexity of the regression.
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Figure 1. The mathematical expression from the Symbolic Regression. Modeling the SNR values is
depicted as a tree diagram for better visualization.

Now, when the trained model is evaluated for Symbolic Regression, the fit of the
model to the data is determined by R2 score. R2 score is also called as the coefficient of
determination. It is a statistical measure that tells how well a regression model, in this case
the mathematical expression, fits the available data. It quantifies the proportion of variance
in the dependent variable, the SNR values in this case, that is explained by the model.
It ranges from 0 to 1, with 0 being the worst fit and 1 being the perfect fit. A higher R2
score means that the model is better at predicting the dependent variable. The evaluation
of the model is illustrated in a scatter plot shown in Figure 2. The x-axis is the timeline
indexed by the observation count. The y-axis refers to the Signal-to-Noise Ratio (SNR).
The blue dotted line represents the observed SNR values. The red dotted line represents
the symbolic function, which is the mathematical formula discovered by the Symbolic
Regression algorithm to approximate the true function. The closer the red line is to the blue
line, the better the fit.
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Figure 2. The scatter plot from the Symbolic Regression shows how well the mathematical expression
fits the data.
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As can be seen, the fit is reasonably satisfactory. The R2 score for this fit is 0.82497861499.
The symbolic function captures the general trend of the true function reasonably well. How-
ever, there are some deviations between the two lines, particularly at higher and lower
SNR values. The deviation increases when the SNR is below -18 dB and above —10 dB. The
deviation at lower SNR values may be because of the noise floor, which sets a minimum
limit on how low the SNR can go [37]. In mmWave systems, this noise floor can be caused
by thermal noise in the components, atmospheric noise, and interference from other sources.
The short plateaus of the signal at the bottom may be caused by the noise floor. On the other
hand, the deviation at higher SNR values can be related to non-linear effects in amplifiers
and other components that can distort the signal, reducing the effective SNR even if the
raw signal power is high.

The fit method of the SymbolicRegressor class uses genetic programming to evolve a
population of mathematical expressions that best fit the training data. The predict method
uses the trained model to predict the output values for the test features. The plot shown in
the figure below the true target values (y_test) against the test features (X_test) as points
labeled “True function”, and the predicted values (y_gp1) against the test features as points
labeled “Symbolic function”. Here is a more detailed explanation of each step:

1. fit method: The fit method uses genetic programming to evolve a population of
mathematical expressions. Genetic programming is a type of evolutionary algorithm
that uses natural selection to find the best fit for a given set of data. In this case, the
data are the training set, and the goal is to find a mathematical expression that can
predict the target variable for any given set of features.

2. predict method: The predict method uses the trained model to predict the output
values for the test features. The test features are a set of data that were not used to
train the model. The model uses the mathematical expression that it evolved during
the fit method to predict the target variable for each test feature.

3. Plot: The plot shows the true target values (y_test) against the test features (X_test)
as points labeled “True function”. The plot also shows the predicted values (y_gp1)
against the test features as points labeled “Symbolic function”. The two sets of
points should be close together, which indicates that the model was able to learn the
relationship between the features and the target variable.

3. Link Prediction Experiments and Results

The LSTM experiment hyper-parameters are shown in Table 2. These are chosen based
on intuition from working with similar problems in the past.

Table 2. LSTM Hyper-parameters.

Parameter Value
Input size 1
Hidden size 32
Number of layers 2
Output size 1
Normalization MinMaxScaler
Optimizer Adam
Learning rate 0.001
Number of epochs 1000

Results for the LSTM experiment are presented in Table 3.

Table 3. LSTM Results at 28 GHz.

Evaluation Metric Value
Validation RMSE 3.9762
Test RMSE 3.4490
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Improvements with Liquid Time-Constant Network

The best results with LTC were obtained in epoch 197. The training loss obtained
in this epoch is 0.04, training MAE (Mean Absolute Error) is 0.16, validation loss is 0.16,
validation MAE (Mean Absolute Error) is 0.38, validation RMSE (Root Mean Square Error)
is 0.41, testing loss is 0.06, testing MAE (Mean Absolute Error) is 0.20, and test RMSE (Root
Mean Square Error) is 0.25.

The RMSE values for the LTC experiment are given in Table 4.

Table 4. LTC Results at 28 GHz.

Evaluation Metric Value
Validation RMSE 0.41
Test RMSE 0.25

4. Discussion

As can be seen from the RMSE values from the experiments with the LSTM and LTC
frameworks, LTC performs thirteen times better than the LSTM framework when it comes
to link prediction. The RMSE obtained using LSTM in this work, 3.44 dB, is comparable
with that in the literature, which is 3.14 and 2.84 for two different use cases [5]. The results
can be interpreted from the Symbolic Regression perspective. As can be seen from the
complexity of Figure 1 and the corresponding mathematical expression, the SNR values
fluctuate substantially, as is characteristic of mmWaves. LSTM is not good at modeling this
level of randomness, at least in comparison with LTC, confirming the initial hypothesis.

It must also be noted that Symbolic Regression has been proven to be NP-hard [38].
There is no known efficient, polynomial-time algorithm to solve it for all cases. As the
problem size increases, the computational cost grows exponentially, making it increasingly
difficult to solve in a reasonable amount of time. Even with the approximate Symbolic
Regression implementation in this work, the computational complexity is high due to the
vast search space, evaluation requirements, and limitations of heuristic approaches. On the
other hand, LSTM is local in space and time with a linear computational complexity per
time step [31] and LTC is similar.

5. Conclusions

The mmWaves that characterize 5G networks pose some unique challenges in model-
ing, even using the most effective machine learning algorithms that have been employed so
far in the literature. This work attempted to better model the SNR values from a simulated
mmWave propagation using LTC and achieved outstanding results that are thirteen times
better than the results from the best framework used in the literature, which is LSTM. Using
LSTM resulted in a test Root Mean Squared Error (RMSE) of 3.44 dB, and LTC, 0.25 dB.
The intricacy of the prediction task that makes LTC more suitable is confirmed by the inter-
pretation using Symbolic Regression, which resulted in a complex arithmetic expression
to model the fluctuations in the SNR values. A future direction is to use other recent and
interpretable deep learning frameworks, such as Kolmogorov-Arnold Networks.
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Abstract

In this article, we propose a novel near-field holographic microwave imaging technique
designed to accelerate the data acquisition process. The system employs a novel electronic
switching mechanism utilizing two switching networks that virtually rotate the transmit-
ting and receiving antennas along the azimuthal direction for efficient data collection. This
minimizes the need for mechanical scanning of the antennas which, in turn, leads to faster
data acquisition. To enhance the quality of the imaging outcome, the number of samples
can be increased by combining only a few mechanical scanning steps with the electronic
scanning. This data acquisition scheme leverages the system’s space-invariant property
to enable convolution-based near-field holographic microwave image reconstruction. By
capturing and processing scattered fields over a cylindrical aperture, the system achieves
high-resolution imaging of concealed objects across multiple range positions. Both sim-
ulation and experimental results validate the effectiveness of the proposed approach in
delivering high-quality imaging results. Its ability to provide faster and enhanced imaging
outcomes highlights its potential for a wide range of applications, including biomedical
imaging, security screening, and non-destructive testing of the materials.

Keywords: antenna arrays; microwave holography; microwave measurement; near-field imaging

1. Introduction

Microwave imaging (MWI) has emerged as a transformative technology in various
fields due to its ability to penetrate optically opaque materials. Its applications span across
various domains, including non-destructive testing (NDT) of industrial materials [1,2],
biomedical imaging for early disease detection [3,4], and security screening for concealed
threat identification [5,6].

Holographic MWI techniques offer high-speed qualitative imaging capabilities. Tradi-
tional holographic systems often rely on the acquisition of wideband data to obtain range
resolution [5,7]. Although they have been successfully employed for applications such
as security screening of passengers at airports [5], they depend on approximations that
restrict their applicability in near-field scenarios, where finer spatial details are critical. In
particular, far-field holographic imaging techniques fail to capture and process the evanes-
cent waves emanated by the objects, limiting their resolution and accuracy. To overcome
these challenges, near-field holographic imaging systems have been developed to obtain
higher resolutions by processing the measured portion of the evanescent waves [8].
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In general, the near-field holographic imaging approach, which leverages measured
point spread functions (PSFs), provides several advantages over the conventional farfield
holographic imaging techniques, including the following: (1) Measured PSFs accurately
capture the near-field behavior of the antennas used in the specific imaging setup, leading to
more realistic system modeling. (2) Unlike analytical PSFs in the far-field holography, which
assume scalar far-field values at isolated points, measured PSFs represent actual responses
such as S-parameters or terminal voltages. (3) Measured PSFs reflect the true electromag-
netic properties of the background medium and include the effects of all components in the
imaging system—such as antennas, positioners, and measurement chambers—avoiding
the oversimplified assumptions used in far-field holography. (4) By using a calibrated
scattering probe of known material and size, the system’s sensitivity to contrast can be
quantified. This enables accurate and quantitative imaging [9,10]. (5) The system of equa-
tions solved in near-field holographic imaging at each spectral point is smaller and better
conditioned than those in optimization-based microwave imaging methods [11]. This not
only improves the computational efficiency but also allows for natural parallelization, as
each spectral point can be processed independently. (6) Near-field holographic imaging
eliminates the need for interpolation in the spectral domain (as implemented in far-field
holography [8]), simplifying the reconstruction process. (7) Unlike far-field holographic
imaging, near-field holographic imaging does not rely on the assumption that the spa-
tial frequency variables are independent, thereby reducing reconstruction artifacts. (8)
Data from multiple antennas, including both forward- and back-scattered signals, can be
combined within a single linear system to enhance spatial resolution and reduce image
artifacts. (9) Near-field holographic imaging performs effectively with a smaller number
of frequency samples, particularly when multiple transmitter /receiver channels are used.
This contrasts with far-field holography, which requires densely sampled frequencies due
to its reliance on a three-dimensional (3D) inverse Fourier transform.

We emphasize that the near-field holographic imaging technique is based on the Born
approximation, which assumes that the incident field in the presence of the object is the same as
the incident field in the absence of the object. This assumption linearizes the scattering integral
and allows for the use of convolution theory (which holds only for linear systems). However,
it provides the best results primarily for small or low-contrast objects (weak scatterers).

In particular, the condition for applying the first-order Born approximation is that
the radius a of a sphere enclosing the object and its refractive index n need to satisfy
(n — 1)a < A/4, where A is the wavelength in the background medium [12,13]. Thus, when
the objects or their contrasts (with respect to the background medium) become larger, or
when there are multiple objects inside the imaged domain, the Born assumption imposes
imaging errors due to further disturbance of the linearity of the imaging system.

This challenge can be overcome using iterative optimization methods such as the
Born iterative method (e.g., see [14]), distorted Born iterative method (e.g., see [15]), hy-
brid Born-Rytov method (e.g., see [10]), Newton-type methods (e.g., see [16]), contrast
source inversion (e.g., see [17]), or hybrid and data-driven techniques such as machine
learning/deep learning techniques (e.g., see [18]), etc. However, these techniques have
certain drawbacks in practical applications, including being extremely demanding in terms
of memory and time, sensitivity to initial guess, ill-posedness of the solution, and the
requirement for large datasets.

Although near-field holographic imaging techniques initially required wideband
information to perform three-dimensional (3D) imaging [19], later these techniques used a
receiver antenna array to perform 3D imaging using narrow-band data [20]. Narrow-band
near-field holographic imaging systems have also been developed for cylindrical setups,
where an array of receiver antennas collects scattered fields while rotating, together with

127



Electronics 2025, 14, 2518

the transmitter antenna, around the imaged medium [21]. Despite these advancements,
significant obstacles to employing these techniques in applications demanding high-speed
imaging remain. In particular, in [21], data acquisition time is a burden since responses
need to be collected over a cylindrical aperture by mechanically scanning a transmitter and
an array of receiver antennas.

To speed up the data acquisition, electronic scanning of an antenna array can be used
instead of mechanical scanning. One method is using a two-dimensional (2D) array of
antennas covering the aperture (e.g., see [22]). However, this method is costly due to the
use of a large number of antennas and the switching network to control the data acquisition.
Another common method that alleviates the cost issue involves arranging antenna arrays
in one direction while mechanically scanning them along the perpendicular direction
(e.g., see [23-25]). Thus, in this work, we take this principle into practice and we build a
system featuring the space-invariant property by mimicking mechanical scanning along the
azimuthal axis as implemented in [21] via an array of antennas switched electronically. The
system’s space-invariant property means that when an object shifts along the cross-range
direction (azimuthal or longitudinal directions), its response remains the same but shifts
with the same amount and along the same direction [26]. This allows the scattered field
measurements to be modeled as a convolution between the point spread function (PSF)
and the object’s reflectivity profile, enabling efficient image reconstruction using Fourier-
based techniques [8]. To build such a system, we develop a novel switching mechanism
utilizing two switching networks that virtually (electronically) rotate the transmitter and
the array of receivers around the imaged medium for data collection. While mechanical
scanning is still required along the longitudinal axis, the electronic data collection along the
azimuthal axis expedites the data acquisition process significantly. We also demonstrate
the possibility of collecting more samples along the azimuthal axis via combining a few
mechanical scanning steps with the electronic scanning. This alleviates the coarse sampling
in the electronic scanning scheme, leading to further enhancement of the reconstructed
images. The performance of the proposed imaging techniques will be demonstrated via
simulation results and experiments.

2. Methodology

This work proposes a microwave imaging system comprising an array of N4 antennas
uniformly distributed along the azimuthal axis to cover the full circular aperture. The
angular separation between adjacent antennas is denoted by A¢. In this configuration,
microwave switches are used to control the antenna operations such that, at each electronic
scanning step, one antenna functions as the transmitter while a set of Nr antennas posi-
tioned on the opposite side of the imaging domain act as receivers. Also, we present an
approach to increase the number of samples along the azimuthal direction by adding a few
mechanical scanning steps in the azimuthal direction.

2.1. Data Collection Schemes

To collect data on a cylindrical aperture, mechanical scanning is first performed along the
vertical z axis, incrementally moving the antenna array to different heights. Then, at each fixed
height, data are acquired along the azimuthal direction using one of two scanning schemes.

¢ Electronic scanning along azimuthal direction: In this scheme, the physical antenna
array remains stationary while the active transmitting and receiving elements are
electronically switched through two switching networks. The switching networks are
controlled via an Arduino-based system. This enables data acquisition from multiple
angular positions without the need for physical rotation, offering faster scanning
speed and reducing mechanical complexity. This scheme is discussed in Section 2.1.1.
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¢ Electronic-mechanical scanning along azimuthal direction: Due to physical limitations
on the number of antennas that can be placed along the azimuthal direction, the
angular resolution of purely electronic scanning will be constrained. To address
this, a hybrid method is employed, wherein the entire array is rotated incrementally
around the azimuthal (@) axis using a stepper motor. At each mechanical rotation
step, the full electronic scanning sequence (as described above) is repeated. This
enhances the angular sampling density by a factor of N, (the number of mechanical
steps), effectively increasing the total number of azimuthal samples at each height.
This approach balances enhanced quality with manageable system complexity. This
scheme is discussed in Section 2.1.2.

2.1.1. Electronic Scanning Along the Azimuthal Axis

A straightforward approach to implement the electronic scanning scheme is to con-
struct the system with two 1 x N4 switching networks—one for the transmitter path and
another one for the receiver path—along with additional Ny switch elements of 1 x 2
to control the role of each antenna (i.e., transmitter or receiver). However, this configu-
ration is costly, bulky, and complex to implement. To address this, we propose a novel
switching scheme involving only two switching networks (labeled as A and B), each of
size 1 x (N4 /2), assuming Ny is even. The common (COM) ports of these networks are
connected to the two ports of a vector network analyzer (VNA) for measurement. The
output ports of switching networks A and B are alternately connected to the elements of
the antenna array in an interleaved manner, as illustrated in Figure 1. Antennas associated
with networks A and B are shown in red and green, respectively. Electronic scanning is
performed such that, at each scanning step along ¢, an antenna from one of the networks
operates as the transmitter, illuminating the imaged medium, while N antennas from the
opposite network act as receivers. These Ny receivers are chosen across an angular span
of 2 x Nr x A¢, with the transmitting antenna located at the center of this span but on
the opposite side of the imaged domain (see Figure 1 for reference). This selection and
measurement process is repeated until each of the N4 antennas has acted as a transmitter
once in the specific z position. This procedure ensures scattered field measurements over a
full circular aperture. Figure 1a,b show two such sampling steps.

OUTs ¥y Scanned

> I

Aperture
e

Imaged
", :// Domain

Imaged
>
Domain

Figure 1. Cross-section illustration of the proposed imaging system. Small circles show the antennas
distributed uniformly along the azimuthal direction. Antennas marked in red and green are connected
to switching networks A and B, respectively. Two sample scanning steps are shown: (a) an antenna
from switching network A is selected as a transmitter TX 4 while the receivers RXp are selected from
network B; (b) an antenna from network B is selected as a transmitter TXpg while the receivers RX 4
are selected from network A.
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In Figure 1a, an antenna (TX4) from switching network A (marked in red color) is
assigned the role of transmitter, while the receivers (RXp1 to RXpn,) are selected from
network B (marked in green color). Conversely, in Figure 1b, an antenna (TXp) from network B
acts as the transmitter, with the receivers (RX4 1 to RX4 ny,) selected from network A.

By implementing this data acquisition configuration at multiple heights N, data is
acquired using one active transmitter and Ny receiver antennas operating in coordination,
forming a virtual cylindrical aperture with radius r4 and height z 4. Thus, the scattered
field E5° (¢, z) for each virtual receiver a,,,m = 1,..., Ny is recorded at Ny angles along
the azimuthal direction within 0 to 27t. The process of data collection is performed at N,
frequencies (wy,n =1,..., Ny ).

2.1.2. Combination of Electronic and Mechanical Scanning Along the Azimuthal Axis

The physical size of the antennas imposes some limitation on the number of elements
used in the array along the azimuthal axis. This, in turn, reduces the number of samples
that can be collected along that axis in electronic scanning. To tackle this issue, the number
of scanning steps can be increased by adding a few mechanical scanning steps along the
¢ direction. At each mechanical scanning step, we repeat the electronic scanning steps
discussed in Section 2.1.1.

To clarify further, in this procedure, for each z-position, electronic and mechanical
scanning is performed around the aperture. Although electronic scanning is performed
with sampling steps of A¢, adding a few mechanical scanning steps N, and repeating
electronic scanning at each step leads us to reach our objective to increase the number of
samples by N,., times. As a result, the total number of samples collected at each z-position

is calculated as N,,pcp, (i—g)

2.2. Image Reconstruction Technique

The image reconstruction process is supposed to provide images of objects under test
(OUTs) over cylindrical surfaces with radii r;, where i ranges from 1 to N, and r; lies within
the interval (0,74 ). For the implementation of the holographic imaging, the approximate
point spread functions (PSFs) Els;}: Wo (¢, z) of the system are measured by placing small
point-wise objects (PWO) at cylindrical coordinates (7, ¢, z) of (#;,0,0) (with reference to
Figure 1), one at a time, and scanning the responses over the cylindrical aperture. In total,
we measure one PSF function for each imaged surface N;. According to [20], the total
measured scattered field by each virtual receiver antenna and at each frequency can be
written as:

Ny

EX (¢,z,wn) = Y ESPYO(¢,2,w0) #g . fi(9,2) (1)
i=1

where ¢ and *; are convolutions along the azimuthal and longitudinal axes, respectively.
The goal is to estimate the contrast functions f;(¢, z). For each receiver, the equation above
is rewritten across all frequencies as below:

E (¢,2,w1) = L ESPO(9,2,w1) g %2 fi(9,2)
: 2)

EX (¢,z,wn,) = L 5PV, 2, wn,,) #g 2 fi(9,2)

Discrete Fourier transform (DFT) along the ¢ axis and discrete time Fourier transform
(DTFT) along the z axis are implemented on the equations to transform them to the spec-
tral domain. This allows for forming a system of equations at each Fourier variable pair
# = (kg, k) as shown below that is solved using a standardized minimum norm approach [27]:
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where E:,'an (k, wn), 1:51525 Wwo (k,wy), and j‘z (1) are obtained from E’ (¢, z, wy), Ef‘;}: Wo(gb, z,wy),
and f;(¢,z) when taking DFT and DTFT along the azimuthal and longitudinal directions,
respectively; L(N,Ng x NyNg) = I— UUT/UTU, I(NuNg x NuNg) is the identity matrix;
and Uy, ngx1) i @ vector of ones. In the standardized minimum norm approach, the

standardized solution E is obtained as:

2 -1 .
F—/(Diag(s;)) PE ©)
where S= is the variance ofE obtained from:
=F(N;xN;)
Sz =PS—pH (10)

where sﬁ?c is the variance of ESC from a Bayesian point of view, Diag (é;) is the diagonal

matrix obtained from diagonal elements of Sz and P is

p-b" D" ar a1

where [.]¥ is the Hermitian transpose operation, [.] is the Moore-Penrose pseudoinverse,
and « is the regularization parameter chosen empirically.

Solving the systems of equations in (3) at all x = (kg, k) pairs provides the images
f ;(x) in the spectral domain. Lastly, inverse DFT along ¢ and inverse DTFT along z are
applied to obtain the reconstructed images f;(¢, z) in the spatial domain at each imaged
surface at 7;.
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3. Simulations

This section evaluates the performance of the proposed imaging technique using
simulated data obtained from FEKO [28]. Simulations were carried out at two operating
frequencies: 1.5 GHz and 1.8 GHz.

With the aim of covering the full circle and considering the size of antennas used in
the experiments (discussed later), we used an angular separation of 10 deg between the
antennas, which led to having 36 antennas.

In the simulations, all the utilized antennas were z-polarized resonant dipoles. The
background medium was characterized by ¢, = 22.1 and ¢ = 0.2 S/m, while the imaged
objects (OUTs) were assigned ¢, = 55 and ¢ = 4 S/m. The scattered fields were acquired
over a cylindrical aperture with radius r4 = 60 mm and height z4 = 188 mm.

The imaging was performed on three radial surfaces: 24 mm, 36 mm, and 48 mm.
The point spread functions (PSFs) for small 4 mm cuboids placed at these radial distances
were simulated. To mimic a realistic environment, additive White Gaussian noise was
introduced to the scattered data with a signal-to-noise ratio (SNR) of 30 dB.

Sampling in the longitudinal (z) direction was performed at intervals of Az = A /4, where
A is the wavelength at the corresponding frequency. The results of the two proposed scanning
schemes discussed earlier are presented below for two challenging imaging scenarios.

Figure 2a illustrates the FEKO simulation setup for Simulation Example 1, where
three linear cuboidal objects are positioned at radii #; and r3. Two of them are placed at
r3 with angular positions ¢3 and —¢3, while one is aligned at r; along the x axis. Table 1
summarizes the parameters for this example.

7 RXy
RXS 2+N

(a) (b)

+ : Resonant dipole antenna, TX: transmitter antenna, RX: receiver antenna.

Figure 2. Simulated models generated using FEKO software. (a) Simulation Example 1: Three cuboid
objects (green) positioned on two radial surfaces. (b) Simulation Example 2: Three cuboids and one
curved T-shaped object distributed across three radial surfaces.

Table 1. Values of parameters for Simulation Example 1 shown in Figure 2a.

Parameter 7 73 L @3 s A
Value 48 24 37 50 8 60
Unit mm mm mm deg mm mm

To further examine the reconstruction performance, we simulate a more complex sce-
nario example depicted in Figure 2b, involving four objects. Simulation Example 2 involves a
more complex arrangement with four distinct objects distributed across three radial surfaces,
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as compared to the simpler configuration in Figure 2a. This example is included to further
demonstrate the system’s capability to handle more intricate geometries and object distribu-
tions. The reconstruction results from Example 2 provide evidence of the method’s robustness
in accurately localizing and resolving multiple targets under more challenging conditions.
According to the parameters listed in Table 2, two cuboids are located at r3, one at 7, and a
more complex structure with two orthogonal arms is placed at 7.

Table 2. Values of parameters for Simulation Example 2 shown in Figure 2b.

Parameter rq 2 73 Ly s L, A P1 P2 ®3
Value 48 36 24 75 4 9 60 90 135 135
Unit mm mm mm mm mm mm mm deg deg deg

3.1. Results of Electronic Scanning Along Azimuthal Direction

Instead of employing a stationary array of Ny = 36 antennas along the azimuthal
direction, the simulation setup involves rotating a transmitter and eight receiver antennas
(Nr = 8 with reference to Figure 1) 360 deg around the imaging domain with a step size of
10°, thereby emulating a 10° separation in a fixed array configuration. The chosen number
of receiver antennas here is inspired by the work performed in [21], where mechanical
scanning was used to collect data along the ¢ axis. The angular separation between receiver
antennas is A¢ = 20 deg, consistent with the stationary antenna configuration.

For image reconstruction, the regularization parameter « in Equation (11) is chosen empiri-
cally, which is a common method (e.g., see [29,30]). To optimize the value of «, the quality of the
reconstructed images is evaluated using the structural similarity (SSIM) index [31].

In summary, SSIM is computed based on three terms: the luminance term, the contrast
term, and the structural term. To find the optimal value of a, SSIM is computed for the
reconstructed images using the true object’s image as the reference. The true image has a
value of 1 at the pixels overlapping the object and 0 elsewhere.

The overall SSIM is computed as the sum of SSIMs calculated for the individual two-
dimensional (2D) images at the three radial positions in each image reconstruction process.
Therefore, a higher value of total SSIM indicates a greater similarity to the true images.

Please note that this process needs to be performed for at least one set of known objects
to optimize the regularization parameter. Here, we perform this for Simulation Example 1
and then use the optimized value for Simulation Example 2. Table 3 shows the variation in
total SSIM versus the value of the regularization parameter for Simulation Example 1.

Table 3. Variation in total SSIM versus the value of regularization parameter « for Simulation Example 1.

Regularization Parameter « Total SSIM Observation
11 x 10~ 12 0.62
11 x 10~ 1 0.87
11 x 10710 1.21
11 x 10~ 1.42
11 x 108 1.44 Optimal !
11 x 1077 1.29
11 x 107° 0.97
11 x 107> 0.96

1 This value of « gives the best total SSIM and is used in subsequent simulation results.
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It was observed that the most acceptable reconstruction quality occurs around
a = 11 x 1078, As illustrated in Figure 3a,b, using much higher or lower values such as
@ =11x 1077 or & = 11 x 1071 results in poor image reconstruction, where the ob-
ject features are not clearly distinguishable. Thus, we present the results below using
a=11x10"8.

r =48 mm

60

40

20

-20

-40

-60

Figure 3. Image reconstruction results for different values of the regularization parameter « which
are far from the optimized value for Simulation Example 1, (a) for « = 11 x 107 and (b) for
a=11x10"10.

Figure 4a presents the reconstructed images for Simulation Example 1. The results
indicate successful localization and shape recovery of the targets. It is also evident that
image resolution is superior on the outer surface at r; = 48 mm compared to the inner
surface at r3 = 24 mm. This improvement is attributed to enhanced accessibility and
interaction with evanescent components in near-field holography.

The reconstructed images for Simulation Example 2 are displayed in Figure 4b. The
results demonstrate clear localization and differentiation of targets at rq and r3. For the
object placed at r;, the contrast is more pronounced along the z axis, aligned with the
z-polarized dipole antenna response. As complexity increases, some imaging artifacts and
shadowing are observed across adjacent radial surfaces.
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r=48 mm r=36 mm r=24 mm

-100 0

(b)

Figure 4. Reconstructed images for (a) Simulation Example 1 and (b) Simulation Example 2 when

100

36 samples have been used along the ¢ axis and electronic scanning along the azimuthal direction has
been performed. Red dashed lines outline the target boundaries. Horizontal axis: ¢ (deg); vertical
axis: z (mm).

3.2. Simulation Results of Electronic and Mechanical Scanning Along Azimuthal Direction

By adding a few mechanical scanning steps N, and repeating the electronic scan-
ning at each one of those steps, as discussed in Section 2.1.2, the number of collected
samples along the azimuthal direction is multiplied by N,,.c;,. With the consideration of the
experimental setup discussed later, the overall number of 201 samples along the azimuthal
direction is calculated and applied in the simulation. Figure 5 shows the simulation results
of this data acquisition scheme (201 samples along the ¢ axis) for the two examples shown
in Figure 2. Comparing the reconstructed images in Figures 4 and 5, it can clearly be
observed that the qualities of the reconstructed images are enhanced and two common
issues in the reconstruction of images (having object shadows on adjacent planes and
spurious artifacts) have been reduced significantly, when a larger number of samples along
the azimuthal axis has been acquired.
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Figure 5. Reconstructed images for (a) Simulation Example 1 and (b) Simulation Example 2 when
201 samples were used along the ¢ axis and electronic and mechanical scanning along the azimuthal
direction was performed. Red dashed lines outline the target boundaries. Horizontal axis: ¢ (deg);

vertical axis: z (mm).

4. Experimental Results

Figure 6 illustrates the block diagram of the proposed imaging system. As shown, it
consists of an array of antennas and two switching networks A and B to select the antennas,
as discussed in Section 2. The array elements are mini GSM/Cellular Quad-Band antennas
from Adafruit [32]. These antennas are a practical, affordable, and technically suitable
choice for this microwave imaging system. They operate around 1.5-1.8 GHz, which
matches the imaging system’s narrow-band frequencies and allows effective penetration
into the glycerine-water medium. Their small size makes it easier to arrange many antennas
around a cylindrical setup, achieving higher angular sampling rate. Also, we employ an
Anritsu VNA, ShockLine-MS46122B model, for the measurements.

The scanning setup includes a plexiglass container with a diameter of 125 mm and a
height of 200 mm, filled with a liquid consisting of 20% water and 80% glycerin. The liquid
has properties of &, = 22 and ¢ = 1.25S/m [33]. This mixture has been chosen due to the
similarities of its properties to the averaged tissue properties in biomedical applications [33].

To mitigate the potential influence of the air-liquid interface on the measured signals,
the antenna holder was custom designed to tightly accommodate the container and minimize
the surrounding gap. This configuration reduces the potential of having interface-related
distortions while preserving sufficient leeway to allow mechanical movement of the container
along the azimuthal (¢) and longitudinal (z) directions during the scanning process.
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Figure 6. Block diagram of the imaging system used for measurement. Two ports of the VNA are
connected to the common ports of two switching networks. One stepper motor is used for mechanical
scanning along the azimuthal direction and another stepper motor (not shown) is used for scanning
along the z axis. Dipole antennas (shown by red and green) are connected to the two switching
networks A and B, respectively. The objects under test (OUTs) are 3D-printed targets covered by
copper sheets.

The positioning system, which includes an Arduino Uno board, an Arduino motor shield
board, and a stepper motor, moves the liquid container along the longitudinal (z) direction.
During the measurements, the antenna array remains stationary and is housed in a customized
3D-printed holder, ensuring a gap of 1 mm with the liquid container to allow smooth container
movement. We use 36 antennas distributed evenly along the azimuthal direction, covering the
full circle. To minimize unwanted cross-coupling between the antennas and reduce the impact
of external electromagnetic interference, small microwave-absorbing sheets are placed inside
the antenna array holder between adjacent antennas. Specifically, microwave-absorbing sheets
with dimensions of 50 mm x 15 mm are inserted into the slots of the holder between each
pair of adjacent antennas to reduce mutual coupling. Additionally, the outer surface of the
holder is lined with a layer of microwave-absorbing sheet. To further improve shielding, the
entire measurement setup is enclosed in a custom-built wooden box, which is also lined with
microwave-absorbing material. This layered shielding approach ensures that the measured
S-parameters are minimally affected by environmental noise, resulting in more accurate and
consistent data for image reconstruction.

Figure 7 shows the variation in the scattering parameters of the antennas. As depicted,
Figure 7a shows the variation in the reflection scattering parameter for a sample antenna
placed inside the antenna holder and in contact with the liquid container, while Figure 7b
shows the variation in the transmission scattering parameter measured for two sample
antennas located at the opposite sides of the liquid container. While the figures show
the variation over frequencies 1 GHz to 2 GHz, the imaging is performed using the data
collected over 1.5 GHz to 1.8 GHz. Figure 7 shows the acceptable performance of the
antennas over this frequency range for imaging.
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Figure 7. (a) Variation in reflection scattering parameter for a sample antenna. (b) Variation in
transmission scattering parameter for two antennas placed at opposite sides of the liquid container.
The red dashed lines indicate the frequency range used for image reconstruction.

The selection of an antenna’s role as transmitter or receiver is controlled by the two
switch networks of 1 x 18. Each network is implemented using an Arduino Uno board
and three EVIHMC321ALP4E modules, which are RF SP8T switches from Analog Devices.
Each network includes a master and two slave modules, controlled by MATLAB through
its assigned Arduino Uno board.

Referring to the theory discussed earlier, to perform electronic scanning, the selection
of antennas’ roles (transmitter or receiver) is determined such that, while one antenna
from a network is selected as a transmitter, the corresponding eight antennas connected
to the other network (on the opposite side of the imaged medium) act as receivers. The
common ports of the switch networks are connected to the two ports of the VNA, and
the transmission scattering parameter Sy; (TXi, RX % wn) is measured for every pair of
transmitter (TX;) and receiver (RX;) antennas (i,j = 1,--- ,N4) at each scanned height
(zx,k=1,---,N;) and measured frequency (wy,n =1,--- , Ny).

The assumption of identical antennas is not guaranteed in practice due to fabrication
variations, connector mismatches, etc. In the previous work [20], where mechanical scan-
ning was used and each antenna had a fixed role, this issue did not cause significant effects.
However, in this work, due to the dynamic assignment of the role of transmitter or receiver
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to different antennas during electronic scanning, compensation for these variations must be
addressed. To overcome this issue, the raw responses of the antennas are pre-processed as
o S%O (TXZ‘, RX]‘, Zley wn)

5121{) (TXZ', RX]', Zley wn)

So1 P (TX;, RX;, 2k, wn ) (12)
where Sgl)mp is the compensated response, 53° is the measured response with the object,
and S}7 is the response without an object.

The approximation of no-object data is obtained by analyzing the variation in the
measured signal along the z-direction. It is assumed that regions with higher signal
variation correspond to the positions of the objects, while regions with minimal variation
are considered no-object zones. These low-variation regions are used as a reference to
approximate the background response.

Figure 8 shows a photo of the experimental setup placed inside a shielding box. The
PSFs are collected for objects positioned at radial distances of 20 mm, 35 mm, and 50 mm
inside the liquid container, allowing reconstruction of the images on surfaces at these
radii. The OUTs are plastic objects covered with thin copper sheets and placed inside the
liquid container. Data acquisition is performed over the frequency range from 1.6 GHz to
1.75 GHz with steps of 0.05 GHz.

e L
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Figure 8. Photo of the imaging system used for the measurements.

In order to test the proposed scheme in practice, four different measurement scenarios
have been performed, as discussed below.

For the first Measurement Example, the OUTs are in the form of cylinders with a
height of 50 mm and a diameter of 20 mm, placed at the cylindrical coordinates (r, ¢, z) of
(35 mm, 290 deg, 0) and (50 mm, 180 deg, 0). The mechanical scanning along the z axis
is performed from —80 mm to 80 mm with 31 steps. Figure 9a shows the reconstructed
images of the positioned objects in the imaged medium. Despite the inevitable presence of
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environmental interferences and measurement noise, the objects are clearly distinguishable
in the images.

r =50 mm 50 r=35mm r=20mm

50 N
100 200 300 100 200 300 100 200 300
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100 200 300 100 200 300 100 200 300
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Figure 9. Measurement results for (a) Measurement Example 1 and (b) Measurement Example 2

when 36 samples along the ¢ axis are used. The red dashed lines show the positions of the objects.
For all the figures, the horizontal axis represents ¢ (deg) and the vertical axis represents z (mm).

For the second Measurement Example, the OUTs are small cuboids with dimensions of
20 mm x 20 mm x 8 mm, placed at the cylindrical coordinates (r, ¢, z) of (35 mm, 70 deg, 0),
(50 mm, 180 deg, 0), and (50 mm, 250 deg, 0). The mechanical scanning along the z axis is carried
out from —50 mm to 50 mm in 19 steps. The result of the experiment is shown in Figure 9b. As
observed, the objects are reconstructed as expected in their correct positions. In this example, due
to the larger number of OUTS, an increase in the level of artifacts is observed, as expected.

In the third measurement experiment, the proposed data acquisition scheme of the
combination of electronic and mechanical scanning has been tested and verified practically.
With the help of an additional stepper motor that rotates the container along the ¢ axis with
steps of 1.8 deg, and repeating the electronic scanning at each of these steps, 216 samples
are collected along the azimuthal direction. The OUTs are in the form of cylinders with a
height of 50 mm and a diameter of 20 mm, placed at the cylindrical coordinates (r, ¢, z) of
(35 mm, —60 deg, 0) and (50 mm, 125 deg, 0). Figure 10a shows the reconstructed images
of the two objects. A comparison of the two sets of experimental results in Figures 9 and 10
shows that the increase in the number of samples has a positive impact on the quality of
the reconstructed images, helping to reduce the background artifacts significantly.
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Figure 10. Measurement results for (a) Measurement Example 3 and (b) Measurement Example 4

when 216 samples along the ¢ axis are used. The red dashed lines show the positions of the objects.
For all the figures, the horizontal axis represents ¢ (deg) and the vertical axis represents z (mm).

To further test the capability of this imaging approach, when using a combination of
mechanical and electronic scanning, we perform imaging of a more complicated scenario
(Measurement Example 4) in which a narrow and long arc-shaped object is placed on the
middle imaged surface (at 36 mm) and along the azimuthal direction and another cuboid
object similar to the ones used in the previous example is placed at (20 mm, 90 deg, 0).
Figure 10b shows the imaging results for this example. It is observed that the objects are
reconstructed in their true positions. However, larger shadows of the arc-shaped object
are observed on the adjacent imaged plane at 20 mm. We believe that this degradation
of the image quality is due to the fact that this imaging technique is based on the Born
approximation [8] which provides better imaging results for smaller and lower-contrast
objects (since it ignores multiple scattering between the objects).

5. Discussion

In this section, we provide important discussions related to the comparison of the
proposed system with a previously proposed system, selection of the number of antennas
and number of samples along the azimuthal direction, and distinguishing the objects in the
reconstructed images.
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5.1. Comparison of the Two Technique

In near-field microwave holographic imaging, the cross-range resolution of the re-
constructed images depends on the portion of measurable evanescent waves, which, in
turn, depends on the distance of the object and the antennas and the conductivity of the
background medium. Thus, for imaged surfaces closer to the antennas, higher resolutions
are expected. Since the distances between the antennas and the imaged surfaces and
the conductivity of the background medium in this work are similar to those in [20], the
azimuthal and longitudinal resolutions are similar to the ones reported in that work, i.e.,
6 mm and 14 mm, respectively. Here, to demonstrate the performance of our imaging
system in terms of resolution level, different positioning of objects in the imaged domain
are shown in the presented examples. In general, enhancing the number of samples mainly
reduces the shadowing level along the range direction.

Furthermore, the data acquisition time depends on the electronic switching time
for selecting each pair of transmitter and receiver antennas fq.., mechanical scanning
step time tech, and measurement time of the scattered field tmeas (performed by VNA
here and by customized data acquisition circuitry in [21]). Thus, in this work the to-
tal measurement time is Tioa] = Na X tejec X tmeas X 6tmech X Nz, while in [21] it is
Tiotal = 8 X telec X tmeas X 180fpech X Ny. Since in general, the mechanical scanning time
tmech 1 much longer than the electronic scanning time o due to the required delays in
the system to stabilize mechanically, the data acquisition time here is much shorter than
the system in [21]. By considering the parameters used in this work and [21], we expect the
system to be approximately seven times faster in terms of data acquisition time.

Lastly, the system proposed in this work utilizes more antennas and switching modules
to implement the discussed electronic switching scheme. While the system in [21] uses
9 antennas (1 transmitter and 8 receivers) and one SP8T switching module, the proposed
system here uses 36 antennas and 6 SP8T switching modules. Thus, the implementation
cost of the system here is higher.

Table 4 summarizes the comparison of the proposed system here with the one in [21]
as discussed above.

Table 4. Comparison of mechanical and electro-mechanical scanning techniques.

Technique Data Acquisition Time Resolution Cost Shadow Effect
Mechanical Scanning [21] 7Tiotal Same Lower Higher
Mechanical and Electronic Scanning (this work) Tiotal Same Slightly Higher Reduced

5.2. Selection of Number of Antennas and Azimuthal Samples for Experimental System

As discussed earlier in the article, the number of samples along the azimuthal direction
(¢) is determined based on the physical size of the antennas to uniformly cover a full
circle (360 deg). In this work, for dense sampling (as per physical constraints) and to
maintain a compact array suitable for laboratory setting, an angular spacing of (10 deg)
was selected, resulting in (360 deg/10 deg = 36) antennas distributed uniformly around the
aperture. Due to space constraints and taking into account the cost of the system (number
of utilized antennas and switching networks), it is not favorable to increase the number
of antennas further. Thus, to enhance angular sampling, we employed a hybrid approach
that integrates mechanical rotation steps along the ¢ direction with electronic scanning.
Specifically, here the antenna array is mechanically rotated in six incremental steps, each
of 10°/6 = 1.7°, and at each step, the full electronic scanning sequence is repeated. The
number of mechanical scanning steps was chosen as a compromise between the data
acquisition time and quality of the reconstructed images. Consequently, the total number of
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References

azimuthal samples becomes 36 (electronic steps) x 6 (mechanical positions) = 216 at each
height, significantly improving angular sampling without increasing the antenna count.

5.3. Distinguishing Reconstructed Objects from Artifacts

To distinguish between reconstructed objects and imaging artifacts, we analyze the
brightness levels and spatial consistency across adjacent imaging planes. Genuine objects
typically appear with higher brightness intensities and often produce weaker but noticeable
shadows on neighboring planes, indicating their volumetric presence. In contrast, artifacts
usually exhibit lower brightness and lack continuity or corresponding shadows in adjacent
planes, making them visually separable from true object features.

6. Conclusions

In this paper, we introduced a novel near-field holographic microwave imaging system
designed to overcome the long data acquisition time of the technique proposed in [21]. By
integrating an electronically controlled switching mechanism, the proposed system enables
virtual rotation of the antenna array along the azimuthal direction. This significantly reduces
the data acquisition time along the azimuthal direction to barely 2 min long at each scanned
height. Here, the data collection hardware is implemented in such a way that a space-invariant
system is constructed (which is necessary to develop the convolution-based near-field holo-
graphic imaging technique), leading to enhanced imaging results. Thus, complex imaging
scenarios in which the objects are at multiple range positions can be reconstructed satisfactorily.
The methodology was validated through simulations and experiments, demonstrating the
system’s capability to accurately reconstruct objects” images at multiple range positions with
enhanced resolution and reduced artifacts. Overall, the system successfully minimizes the
common mechanical scanning limitations faced earlier in the systems relying solely on me-
chanical scanning along the azimuthal direction, such as slow data acquisition time, undesired
measurement ripples, unwanted scanning vibrations, etc. This makes it a promising option
for various applications demanding fast imaging.
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