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A Study about Performance and Robustness of Model Predictive Controllers in a WEC System
Reprinted from: Energies 2018, 11, 2857, doi:10.3390/en11102857 . . . . . . . . . . . . . . . . . . . 210

Gael Verao Fernandez, Philip Balitsky, Vasiliki Stratigaki and Peter Troch

Coupling Methodology for Studying the Far Field Effects of Wave Energy Converter Arrays
over a Varying Bathymetry
Reprinted from: Energies 2018, 11, 2899, doi:10.3390/en11112899 . . . . . . . . . . . . . . . . . . . 233

Oscar Barambones, Jose M. Gonzalez de Durana and Isidro Calvo

Adaptive Sliding Mode Control for a Double Fed Induction Generator Used in an Oscillating
Water Column System
Reprinted from: Energies 2018, 11, 2939, doi:10.3390/en11112939 . . . . . . . . . . . . . . . . . . . 257

Qiao Li, Motohiko Murai and Syu Kuwada

A Study on Electrical Power for Multiple Linear Wave Energy Converter Considering the
Interaction Effect
Reprinted from: Energies 2018, 11, 2964, doi:10.3390/en11112964 . . . . . . . . . . . . . . . . . . . 284

Khaoula Ghefiri, Aitor J. Garrido, Eugen Rusu, Soufiene Bouallègue, Joseph Haggège and
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Preface to ”Offshore Renewable Energy”

Among the many forms of energy that can be extracted from the World Oceans, the technologies

that are developed to harvest commercial scale electricity productions have been well proven for

Offshore wind, wave, and tidal energy sources. Numerous research activities which have been

undertaken worldwide to understand how to characterise these ocean resources, convert them into

useful electricity using machines, store them, transport them to where they are needed, and distribute

them by demand have all been well played and understood. However, as with any other technologies,

there has been always the need to fill gaps in research which will improve various elements in each

type of energy conversion technologies, leading up to cost reduction and increase of reliability and

safety. These cannot be achieved without further research, learning, and communication of the

findings relevant to offshore energy conversion. The purpose of this book is to provide further

updates and knowledge on the above three ocean sources to the readers.

Technical articles describing various aspects of the offshore wind, wave, and tidal energies,

such as resource prediction, shape optimisation of energy converters, optimal design of rotors for

cost reductions, numerical modelling of large scale array energy converters, numerical simulation

of electricity converting machines, hybrid energy converters, control system for generators, farm

interactions, assessing economic benefits, and energy production benefits and so on have been

included. This book comprises seventeen original research articles, one review paper, and one

editorial. All have been written in easily readable language, but with enriched technical materials

addressing some of the current challenges and solutions useful to researchers and industries working

in offshore renewables.

The editors of the book would like to record their sincere thanks and acknowledgements to all

the contributors of the articles and the continuous support they received from the Energies journal

editorial staff team, without whose dedication it would have not been possible to publish this book.

Eugen Rusu, Vengatesan Venugopal

Special Issue Editors
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Offshore renewable energy includes several forms of energy extraction from oceans and seas, and
the most common and successful offshore technologies developed so far are based on wind, wave
and tides. In addition to other resources, wind, waves and tides are considered to be abundant,
inexhaustible, and harvestable zero-carbon resources which benefit the human race in tackling
energy-related problems, mitigating climate change, and other environmental issues.

Energy production from offshore wind turbines is leading other ocean renewable energy
technologies with significant growth since the first installation in Denmark in 1991. According to the
Global Wind Energy Council [1], the installed offshore wind capacity at the end of 2017 in 17 countries
across the globe (UK, Germany, PR China, Denmark, Netherlands, Belgium, Sweden, Vietnam, Finland,
Japan, South Korea, United States, Ireland, Taiwan, Spain, Norway, and France) accounts for 18,814
MW. The UK leads the offshore wind market with over 36% of installed capacity, with Germany in
second place with 28.5%. About 84% (15,780 MW) of all offshore installations at the end of 2017 were
located in the waters off the coasts of the above-mentioned 11 European countries, and the remaining
16% is located largely in China, Vietnam, Japan, South Korea, the United States and Taiwan.

With wave and tidal energy technologies, although various studies report differing numbers
in quantifying resources, the theoretical wave energy potential is estimated to be 32 PWh/year [2],
within which the Asian region shares the highest resource of 6200 TWh/year. Only in Europe, a large
number of technological advancements has been undertaken, including both research and prototype
testing. Similar to wave resources, the quantification of a reliable estimate of global tidal stream energy
potential also appears to have variable numbers which are estimated from numerical models; however,
the estimated global resource of 3 TW, which includes both tidal ranges and tidal streams [3], indicates
its significance. Nevertheless, only a fraction of this could be harvestable, due to several constraints.
Unlike the offshore wind sector, only a handful of commercial wave and tidal energy projects have
been undertaken globally, which demonstrates in many cases the industry’s immaturity, the costs of
energy production using these technologies, the lack of investor confidence, political and other market
challenges within this particular sector.

The above information illustrates that the Earth is blessed with enormous resources of offshore
wind, wave and tidal energy, and an expansion in technologies to harvest them. The research interest
in harvesting marine energy is ever-growing, and hence the outcome of these research materials
must be widely shared with the research community to increase awareness and enable knowledge
transfer activities in relation to new methodologies, modelling techniques, software tools, optimization
methods, and the laboratory testing of technologies etc. used in offshore renewables. The editors of
this special issue on “Offshore Renewable Energy: Ocean Waves, Tides and Offshore Wind” have
made an attempt to publish a book containing original research articles addressing various elements
of wind, wave and tidal energies. This book contains research articles written by authors from various
countries (Belgium, China, France, Greece, Japan, Malaysia, Netherlands, Romania, Portugal, Spain,

Energies 2019, 12, 182; doi:10.3390/en12010182 www.mdpi.com/journal/energies1
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Sweden, Tunisia, United Kingdom) which elaborated several aspects of offshore renewable energy.
It covers, through its 18 articles, a broad range of topics including the resource modeling of waves,
tides and offshore wind, technologies for energy conversion, numerical and physical modelling of
marine energy converters, hybrid energy converters, the shape optimization of energy converters, the
modelling of arrays of energy converters; electrical power generation, the control of energy converters,
and a macro-economic and cost–benefit analysis.

Regarding offshore wind, the articles discuss the evaluation of state-of-the-art wind technologies
suitable for specific locations based on data analysis, the cost of energy evaluated, and longer-term
resources estimated for specific areas. Nearshore wind resources in the Black Sea area produced from
the European Centre for Medium Weather Forecast (ECMWF) ERA-Interim and AVISO (Archiving,
Validation and Interpretation of Satellite Oceanographic data) satellite measurements were used
to estimate what type of wind turbines and wind farm configurations would be more suitable for
coastal environments [4]. The results indicated that the Crimea Peninsula has the best wind resources;
however, considering the geopolitical situation, the western part of this basin (Romania and Bulgaria)
was found to be a viable location for developing offshore wind projects. A method was proposed in [5]
to minimize the cost of energy (COE) of offshore wind turbines, in which two design parameters, the
rated wind speed and rotor radius, are optimally designed, and the relation between the COE and
the two design parameters is explored. The recent-past and near-future wind power potential in the
Black Sea basin was explored in [6]. An analysis of the wind climate was also undertaken, and the
wind-power potential from the recent past was assessed based on two different sources each covering
the 30-year period 1981–2010.

In coastal areas, seawater can be desalinated through reverse osmosis (RO) and transformed into
freshwater for human use; however, this requires a large reliable electricity supply. An analysis of
wave power resource availability in Kilifi-Kenya and an evaluation of the possible use of a wave power
converter (WEC) to power desalination plants was described in [7]. Wave energy propagation patterns
in the western side of the Iberian nearshore was evaluated in [8]. Several data assimilation techniques
were implemented for the model validation. A novel hybrid wind–wave system that integrates an
oscillating water column wave energy converter with an offshore wind turbine on a jacket-frame
substructure was detailed in [9], in which a scale model of 1:50 was tested under regular and irregular
waves to characterise the hydrodynamic response of the WEC sub-system. This study appeared to
have led to a proof of concept of this novel hybrid system. Another novel method of estimating wave
energy converter performance in variable bathymetry regions was presented in [10], which takes into
the account of the interaction of the floating units with the bottom topography. The proposed method
used a coupled model which was able to resolve the 3D wave field for the propagation of the waves
over the general bottom topography, in combination with a boundary element method (BEM) for the
treatment of the diffraction/radiation problems and the evaluation of the flow details on the local scale
of the energy absorbers.

A numerical model was proposed in [11], considering not only the interference effect in the
multiple floating structures, but also the controlling force of each linear electrical generator. The copper
losses in the electrical generator are taken into account when the electrical power is computed. This
paper established a relationship between the interference effect and electric powers from wave energy
converters. A sliding mode control scheme aimed at oscillating water column (OWC) generation plants
using Wells turbines and DFIGs (Doubly Fed Induction Generators) was proposed in [12]. The papers
discussed an adaptive sliding mode control scheme that does not require calculating the bounds of
the system uncertainties, a Lyapunov analysis of stability for the control algorithm against system
uncertainties and disturbances, and a validation of the proposed control scheme through numerical
simulations. A generic coupling methodology which allows the modelling of both near-field and
far-field effects was presented in [13]. The methodology was exemplified using the mild slope wave
propagation model MILDwave and the open source boundary-element method (BEM) code called
NEMOH. This paper [14] focused on one of the point absorber wave energy converters (PAWs) of the
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hybrid platform W2POWER. Two of the model predictive controllers (MPCs) have been designed with
the addition of an embedded integrator. In order to analyze and compare the MPCs with a conventional
PI type control, a study was carried out to assess the performance and robustness through computer
simulations, in which uncertainties in the WEC dynamics were discussed.

A coupled techno–macro-economic model which was used to assess the macro-economic benefit
of installing a 5.25 MW farm of oscillating water column wave energy devices at two locations,
Orkney in Scotland and Leixoes in Portugal, was presented in [15]. Through an input–output analysis,
the wide-reaching macro-economic benefit of the prospective projects was highlighted. The results
presented in this paper demonstrated the merit of macro-economic analysis for understanding the
wider economic benefit of wave energy projects, while providing an understanding of key physical
factors which will dominate the estimated effects. A shape optimization method of a truncated
conical point absorber wave energy converter is presented in [16]. This method converts the wave
energy absorption efficiency into the matching problem between the wave spectrum of the South
China Sea and the buoy’s absorption power spectrum. An objective function which combines these
two spectra is established to reflect the energy absorbing efficiency. Through a frequency domain
hydrodynamic analysis and the response surface method (RSM), the radius, cone angle and draft of
the buoy are optimized.

An electrical model of a vertical axis tidal current turbine in Simulink is coupled with a
hydrodynamic vortex-model, and its validation is carried out by a comparison with experimental data
in [17]. The current turbine was connected to a permanent magnet synchronous generator in a direct
drive configuration. The fuzzy gain scheduling (FGS) technique was used in [18] to control the blade
pitch angle of a tidal turbine, to protect it from a strong tidal range. Rotational speed control was
investigated by means of back-to-back power converters. The optimal speed was provided by using
the maximum power point tracking (MPPT) strategy to harness maximum power from the tidal speed.
A methodology was presented in [19] to implement an actuator disc approach to model tidal turbines
using the Reynolds-averaged Navier–Stokes (RANS) momentum source term for a 20-m diameter
turbine in an idealized channel. The model was tuned to match the known coefficient of thrust and
operational profiles for a set of validation cases based on published experimental data. Predictions of
velocity deficit and turbulent intensity as a function of grid size/mesh resolution used in modelling
the turbine were discussed. The results demonstrated that the accuracy of the actuator disc method
was highly influenced by the vertical resolutions, as well as the grid density of the disc enclosure.

An up-to-date review of hybrid systems based on marine renewable energies is proposed in [20].
Main characteristics of the different sources, such as solar, wind, tidal, and wave energies, which can
provide electrical energy in remote maritime areas are included in the review. A review of multi-source
systems based on marine energies was also presented. Offshore locations at the west of Crete shows
a wind availability of about 80%; combining this with the installation of large-scale modern wind
turbines is expected to result in higher annual benefits. The spatio-temporal correlation of wind and
wave energy production shows that wind and wave hybrid stations can contribute significant amounts
of clean energy, while at the same time reducing spatial constraints and public acceptance issues. The
analysis reported in [21] discussed the benefits of co-located wind–wave technology for Crete.

The above-mentioned articles which constitute this book critically reviewed various technologies
of marine energy, investigated the theoretical, numerical and experimental methodologies of modelling
various energy converters and their control systems and provided systematic solutions for the readers
to easily understand the concepts used and outcomes produced. The editors believe that this book will
be useful to many researchers and industries working on offshore renewable energy.

Conflicts of Interest: The authors declare no conflict of interest.

3



Energies 2019, 12, 182

References

1. GWEC—Global Wind Energy Council. Available online: http://gwec.net/policy-research/reports/
(accessed on 17 December 2018).

2. World Energy Council. World Energy Resources. 2016. Available online: https://www.worldenergy.org/
data/resources/resource/marine/ (accessed on 17 December 2018).

3. Charlier, R.H.; Justus, J.R. Ocean Energies: Environmental, Economic and Technological Aspects of Alternative
Power Sources; Elsevier: Amsterdam, The Netherlands, 1993.

4. Onea, F.; Rusu, L. Estimation of the Near Future Wind Power Potential in the Black Sea. Energies 2018, 11,
2452. [CrossRef]

5. Luo, L.; Zhang, X.; Song, D.; Tang, W.; Yang, J.; Li, L.; Tian, X.; Wen, W. Optimal Design of Rated Wind Speed
and Rotor Radius to Minimizing the Cost of Energy for Offshore Wind Turbines. Energies 2018, 11, 2728.
[CrossRef]

6. Ganea, D.; Mereuta, E.; Rusu, L. Evaluation of Some State-Of-The-Art Wind Technologies in the Nearshore
of the Black Sea. Energies 2018, 11, 3198. [CrossRef]

7. Francisco, F.; Leijon, J.; Boström, C.; Engström, J.; Sundberg, J. Wave Power as Solution for Off-Grid Water
Desalination Systems: Resource Characterization for Kilifi-Kenya. Energies 2018, 11, 1004. [CrossRef]

8. Rusu, E. Numerical Modeling of the Wave Energy Propagation in the Iberian Nearshore. Energies 2018, 11,
980. [CrossRef]

9. Perez-Collazo, C.; Greaves, D.; Iglesias, G. A Novel Hybrid Wind-Wave Energy Converter for Jacket-Frame
Substructures. Energies 2018, 11, 637. [CrossRef]

10. Belibassakis, K.; Bonovas, M.; Rusu, E. A Novel Method for Estimating Wave Energy Converter Performance
in Variable Bathymetry Regions and Applications. Energies 2018, 11, 2092. [CrossRef]

11. Li, Q.; Murai, M.; Kuwada, S. A Study on Electrical Power for Multiple Linear Wave Energy Converter
Considering the Interaction Effect. Energies 2018, 11, 2964. [CrossRef]

12. Barambones, O.; Gonzalez de Durana, J.M.; Calvo, I. Adaptive Sliding Mode Control for a Double Fed
Induction Generator Used in an Oscillating Water Column System. Energies 2018, 11, 2939. [CrossRef]

13. Fernandez, G.V.; Balitsky, P.; Stratigaki, V.; Troch, P. Coupling Methodology for Studying the Far Field Effects
of Wave Energy Converter Arrays over a Varying Bathymetry. Energies 2018, 11, 2899. [CrossRef]

14. Guardeño, R.; Consegliere, A.; López, M.J. A Study about Performance and Robustness of Model Predictive
Controllers in a WEC System. Energies 2018, 11, 2857. [CrossRef]

15. Draycott, S.; Szadkowska, I.; Silva, M.; Ingram, D.M. Assessing the Macro-Economic Benefit of Installing a
Farm of Oscillating Water Columns in Scotland and Portugal. Energies 2018, 11, 2824. [CrossRef]

16. Wen, Y.; Wang, W.; Liu, H.; Mao, L.; Mi, H.; Wang, W.; Zhang, G. A Shape Optimization Method of a Specified
Point Absorber Wave Energy Converter for the South China Sea. Energies 2018, 11, 2645. [CrossRef]

17. Forslund, J.; Goude, A.; Thomas, K. Validation of a Coupled Electrical and Hydrodynamic Simulation Model
for a Vertical Axis Marine Current Energy Converter. Energies 2018, 11, 3067. [CrossRef]

18. Ghefiri, K.; Garrido, A.J.; Rusu, E.; Bouallègue, S.; Haggège, J.; Garrido, I. Fuzzy Supervision Based-Pitch
Angle Control of a Tidal Stream Generator for a Disturbed Tidal Input. Energies 2018, 11, 2989. [CrossRef]

19. Rahman, A.; Venugopal, V.; Thiebot, J. On the Accuracy of Three-Dimensional Actuator Disc Approach in
Modelling a Large-Scale Tidal Turbine in a Simple Channel. Energies 2018, 11, 2151. [CrossRef]

20. Roy, A.; Auger, F.; Dupriez-Robin, F.; Bourguet, S.; Tran, Q.T. Electrical Power Supply of Remote Maritime
Areas: A Review of Hybrid Systems Based on Marine Renewable Energies. Energies 2018, 11, 1904. [CrossRef]

21. Lavidas, G.; Venugopal, V. Energy Production Benefits by Wind and Wave Energies for the Autonomous
System of Crete. Energies 2018, 11, 2741. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

4



energies

Article

A Novel Hybrid Wind-Wave Energy Converter for
Jacket-Frame Substructures

Carlos Perez-Collazo * ID , Deborah Greaves and Gregorio Iglesias ID

School of Engineering, University of Plymouth, Reynolds Building, PL4 8AA Plymouth, UK;
deborah.greaves@plymouth.ac.uk (D.G.); gregorio.iglesias@plymouth.ac.uk (G.I.)
* Correspondence: carlos.perezcollazo@Plymouth.ac.uk; Tel.: +44-1752-586151

Received: 27 February 2018; Accepted: 11 March 2018; Published: 13 March 2018

Abstract: The growth of the offshore wind industry in the last couple of decades has made this
technology a key player in the maritime sector. The sustainable development of the offshore wind
sector is crucial for this to consolidate within a global scenario of climate change and increasing
threats to the marine environment. In this context, multipurpose platforms have been proposed
as a sustainable approach to harnessing different marine resources and combining their use under
the same platform. Hybrid wind-wave systems are a type of multipurpose platform where a single
platform combines the exploitation of offshore wind and wave energy. In particular, this paper deals
with a novel hybrid wind-wave system that integrates an oscillating water column wave energy
converter with an offshore wind turbine on a jacket-frame substructure. The main objective of this
paper is to characterise the hydrodynamic response of the WEC sub-system of this hybrid energy
converter. A 1:50 scale model was tested under regular and irregular waves to characterise the
hydrodynamic response of the WEC sub-system. The results from this analysis lead to the proof of
concept of this novel hybrid system; but additionally, to characterising its behaviour and interaction
with the wave field, which is a requirement for fully understanding the benefits of hybrid systems.

Keywords: wave energy; hybrid wind-wave; concept development; oscillating water column (OWC);
physical modelling; hydrodynamic response

1. Introduction

In the last couple of decades, offshore wind energy has become a major player in the world’s
renewable energy sector, with 15.8 GW of installed capacity in Europe at the end of 2017 [1].
This exceptional development has been, to a large extent, driven by the relatively shallow waters and
good wind resources of the North Sea, which washes the shores of one of the most industrialised regions
of the planet [2]. The great potential for development of offshore wind has raised the expectations that
this will play a leading role in Europe’s future energy supply, pushing its industry to establish a target
of 460 GW of installed capacity by 2050 [3]. It is clear that, for this target to be realised, a significant
increase must be achieved, especially by developing deep water and floating substructure systems.

In a global scenario of climate change and amid mounting threats to the marine environment [4–7],
the sustainable development of offshore wind is not only crucial for the consolidation of the industry,
but also to providing a reliable and accessible source of renewable energy. In this context, multipurpose
platforms have been suggested as a sustainable means of exploitation of certain maritime resources,
which are usually in the same area [8–11]—e.g., marine renewable energies (MREs), food resources
(fisheries and aquaculture), maritime transport and leisure, among others. On the basis of the strong
synergies between offshore wind and wave energy [12–14], hybrid wind-wave systems have been
proposed as one of the most promising types of multipurpose platforms [15].

Previous works on hybrid systems have mostly been grouped around some EU-funded projects,
whose aim was to develop some conceptual ideas and set the basis for future developments, defining
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guidelines and recommended practices for the wider group of multipurpose platforms [16–20].
This work has been complemented with some concepts proposed by the industry, e.g., [21–24]. At the
moment of writing, there are only a few scientific publications dealing with hybrid systems [25–28],
with most of the previous work around the wider group of combined wind-wave systems [29].
The characterisation of the combined resource together with the study of the potential combination of
both technologies has been studied by [30–32]—e.g., through the co-location feasibility index [33,34].
The effects of the temporal correlation of both wind and wave resources on the combined power output
and its grid integration have been studied by [35–43]. The study of the shadow-effect of co-located
wind-wave farms on the operation and cost of the overall farm was carried out by [44–46].

In particular, this research deals with the development of a novel hybrid wind-wave energy
converter for jacket-frame offshore wind substructures. The proposed hybrid system integrates an
oscillating water column (OWC) wave energy converter (WEC) sub-system with a jacket-frame type of
offshore wind substructure. An intensive test campaign was carried out using a 1:50 scale model of the
hybrid device to characterise the hydrodynamic response of the WEC sub-system. This was carried out
following a three-step methodology: (i) the interaction between the device and its surrounding wave
field was studied by means of an incident and reflected wave analysis (IRWA); (ii) the performance
of the OWC was studied using the capture width ratio; and (iii) the response of the main parameters
influencing the performance of the OWC—i.e., the free surface elevation and the pneumatic pressure
inside the OWC chamber—was studied by means of the response amplitude operator (RAO).

The content of this article is structured as follows. Section 2 defines the hybrid device’s WEC
sub-system. Section 3 tackles the materials and methods for the experimental campaign, including
the physical model, the experimental set-up and programme, and the data analysis. The results are
presented in Section 4 and discussed in Section 5. Finally, conclusions are drawn in Section 6.

2. The OWC WEC Sub-System

The hybrid wind-wave energy converter concept considered for this work builds on that
presented in [47] (Figure 1a). An OWC WEC sub-system prototype (Figure 1c) was outlined in
the framework of a new patent [48], with number WO2016185189A1. A novel hybrid wind-wave
energy converter is defined, where the OWC chamber forming the WEC sub-system has the capability
to self-adapt to different wave heights and tidal ranges as well as to the direction of the incident waves.
The adaptability of the OWC chamber is achieved by means of a self-adaptable skirt and the change of
the relative position between the chamber and the substructure.

Figure 1b shows a schematic representation of one of the possible configurations of the prototype.
The figure shows frontal and top views of the device, where some of its components and parts are
indicated. The proposed device is formed by a chamber (1); a substructure system (2) to link the device
to the seabed (i.e., usually the substructure system will be shared with a wind turbine); a ballast tank
(3), defined as part of the hull of the chamber between the inner (7) and external walls of the chamber;
a skirt (4) or extension at the bottom of the chamber; one or more air turbines (5), which act as the
OWC power take-off, driving the electric generator to produce electricity; a security and control system
including pressure relief valves (6); and a set of bulkheads (8) that provide structural strength and
divide the internal part of the chamber into separate segments (9). Note that the numbers shown in
brackets refer to those in the figure.
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(a) (b) (c) 

Figure 1. Proposed hybrid wind-wave energy converter for jacket-frame offshore wind substructures:
(a) conceptual representation of the hybrid model; (b) front and top views of the prototype showing its
different parts; and (c) a perspective view of the WEC sub-system.

The hybrid system proposed in the patent includes an OWC WEC sub-system that integrates a
skirt of a certain length lS (Figure 2a) over a certain angular sector α (Figure 2b). The device can be
either designed for the skirt length and aperture angle to be constant, or equipped with a mechanism
that enables the aperture angle and depth to be modified.

(a) (b) 
Figure 2. Schematic representation of the OWC skirt, its length (lS) and aperture angle (α): (a) cut view
of the device with a vertical lateral plane; and (b) cut view of the device with a horizontal plane at the
skirt level (partially reproduced from [48]).

3. Materials and Methods

3.1. The Physical Model

A 1:50 scale model of the proposed hybrid wind-wave energy converter was built. The design
of the model (Figure 3) considered the limitations of the experimental facility—e.g., the wave maker
capabilities and main dimensions of the flume [49], and tank blockage effects [50]—together with
various guidelines and recommended practices for physical modelling of WECs [51,52]. A jacket-frame
substructure proposed by [53] was considered to define the model for a 50 m water depth site [54].
Froude similitude and geometrical similarity were considered to define the jacket frame and the section
of the OWC chamber below the mean water level. However, the volume of the pneumatic section of
the OWC—i.e., the OWC chamber above the mean water level—was scaled [55–57] using λ2 as the
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scale ratio, rather than the λ3 dictated by Froude similarity, to account for air compressibility [58,59].
The jacket-frame substructure was the limiting factor in designing the OWC subsystem, and in
particular in defining its diameter, which was selected to fit within the jacket-frame, and so that the
connection pipe between the OWC chamber and the air reservoir could pass through the top aperture
of the jacket-frame. Table 1 shows the main characteristics and dimensions of the model.

(a) 
 

(b) 
Figure 3. 1:50 model of the hybrid wind-wave energy converter: (a) during tests at the University of
Plymouth’s COAST Laboratory, and (b) cross-sectional view of the model.

Table 1. Model characteristics and dimensions.

Parameter Symbol Dimension

Air reservoir external diameter dres 0.450 m
Air reservoir external length lres-e 0.585 m
Air reservoir internal length lres-i 0.545 m
Air reservoir wall thickness eres 1.5 × 10−3 m
Chamber draught c 8.0 × 10−2 m
Chamber external diameter dOWC 0.160 m
Chamber length lOWC 0.200 m
Chamber-reservoir link length llink 0.294 m
Chamber wall-thickness eOWC 4.0 × 10−3 m
Distance from the skirt to the floor c 0.884 m
Jacket-frame length ljf 1.438 m
Skirt length ls 4.0 × 10−2 m
Skirt angle α 180 deg
Water depth h 1.0 m

The model was built out of four different parts. First, a lattice of welded carbon steel pipes was
used for the jacket-frame. A clear acrylic pipe of 0.16 m diameter was used for the OWC chamber.
The air reservoir—for the additional volume of air—was built using galvanised steel pipe of 0.45 m
diameter and galvanised sheets. Finally, the section linking the OWC chamber and the air reservoir
was built using the same acrylic pipe as for the OWC chamber.

The damping exerted on the OWC chamber by an impulse turbine can be modelled by means
of an orifice [60,61]. But if further calculations concerning the efficiency of the turbine are required,
the orifice may be replaced by an Actuator Disk Model in the case of a numerical simulation [62,63].
In order to study the effect of the turbine-chamber coupling in the model, three different orifice sizes
(turbine damping) were considered [64]. The diameter of the orifices was selected for three values of

8



Energies 2018, 11, 637

the area coefficient—i.e., the area coefficient is defined as the ratio between the area of the orifice and
the water plane area of the inner OWC chamber—of 0.5%, 1% and 1.5% [65].

3.2. Experimental Set-Up and Testing Programme

The ocean basin at the University of Plymouth’s COAST Laboratory was the facility selected to
conduct the experimental campaign. This has a total length of 35 m, a width of 15.5 m and a variable
floor depth that, for the purpose of this study, was adjusted at 1.0 m to match the Wave Hub test
site—i.e., a test centre of the North coast of Cornwall and in particular in selecting the wave conditions.
Waves are generated from a flap-type wave-maker, from Edinburg Designs, Ltd. (EDL, Edinburgh,
UK). The reference system adopted for the experimental set-up defines: the longitudinal axis (Ox),
passing through the mid plane of the basin, with x = 0 at the wave-makers and positive towards the
model; the vertical axis (Oz), with positive direction upwards and z = 0 at the still water level; and the
transversal axis (Oy), perpendicular to the basin, with positive direction such that the trihedral Oxyz
has a positive orientation.

The free surface displacement along the basin was measured using four conductive wave gauges
(WGs), and the displacement of the free surface inside the OWC chamber with an additional WG
(Figure 4). The first group of WGs (WG1, WG2 and WG3) were positioned along the centreline of the
basin, at x1 = 9.43 m, x2 = 9.87 m and x3 = 10.12 m, to record the data for an IRWA. The fourth (WG4)
was positioned in the lee of the model along the centreline of the basin, at x4 = 14.23 m, to record
the transmitted wave. The remaining wave gauge (WG5) was positioned inside the OWC chamber
at x5 = 12.72 m, to measure the free surface oscillation inside the chamber. In addition, a differential
pressure transducer (PT), PX2300-0.5BDI, from Omega was used to measure the differential pneumatic
pressure between inside and outside the OWC chamber. Data were acquired using Edinburg Designs
hardware and a National Instruments acquisition system for the wave WG and the PT, respectively,
both at a sampling frequency of 128 Hz.

Figure 4. Side and top views of the experimental set-up.

The experimental programme was defined for a range of regular and irregular wave conditions
and three different orifice sizes—note that for irregular waves, only the intermediate orifice size was
used. Following [51,66], the tests were structured into three different series, one for regular waves
(Series A) and two for irregular waves (Series B and Series C). Series A defines regular waves by
combining five wave heights (H = 1.5, 2.5, 3.5, 4.5 and 5.5 m, in prototype values) and seven wave
periods (T = 7, 8, 9, 10, 11, 12 and 13 s, also in prototype values). The duration of the tests was
defined to cover at least 100 waves. Series B defines six sea states using a joint North Sea wave project
(JONSWAP) spectrum [49], to study the hydrodynamic response of the device under irregular waves.

9



Energies 2018, 11, 637

In addition, the effect of the wave period on the response of the device is studied in Series C, which is
defined for seven JONSWAP sea states with the same significant wave height and different peak wave
periods (Table 2). The duration of all the irregular tests was selected to match 60 min at prototype scale
following [51], covering between 271 and 571 waves.

Table 2. Wave conditions for the two irregular wave series (data in prototype values).

Test Series Test Number HS TE TZ TP

Series B

B01 0.5 m 6.05 s 5.04 s 7.06 s
B02 1.5 m 6.49 s 5.41 s 7.57 s
B03 2.5 m 6.98 s 5.82 s 8.14 s
B04 3.5 m 8.00 s 6.67 s 9.33 s
B05 4.5 m 8.46 s 7.05 s 9.87 s
B06 5.5 m 9.10 s 7.58 s 10.62 s

Series C

C01

3.5 m

5.40 s 4.50 s 6.30 s
C02 6.60 s 5.50 s 7.70 s
C03 7.20 s 6.00 s 8.40 s
C04 8.40 s 7.00 s 9.80 s
C05 9.00 s 7.50 s 10.50 s
C06 9.60 s 8.00 s 11.20 s
C07 11.40 s 9.50 s 13.30 s

The time series of the free surface elevation recorded from the wave gauges at their different
positions along the basin, the free surface recorded by the wave gauge inside the oscillating water
column and the differential pneumatic pressure between inside and outside the OWC chamber
recorded by the pressure transducer are presented in Figure 5 as an example of an irregular waves test.

Figure 5. Recorded data, during part of a test, from the free surface elevations along the flume,
the oscillation of the water column and the differential pressure between the inner OWC chamber and
the atmosphere (HS = 3.5 m, TP = 9.33 s, B* = 47.87).
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3.3. Data Analysis

Incident and reflected waves were characterised following the incident and reflected wave analysis
(IRWA) method proposed by [67,68]. Data from the frontal group of wave gauges (WG1, WG2 and
WG3) were used as input for the method. Based on the incident and reflected wave heights and on the
transmitted wave height obtained from the wave gauge in the lee of the model (WG4), the reflection
and transmission coefficients (KR and KT) can be defined for regular waves [69] as

KR =
HR
HI

, (1)

KT =
HT
HI

, (2)

and for irregular waves as

KR =

√
m0R
m0I

, (3)

KT =

√
m0T
m0I

, (4)

where m0i is the generic zero order moment,

m0i =
∫ fmax

fmin

Si( f )d f , (5)

Si is a generic power spectral density, and the respective incident, reflected and transmitted zero-order
moments (m0I, m0R and m0T) can be obtained by replacing Si with the power spectral density of the
respective incident, reflected and transmitted waves.

The wave energy flux, or mean power for the incident waves per metre of wave front (J), can be
calculated from the incident wave from the IRWA for regular waves

J =
ρwgH2

I cg

8
, (6)

and for irregular waves

J = ρwg
N

∑
i=1

Si
(
cg
)

iΔ f , (7)

where ρw is the water density; g the gravitational acceleration; HI the incident wave height: N is the
number of frequency components or bands (for each Δf ), and Si and (cg)i are the spectral density and
the group velocity for the i-th band, respectively. The group velocity is given by(

cg
)

i = nici, (8)

ni =
1
2

(
1 +

2kih
sinh(2kih)

)
, (9)

where h is the water depth, ki the wave number for the i-th frequency band and ci is the phase celerity,

ci =
ωi
ki

, (10)

where ωi is the angular frequency of the i-th band, obtained from the dispersion relationship,

ω2 = gkitanh(kih). (11)
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The mean pneumatic power of the OWC (Pm) during a test can be defined, following [64], by

Pm =
1

tmax

∫ tmax

0
Δp q dt, (12)

where Δp is the relative pressure, i.e., the pressure difference between the inner chamber and the
atmosphere, q is the volumetric air flow rate through the chamber’s orifice, t is time and tmax is the
duration of the test. Here, Δp is directly obtained from the differential pressure transducer (PT) data,
while q is approximated assuming incompressible flow and using the velocity of the free surface inside
the inner chamber [60,70], obtained by numerical differentiation of the free surface elevation recorded
by wave gauge WG5.S.

The capture width ratio (CWR) is the parameter used to evaluate the performance of the WEC
sub-system. CWR is defined as the ratio between the power absorbed by the WEC—i.e., the mean
pneumatic power (Pm)—and the wave power incident on the device per metre of wave front (J) times
a relevant dimension of the device (b) in m—i.e., for this paper, this is the external diameter of the
chamber (dOWC)—

CWR =
Pm

J b
. (13)

The response amplitude operator (RAO) is used to characterise the response of the two main
parameters controlling the performance of the device—i.e., the amplitude of the free surface oscillation
and the pneumatic pressure of the OWC chamber—against the incident wave. The RAO operator for
the translation motion of the chamber’s free surface oscillation in heave (RAOC) can be rewritten as

RAOC =
HC
HI

, (14)

where HI is the incident wave height and HC is the chamber’s free surface oscillation height. A similar
approach is followed for the RAO of the pneumatic pressure (RAOP), but divided by the water density
(ρw) and the gravitational acceleration (g) to make the RAO non-dimensional

RAOP =
1

ρwg
HP
HI

, (15)

where HI is the incident wave height and HP is the variation of the pneumatic pressure height.
The five parameters defined to characterise the hydrodynamic response of the hybrid device (KR,

KT, CWR, RAOC and RAOP) depend not only on the wave conditions (wave height and period) but
also on the damping induced by the orifice on the OWC system [71]. To quantify its influence, the
dimensionless damping coefficient (B*) can be defined, following [49], as

B∗ = Δp1/2

qρa1/2 , (16)

where Δp is the pressure between the chamber and the atmosphere, q is the volumetric air-flow rate
through the chamber’s orifice, and ρa is the air density. For this work, the damping coefficients for the
three orifice diameters tested (do = 11, 15 and 19 mm) are B* = 64.10, 47.87 and 39.59, respectively.

4. Results

4.1. Incident and Reflected Wave Analysis (IRWA)

An IRWA was carried out with data from the experimental campaign to obtain the incident and
reflected wave heights and to determine the reflection and transmission coefficients (KR and KT).
The results for regular waves are presented in Figure 6 for the three damping coefficients versus the
wave steepness (S). In addition, Figure 7 presents the results for irregular waves for the intermediate
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damping coefficient (B* = 47.87) versus the significant wave steepness (SS)—refer to Appendix A for
the definition of both wave steepnesses (S and SS).

KR values range from 0.09 to 0.40, with an average value of 0.19, for regular waves; while it ranges
from 0.40 to 0.64, with an average value of 0.46, for irregular waves. KT values range from 0.28 to
0.42, with an average value of 0.35, for regular waves; and from 0.27 to 0.58, with an average value of
0.39, for irregular waves. It is clear that both coefficients (KR and KT) are, in general, driven by the
wave period and, to a small extent, the wave steepness and turbine damping. Data are, in general,
well grouped, except for the two smallest periods (T = 7 and 8 s) in regular waves, which show more
scattered results.

Figure 6. Variation of the reflection and transmission coefficients (KR and KT) with the wave steepness
(S) for regular waves (Series A); and for different values of the wave period (T) and damping coefficient
(B*) (prototype data).

Figure 7. Variation of the reflection and transmission coefficients (KR and KT) with the significant
wave steepness (SS) for irregular waves (Series B and C); and for the intermediate damping coefficient
(prototype data).
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For a given value of wave height (Series C), the reflection coefficient (KR) does not vary
significantly with the wave steepness for wave steepness values of up to 0.02, beyond with the
reflection coefficient increases with the wave steepness (Figure 6). This means that the influence of the
wave steepness on the reflection coefficient is limited to large wave periods. Furthermore, it can also be
noticed that KR increases when the damping coefficient increases—i.e., when the orifice diameter size
decreases. The transmission coefficient (KT) shows, in general, well-grouped values around 0.35–0.40
for both regular and irregular waves. For regular waves, contrary to the reflection coefficient, KT
increases with the wave period and decreases with the damping coefficient; similarly, for irregular
waves, KT increases with the significant wave steepness.

4.2. OWC Performance

The capture width ratio (CWR) was used to evaluate the performance of the hybrid wind-wave
energy converter. The CWR is represented for regular waves in Figure 8 for the three damping
coefficients tested versus the wave steepness (S); and for irregular waves in Figure 9 for the intermediate
damping coefficient (B* = 47.87) versus the significant wave steepness (SS). In addition, the CWR
and mean pneumatic power (Pm) are also represented as the capture width and power matrices in
Figures 10 and 11, respectively.

Figure 8. Variation of the capture width ratio (CWR) with the wave steepness (S) for regular waves
(Series A); and for different values of the wave period (T) and damping coefficient (B*) (prototype data).
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Figure 9. Variation of the capture width ratio (CWR) with the significant wave steepness (SS) for
irregular waves (Series B and C); and for the intermediate damping coefficient (prototype data).

Figure 10. Variation of the capture width ratio (CWR) with the wave height (H) and wave period (T),
or CWR matrix, for regular waves (Series A) and for different values of the damping coefficient (B*)
(prototype data).
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Figure 11. Power matrix showing the variation of the mean pneumatic power (Pm) with the wave
height (H) and period (T) for regular waves (Series A) and for different values of the damping coefficient
(B*) (prototype data).

CWR values range from 1% to 13%, with an average value of 5%, for regular waves; and from
2% to 10% for irregular waves, with an average value of 6%. It is clear that the CWR is mostly driven
by the turbine damping and the wave period, and to a small extent by the wave steepness. Data are,
in general, well grouped and show a similar trend, except for the smallest period (T = 7 s) in regular
waves, which shows more scattered results. Note that the regular wave condition with a wave height
(H = 4.5 m) and a wave period (T = 13 s) seems to be an outlier (Figure 10).

From Figures 8 and 9, it can be observed that the capture width ratio (CWR) is highly influenced
by the turbine damping—with average values of the CWR 7%, 5% and 4% for turbine damping values
of B* = 64.10, 47.87 and 39.59, respectively, for regular waves and 6% for irregular waves and B* = 47.87.
The largest turbine damping value—i.e., the smallest orifice diameter size (B* = 64.10)—thus, not only
the best performance—i.e., the maximum CWR for this damping is 13% while the maximum value for
the other two damping values is 11% and 10% for B* = 47.87 and 39.59, respectively—but also a wider
region of larger efficiency. Furthermore, the wave period does exert a strong influence on the CWR,
increasing, in general, when the wave period decreases; with the exception of the smallest wave period
(T = 7 s) for the largest damping value (B* = 64.10). This behaviour can also be clearly identified for
irregular waves (Figure 9) by comparing the results of both Series. While CWR remains, in general,
constant for Series B, it increases with the significant wave steepness (SS) for Series C, and so it does
when the wave period decreases (Series C keeps a constant significant wave height).
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To better understand the relevance of the different parameters influencing the performance of the
device, the capture width matrix is represented, for regular waves, in terms of the wave height (H) and
the wave period (T) for the three turbine damping values (B*) (Figure 10). An area of best performance
can be identified for the three damping values for the lower wave periods (T < 10 s). The intermediate
and the smallest damping values (B* = 47.87 and 39.59) have their peaks of maximum efficiency at
T = 7 s; by contrast, the largest damping value (B* = 64.10) has a primary efficiency peak at T = 9 s,
followed closely by a secondary efficiency peak at T = 7 s. Complementarily, the mean pneumatic
power (Pm) may be presented in terms of the wave height (H) and period (T) for the three turbine
damping values (B*) in the form of power matrices (Figure 11). An area of best performance can be
identified for the larger wave heights (H > 3 m). Similarly to the capture width matrix, two peaks of
power output are found for the three damping values at T = 7 s and T = 9 s.

4.3. Device Response

The response amplitude operator (RAO) was used to evaluate the response of the two main
parameters influencing the performance of the OWC—i.e., the free surface elevation and the pneumatic
pressure inside the OWC chamber (RAOC and RAOP respectively). The results for regular waves are
presented in Figure 12 for the three damping coefficient values versus the wave steepness (S) and in
Figure 13 versus the wave frequency.

Figure 12. Variation of the response amplitude operator (RAO) for the free surface elevation and
the differential pressure between inside the OWC chamber and the atmosphere (RAOC and RAOP

respectively) with the wave steepness (S) for regular waves (Series A): and for different values of the
wave period (T) and damping coefficient (B*) (prototype data).
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Figure 13. Variation of the response amplitude operator (RAO) for the free surface elevation and
the differential pressure between inside the OWC chamber and the atmosphere (RAOC and RAOP

respectively) with the wave frequency (f ) for regular waves (Series A); and for different values of the
wave height (H) and damping coefficient (B*) (prototype data).

RAOC values range from 0.64 to 1.17, with an average value of 0.95 while RAOP values range
from 0.05 to 0.37, with an average value of 0.16. Data are, in general, well grouped and show similar
trends. Note that the wave condition with a wave height H = 4.5 m and a wave period T = 13 s seems
to be an outlier, as identified in the previous section.

In Figure 12, it can be clearly observed that both RAOs are mainly driven by the damping
coefficient (B*) and the wave steepness (S). RAOC and RAOP show opposite behaviours, when RAOC
increases RAOP decreases and vice versa. The higher the damping coefficient value and the higher the
wave steepness, the lower the amplitude of the free surface oscillation (RAOC). Therefore, the higher
the damping coefficient and the higher the wave steepness, the lower the amplitude of the differential
pneumatic pressure between the inner OWC chamber and the atmosphere (RAOP).

Figure 13 shows the traditional representation for RAOs—i.e., versus wave frequency (f ). From the
analysis of this figure, the following observations can be made:

(1) RAOC values converge, in general, to 1 for lower wave frequencies for all damping values.
(2) The effect of the wave height on RAOC is, in general, very limited for medium to low wave

frequency values; however, this influence becomes more relevant for larger wave frequency
values (f > 0.12 Hz, in prototype values).

(3) Two peaks of maximum free surface oscillations (RAOC) values are found at the frequency values
corresponding to the wave periods T = 7 and 9 s—i.e., matching the two periods of maximum
OWC efficiency identified in the previous section (Figure 10).
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(4) RAOC diverges for the larger wave frequencies.
(5) The parameter affecting the RAOP values most is the damping coefficient, increasing with RAOP

value with the damping.
(6) The higher the wave height and the lower the wave period, the higher the RAOP.
(7) Two peaks of maximum values of RAOP can be observed for the largest damping value (B* = 64.10)

at the frequencies (f = 0.111 and 0.143 Hz) while only the second one is observed for the other
two damping values—i.e., these correspond to the same peaks observed for the CWR at T = 9 and
7 s, respectively.

5. Discussion

A comprehensive series of physical model tests were carried out as a first step in the development
of this novel concept of a hybrid wind-wave energy converter for jacket-frame substructures.
A simplified version of the WEC sub-system was defined and tested. Its hydrodynamic response was
characterised to better understand the performance of the device and its interaction with the wave
field; and to set the reference for future developments of the device.

Three parameters were selected to investigate the hydrodynamic response of the hybrid energy
converter: the wave height, the wave period and the damping coefficient—i.e., different turbine
damping values were modelled by considering different orifice plates, with three different orifice
diameter sizes. In total, 118 tests were performed, considering regular and irregular waves, and these
were structured into three test series. The methodology followed to characterise the hydrodynamic
response of the device was carried out considering three different sets of analysis techniques: (i) an
incident and reflected wave analysis (IRWA), to determine the reflection and transmission coefficients
(KR and KT); (ii) the analysis of the capture width ratio (CWR), to study the efficiency or ratio between
the pneumatic power output of the OWC and the incident wave power; and (iii) the analysis of the
RAOs of the free surface oscillation and the pneumatic pressure inside the OWC chamber (RAOC and
RAOP respectively), to study the relationship between these key components of the OWC power
output with the incident wave.

The IRWA identified the wave period as the parameter that influences the wave reflection
and transmission coefficients most—i.e., the influence of the wave period is much more relevant
than that of the turbine damping coefficient or the wave steepness. As the wave period increases,
KR decreases—note that this behaviour is the opposite to that observed for a coastal structure extending
down to the seabed, but similar to the one observed for other WECs, e.g., [72,73]. As the wave period
increases, KT increases very slightly. The IRWA shows an interaction of the device with the wave
field that reflects between 9% and 40% of the incident wave power and reflects between 28% and 42%.
Note that this interaction is crucial to understanding the implications that the ‘shadow effect’ may
have at a larger scale—at the wind farm scale or at the nearest coasts.

The analysis of the hybrid energy converter performance identified the damping and the wave
period as the parameters influencing the CWR the most. The accentuated influence of the turbine
damping on the device performance highlights the importance of the appropriate selection of the
turbine damping when designing an OWC device, as shown previously by, e.g., [49,74–78]. For the
wave conditions and damping coefficient values tested, the largest damping coefficient (B* = 64.10)
is the one showing, generally, the highest values of CWR. A peak of CWR was found for the three
damping values at T = 7 s, and a second peak was found for the larger damping coefficient value
(B* = 64.10) at T = 9 s. The capture width ratio matrix shows an area of maximum efficiency for the
lower wave period (T < 10 s) and across most of the wave heights. The maximum value of CWR is
approx. 13%, with average values between 4% and 7%. These results are in line with the best-fit
equation based on the statistical analysis of about 20 different OWC devices [79]. Indeed, following
the best-fit equation, and considering the diameter of the OWC chamber (8 m, at prototype scale) as
the width of the device, a CWR value of about 15.5% is to be expected. Notwithstanding, previous
work has shown that maximum values that are remarkably higher can be attained, e.g., 80% [60] or
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87% [76]. In principle, these figures would appear to indicate that there is plenty of margin to optimise
the performance of the OWC chamber. However, given the dependence of the CWR on the chamber
width that is apparent in the best-fit equation, the CWR is limited by the restriction imposed on the
chamber dimensions by the jacket-frame substructure within which it is to be mounted.

Comparing the shape of the capture width and power matrices with those from previous works,
certain differences are apparent. For example, comparing the previous Figure 10 with the results
in [49], it may be seen that maximum CWR values correspond to greater wave heights in the case of the
present OWC—and in both cases to lower wave periods (T < 10 s). The power matrix from Figure 11
bears some resemblance to those of point-absorbers in [80]—further research is needed in this respect.

Finally, the analysis of the response of the two main parameters that influence the power output
of an OWC—the relative pneumatic pressure between inside the chamber and the atmosphere, and the
free surface oscillation inside the chamber—was carried out by means of the RAO. Both RAOs
(RAOC and RAOP) are strongly driven by the damping coefficient and wave steepness—when
the damping coefficient or the wave steepness increases, RAOC decreases and RAOP increases.
RAOC converges to 1 for the lower wave frequencies and wave steepness—i.e., the amplitude of
the free surface oscillation inside the OWC chamber equals the incident wave amplitude, reducing the
efficiency of the device (Figure 8). On the one hand, the effect of the wave height on RAOP is quite
marked, increasing the RAO with the wave height. On the other hand, the effect of the wave height on
RAOC is of little significance with the exception of the longest wave frequency tested—corresponding
to the shortest wave period, T = 7 s. Furthermore, both RAOs show peaks of maximum values for the
wave frequencies corresponding to the wave periods T = 7 s and 9 s, matching the periods where the
peaks of maximum efficiency are found.

6. Conclusions

In this work, a novel hybrid wind-wave energy converter for jacket-frame substructures was
successfully studied by means of an intensive physical modelling test campaign. Based on the results
of the model tests, two main objectives were achieved: (i) the proof of concept of the proposed WEC
sub-system was successfully carried out for a jacket-frame substructure; and (ii) the hydrodynamic
response of the OWC WEC sub-system was characterised following a comprehensive methodology
that makes it possible to better understand the performance of the device and its interaction with the
wave field.

Previous research on either hybrid or WEC devices was mostly focused on individual parameters,
such as the efficiency or the RAOs. This work follows a comprehensive methodology to characterise
the hydrodynamic response of a hybrid system’s WEC sub-system; a methodology based on three main
pillars: (i) the interaction between the device and the wave field; (ii) the OWC efficiency; and (iii) the
response of the two main parameters driving the efficiency of the OWC—the free surface oscillation
and the pressure drop inside the OWC chamber—to the incident wave field. This methodology
makes it possible to fully characterise the behaviour of the WEC sub-systems and will constitute a
starting point for future research to further evaluate the effects of this behaviour at a larger scale
(e.g., the behaviour of a hybrid wind-wave farm).

Based on the results from this work, it may be concluded that the proposed hybrid wind-wave
energy converter constitutes a viable solution for installation on jacket-frame substructures;
notwithstanding, further work is required for its development and to tackle some fundamental
issues—e.g., the increased loads on the substructure. Thus, the results of this work are but an initial
step towards the development of the proposed prototype.

Supplementary Materials: The research materials supporting this publication may be accessed at http://hdl.
handle.net/10026.1/11045. If you have any question regarding these research materials, please contact the
corresponding author of this paper.
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Appendix A

The wave steepness parameter (S) used to analyse the results for regular waves is defined as

S = 2π
H

gT2 , (A1)

where H is the wave height, g is the acceleration of gravity (9.81 m/s2) and T is the wave period. For
irregular waves, the significant steepness parameter (SS) is defined as

SS = 2π
HS

gT2
P

, (A2)

where Hs is the significant wave height, g is the acceleration of gravity and TP is the peak wave period.
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Abstract: In the present work the wave energy propagation patterns in the western side of
the Iberian nearshore were evaluated. This assessment takes into account the results provided
by a wave modelling system based on spectral phase averaged wave models, which considers
subsequent computational domains with increasing resolution towards the coast. The system was
previously validated against both in situ measurements and remotely sensed data. Moreover, several
data assimilation techniques were implemented as well. In this way, the reliability of the wave
predictions was significantly increased. Although extended wave hindcasts have already been carried
out close to the Iberian coast of the Atlantic Ocean, including wave energy assessments, they might
not be completely accurate because of recent changes in the dynamics of the ocean and coastal wave
climate. Thus, the present work considers wave nowcasts that correspond to the most recent and
relevant wave energy propagation patterns in the targeted coastal environment. In order to perform
this analysis, four different computational levels were considered. The first level corresponds to
the sub oceanic domain and it is linked directly to the oceanic wave model, which is implemented
over the entire North Atlantic Ocean. The second is related to the coarser computational domains of
the coastal areas, while the third relates to the high-resolution domains. These three levels are defined
as spherical coordinates (longitude, latitude). Finally, the last computational level includes some
coastal areas which have the highest spatial resolution, defined considering the Cartesian coordinates.
Moreover, for each level several computational domains have been considered. This work illustrates
the most recent and significant wave transformation and energy propagation patterns corresponding
to 18 computational domains with various resolutions in the western Iberian coastal environment.

Keywords: Iberian nearshore; coastal areas; wave power; numerical modeling; Simulating waves
nearshore (SWAN)

1. Introduction

All over the world, ambitious objectives for low carbon energy sources and climate change
policy have been set. The European Union (EU) targets aim to increase the share of renewable
energy to 20% by 2020 and at least to 27% by 2030 [1]. In order to achieve such targets, significant
investments in the area of renewable energy, including the acceleration of research and innovation
(R & I), are expected. Nowadays, coastal environments represent the most challenging areas for
renewable energy extraction. This is because the nearshore has huge energy potential, especially with
regard to offshore wind, waves and tides. The most spectacular evolutions can be seen in the area of
offshore wind. Thus, both fixed wind turbines and floating platforms are being quickly implemented
and they have become commercially efficient [2,3]. Most of the advances in offshore wind energy is
due to the high performance and innovative design of large wind turbines (WT). The major challenge
in offshore renewable energy is the achievement of a significant reduction in the levelized cost of
energy (LCOE). From this perspective, a revolutionary idea in the wind industry is represented by

Energies 2018, 11, 980; doi:10.3390/en11040980 www.mdpi.com/journal/energies25



Energies 2018, 11, 980

the multi-rotor concept. This means having more rotors on a single support structure, which avoids
the upscaling disadvantages of the unit turbine and at the same time facilitates the benefits of large unit
capacities. An analysis using a cost model compared 20 MW multi-rotor systems to 10 MW reference
turbines in a specified 500 MW wind farm, shows major benefits for this concept [3]. According to this
analysis, the multi-rotor system achieved 7.2 ct€/kWh with a cost reduction of about 33% relative to
the LCOE of the reference turbines.

The very high dynamics of offshore wind has also encouraged the development of other
technologies for renewable energy extraction in the marine environment. In this context, the EU
SET-Plan (European Union Strategic Energy Technology Plan) [4] sets the LCOE targets for tidal
streams as 15 ct€/kWh by 2025 and 10 ct€/kWh by 2030, while for wave energy there is a five-year
shift in the LCOE target, which means 15 ct€/kWh by 2030 and 10 ct€/kWh by 2035. Nevertheless,
it is expected that the advances in the offshore wind industry in relation to wave energy extraction
technologies will have a great impact. This is because it creates the possibility of collocation of wave
devices in the vicinity of wind farms. Such an approach has three major advantages: (a) The grid
connection and other infrastructure costs that have already been completed for the wind farm can also
be used by the wave farm. Thus, a substantial capital expenditure (CAPEX) reduction is expected.
(b) Many parts of the maintenance operations for WTs and wave energy converters (WECs) can be
combined. In this way a substantial operational expenditure (OPEX) reduction is also expected. (c) The
wave farm could be used as an obstacle to protect the wind farm, or alternatively the wave farm may
provide coastal protection. Thus, although wave extraction technologies are not yet considered to be
mature, significant advances are expected in the near future.

Wave energy is abundant, since there are large areas of the coastal environment with significant
wave power potential. Furthermore, it has higher density and predictability than wind or solar energy.
Thus, although the technologies for wave energy extraction are not yet fully evolved, significant
advances are expected in the near future and various types of wave energy converters are being
developed (see for example [5,6]). A very important issue in increasing the efficiency of wave energy
conversion is related to the development of more advanced power take-off (PTO) systems, through
which the wave power is transformed into electric power, and for this reason a lot of theoretical and
experimental research is being carried out in this area [7,8].

Therefore, the objective of the present work is to provide an updated picture of the wave energy
propagation patterns in the western side of the Iberian nearshore. There are two reasons for this choice.
First, this coastal environment is very attractive for wave energy developers [9–11] and any new study
related to the wave energy patterns here should be of considerable interest. In 2008, in the coastal
environment north of Porto, the world’s first multiple machine wave power project was installed,
known as the Aguçadoura Wave Farm. This was based on three first generation Pelamis type wave
energy converters, with a total capacity of 2.25 MW. The farm first generated electricity in July 2008
but was taken offline in November 2008.

The second reason is related to the fact that the coastal wave climate may change and as
a result new propagation patterns, either global or/and local, may occur [12]. Thus, although there
are many studies concerning the wave propagation patterns in this coastal environment, some of
them are focused only on the evaluation of the wave energy patterns in the Spanish [13–16] or in
the Portuguese [17–19] nearshores. Furthermore, evaluations related to the expected performances
of the current state-of-the-art wave energy converters in the Iberian coastal environment have been
carried out [20–22]. The results look promising and if we compare the west Iberian nearshore with some
of the most energetic locations in the Mediterranean Sea where similar investigations are currently
being performed, see for example [23–25], it can be considered as one of the most attractive European
coastal environments for the implementation of marine energy farms in the future.

26



Energies 2018, 11, 980

2. Materials and Methods

2.1. Theoretical Background of the Spectral Wave Models

The wave models based on the spectrum concept integrate an advection type equation that gives
the propagation of the wave spectrum in a space defined by five dimensions: time, geographical and
spectral spaces [26,27]:

DN
Dt

=
S
σ

. (1)

The spectrum that is considered in the great majority of spectral wave models is the action density
spectrum (N), rather than the energy density spectrum. This is because in the presence of the currents
action, density is conserved while energy density is not. The concept of wave action was introduced
by Bretherton and Garret [28], and the action density is equal to the energy density (E) divided by
the relative frequency (σ ). S from the right-hand side of Equation (1) represents the source terms.
The radian relative frequency is related to the wave number (k) by the dispersion relationship:

σ2 = gk tanh(kd), (2)

where g is the acceleration of gravity and d the water depth. In the presence of currents, the absolute
radian frequency (ω) is given by the usual Doppler shift:

ω = σ +
→
k
→
U, (3)

where
→
k is the wave number vector and

→
U is the current velocity.

For large scale applications the governing Equation (1) is expressed for the geographical space in
spherical coordinates, longitude (λ ) and latitude (ϕ), while the spectral space is defined by the relative
frequency (σ ) and the wave direction (θ):
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For coastal applications the Cartesian coordinates (x) and (y) are mostly used and the action
balance equation in this case becomes:
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(5)

The left side of the action balance Equations (1), (4) or (5) is the kinematic part which reflects
the action propagation in the space with fifth dimensions accounting also for phenomena as wave
diffraction or refraction. On the right-hand side the source (S) is expressed in terms of energy density.
In deep water, three components are significant. They correspond to the atmospheric input, nonlinear
quadruplet interactions and whitecapping dissipation. Besides these three terms, in shallow water
additional terms corresponding to phenomena such as bottom friction, depth induced wave breaking
or triad nonlinear wave–wave interactions may play an important role and the total source becomes:

S = Sin + Snl + Sdis + Sb f + Sbr + Str + · · · . (6)

In spectral wave models, the wave power components (expressed in W/m, i.e., energy transport
per unit length of wave front), are computed with the relationships [29]:

Px = ρg
�

cx E(σ, θ)dσ dθ (7)

Py = ρg
�

cyE(σ, θ)dσ dθ

27



Energies 2018, 11, 980

In the above equation x, y are the problem coordinate system and cx, cy are the propagation
velocities of wave energy in the geographical space (absolute group velocity components) defined as:

(
cx, cy

)
=

d
→
x

dt
. (8)

The absolute value of the energy transport (denoted also as wave power) will be:

P =
√

P2
x + P2

y , (9)

2.2. Description of the Wave Prediction System

A wave prediction system based on spectral phase averaged models has been considered in
the present work. The ocean forcing is provided by the wave generation model Wave Modeling (WAM)
Cycle 4 [30], in an improved version that allows for two-way nesting [31]. This model covers the entire
North Atlantic basin. Alternatively, implementation of the Wave Watch 3 (WW3) model [32] over
the same generation area has also been completed [33]. For the sub oceanic scale and the coastal
domains, the Simulating Waves Nearshore (SWAN) model [34] was nested in the ocean models and
various computational schemes including subsequent domains with increasing resolution towards
the shore were defined [35]. Furthermore, based on these schemes an operational wave prediction
system was applied to the major Portuguese harbors [36], providing nowcasts and 3-day forecasts.
In this system the Fifth-Generation US National Center for Atmospheric Research (NCAR)/Penn State
Mesoscale Model (MM5) model [37] is used for providing high resolution wind fields. The MM5
model is based on meteorological fields provided by the US National Oceanic and Atmospheric
Administration (NOAA) Atmospheric Model Global Forecast System (GFS). The model allows for
a broad set of meteorological fields at different scales and with the desired temporal resolution.

It should be noted at this point that the WAM model was mainly utilized in the wave modeling
system used in the present work. WW3 was used only as a backup and it runs in parallel with
WAM in some of the more sensitive cases, for example in the generation of the high energy storms in
the North Atlantic Ocean and their impact in the Iberian nearshore. In general, the results provided by
the two models are consistent [33], although the WAM version considered, was intensively tested and
calibrated for this particular coastal environment and appears to provide slightly more reliable results.

In the present work, four different SWAN computational levels are considered. The first level
is related to the sub-oceanic scale and represents the link between the ocean models and the coastal
domains. Three different SWAN domains are considered at this level and their characteristics are
presented in Table 1. In this table Δλ and Δϕ represent the spatial resolution, Δt the time resolution, nf
number of frequencies, nθ number of directions, nλ number of grid points in longitude, nϕ number
of grid points in latitude and np is total number of grid points. These domains are denoted as wave
drivers (D), (D1) covers the northwestern part of the Iberian Peninsula, (D2) is related to the entire
western Iberian coastal environment and (D3) covers the Portuguese continental nearshore. For all
these driver domains the spatial resolution is 0.05◦ for longitude and also 0.05◦ for latitude for (D1)
and (D3), while for (D2) the resolution in latitude is 0.1◦. Figure 1 illustrates the geographical space of
(D1) in a bathymetric map, Figure 2a shows the domain (D2) and Figure 2b shows the geographical
space of (D3).

Table 1. Characteristics of the driver computational domains defined for the Simulating Waves
Nearshore model (SWAN) simulations in the western Iberian nearshore.

Driver Domains Δλ × Δϕ Δt (min) nf nθ ngλ × ngϕ = np

D1-Northern 0.05◦ × 0.05◦ 10 non-stat 24 24 141 × 121 = 17,061
D2-Western 0.05◦ × 0.1◦ 10 non-stat 24 24 101 × 101 = 10,201

D3-Portuguese 0.05◦ × 0.05◦ 10 non-stat 24 24 81 × 121 = 9801
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Figure 1. The northern wave driver and the subsequent coastal computational domains.

Figure 2. The Iberian (a) and the Portuguese (b) wave drivers and the subsequent computational
domains corresponding to the computational levels: coastal, high resolution and Cartesian, respectively.

Six SWAN coastal domains (denoted as the C domains) are considered in the present work.
These are (C1) in the north, (C2) and (C3) in the northwest, (C4) and (C5) in the center, and (C6) in
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the south. Most of these domains have a resolution in the geographical space of 0.02◦. However,
for (C1), (C2) and (C3) the resolution in the direction normal to the mean coastline direction is 0.01◦.
The characteristics of the coastal domains are presented in Table 2. It should be noted that the choice of
defining the resolution in the geographical space is also linked with the computational effectiveness.
The coastal SWAN domains (C1) and (C2) are illustrated in Figure 1, (C3), (C5) and (C6) in Figure 2a and
(C4) in Figure 2b.

Table 2. Characteristics of the coastal coarse computational domains defined for the SWAN simulations
in the Iberian nearshore.

Coastal Domains Δλ × Δϕ Δt (min) nf nθ ngλ × ngϕ = np

C1-Northern 0.02◦ × 0.01◦ 10 non-stat 24 36 101 × 101 = 10,201
C2-North Western 01 0.01◦ × 0.02◦ 10 non-stat 24 36 101 × 141 = 14,241
C3-North Western 02 0.01◦ × 0.02◦ 10 non-stat 24 36 101 × 101 = 10,201

C4-Central 01 0.02◦ × 0.02◦ 10 non-stat 24 36 76 × 91 = 6916
C5-Central 02 0.02◦ × 0.02◦ 10 non-stat 24 36 63 × 76 = 4788
C6-Southern 0.02◦ × 0.02◦ 10 non-stat 24 36 111 × 76 = 8436

Furthermore, five SWAN high-resolution domains (denoted as the H domains) are considered
in the present work. They have spatial resolutions in the range 0.001◦–0.01◦ and these are: (H1)
corresponding to the nearshore area of Peniche, (H2) in the vicinity of Lisbon, (H3) is the Pinheiro
da Cruz nearshore, south of the Portuguese city of Setubal, (H4) the nearshore area located in the north
of the Sines port, and (H5) the nearshore area centered on the port of Sines. The characteristics of
the high-resolution SWAN domains are presented in Table 3. In Figure 2a the (H5) domain is illustrated,
while Figure 2b shows the geographical spaces corresponding to all the other high-resolution
computational domains (H1, H2, H3 and H4).

Table 3. Characteristics of the high-resolution computational domains considered for the SWAN
simulations in the western Iberian nearshore.

High Resolution Domains Δλ × Δϕ Δt (min) nf nθ ngλ × ngϕ = np

H1-Peniche 0.01◦ × 0.01◦ 10 non-stat 30 36 91 × 81 = 7371
H2-Lisbon 0.005◦ × 0.01◦ 10 non-stat 30 36 91 × 81 = 7371

H3-Pinheiro da Cruz 0.001◦ × 0.0025◦ 10 non-stat 30 36 91 × 81 = 7371
H4- Sines North 0.002◦ × 0.003◦ 10 non-stat 30 36 91 × 81 = 7371

H5-Sines 0.005◦ × 0.005◦ 10 non-stat 30 36 101 × 101 = 10,201

Finally, four Cartesian SWAN domains have also been considered. They have spatial resolutions
in the range 25–100 m and they are denoted as: (X1) in the vicinity of the Leixoes harbor, close to
the Portuguese city of Porto, (X2) related to the nearshore area of Figueira da Foz, (X3) the nearshore
area of Obidos in the central part of continental Portugal, and (X4) in the vicinity of the Sines harbor,
south of Lisbon [38]. The characteristics of the Cartesian SWAN domains are presented in Table 4,
while the corresponding geographical spaces are illustrated in Figure 2b, being represented with
yellow circles.

Table 4. Characteristics of the Cartesian computational domains considered for the SWAN simulations
in the west Iberian nearshore.

Cartesian Domains Δx × Δy (m) Δt (min) nf nθ ngx × ngy = np

X1-Leixoes harbor 25 × 25 60 stat 30 36 236 × 216 = 50,976
X2-Figueira da Foz 25 × 50 60 stat 30 36 65 × 106 = 6890

X3-Obidos 100 × 100 60 stat 30 36 156 × 328 = 51,168
X4-Sines harbor 25 × 25 60 stat 30 36 261 × 201 = 52,461
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2.3. Model System Validations and Data Assimilation

Validations were carried out for the wave modeling system using both in situ and remotely
sensed measurements. The results are discussed below, considering first the model system output
for various computational levels versus in situ measurements. For this, data provided by two
wave rider type directional buoys were considered. One buoy was located offshore the Leixoes
port (−9.0883◦ W/41.2033◦ N) and operates at a water depth of about 83 m, close to the offshore
boundary of the Cartesian domain (X1). The second buoy was located offshore the Sines port
(−8.9289◦ W/37.9211◦ N) and operates at approximately 97 m, close to the offshore boundary of
the Cartesian domain (X4). Both are maintained by the Hydrographic Institute of the Portuguese
Navy [36]. Statistical results for the simulated wave parameters against the buoy measurements are
presented in Table 5 for the time interval from 5 October 2010 to 31 May 2011.

The statistical parameters presented in Tables 5 and 6 are Bias, root mean square error (RMSE),
scatter index (SI), correlation coefficient (r) and symmetric slope (S). If Xi represents the measured
values, Yi the simulated values and n the number of observations the aforementioned parameters can
be defined with the relationships:
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∑n

i=1 Xi

n
, Bias = ∑n

i=1(Xi − Yi)

n
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√
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n
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2
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2
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Table 5. The statistical results of the wave parameters at the buoys for the time interval 5 October 2010
to 31 May 2011. N represents the number of data points [36].

Parameter Grid Bias RMSE SI R S Buoy

Hs (m) D2 0.09 0.47 0.22 0.92 1.02
Leixoes
N = 1374

C3 0.12 0.40 0.18 0.95 1.04

Tm02 (s)
D2 −0.47 1.29 0.18 0.80 0.95
C3 −0.55 1.06 0.15 0.86 0.93

Hs (m)

D2 0.25 0.44 0.25 0.92 1.13

Sines
N = 1087

C5 0.15 0.35 0.20 0.93 1.07
H5 0.14 0.35 0.20 0.93 1.06

Tm02 (s)

D2 −0.37 1.26 0.18 0.81 0.96
C5 −0.55 1.09 0.15 0.86 0.93
H5 −0.57 1.07 0.15 0.87 0.93

In this table RMSE represents the root mean square error, SI the scatter index, R the correlation
coefficient and S the symmetric slope. The results presented in Table 5 show that in general, the wave
model predictions have good accuracy in all the computational levels considered. Closer to the coast,
better accuracy in the higher resolution domains would be expected. Furthermore, in order to improve
the wave predictions, an assimilation scheme for the satellite data has also been implemented at the sub
oceanic levels [39]. This scheme is based on the optimal interpolation method. The basic philosophy of
data assimilation (DA) is to combine the information coming from measurements with the results of
the numerical models to enable the optimal estimation of the field of interest [40]. The assimilation
of wave data is usually performed in terms of significant wave height (Hs). Measurements of this
wave parameter are available locally (generally coming from buoys) and widespread (satellite data).
The sequential methods combine all the observations falling within a particular time window and
update the model solution without reference to the model dynamics. The most widely adopted
DA schemes are based on instantaneous sequential procedures, such as the optimal interpolation
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(OI) [41] or the successive correction method (SCM) [9]. These methods are attractive, especially due
to their lower computational demands, and consequently DA schemes based on OI are widely used
in wave forecasting. In fact, nowadays most of the weather prediction centers with wave modelling
capabilities assimilate altimeter measurements, using various assimilation procedures based either on
OI or SCM techniques.

Table 6 presents some statistical results obtained for the significant wave height values simulated
with SWAN without assimilation (Hs-WDA), and obtained after the assimilation of the altimeter
data (Hs-DA), against the measurements from the buoys of Leixoes and Sines in the west Iberian
nearshore, considering the time interval from 5 October 2010 to 31 May 2011 [39]. As the results
presented in Table 6 show, the assimilation scheme slightly improves all parameters. Also, in order to
illustrate how this data assimilation scheme influences the wave field, Figure 3 presents the significant
wave height scalar fields (Hs) corresponding to the time frame of 8 February 2017 without
data assimilation (a) and with data assimilation (b). The satellite track, corresponding to JASON2, is
also represented in Figure 2a.

Table 6. Statistical results obtained for the Hs values simulated with SWAN without assimilation
(Hs-WDA), and obtained after the assimilation of the altimeter data (Hs-DA), against buoy measurements
in the west Iberian nearshore, time interval from 5 October 2010 to 31 May 2011 [39].

Parameter MeanMes (m) MeanSim (m) Bias (m) RMSE (m) SI R S Buoy

Hs-WDA 2.15
2.23 0.08 0.47 0.22 0.91 1.03 Leixoes

(N = 1374)Hs-DA 2.21 0.06 0.42 0.20 0.92 1.01

Hs-WDA 1.72
1.98 0.26 0.44 0.25 0.92 1.13 Sines

(N = 1087)Hs-DA 1.95 0.23 0.39 0.23 0.93 1.12

Figure 3. Significant wave height scalar fields corresponding to the time frame 8 February 2017
(a) results without data assimilation, the corresponding trajectory of JASON2 is also represented and
(b) results with data assimilation.
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3. Results and Discussion

Model system simulations were performed starting in October 2016 and continued until the end
of 2017. Emphasis was given to the analysis of the average wintertime conditions. Since the nowcast
predictions (corresponding to zero hours of each day) were found to be more accurate, and the reliability
of the predictions decreased as they moved ahead into the forecast [24], the results presented next are
related only to the nowcast. The physical processes activated in the SWAN simulations, corresponding
to the four defined computational levels (Driver, Coastal, High Resolution and Cartesian) are
presented in Table 7. In this table, Wave indicates the wave forcing, Tide the tide forcing, Wind
the wind forcing, Curr the current field input, Gen generation by wind, Wcap the whitecapping
process, Quad the quadruplet nonlinear interactions, Triad the triad nonlinear interactions, Diff
diffraction process, Bfric bottom friction, Set up the wave induced set up and Br depth induced
wave breaking. For each computational level the most relevant processes were considered. Thus, most
of the deep-water processes (such as whitecapping or generation by wind) are also valid in shallow
water, which is why they have been considered in all computational levels. However, for the first two
levels (sub oceanic and coastal) the tide was not considered since for deep-water wave propagation
the tide level does not influence the model results in any way, while building an accurate tide level
matrix for a large-scale domain is a quite difficult task. In shallow water, corresponding to the high
resolution and Cartesian computational domains, the tide might significantly influence the results,
see for example [42] and thus the tide should be considered in the model simulations. A similar
reason relates to the activation of diffraction in the high-resolution domains. Although triad nonlinear
interaction is a process characteristic of shallow water, it was also activated in the coastal computational
levels, because occasionally it may occur in intermediate water as well. Finally, the wave induced set
up is a process that can be activated only in Cartesian coordinates.

Table 7. Physical processes activated in the SWAN simulations, corresponding to the four defined
computational levels (Driver, Coastal, High Resolution and Cartesian). X—process activated,
0—process inactivated.

Input/Process
Wave Wind Tide Curr Gen Wcap Quad Triad Diff Bfric Set up Br

Domains

Driver X X 0 0 X X X 0 0 X 0 X
Coastal X X 0 0 X X X X 0 X 0 X

High Resolution X X X 0 X X X X X X 0 X
Cartesian X X X 0 X X X X X X X X

The results of the 15-month period of model simulations, performed in the 18 SWAN domains
corresponding to the four defined computational levels, were analyzed focusing on the average
wintertime conditions. It has to be noted that in these analyses, wintertime is considered the 6-month
period from October to March. Some case studies that were found to be representative will be presented
and discussed below.

Figure 4 illustrates some relevant wave energy propagation patterns in the northwestern side
of the Iberian nearshore. These model simulations correspond to 22 October 2016, which reflects an
average winter time wave energy situation. The results corresponding to the driver domain (D1) are
presented in Figure 4a, while those corresponding to the coastal domains (C1) and (C2) are illustrated
in Figure 4b,c, respectively. The energy propagation patterns are represented through the normalized
wave power and the energy transport vectors. The mean direction of the incoming waves is about 330◦

(nautical convention) in the offshore, while in the nearshore this might be drastically changed due to
the refraction process. Thus, in the vicinity of the Spanish city of A Corunha (see Figure 4a) the mean
wave direction is about 310◦, while in the nearshore of the Portuguese city Aveiro the mean wave
direction is around 290◦. As regards the wave power, expressed in KW/m (kilowatts over a meter of
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wave front) this is normalized in the maps presented in Figure 4 and then by dividing its value by 100.
For the sake of consistency, the same color bar is used for all the energy maps presented.

Figure 4. Normalized wave power and energy transport vectors illustrating an average winter time
wave energy pattern in the northwestern Iberian nearshore. (a) Northern wave driver (D1); (b) Coastal
domain (C1); (c) Coastal domain (C2). Model results correspond to the time frame 22 October 2016.

Some wave energy hot spots can be also identified in Figure 4b,c and they are marked with
red circles in these figures. In this case study, they have estimated wave powers of 65 kW/m and
69 kW/m, respectively. These two hot spots are persistent in the sense that they occur as such in most
of the simulations performed in the coastal computational domains (C1) and (C2). Figure 5 presents
a relevant case study related to the wave energy propagation towards the Portuguese port of Sines,
located in the central part of continental Portugal. The model results correspond to the time frame of
10 March 2017 and they show the model system focusing on wave power via the Iberian driver (D2)
in Figure 5a, through the coastal central computational domain (C5) in Figure 5b and finishing with
the SWAN high resolution domain (H5), in Figure 5c. The mean wave direction is this time was around
315◦ offshore and varies to about 300◦ in the vicinity of the Sines harbor. For this regular wave energy
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propagation pattern, when the waves are coming from the northwest, the coastal environment south
of Lisbon, including the nearshore in the vicinity of the Sines port is relatively sheltered as illustrated
very clearly in all subplots belonging to Figure 5.

Figure 5. Wave energy propagation towards the Portuguese port of Sines. (a) Iberian wave driver
(D2); (b) Coastal domain (C5); (c) High resolution area in the nearshore of Sines (H5). Model results
correspond to the time frame 10 March 2017.

A hot spot as regards the wave energy can be also noticed in Figure 5b. This is marked with a red
circle; it has an estimated wave power of 90 kW/m and is located in the vicinity of Capo DA Roca,
which is the western point of continental Europe. This is also a persistent hot spot, since this coastal
area is well known as being more energetic.

Figure 6 presents two different wave energy propagation patterns. Thus, Figure 6a illustrates
the results for the Portuguese wave driver (D3) on 18 November 2017. This is a very common
wave energy propagation pattern in the west Iberian nearshore with the waves coming from
the northwest and the energy decreasing gradually from north to south. The maximum wave power
is about 100 kW/m and is located offshore in the northwestern corner of the computational domain.
An interesting result relates to the coastal area indicated with a red arrow. This was the location of
the Aguçadora wave farm which operated in 2008 and is now one of two Portuguese pilot areas to
demonstrate marine renewable energy extraction. As it can be noticed from Figure 6a, although it is
not a global hot spot, there is a concentration of wave energy in this coastal environment. Figure 6b
illustrates another wave energy propagation pattern in the coastal domain (C3), which corresponds
to the time frame of 2 December 2017. Here, the wave energy is more focused in the central part of
the Portuguese nearshore with a wave power peak of about 70 kW/m offshore the Portuguese city of
Figueira da Foz. The location of the Aguçadora pilot area is also represented with a red arrow and
even in such propagation conditions, enhanced local wave energy in the nearshore can be noticed.
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Figure 6. Wave energy propagation in the Portuguese nearshore. (a) Portuguese wave driver (D3),
simulation corresponds to the time frame 18 November 2017; (b) Coastal domain (C3), simulation
corresponds to the time frame 2 December 2017. The red arrow indicates one of the two Portuguese
pilot areas.

Figure 7 illustrates another wave propagation pattern that corresponds to 14 October 2017, when
the waves are coming from the west. Although in most cases the mean wave direction is from
the northwest, there are still about 10% of situations when the dominant wave direction is from
the west. Furthermore, the results of this analysis indicated a slight increase in this percentage over
the last two years. Figure 7a presents the results for the coastal domain (C4). An energy peak of
78 kW/m can be noticed in the same location as in Figure 5b, which is marked with a red circle and
is offshore Cabo da Roca. This demonstrates that it is a persistent hot spot. Another persistent hot
spot can be seen in the nearshore of the Portuguese city of Peniche since the energy focused in this
area can be also be seen in Figure 6a. Figure 7b illustrates the wave energy propagation in the southern
coastal domain (C6) for the same time frame. Even though the wave propagation pattern corresponds
to the waves coming from the west, the southwest of the Iberian Peninsula is sheltered and only in
quite rare cases when the waves are coming from the southwest, can this nearshore be characterized
by relatively high wave energy.

Figure 8 presents several wave energy propagation patterns in the high resolution computational
domains. As in the previous cases presented above, they are also related to waves coming from
the west. Thus, Figure 8a illustrates the wave energy propagation in the area of Peniche (H1), with
the results corresponding to 18 September 2017. Again, the energy peak (89 kW/m) is located in front
of Cabo da Roca. Another relevant energy peak can be noticed in the north of the computational
domain in the area indicated with a red arrow, which corresponds to the second Portuguese pilot
area, Sao Pedro de Moel. Figure 8b presents the wave energy propagation patterns in the nearshore
of Lisbon (H2) for a simulation corresponding to the time frame 17 December 2017. The power
peak (96 kW/m) also occurs in front of Cabo da Roca. Finally, Figure 8c,d present the results from
the high-resolution areas Pinheiro da Cruz (H3) and North of Sines (H4), respectively. Both these
results are from 19 November 2107. As it can be noticed from these figures, when the mean direction
of the incoming waves is from the west, the coastal area north of Sines is no longer sheltered and an
energy peak (76 kW/m for this case) occurs in the vicinity of the Sines harbor.
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Figure 7. Wave energy propagation in the central and southern coastal domains, simulation
corresponding to the time frame 14 October 2017. (a) Results for the central coastal domain (C4),
(b) Results for the southern coastal domain (C6).

Figure 8. Wave energy propagation in the high resolution computational domains. (a) Peniche
area (H1), simulation corresponding to the time frame 18 September 2017, the red arrow indicates one
of the two Portuguese pilot areas; (b) Lisbon nearshore (H2), simulation corresponding to the time
frame 17 December 2017; (c) Pinheiro da Cruz area (H3) and (d) North of Sines (H4), simulations
corresponding to the time frame 19 November 2017.
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Figures 9 and 10 illustrate case studies of wave energy propagation considering the Cartesian
computational domains. Thus, Figure 9a presents a SWAN simulation corresponding to the time frame
17 September 2017 in the nearshore area Figueira da Foz (X2). The resolution of 25 m considered
in the geographical space allows a good representation of the breaking process so that some very
clear energy peaks that occur just before breaking are noticed in this figure, with a maximum wave
power of 69 kW/m in the central part of the computational domain. Figure 9b presents a simulation in
the coastal area of Obibos (X3) corresponding to the time frame 17 November 2017.

Figure 9. Wave energy propagation in the Cartesian computational domains. (a) Figueira da Foz
(X2), simulation corresponding to the time frame 17 September 2017; (b) Obibos (X3), simulation
corresponding to the time frame 17 November 2017.

Finally, Figure 10 presents the wave energy propagation in the vicinity of two important
Portuguese harbors. These are Leixoes (X1), close to the city of Porto and Sines (X4), located south of
Lisbon in the central part of the Portuguese nearshore. The results presented correspond to the time
frames 17 November 2017 and 10 March 2017, respectively. No significant wave energy peaks can be
seen in the vicinity of these harbors.

Figure 10. Wave energy propagation in the Cartesian computational domains defined close
to the Portuguese harbors. (a) Leixoes (X1), simulation corresponding to the time frame
17 November 2017; (b) Sines (X4), simulation corresponding to the time frame 10 March 2017.
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4. Conclusions

Starting from the fact that climate changes may induce mutations in nearshore wave energy
propagation patterns, the objective of the present work is to present and analyze several recent
relevant case studies that reflect the spatial distribution of the wave power in the Iberian coastal
environment. For this purpose, a complex multi-level wave modelling system based on spectral phase
averaged models was used. This system is focused towards the coast, with increasing spatial resolution.
Furthermore, data assimilation techniques were also implemented to increase the reliability of the wave
predictions, so that the results provided by this system can be considered credible. Simulations were
performed for a 15-month period starting in October 2016 and finishing at the end of 2017. Some
of the most relevant results are presented, considering 18 different SWAN computational domains
that correspond to four geographic levels (sub oceanic, coastal, high resolution and Cartesian very
high resolution).

A comparison with the results from similar studies that used the same modeling system to
estimate the spatial distribution of wave energy in the west Iberian nearshore [43–46], and which
were undertaken in the last 25 years, show many similar features, but also some differences.
Thus, an important observation coming from the analysis of the case studies presented in this work,
is that most of the wave energy hot spots already identified in the western Iberian nearshore appear
to be persistent, since they were identified again in various computational domains and for various
time frames. Thus, a concentration of energy waves has been very clearly identified in the nearshore
in the vicinity of Cabo da Roca, the coastal environment of Peniche, the two Portuguese pilot areas
and also some areas in the northern side of the Iberian Peninsula, as the nearshore gets close to
the city of A Corunha. Some other general observations resulting from the analysis of the model
results for the entire period considered are that, although the dominant wave direction in the western
Iberian nearshore is from the northwest, the incidence of waves coming from the west appears to
have increased slightly. Since the general wave energy distribution pattern in the Iberian nearshore is
characterized by a gradual decrease from north to south, this new pattern may induce a global increase
in the wave power in the central part of the western Iberian coastal environment. Another issue is
related to the frequency and the intensity of the storms. Although the results of the model simulations
performed in this 15-month period do not allow clear conclusions, they do indicate some changes in
the storm dynamics. As regards the marine energy, this means careful attention should be paid to
safety and survival issues.

Finally, it can be concluded that, although advances in the technologies of wave energy conversion
are still needed, the high dynamics of offshore wind energy extraction will encourage momentum
in the field of wave energy extraction. Furthermore, wave farms can provide protection for wind
farms [47] and they can also influence coastal dynamics in various ways [48,49]. From this perspective,
the present work provides a more comprehensive picture of the most recent wave energy propagation
patterns in the western Iberian nearshore, which represents a very interesting coastal environment that
has high potential for the future development of marine energy parks.
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Nomenclature

CAPEX Capital Expenditure
DA Data Assimilation
GFS Global Forecast System
LCOE Levelized Cost of Energy
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EU European Union
Hs Significant Wave Height
MM5 Fifth-Generation Mesoscale Model
NCAR US National Center for Atmospheric Research
NOAA US National Oceanic and Atmospheric Administration Model
OI Optimal Interpolation
OPEX Operational Expenditure
Pw Wave power
PTO Power take-off
SCM Successive Correction Method
SET Strategic Energy Technology
SWAN Simulating Waves Nearshore
WAM Wave Modeling
WEC Wave Energy Converter
WT Wind Turbines
WW3 Wave Watch 3
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Abstract: Freshwater scarcity is one of humanity’s reoccurring problems that hamper socio-economic
development in many regions across the globe. In coastal areas, seawater can be desalinated through
reverse osmosis (RO) and transformed into freshwater for human use. Desalination requires large
amounts of energy, mostly in the form of a reliable electricity supply, which in many cases is supplied
by diesel generators. The objective of this work is to analyze the wave power resource availability in
Kilifi-Kenya and evaluate the possible use of wave power converter (WEC) to power desalination
plants. A particular focus is given use of WECs developed by Uppsala University (UU-WEC).
The results here presented were achieved using reanalysis—wave data revealed that the local wave
climate has an approximate annual mean of 7 kW/m and mode of 5 kW/m. Significant wave height
and wave mean period are within 0.8–2 m and 7–8 s respectively, with a predominant wave mean
direction from southeast. The seasonal cycle appeared to be the most relevant for energy conversion,
having the highest difference of 6 kW/m, in which April is the lowest (3.8 kW/m) and August is the
peak (10.5 kW/m). In such mild wave climates, the UU–WEC and similar devices can be suitable for
ocean energy harvesting for water desalination systems. Technically, with a capacity factor of 30%
and energy consumption of 3 kWh/m3, a coastal community of about five thousand inhabitants can
be provided of freshwater by only ten WECs with installed capacity of 20 kW.

Keywords: wave power resource; desalination; freshwater; wave energy converter; Kilifi; Kenya

1. Introduction

The worldwide deficiency of clean freshwater causes sanitation problems, food shortage and
sometimes even conflicts [1–3]. UN’s sustainable development goal (SDG), number 6 aim to ensure
access to water and sanitation for all [4]—a goal currently far from met. For example, in 2015, 58% of the
Kenyan population had access to safe drinking water, 30% had access to safe sanitation and only
14% had access to a proper handwashing facility [5,6]. The energy-food-water nexus describes an
entangled relationship for the need of fulfilling basic human needs; water shortage in the agricultural
sector inevitably leads to a decrease in food production [7]. Therefore, a holistic and interdisciplinary
view on this problem is necessary. As an example, recent studies reflect upon effects of water usage
in rural regions of Kenya [8,9]; discussing the farmers’ willingness to pay for water for agricultural
purposes; payments for water services in rural communities; the overall wealth; the use of water
saving technologies; and the possibility of handling different types of future changes in the climate in
this region [8,9].

In many coastal places around the world, the inhabitants still live without reliable source of clean
freshwater even though there are an overflow of seawater and ocean waves. One such example is
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small desalination plant located in an educational center in Kilifi-Kenya, which also was taken as an
example for the present work. Instead of using conventional diesel generators [10], this desalination
plant can be powered by renewable energy technologies such as wave energy converts (WECs).

Seawater desalination is used to produce freshwater around the world, using thermal processes or
technologies involving membranes [11,12]. Three different desalination processes are reverse osmosis
(RO), electrodialysis (ED) and multistage flash (MSF). To briefly describe these processes: With RO,
the salt in the seawater is excluded by the use of a semipermeable membrane and an applied pressure,
as described in [13]; with ED, an electric field is applied to the water, producing freshwater with the
use of ion-selective membranes, with applications such as recently discussed in [14,15], and with MSF
distillation, there are different evaporation stages in the steps towards production of freshwater [12,16].
RO technology is one of the most energy efficient for seawater desalination [17,18]. Several studies
such as [18–22], have estimated that the energy consumption in RO desalination plants are mainly
within 2–5 kWh/m3. This is mostly due to substantial advances in RO technologies that may include
energy recovery techniques and efficient membranes [18]. Energy consumption will decrease even
more with gains in membrane and energy recovery systems performances [18,23].

Dependable electric grid is not always available where the freshwater is needed.
Therefore, solutions to implement renewable energy systems (RES) via smaller autonomous
grids connected to desalination plants are suggested [24]. An issue regarding RES powered
desalination, for technologies such as RO, is the intermittency of the RES. Whereas, a variable power
output from the RES (if no energy storage system is included) causes a pressure variation on the RO
membranes which may damage or lower their lifetime and can affect the freshwater output. As such,
a RES with lower variability/intermittency is preferable.

Among the RES, wave power has high potential in terms of energy density, resource availability
and predictability [4,25–28]. Especially in locations where seas and swell waves occur permanently,
suggesting that wave power can be a better choice to combine with RO than solar or wind power.
Moreover, as the energy source (ocean waves), and the water resource to desalinate (seawater) are
found at the same location, there is a clear opportunity in combining wave power and desalination,
taking care of the natural resources at a certain location [29]. However, the technology for wave power
conversion is still in its early stages. This infers that there are still constrains on the implementation of
large-scale wave power farms that are able to deliver large amounts of power (in the order of GWh)
in a reliable manner. However, with advances in information technologies, computational modeling
and prototyping, the actual WECs have gained substantial improvements in power take-off as well as
decrease in production costs, making them ready-enough to be used in small scale. Information on
WECs concepts can be found in for example [28,30].

Previous studies such as [31,32], have estimated that the wave climate in Kenya is similar to
other regions situated within the equatorial belt, with offshore peak values within 20–30 kW/m.
However, there is a need to access the nearshore wave power resource. Therefore, the overall objective
of this research is to access the feasibility of utilizing wave power in desalination plants. In particular
this study aims to investigate the local wave power resource in Kilifi as a starting step of evaluating the
possibility of using wave power converter developed by Uppsala University (UU-WEC) technology
for desalination systems. The present work lies within the research domain of the authors and an
existent collaboration between researchers at Uppsala University in Sweden and Strathmore Energy
Research Center in Kenya. The results of the present work will provide insight information of a
potential solution for freshwater shortage in coastal areas.

The UU–WEC Technology

The UU-WEC (Figure 1) is a point absorber that comprises a submerged linear generator connected
to a heaving buoy e.g., [33]. The WECs are connected through an offshore marine substation before
the electricity is transmitted to an onshore connection point [34]. The voltage output of UU-WECs
is about 450 V, and the estimated operational capacity is between of 10 kW and 100 kW but can be
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scaled up. The power rating can be adjusted to match the local wave climate [33,35,36], and is mostly
determined by the electrical configurations and by the size and shape of the buoy and generator.
These three parameters can be adjusted to fit a local wave climate. This WEC technology is currently
used for offshore experiments in Lysekil on the west coast of Sweden, and the experimental research
has progressed for more than ten years [33], including studies on environmental aspects of wave
energy conversion. These studies revealed very limited negative impacts of the UU-WECs to the
marine environment e.g., [37,38]. Instead, positive effects, such as artificial reefs, were observed [37,38].
Other recent studies on the same WEC concept include control strategies, compensations for tides and
discussions on the design of wave power farms with several WECs [39–41].

Figure 1. Comprehensive illustration of Uppsala University’s main WEC concept, comprising of a
linear generator on the ocean floor, with a movable part (the translator) connected via a line to a buoy.

2. Studied Region

The studied region covers the coastal area of Kilifi, located north of Mombasa in Kenya (Figure 2).
The local bathymetry varies from 0 m to 30 m depth at close proximity to the beach. The seabed in this
area is dominated by sedimentary rocks, loose clay, sand, mud flats, and coral reef that is normally
distributed between 16 m and 45 m depth at distances from shore between 500 m to 2 km [42].

The marine environment is generally characterized by seagrass communities, mangrove forest
and sandy subtracts [43]. The marine fauna is diverse and, includes sensitive species such as turtles
and dugongs [42]. The wind pattern in this region is mostly dominated by monsoons, sea breeze,
and occasionally cyclones. The tide in Kilifi is semi-diurnal with an amplitude of 3.5 m [27]. These tides
contribute to intertidal platforms, mud flats and rather rocky communities that get exposed for several
hours during low tides, and sub tidal platforms that are highly productive and populated by coral
reefs, reef flats and susceptible to nearshore wave action.
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Figure 2. Studied location in Kilifi (3.815◦ S, 39.846◦ E), ca. 60 km north of Mombasa, Kenya. The Yellow
dashed circle represents the data extraction point (Fugro-No. 162230-1-R0). Local bathymetry and costal
features are shown within the circle.

3. Wave Data

The wave data used was provided by Fugro (document No. 162030-1-R0) (see Supplementary
Materials). The data covers a period from January 1997 to December 2015 with a temporal resolution of
6 h, and was based on analysis of the world waves data source of the European Centre for Medium-range
Weather Forecasts (ECWMF) wave model. Re-analyses were conducted by Fugro Oceanor combined with
a global buoy at location with 34 m bottom depth, and multi-satellite altimeter database (Topex, Jason,
Geosat, GFO and Envisat) by transforming offshore grid points to a nearshore point (3.815◦ S, 39.846◦ E)
using Simulating Wave Nearshore (SWAN) model.

The data set contains wave field variables: significant wave height (Hs), mean wave energy period
(Te), and mean wave direction (MDir). The variables were estimated from a wave energy spectrum
(f, θ) with moment m0. The Hs is equivalent to the mean height of the highest one-third of the waves
in a sea-state (Hs = 4

√
m0). The Te is equivalent to the spectral period and is given by Te = m−1/m0.

MDir is the direction of the most energetic spectral band.
The wave power resource (Pw) was estimated using Equation (1), which defines Pw as the average

transport rate of energy per meter of wave front, it depends mostly on the wave height and wave
period. By definition, Pw can be affected by wave dissipation, shoaling, reflection, refraction, trapping,
diffraction, and other non-linear phenomena [44–46].

Pw = ρg
∫ ∫

Cg ( f , θ) S( f , θ)d f dθ (1)

where ρ is the water density (1025 kg/m3 for sea water), g is the acceleration due to gravity (9.8 m/s2),
Cg is the group velocity which depends of the water depth h, f is the frequency, and θ is the direction
of propagation.

Assuming that the water depth is deep enough so that h/L > 0.5, then Cg = g/4πf ; therefore the
simplified form of Equation (1) (in (kW/m)) becomes:

Pw ∼= 0.5 H2
s Te (2)
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The Wave Powered Desalination Approach—An Estimation

The validation of the possibility of utilizing wave energy for desalination through RO was
conducted taking into account the following parameters: Available wave power resource (Pw),
installed capacity per unit WEC (Pwec), energy per unit WEC per day at capacity factor of 30%
(Wday.wec = Pwec × 24 × 0.3 h), energy needed per unit volume of treated water (Ero = 3 kWh/m3),
taken from an interval between 2 kWh/m3 and 5 kWh/m3 [18–22]. Taking into account that the basic
daily need of volume of water for one person (Vi), is around 0.02 m3 [1]; however, this study uses
Vi

∼= 0.1 m3. A fundamental question can be: How many WECs (Equation (3)) are needed to meet the
water demand of the local inhabitants at daily basis?

Xwec = Xp/Xp.wec (3)

where Xwec is the number of WECs, Xp is the number of inhabitants, and Xp.wec =
Wday.wec

Ero
/1000 L,

is the number of inhabitants supplied by freshwater from a single WEC, recalling that a 1000 L is
equivalent to 1 m3.

4. Results

4.1. Local Wave Climate

The mean value of wave power, Pw, for this data set is 7 kW/m, the median values is 5 kW/m,
the mode is 5 kW/m, and the minimum and maximum are 0.2 and 53 kW/m respectively. This data
reveals a wide difference of wave power between the periods of slack versus periods of high seas.
It is important is to analyse the frequency of occurrence and magnitude of sea states (Figures 3–5)
in order to understand how the energy is distributed over time. The significant wave height, Hs,
(Figures 3 and 4) shows that the predominant values are within 0.75 m to 2 m, in which the southeast
sea state, with a frequency of occurrence of 56%, has values of Hs in the interval between 1 m and
1.5 m. The second most dominant sea state, with 28% of occurrence, has easterly waves within 1.5–2 m.
12% of the waves compose the east-north-easterly seas state with Hs within 0.4–0.7 m. Higher sea
states account for approximately 4% of occurrence and have values of Hs within 2–3 m. In what regards
the wave mean period, results in Figure 3 show that the most prevalent sea state, 79% of occurrence,
has values of within 7–8 s, followed by 10% of sea states with Te of 5 s, 10% with 9–10 s, and 1% for sea
states with values of Te of 4 s and above 11 s, respectively.

The distribution of Hs and Te (Figures 3 and 4) in time also show sea states with different wave
power values starting from 2 kW/m up to 50 kW/m with a higher density between 10 kW/m and
20 kW/m (Figure 5). Approximately 52% of the waves have power values within 2 kW/m–5 kW/m,
33% have Pw within 7–10 kW/m, and the remaining 15% has values of Pw greater than 12 kW/m
(Figure 6).

 

Figure 3. Total probability distribution of significant wave height Hs wave mean period Te and wave
mean direction versus mean wave direction MDir in Kilifi. The frequencies of occurrence of sea states
are given in percentage.
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Figure 4. Total probability distribution of sea sates at six-hourly occurrence in Kilifi.

 

Figure 5. Combined scatter plot showing the occurrence of Hs, Te and Pw in Kilifi.
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Figure 6. Total probability distribution of wave power Pw versus mean wave direction MDir. The
frequencies of occurrence of sea states are given in percentage in Kilifi.

4.2. Diurnal Variability

The results show diurnal variations on the wave power resource in Kilifi. In Figure 7, there are
the mean, mode and median graphs referent to observations at midnight, six, twelve and eighteen
hours. From this date it was estimated that wave power values in evening and night are in average
higher than in the day. However, the highest value of mode is observed in the morning. The difference
between midday and mid night mean values is about 0.3 kW/m.
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Figure 7. Diurnal variability of wave power in Kilifi based on 6–hourly wave data, showing lower
values during day comparing to night.

4.3. Seasonal Variability

The seasonal cycle was obtained by extracting the total average for each month, over the entire
time series (Figure 8: red line). There is a unimodal distribution of Pw over a period of 12 months,
from January to December. Peak values are observed in August, when the mean is 10.5 kW/m followed
by September with 10.2 kW/m. The box plot results shows that August and September had similar
median values of approximately 10 kW/m. Although August has the highest mean, July has the
highest occurrence of extreme values.

January–May had the lowest Hs mean values of approximately 1 m (Figure 9a). While July,
August and September had higher mean values up to 1.5 m with a peak in August when Hs is 1.7 m.
Considering Te, there are three peaks occurring in April, September and December, being the highest
mean of 7.5 s. The lowest Te value, 6.8 s, was observed in July (Figure 9b). The wave mean direction
MDir also had a seasonal variability signal. From February to April MDir is from east, then the waves
gradually propagate from southeast from May to August, and again the mean direction reverts towards
east (Figure 9c).

Figure 8. The seasonal variability of Pw in Kilifi. The red line represents monthly mean values of Pw,
the box plot contains the median-middle mark, the 25th and 75th percentiles—the bottom and top
edges of the box, respectively. The red crosses are outliers of Pw, representing for example storms and
tropical cyclones.
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Figure 9. The seasonal variability in Kilifi: (A) for Hs; (B) for Te; and (C) for MDir. Te (B) has a rather
different pattern with three-modal seasonal variability compared with a unimodal pattern observed in
both Hs (A) and MDir (C) respectively.

4.4. Interannual and Long-Term Variability

The interannual variations of Pw along the 19-year time-series are evident. The total mean is
6.5 kW/m, total standard deviation is 4.6 kW/m and the mean absolute deviation is 3.4 kW/m.
For this period of time, the anomaly of Pw was calculated from the difference between the total mean
and the mean of each month. Results show that there is an oscillatory pattern in the anomaly of Pw

with periods of 3–5 years (Figure 10). Probably, with a longer data set, it would be possible to better
detect the variability.

 

Figure 10. Pw from 1997 to 2016 in Kilifi, plotted as annual mean (black dots) and respective anomalies
(red bars).

4.5. Wave Powered Desalination

Results showed that not many WECs are needed to supply water for small communities, assuming
a capacity factor of 30% (Figure 11). For example, only 10 UU-WECs with installed capacity of 20 kW
per unit would be required for daily production of freshwater for about 5000 inhabitants.

Figure 11. Number of WECs necessary for daily freshwater production as a function of number of
inhabitants and installed capacity per unit WEC assuming a capacity factor of 30% and fixed energy
consumption of 3 kWh/m3.
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5. Discussion

5.1. Wave Climate

There is a relatively high frequency of occurrence of waves with simultaneously small Hs and
longer Te and vice-versa, see Figure 5. This may explain the reason why Pw occurs densely within
5 kW/m to 25 kW/m. It is also observed that the typical sea sates are determined by values of Te

rather than Hs (Figures 4–6). For instance, the frequency of occurrence of waves of Hs of 1–1.25 m are
noticeable the highest and corresponds to values of Te that widely range from 3–9 s.

Diurnal variability of wave power may be related to the coastal wind dynamics, such as offshore
and sea breezes triggered by pressure gradients due to uneven heating and cooling of the land and
sea masses. In this study, the wave power’s time-variation signal share similarities in shape with
the wind field’s time-variations obtained by, for example Mahongo et al. [47]. Studies on coastal
wind patterns such as [47], revealed the existence of similar diurnal variations on wind intensity
using three-hourly wind data of four locations along the coast of Tanzania. The wind is strongest in
the afternoon (14:00–15:00), and weakest in early morning (4:00). From the wind pattern described
by [47], it is possible to infer that wave power values in the second quarter of the day occur when
the wind direction is from north-northeast in the austral summer and from southwest during austral
winter. Peak diurnal values of wave power do occur when the wind direction are dominantly form
east-northeast (austral winter) and south-southeast (austral winter).

With regard to the seasonal variability, April has the lowest mean Pw of 3.8 kW/m. The minimum
monthly mean coincides with calm north-easterly wind conditions in Tanzania and Kenya, which occur
in March–April and November [48–50]. Moreover, low values of Pw observed during the same
period of the northeast monsoon (November to March). The monthly mean values of Pw differ from
what was found by other authors, e.g., Barstow 2008 [51], who estimated 5–10 kW/m for January
and 20–30 kW/m for July. The reason for this discrepancy may be due to the fact that they used
altimetry-model data from deep water points, while the present study used data from a shallower
water point. The Pw and Hs have similar seasonal variability signals (Figure 11). The maximum Hs is
in contra-phase with the maximum Te may justify the reason to why there are considerably low values
of Pw in this region. Other contributing factors can be latitude and weather systems including the
inter-tropical convergence zone that oscillates within 15◦ S and 15◦ N and the monsoon regime [51,52].
The presence of a large land mass-Madagascar may also block larger and longer southerly waves from
reaching the Kenya.

Interannual and long term variability of the wave power resources in Kilifi is influenced by
local, regional and mesoscale weather systems. For example, previous studies have shown that
the coastal wind in Kenya is associated with the monsoon wind system [53]. By looking at the
coastal wind intensity, it is found that the shape of its seasonal cycle signal is similar to the one
observed in the wave power’s signal, with peaks in July and dips in March–April. The peaks are
influenced by the austral seasonality of wind and wave fields generated in the southern ocean. With the
absence of such influence, the minima of wave power should be registered around December–January.
However, for this particular region of the Indian Ocean, the climate dynamics are strongly influenced
by the Indian Ocean Dipole, that is an oscillatory mode that couples the variability of both atmosphere
and the ocean. The lowest negative mode of the Indian Ocean Dipole occurs in March–April,
that coincides with the minima in the magnitude of both wind and wave power.

Calculated anomalies of Pw correlate well with monthly mean sea level pressure at the surface
linked to the Southern Ocean Mode (with correlation coefficient r < −0.6), Indian Ocean Dipole (r > 0.4)
and slight influenced by the El Niño (r ~0.4). The 3 years–4 years variability can be observed with
El Niño Southern Oscillation (r ~−0.5). There is a strong correlation between Pw and sea surface
temperature of tropical and southern ocean basins (Figure 9). Studies done by Reguero et al., 2015 [54]
also found significant correlation of monthly mean wave power with the North Atlantic Oscillation
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(r ~0.2), El Niño Southern Oscillation (r ~0.2), Atlantic Multidecadal Oscillation (r ~−0.2) and Dipole
Mode Index (r ~−0.3).

5.2. Wave Powered Desalination

The estimative results in Figure 10 were achieved assuming that wave power has an annual
capacity factor near 30%. Several studies suggest that the capacity factor of wave power is ca. 20–40%
at the most [55–58]. Being so, the number of WECs (20 kW) required for a daily supply of freshwater to
5000 inhabitants would increase or decrease in function of the capacity factor. Moreover, the capacity
factor would vary seasonally, being lower during austral summer months (January to May) and higher
during July to November. On the other hand, the number of required WECs would also vary according
to the efficiency of the desalination system in terms of energy consumption. For example, similarly to
above, assuming a capacity factor of 30%, but with an energy consumption of 2 kWh/m3, the required
number of WECs (20 kW) for 5000 inhabitants would decrease to seven units.

The results indicate a mild wave climate in Kilifi. This is particularly suitable for the UU-WEC
technology that is versatile to variety of wave steepness. Due to few extreme wave days and
lower forces acting on the system—reducing the risk of technical failure, and lowering its predicted
maintenance. The UU-WEC was designed to optimally operate in depths within 20 m and 50 m,
in rather flat seabed, conditions which normally occur in Kilifi and on other coastal areas across
the globe. Several layout designs of wave power farms can be used to maximize energy abortion,
as described in [59–61]. In practice, these wave power farm layouts should also consider the distance
between devices, substation and onshore cable connections which are key elements for cost reduction
and feasibility, as described in [62,63]. In the case of Kilifi where a rather small number of WECs is
required, a rather simple and cost effective wave power farm would be required. For example, it would
include an array of WECs deployed along the same isobaths in order to maximize energy absorption.

Compared to the other wave climates, such as of the North Atlantic [54], the waves in Kenya are
more predictable, which may enhance the reliability and predictability of the power or freshwater
production from a wave powered desalination plant. Therefore, the use of UU-WEC for desalination
purposes would be suitable to similar coastal areas where the water need is severe, requiring a reliable
source of drinking water, irrigation among other purposes. Apart from the resource assessments
aspects, the costs of electricity, water production and the entire life cycle of a project should be
holistically analyzed.

6. Conclusions

The wave climate in Kilifi is mild, with mean values of 1.3 m, 7.1 s, and 6.5 kW/m for Hs, Te,
and Pw, respectively. The difference in monthly mean values between the lower and higher seasons
was in the order of ±0.7 m for Hs and of about ± 6.5 kW/m for Pw. This is due to the entire region is
located within the tropical and equatorial zone where the weather patterns experience only gradual
changes and the variations are rather small. The dynamics of the sea breezes and coastal winds
influence the local wave power resource which is higher in the evening and night comparing to
daytime values, with an estimated difference of 0.3 kW/m. The seasonal signal indicated that Pw

and Hs share the same pattern in which both have peaks in August, while the dip occurred between
January and May. In contrast, Te have maxima in February, May and September, whereas the minima
are in February, July and October. This seasonal variability of wave power is also similar in pattern
with the coastal winds, and both are conditioned by the seasonality of the monsoon system and the
inter-tropical convergence zone. The interannual variability has anomalies within 2 kW/m with
periodicity of 3 years to 5 years, which can be influenced by mesoscale weather and climate systems
such as Indian Ocean Dipole, Southern Ocean Mode, El Niño Southern Oscillation.

The wave power resource available at the Kenyan coast is estimated to be enough for wave power
conversion throughout an entire annual cycle. The peak of wave power availability and conversion
would be in the austral winter that match the dry season when freshwater is needed the most. This fact
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highlights the importance of a desalination plant powered by WECs in arid and remote coastal areas.
Assuming a capacity factor of 30% and energy consumption of 3 kWh/m3, a rather small coastal
community of about five thousand inhabitants can be provided of freshwater by only ten WECs with
installed capacity of 20 kW a unit, and certainly the number of WECs would decrease with the decrease
of energy consumption and/or with an increase of installed capacity. There are still grey areas in
what regards techno-economic and life cycle analysis of such projects involving renewable energy
technologies. Uncertainties are even higher with non-stablished technologies such as wave power.
Notwithstanding, near future projections appoints to reduction of energy consumption to below
3 kWh/m3 [23], and a possible decrease of water production costs [64]. On the other hand, there will
be an increasing freshwater consumption which reflects on growing investments on desalination
plants around the world. It is only left to the renewable energy sector to promote itself to competitive
standards within the energy-water nexus. This brings us to a final conclusion that the electricity needed
to run a desalination plant or any other type of electric water treatment system, can be technically
supplied by renewable energy sources such as wave power.

7. Future Work

The present work is part of a larger study being undertaken by Uppsala University on use of
wave power for freshwater production through desalination, with focus on the UU-WEC technology.
Therefore, after investigating the wave climate in Kilifi and introducing the idea of utilizing WECs as
potential power supplier, the following steps would proceed: Full description of the power system
with several UU-WECs including voltage amplitude and frequency variations; Then, coupling of the
power system with a RO desalination plant in Kenya that will include an energy storage system and
freshwater storage seen as buffer for shifting power rates; Techno-economic and life cycle analysis
would be investigated; assessment of local environmental parameters such as seabed conditions,
residue management among other aspects required by law would precede a possible deployment
of WECs that would culminate with an implementation of wave powered desalination system.
The aforementioned steps may not follow the presented sequential order. Even so, research is needed
before producing freshwater using the UU-WEC or similar technologies. The success of projects such
as this, would revolutionize rural electrification in remote and coastal areas across the globe.
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to the authors.
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Abstract: Ocean energy holds out great potential for supplying remote maritime areas with their
energy requirements, where the grid size is often small and unconnected to a continental grid.
Thanks to their high maturity and competitive price, solar and wind energies are currently the most
used to provide electrical energy. However, their intermittency and variability limit the power supply
reliability. To solve this drawback, storage systems and Diesel generators are often used. Otherwise,
among all marine renewable energies, tidal and wave energies are reaching an interesting technical
level of maturity. The better predictability of these sources makes them more reliable than other
alternatives. Thus, combining different renewable energy sources would reduce the intermittency
and variability of the total production and so diminish the storage and genset requirements. To foster
marine energy integration and new multisource system development, an up-to-date review of projects
already carried out in this field is proposed. This article first presents the main characteristics of the
different sources which can provide electrical energy in remote maritime areas: solar, wind, tidal,
and wave energies. Then, a review of multi-source systems based on marine energies is presented,
concerning not only industrial projects but also concepts and research work. Finally, the main
advantages and limits are discussed.

Keywords: hybrid systems; multi-source systems; marine renewable energy; combined platform

1. Introduction

The electricity supply of remote marine areas is mostly generated from solar and wind energy,
thanks to their maturity and attractive prices compared to other renewable energies [1]. However,
these renewable energy sources are based on the exploitation of intermittent resources. To resolve
this drawback, storage systems such as batteries and Diesel generators can be used, but investment
costs and induced pollution are often not favorable. Moreover, it is costly and logistically difficult to
implement a diesel supply in remote marine areas. However, over the last few years, marine renewable
energies have encountered some interest and a genuine development by the industry, because of
their potential available energy [2]. Tidal and wave energies are the most developed among the
different marine energies [3,4]. Hence, hybrid systems combining solar, wind, and marine energies
can now be developed to provide sustainable and reliable electrical energy. Wind and wave hybrid
energy systems have already been developed, according to reviews written by different authors [5–9].
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Some multipurpose platforms have been studied in terms of feasibility [10,11]. The present paper
aims to put forward a review of hybrid systems combining marine energies on the same platform
or structure, such as wave, tidal, wind, and solar energies. Firstly, a brief review of these renewable
energy sources is detailed, to show the basics and existing technologies. A comparison between
the different temporal characteristics of each renewable source is given, to highlight the different
temporal scales and forecast abilities. Then, a review of industrial and academic multisource systems
is presented, from projects tested under real sea conditions to those still at the concept stage. Finally,
some advantages and limitations of multisource systems based on marine energies are listed.

2. A Short Review of Renewable Energy Sources Concerned by This Study

Island areas in maritime environments present the advantage of having several primary resources
in their neighborhoods. Concerning the development and maturity of renewable energies over recent
years, the main sources that can be used seem to be solar and wind energies, which present a high
technical level of maturity and the most interesting cost [1,2]. Furthermore, among the marine energies
available from the ocean, tidal and wave energies are currently two of the most advanced and promising
technologies, with a better maturity level than other marine energies such as thermal and salinity
gradient conversion energies [4]. Marine energies have the advantage of a good predictability and
a high available energy level [1,2]. This part of the review aims to briefly present these four renewable
energy sources in terms of the operating principle, main technologies existing today, and temporal
resource characteristics. An overview of the main technologies currently existing is shown in Figure 1.

Figure 1. Solar, wind, tidal current, and wave energy converter technologies classification.

2.1. Solar Energy

At present, solar energy is one of the most widely used renewable energies in the world.
Photovoltaic panels used to convert solar energy into electrical energy have now reached a high
maturity level, with many technologies available on the market for different kinds of application [12].

2.1.1. Fundamentals of Operating Processes

A solar cell uses a semi-conductor material, often silicon, to absorb photons of incident solar
radiation received by the cell [12]. A semi-conductor is based on two energy bands. One of them is
called the valence band. Electron presence in this band is allowed. In the second energy band, called the
conduction band, electrons are absents. The band between the valence band and the conduction band
is called the band gap. An electron can move from the valence band to the conduction band if the
amount of energy provided by incident solar radiation to the electron is larger than the band gap
value. This electron can move into an external circuit due to the p-n junction. This process results
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in a hole-electron pair formation. The electron moves to the n-region, whereas the hole moves to
the p-region, resulting in a potential difference. This effect was explained by A. Einstein in 1905 and
is called the photovoltaic effect [13]. It consists of transforming solar energy into electrical energy.
To produce more power, photovoltaic cells are combined in serial and parallel configurations to reach
the desired current and voltage levels, forming a photovoltaic module. The electrical output power
depends on the global irradiance and the ambient temperature [14,15].

2.1.2. Main Technologies Currently Used

Different kinds of photovoltaic cells exist on the market at different technology readiness levels.
Many articles have discussed the advantages and drawbacks of the different technologies [12,16–18].
Three main categories can be seen at the moment, based on the material used and the maturity level:
first, second, and third generation.

The first generation is based on a crystalline structure with a silicon wafer (c-Si). These are the
most frequently employed on the market. Two sub-categories can be found: the mono-crystalline
(sc-Si) and the poly-crystalline (p-Si). The second generation of photovoltaic cells is characterized by
the use of thin film layers. Different sub-categories exist: amorphous silicon (a-Si), micro-amorphous
silicon (a-Si/μc-Si), cadmium telluride (CdTe), gallium arsenide (GaAs), copper indium selenide (CIS),
and copper indium gallium diselenide (CIGS). Finally, the third generation of photovoltaic cells is
based on new technologies [12], for example organic and polymer solar cells, dye-sensitized solar cells,
etc. Moreover, concentrated systems are classified in the third generation of photovoltaic cells [17].
Among these technologies, perovskite solar cells, which belong to the dye-sensitized technologies,
are one of the most promising technologies [12]. Several advantages are quoted in a previous paper [12],
such as flexibility, transparency, and efficiency.

According to several past papers [12,17], the first and second generations are the most employed
worldwide, due to their maturity levels, whereas the third category is still at the research state.
These authors pointed out that multijunction cells present the highest efficiency level (around 40 to
45%), i.e., around twice as high as the silicon and thin film technologies (between 10% and 25%).
A fourth generation exists, based on hybrid organic and inorganic technologies [12]. However,
this photovoltaic cells generation is still at the research status.

2.2. Wind Energy

Among all existing energies, along with solar energy wind is one of the most developed renewable
energies across the world. Wind energy systems have been greatly developed since the original
windmill principle was discovered by the Persians around 200 B.C. High power modern designs were
achieved in the 20th and 21st centuries, as described by the timeline of M.R. Islam et al. [19].

2.2.1. Fundamentals of Operating Processes

Wind turbines use wind speed to produce electricity. As explained by several authors,
wind turbines convert wind kinetic energy into rotational kinetic energy [20–22]. The wind speed
induces the rotation of blades around an axis, which can be either horizontal or vertical. Wind exerts
two forces on the blades: a drag force, which is parallel to the airflow, and a lift force, which is
perpendicular to it [20,23]. The mechanical energy of this rotation is transformed into electrical energy
by an electrical generator, sometimes after a rotational speed increase due to a gearbox. The electrical
output power depends on the wind speed cubed [20].

2.2.2. Main Technologies Currently Used

Wind turbine technologies can be separated into two categories, according to the rotating axis
position, as has been explained in several references [19,20,23,24]. The most common category with the
best technical and economic maturity levels is the horizontal axis wind turbine (HAWT); the second is
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the vertical axis wind turbine (VAWT). The two technologies are compared by M.R. Islam et al. [19].
The main characteristics of each of them are discussed in the following two paragraphs.

HAWT are characterized by a turbine placed on a nacelle at the top of a hub, with a rotation axis
parallel to the ground. As explained in a previous paper [24], different technologies exist. They are
classified according to different criteria: the number of blades (two, three or more), the rotor orientation
(upwind or downwind), the hub design, the rotor control (stall or pitch), and the yaw orientation system
(active or free). The low cut-in speed and the high power coefficient are often cited as advantages of
horizontal turbines. However, a nacelle orientation system should be used to follow the wind direction
changes and the installation presents more constraints [19,20]. This kind of wind turbine is mostly
used in large scale systems. Wind turbines with three blades and upwind rotor orientation are the
most widely used technology today [19].

For VAWT, the blades rotate around a vertical axis. The main advantage of this is that there
is no need for an orientation system, as this kind of turbine can absorb wind from any direction,
and it operates better than HAWT in the case of turbulent winds [19,20]. Among the different
sub-technologies of VAWT, two categories are often found: the Darrieus turbines, which are based on
lift forces, and the Savonius turbines driven by drag forces [20,24]. VAWT are mostly used for small
applications and small power systems, for example residential networks [19,20,23].

The offshore wind turbines can be also distinguished according to the substructure and the
foundations. Three categories can be found, according to the water depth and the distance to the
shore [5,23,25]:

• In case of shallow water installation (water depth lower than 30 m), several bottom-fixed
substructures can be used: the gravity-based substructures and the monopile substructures
which are currently the most frequently used [5,25], and the suction bucket still at a development
stage [5].

• For transitional water (water depth between 30 m and 80 m), others kinds of bottom-fixed
structures are used. The jacket frames structures, the tri-piles structures, and the tripod structures
are the most used [5].

• Finally, in case of water depth larger than 80 m, floating structures are used [5]. The mast is
mounted on a floating structure moored to the seabed. Three kinds of floating structures exist:
the ballast stabilized structures (or spar floaters), the tensioned-leg platforms (also called mooring
line stabilized), and the semi-submersible platforms [5,25]. Floating wind turbines are mainly
considered for offshore wind farms far from the shore, as the wind resource available is larger
than along the coast.

More details related to offshore wind turbine technologies can be found in previous papers [5,23,25].

2.3. Tidal Current Energy

Among all existing marine renewable energy converters, tidal energy converters are one of the
most developed technologies [2,4,26]. Belonging to the hydrokinetic type of energy [27], two kinds of
tidal energy can be distinguished [28,29]. The first is tidal kinetic energy, which is induced by water
movement according to tide cycles, for which turbines are used to produce electricity. The second
is the tidal potential energy, where tidal barrages are used to extract the energy resulting from the
water elevation cycle (also called tidal range devices). In this paper, only the tidal kinetic energy is
studied, as the extracting technology (a turbine), the power density, the size requirements, and the
power range are more suitable for coastal areas [29]. Moreover, the geographical areas suitable for tidal
range devices are quite rare in the world [29]. Indeed, their installation is possible only in areas with
a water level elevation about several meters. Thus, the use of tidal range systems to provide electricity
for maritime remote areas, such as islands, is not discussed in this article.

60



Energies 2018, 11, 1904

2.3.1. Fundamentals of Operating Processes

Tidal current turbines produce electrical power from the kinetic energy of the rise and fall
movements of tides in coastal areas. Indeed, due to the gravitational and rotational forces induced by
the Earth, Sun, and Moon positions, ocean water moves horizontally according to cycles that are easily
predictable, and which are related to the time and location on the Earth [2,30,31]. Water flow allows
the submerged turbine rotation on which blades are mounted, similarly to the process used in wind
turbines [2,28]. The turbine drives a generator, for which many technologies can be used [28,32,33].
The output power depends on the tidal current speed [33]. This kind of turbine can also be used to
extract kinetic energy from river currents [26]. Tidal turbines are often compared to wind turbines
with respect to the turbine operating principles. However, the tidal turbine performs better due to the
water density, which is greater than air density, increasing the power density [26,29].

2.3.2. Main Technologies Currently Used

Extracting tidal kinetic energy can be carried out by several techniques, as explained and classified
by many past papers [2,26–31,33–35]. The following categories can be distinguished primarily,
according to the type of device used.

In Horizontal Axis Marine Current Turbines (HAMCT), the turbine is composed of two or more
blades rotating around an axis parallel to the water flow direction [26,28,29,31]. A list of projects is
given by Zhang et al. [33]. This is currently the most common tidal turbine on the market [4], due to
its good technical and economical maturity level. Thus, HAMCT now reach the megawatt scale [36].
Moreover, floating systems have encountered some interest in the last few years and they are now the
subject of active research [36].

Vertical Axis Marine Current Turbines (VAMCT) can harness tidal flow from any direction
with two, three, or more blades rotating around an axis that is perpendicular to the current
direction [26,29,31,33]. Two main kinds of vertical axis turbines exist: the Darrieus turbine and
the helical turbine (also called the Gorlov turbine) [26,31]. However, some disadvantages limit their
development. The low self-starting capacity and efficiency, along with torque variations are often
cited [36].

Another category exists, that of oscillating hydrofoil systems. Tidal currents make a pressure
difference on a foil Section, which creates drag and lift forces on the oscillating foil attached to a lever
arm [29]. A linear generator is often used to generate the electrical output power [33]. However,
this technology is still at the development level [27].

Other kinds of devices can be found. Among them, ducted turbines, the tidal kite, and helical
screw systems (also called the Archimedes screw) can be cited [26,29,31,35]. A further classification
of tidal kinetic energy converter technologies exists, based on the water flow harnessing techniques.
Axial-flow and cross-flow turbines can be distinguished, and horizontal and vertical designs exist for
both of these [29].

2.4. Wave Energy

Concerning other renewable energy sources, wave energy received attention from academics
and industrialists, mostly since the 1980s, as the available worldwide resource is considerable [2,37].
Many wave energy converter technologies have been developed up to today, invoking especially
a large number of patent publications [4]. Wave energy is sometimes classified among the hydrokinetic
energy category [26]. Moreover, wave energy is now considered to be suitable for the electricity supply
of small islands and coastal areas [1,3,38]. The Atlantic Ocean is often considered for wave energy
projects due to the high wave power density available [39], but some recent articles have analyzed
several islands case studies in Mediterranean Sea [40–42], involving some changes in technologies in
order to fit the wave characteristics of the considered location [40].
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2.4.1. Fundamentals of Operating Processes

A wave energy converter transforms wave energy into electrical energy. Wave energy comes from
the effect of wind on the sea surface, creating waves. These follow the wind direction across several
thousands of kilometers, creating significant swell, until they reach the narrow waters near the shore
where the wave speed decreases. The power output of a wave energy converter depends on the wave
height and its peak period [26,37,43]. Harnessing wave energy and converting it into electrical energy
is a complex process compared to other renewable energy sources. Indeed, several conversion stages
are necessary: primary, secondary, and tertiary conversion stages, according to A.E. Price [44] and
several other past papers [39,45,46]. In the case of these papers, short descriptions are given below.

The primary conversion stage aims to convert wave motion into body motion, air-flow or
water-flow, using mechanical, pneumatic, or hydraulic systems, called prime movers. This stage
converts a low frequency motion (the wave) into a faster motion. The second conversion stage
transforms the fluid energy of the first stage into electrical energy. Depending on the fluid used in the
primary stage, the converter used in this step can be an air turbine, a hydraulic one, or a hydraulic
motor connected to an electrical generator. They are called Power Take-Off systems (PTO). This step
converts the low frequency fluid or mechanical motion into high rotational speed with the electrical
generator. The tertiary stage conversion aims to adapt the electrical output characteristics of the
wave energy converter to the grid requirements with power electronic interfaces. Some wave energy
converters show merged primary and secondary conversion stages, where wave energy is directly
transformed into electrical energy with a linear generator [39,46].

2.4.2. Main Technologies Currently Used

Many wave energy converter designs currently exist, but this renewable energy source is still at the
research and development stage, and the technical maturity level is currently lower than that of other
renewable energy sources [4]. Moreover, different classifications can be found in the literature, according
to different reviews of recently published wave energy converter technologies [3,4,38,39,43–53]. Often,
wave energy converters are classified according to the criteria listed below [3,4,37,39,43–46,50,53].

Location: onshore or shoreline, nearshore or offshore. Onshore systems are placed on a cliff,
a dam, or land without a mooring system. Nearshore systems often lie between 0.5 and 2 km from
shore, in shallow waters (between 10 and 25 m deep). The first generation of wave energy converters
was based on onshore and nearshore systems [54]. Offshore wave energy converters are at several
kilometers from the shore in deep water (>40 m), with the ability to harness high wave energy
levels [2,37,39,43,45,46,53].

Device shape and direction concerning the swell propagation direction [4,37–39,43,45,46,53].
Three cases are possible:

• Point absorber: they are small with respect to the wavelength and they can absorb energy from
any wave direction.

• Terminator: the device axis is perpendicular to the wave propagation direction.
• Attenuator: the device axis is parallel to the wave propagation direction.

Hydro-mechanical conversion principle (primary conversion stage) [4,26,37–39,43,45,46,48,50,53].
Three categories can be found:

• Oscillating Water Columns (OWC) are based on the compression and decompression forces in
the air chamber created by water level variations which drive a turbine. OWC devices can be
either deployed in shallow water as a stationary structure, or in deep water, for which floating
systems can be used [55]. Recently, a new OWC device, called U-OWC has been developed [56].
Based on a vertical U-duct, this new structure avoids the wave to propagate into the inner body
as in a traditional OWC device.
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• Overtopping Devices (OTD) use the water level difference between the sea and the partially
submerged reservoir to produce electricity (potential energy) when the wave overtops the
structure and falls into the reservoir. The turbine rotates by releasing the water back into the sea.
Some overtopping devices are integrated to a breakwater [57,58]. Moreover, structural design of
some overtopping devices can be suitable for other maritime needs [59].

• Wave Activated Bodies (WAB) or Oscillating Devices are based on the use of one or more moving
bodies [26,37,48]. Three categories of wave activated bodies can be distinguished: heaving buoy,
surface attenuator, and oscillating wave surge converter [43]. The performances of these devices
depend on the mooring system, for which different configurations exist [60].

Some references classify wave energy converters according to other criteria. A review of
electrical generators used, control methods employed, mechanical and/or electrical controllers applied,
wave conditions considered, and power electronic converters used for different projects is proposed by
E. Ozkop and I.H. Altas [52]. Classification by the power take-off technology (second conversion stage)
is also given in [46], resulting in three main sub-categories: the hydraulic PTO, the turbine PTO, and the
all-electric PTO, as discussed in the previous Section. Mooring configurations are also discussed [43,48,51].
A new classification based on the operating principle has recently been carried out [38]. A. Babarit proposed
a comparison of the existing technologies based on the so-called capture width ratio [47].

Some development trends concerning the different criteria listed earlier are highlighted in
previous papers [4,39]. Offshore application, floating installation, and point absorber technology
are the most common aspects considered for the projects reviewed.

2.5. Intermittency and Variability Comparison

The four renewable sources introduced in the previous sections present different temporal
characteristics. Indeed, as they are based on the use of different primary resources, their intermittency
and variability are different, with more or less predictability, so they cannot be dispatched as
conventional sources could be [61]. A limited number of studies have discussed these aspects
considering all the sources. In one of these [61], Widén et al. presents the main intermittencies
and variabilities of the four sources, with a review of existing forecast methods. The standard deviation
of each source according to the different time scales (frequency bands) is studied by J. Olauson et al. at
the level of a country [62]. The highest standard deviation rate for the different sources is related to
short-term timescales for solar (<2 days), mid/short-term for wind (2 days to 2 weeks), long-term for
wave (>4 months), and mid-term for tidal (2 weeks to 4 months) energies [62]. Natural cycle timescales
of solar, wind, tidal, and wave resources are also discussed in the International Energy Agency
report [63]. Variability of solar, wind, and tidal resources for the UK is studied by P. Coker et al.
considering the persistence, statistical distribution, frequency, and correlation with demand [64].
G. Reikard et al. studied the variabilities of solar, wind, and wave energy for integration to the grid,
with a forecasting system proposed for the three sources based on a regression method. Wave energy
is shown to be more predictable than solar and wind, due to the strong weather impact for the latter
two sources [65]. Recently, a review of solar and wind space-time variabilities has been conducted by
K. Engeland et al. but this does not include tidal and wave resources [66]. Table 1 presents the main
characteristics in terms of variability and intermittency for each source, with the origin and existing
methods to evaluate temporal variations according to different publications [61–66].
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Table 1. Main variabilities characteristics of solar, wind, tidal, and wave energies.

Source Kind/Scale of Variability Origin Variability Assessment Methods and Models
Determinist or

Stochastic Behavior

Solar

Seasonal
Position of Sun and Earth
Geographical position on
the Earth

Mathematical model Deterministic

Daily Diurnal cycle due to
Earth rotation Mathematical model Deterministic

Short-term: from second to hour Weather conditions Predicted by ground measurements, satellite
data or weather models Stochastic

Wind

Decadal Climatic and atmospheric
condition changes Historical climatic observations data analysis Stochastic

Yearly and seasonal
Weather conditions
depending on the location
and the seasonal cycles

- Statistical: autoregressive,
Monte-Carlo method with Markov
chains, neural network, wavelets . . . ;

- Physical: historical weather data or
weather models;

- Hybrid: statistical and physical methods

Stochastic

Weak scale (synoptic peak
around 4 days) Weather conditions Stochastic

Daily and infra-day Diurnal peak and
weather conditions Stochastic

Short-term: from Sub-seconds to
few minutes (turbulence peak

around 1 min)

Random, caused
by turbulences Hardly predictable Stochastic

Tidal
current

Bi-monthly: depending on the
tide cycle (1 cycle = 14.76 days),

with spring and neap tides

Tide cycles: depending on
the position of the Earth,
the Moon and the Sun
(tidal currents are the
fastest when they
are aligned)

Harmonic analysis Deterministic

Infra-day

- Tide type: diurnal,
semi-diurnal,
semi-diurnal with
diurnal inequality,
or mixed;

- Depending on the
location on the Earth,
and the attraction
between the Moon
and the Earth and
between the Sun and
the Earth

Harmonic and geographical analysis Deterministic

Short-term: seconds, minutes or
hours, due to turbulences

Sea bed, geography of the
location, Weather effect:
storms, waves . . .

Geography study and weather forecasts Stochastic

Wave

Seasonal and monthly
Climate and weather
conditions depending on
the location

- Scatter diagram get by statistical or
empirical methods;

- Power variation coefficient;
- Seasonal Variability Index (3 months

average level)

Stochastic

Infra-day Weather conditions
depending on the location Weather forecast Stochastic

3. Review of Multisource Projects Including Renewable Marine Sources

As explained in the previous section, the most developed marine energies at the current time are
tidal kinetics and wave energies. Thus, they can be used to provide electrical power in maritime areas,
as for example in floating systems or islands communities. During recent decades, renewable energies
used in these applications were often solar and wind energies, but intermittencies of these sources
involved the use of Diesel generators or storage capacities. According to the time characteristics of
solar, wind, tidal, and wave energies, the development of multisource systems combining several of
these sources could bring a sustainable and reliable power level to ensure the load supply in the future.

This Section aims to present a review of projects combining the use of some or all of the four
sources presented previously, on the same platform. The details depend on the kind of project
and the development status. Firstly, hybrid system projects developed by companies will be
reviewed; from hybrid devices tested in offshore conditions to projects that are still at concept
status. Also, a review of several energy island concepts will be given. Then, an up-to-date review
of studies concerning sizing optimization and energy management systems will be carried out,
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considering the published papers in these fields. Several projects presented in the following sections
have already been more thoroughly reviewed [5–11,67], especially for hybrid wind-wave systems.
However, farms and colocated systems such as the independent and combined arrays described by
C. Pérez-Collazo et al. [5] are not part of the focus of this article, since they are not considered as
combined systems.

3.1. Review of Industrial Hybrid System Projects Including Marine Energies

Multisource systems that include marine energy are still scarce. As wind turbines now reach
a high level of maturity, most of these projects consider offshore wind turbine use. Two categories of
projects can be identified, according to the maturity level and the development status. Several projects
have been tested under real sea conditions (meaning potentially severe environmental conditions)
either at a reduced-scale or at full-scale (Section 3.1.1), whereas others have still not progressed
beyond the concept step (Section 3.1.2). A review is given below and is summarized in Tables 2 and 3.
Technologies are characterized according to the classification given in the previous Section when the
technical information is available. An overview of industrial hybrid system projects according to their
power scale and to their furthest known development status is given in Figure 2. Finally, some island
energy concepts will be presented (Section 3.1.3).

Figure 2. Overview of hybrid systems including marine energies.

3.1.1. Projects Tested under Real Sea Conditions

Despite their current scarcity, multisource systems tested under real sea conditions can be classified
according to the sources used. These systems relied on either wind or wave energies combined with
one or more renewable sources, whereas other projects only consider wind and wave energies. A single
industrial project uses solar, wind, tidal and wave energies on the same platform [68]. Details of these
systems are given below, according to the sources used.

• Wind and wave: several projects have considered these sources. The Poseidon P37 product,
designed by Floating Power Plant, is currently the most advanced technology in the multisource
floating platforms field, as it was the first hybrid system connected to the grid. Twenty months
of grid-connected tests were effected successfully on the Danish coasts, with three 11 kW wind
turbines and 30 kW of wave energy converters. A Megawatt scale will be reached with the
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P80 device, which is expected for 2020 [69,70]. The W2Power device designed by Pelagic Power
uses the same energies, with 10 MW installed on the platform [71–73]. However, this project is
still at reduced scale test status, as the platform currently tested in the Canary Islands concerns
the WIP10+ device, which is a 1:6 scale prototype with only wind turbines [74]. Previously,
wave tank tests allowed the mooring system to be validated and the behavior in both operational
and survival modes to be assessed [72].

• Wind and solar: although photovoltaic panels and wind turbines now reach a high maturity level,
projects combining both energies on a floating platform are still scarce. The Wind Lens hybrid
project, developed by the Kyushu University (Fukuoka, Japan), has considered wind turbines
(Wind Lens turbine) and solar panels on a floating platform [75–78], connected to batteries to
ensure the electrical power supply of measurement and control devices. The total power installed
reached 8 kW. Authors have observed that offshore wind turbine production is better than the
similar land-based turbine due to higher wind speed values. In winter, the energy produced
by the offshore wind turbine is two to three times the energy produced by the land-based wind
turbine [76]. A more powerful platform is expected in the future according to [76].

• Wind and tidal: The Skwid system designed by the MODEC company seems currently to be the
only project combining wind and tidal turbines at an industrial scale. However, little information
is available concerning this project, since the system sank during installation in 2014 [79,80].
The turbines used could harness wind and tidal current flowing from any direction thanks to
their vertical axis, avoiding complex orientation systems needed by horizontal axis turbines.

• Wave and solar: The Mighty Whale project is one of the oldest multisource systems
which considers the use of ocean energy [81]. During tests at sea between 1998 and 2002,
observations showed that combining the use of wave and solar energies allowed the power
production to be smoothed and reduced the auxiliary generator use by storing the energy in
batteries. However, the results presented in a previous paper [81] are strongly dependent on
climatic conditions (Sea of Japan).

• Wind, solar, tidal, and wave: the PH4S device developed by the French company Geps Techno is
currently the only platform combining the four renewable sources [68]. A prototype is currently
being tested on the French Atlantic coast and the first observations from this company show
a reduction of global power intermittency.

The review shown in Table 2 demonstrates that devices tested under real sea conditions are still
scarce and often used a few dozen kilowatt systems. All the projects have considered wind and/or
wave energies on a floating or fixed platform. These structures often come from a previous wave
energy converter platform (e.g., Poseidon P37, Mighty Whale) or an offshore wind turbine system
(e.g., Skwid), to which another renewable source has been added. All of the offshore projects tested
report that energies used present a positive complemental aspect, bringing a smoother electrical power
output. When they are not connected to the grid, power sources are used to supply the platform
measurement and control devices. However, projects tested under real sea conditions are still scarce.
Most of them were tested at a reduced scale, initially in water tanks before sea installation.

3.1.2. Projects Still at the Concept Status

The industrial project review can be supplemented by projects that have remained at the concept
status without sea installation. As detailed in Table 3, most of these concepts concern wind and wave
systems, even if a wind-tidal concept [11] and a floating platform concept combining all of the sources
considered in this study exist [82,83]. According to all these projects, the following points can be
highlighted:

• Wind and wave: many wind-wave system concepts exist. Some of these have been partially tested,
either in water tanks or at sea for one of both renewable sources. For example, Principle Power
Ltd. (Emeryville, CA, USA) has designed a hybrid device called WindWaveFloat. To date, a 2 MW
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wind turbine was successfully tested at sea in 2011 with grid connections. However the different
wave energy converter technologies initially planned were not included in the tests [84,85].
WindWaveStar and Wega devices, developed respectively by Wavestar and Sea for Life companies,
have never been tested with both energy sources. For the first device, tests only concerned the
WaveStar wave energy converter in offshore conditions for a reduced scale prototype, whereas the
Wega wave energy converter has been studied in wave tank tests. Other wind-wave hybrid
system concepts have never surpassed the concept status (WaveTreader, OWWE 2Wave1Wind
and C-Hyp).

• Wind and tidal: MCT has considered a wind turbine mounted on the tidal turbine structure in the
SeaGen W device. However, this project seems only to be a concept according to the large scale
tidal projects without the wind turbine recently developed by the company [11,86].

• Wind, solar, tidal, and wave: In 2012 Hann Ocean (Singapore)patented the layout and design of
the Hexifloat device, a platform concept allowing four energies to be harnessed [83], but this is
still at the concept status today according to the company’s website [82].

Other concepts have been developed in the MARINA Platform framework (Marine Renewable
Integrated Application Platform), a European project undertaken between 2010 and 2014 to study
different aspects of combined offshore platforms, such as feasibility, economical profitability,
engineering etc. Thus, several partners have worked on tools, methods, and protocols to ease
multipurpose platform design. Among the different platforms proposed [87], three wind-wave hybrid
system concepts have been considered: the Spar Torus Combination (STC) [88], the Semi-submersible
Flap Combination (SFC), and the large floater with multiple Oscillating Water Columns and one wind
turbine (OWC Array) [11].

The concepts reviewed here often considered wind and wave energies. This trend could
be explained by the fact that some companies have already developed a wind or wave energy
converter and would like to share their structure with another kind of renewable energy converter.
Then costs could be reduced (design, equipment, installation, operation, maintenance, etc.) and power
production could be increased with a smoother output level, as explained by Pérez-Collazo et al. [5],
M. Karimirad [6], and Casale et al. [10]. Positive aspects of combined wind-wave devices are presented
in these references. However, the review carried out in this section shows that many of these concepts
have not gone beyond the idea step. High development costs can explain this trend. Also, as offshore
tidal and wave energy converters alone are still scarce in the world, their maturity level is not as high as
land-based renewable energies and offshore wind turbines. Casale et al. have suggested [10] building
hybrid systems around proven and mature offshore systems, for example wind turbines after these
technologies have been individually validated and tested. Thus, this consideration could help concepts
to overcome this step, which is seen in a few cases where wave or wind energy converters have been
tested on wave tanks or at sea [84,85,89,90]. For several projects listed in our review, little information
is available to explain their current status and perspectives. It is supposed that some companies have
cancelled their hybrid device concept, focusing on separated technologies.
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3.1.3. Energy Island Concepts

Energy islands [10] or island systems [5] are considered to be large multipurpose platforms
including several renewable energy sources and, in contrast to projects reviewed in the previous
sections, infrastructures for other activities and functionalities [5,10]. C. Pérez-Collazo et al. divided
this kind of project into two categories: artificial islands built on a reef or dyke, and floating islands,
considered as very large floating platforms [5]. However, all projects in this field show that they are
only at the steps of concepts and ideas. Among them, the following projects can be quoted:

• Kema Energy Island (by KEMA-DNV GL and Lievense): placed in an ocean, this artificial
island concept consists of a large scale water tank used for pumped storage, surrounded by
dykes on which wind turbines are placed to produce electrical power. According to the figures
shown in [95], the KEMA Energy Island project encompasses a large scale storage capacity,
with a power of 1.5 GW and an energy capacity of 20 GWh, to store surplus wind electrical power
production. Other functionalities are proposed, such as the chemical industry, harbors, tourism,
etc. This project has not seen further development than the preliminary design and evaluation
steps, but it is still shown in a previous paper [96].

• Offshore Ocean Energy System (by Float Inc.): this concept can be classified in either the floating
island or floating platform categories, according to its medium size. Wind, tidal, and wave
energies have been considered as the heart of the structure. Moreover, other services have been
proposed, such as aquaculture, fishing, and desalination facilities [97].

• OTEC Energy Island (by Energy Island Ltd.: London, UK): the four renewable energy sources
discussed in this paper (solar, wind, tidal, and wave energies) have been considered in this floating
island concept, along with ocean thermal energy conversion and geothermal energy. Moreover,
several infrastructures and services such as a harbor and a water desalination system have been
proposed at the design phase. The power considered is about 250 MW [10]. A patent was filed in
2003 [98], but as of today, no further development is known.

• TROPOS project concepts: three research programs have been integrated in “The Ocean of
Tomorrow” European call: the TROPOS Project (2012–2015), the H2OCEAN Project (2012–2014),
and the MERMAID project (2012–2015). Several research programs designed for the TROPOS
project have seen a focus concerning innovative multi-use floating islands: the Leisure Island,
the Green & Blue, and the Sustainable Service Hub [99]. The last of these seems to have the highest
potential for near-term development. Economic, environmental, logistical requirements, social,
and design aspects have been considered. In addition to the renewable energy converters used in
these concepts (solar energy, wind energy, and OTEC), other infrastructures and services have
been proposed, such as leisure (Leisure Island) or aquaculture (Green & Blue) [100].

All of these island concepts have apparently not gone beyond the idea stage. Also, the powers
considered are higher than the floating platform power scales reviewed in previous sections. Thus,
island projects seem to be far from reaching industrial and commercial status, concerning high costs,
technical challenges, and the facilities required to build such projects [100]. Financial support should
be found to overcome the concept status. However, sharing infrastructures with other concerns could
help project development by involving different industrial and economic sectors [10,100].

3.2. Review of Academic Research Concerning Hybrid Systems with Marine Energies

Multisource systems with marine energies are still at early stages of developmental processes.
Thus, several academic analyses studied combined renewable energies exploited in the sea.
These analyses are often at an earlier stage than industrial development processes and they study above
all theoretical hybrid systems. Among the different papers describing such systems from the electrical
engineering point of view, two categories can be found. The first discusses energy management system
and control aspects, whereas the second concerns sizing optimization aspects with method and tool
design. Several papers are reviewed in the following sections according to this classification.
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3.2.1. Energy Management System and Control Studies

Hybrid systems using marine energies have been modeled and simulated by several authors to
design appropriate energy management systems and control strategies. As in the industrial project
review presented in the previous section, these academic works can be subclassified with respect to the
considered sources, as the requirements and specifications can be different according to the renewable
source. Technical information and main outcomes are summarized in Table 4.

• Wave and wind: an off-grid wind-wave system with battery storage and variable AC load has
been studied by S.Y. Lu et al. [101]. The converter control schemes developed allow ensuring
current and voltage stabilities in transient load phases, concerning the 500 W to 1 kW situation
validated by simulation and laboratory tests.

• Wave and solar: as solar energy has been widely used for island electrical power supply,
several articles have considered wave energy to compensate the solar energy fluctuations.
For example, the Perthian Island (Terengganu, Malaysia), studied by N.H. Samrat et al. [102],
did not present sufficient solar resource for the load power required. To ensure the system
reliability and power quality, appropriate converter controls have been developed. Thus, the DC
voltage link is kept constant, even in the cases of resource or load fluctuations. Similar systems
and studies were considered by S. Ahmad et al. [103]. A grid-connected solar-wave hybrid system
was studied by L. Wang et al. [104], considering the generated power injected on the DC-link
smoothed by a supercapacitor. The converter control schemes developed allow the maximum
wave and solar powers to be harnessed. Grid injected power fluctuations are smoothed by
inverter control, whereas the DC-link voltage is controlled by a DC/DC converter connected to
the supercapacitor.

• Wind and tidal: many articles deal with hybrid wind-tidal systems. For example, Y. Da and
A. Khaligh [105] have presented appropriate control schemes for tidal and wind turbines to
optimize harnessed powers, considering mega-watt scale generators. Tidal current and wind
speed fluctuations have been taken into consideration to validate the proposed strategies.
Another wind-tidal hybrid concept called HOTT (Hybrid Off-shore and Tidal Turbine) has been
studied in several papers concerning wind power fluctuation compensation [106–109]. Thus,
M.L. Rahman et al. proposed [106] the use of a tidal generator as a flywheel storage system,
with a one-way clutch ensuring mechanical separation. The tidal generator produces or stores
electrical power depending on the inverter control. In a previous paper [107], wind power
fluctuations are compensated by tidal generator control for the lowest frequencies and by battery
control for the highest ones. The authors stated that tidal compensation reduced the battery
capacity, whereas the highest long-term fluctuation compensations required a tidal turbine power
increase. The battery storage system was studied in a previous paper [108]. Tidal generator
control for wind power fluctuation is also considered in a previous paper [109]. Concerning the
grid connection, two solutions for large-scale turbines have been studied by S. Pierre [110].
The DC-link connection between the two generators before the grid-tied inverter brings an easier
fluctuation smoothing ability. The separated solution consisting of two back-to-back converters
for the AC grid connection allows the extracted power to be maximized. Finally, Y. Fan et al.
presented [111] a novel hybrid wind-tidal architecture, where a hydraulic accumulator is used
as a storage and balance system, placed between both hydraulic pumps and the electrical
generator. Hydraulic pumps transform the output turbine mechanical energy into hydraulic
energy. Fluctuations of output turbine mechanical powers are limited by hydraulic pumps control,
while the hydraulic accumulator is controlled according to the load demand.

• Wind, tidal, and wave: C. Qin et al. [112] simulated the compensation of short-term output power
fluctuations induced by intermittent wind and wave energies (from seconds to minutes). Thus,
the tidal generator was used to smooth the output power, according to the tidal current speed.
When the tidal turbine cut-in speed is surpassed, a tidal generator produces electrical power.
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Thus, its pitch angle and rotational speed are controlled simultaneously to reduce output power
fluctuations. If the tidal current speed is lower than the cut-in speed, the tidal generator is used as
a flywheel storage system to compensate for variations, after tidal turbine mechanical separation.

According to the articles reviewed in this Section, wind and tidal energies seem to be widely
considered. Wind energy fluctuations are often cited as a weakness and a challenge to improve
the renewable development in island areas. Different solutions have been investigated to limit
these fluctuations. Among them, tidal energy attracted attention, concerning tidal generator
control [105–107,109,111,112] and the possibility to use it as a flywheel storage system [106,112].
Another point of interest observed in academic research is the transient state system stability, not only
for resource fluctuations but also for load change [101,102,104,107]. Tidal energy has also been
considered to smooth wave energy fluctuations [112]. Storage solutions such as batteries [101,102,107]
or supercapacitors [104] are sometimes used to smooth generated power fluctuations.

3.2.2. Sizing Optimization Studies

To ensure a high reliability level, the hybrid system should be designed carefully. A storage
solution allows the load requirements to be met in terms of power and energy. To avoid an over-sized
or under-sized system and to ensure reasonable costs, a sizing optimization must be carried out.
Wind/solar systems with a battery and/or Diesel generator have been widely studied in terms of
sizing optimization, as described in recent reviews [113–116]. As ocean energies have only been
considered recently, such studies for marine energy hybrid systems are still rare. Several authors have
proposed sizing optimization studies for both the renewable source sizes and the storage solutions
considered to supply island systems.

Hybrid photovoltaic, wind, and tidal system sizing optimization was proposed in a few articles.
In previous papers [117,118], O.H. Mohammed et al. considered the case of the remote Ouessant French
Island, where the energy load is estimated at around 16 GWh per year, for a maximum power demand
of 2 MW. To find the best sources and storage combinations according to the equivalent loss factor
reliability index [117,118] and economic constraints [118], several sizing optimization algorithms
have been developed: cascade calculation, genetic algorithms and particle swarm optimization.
The combination of the three renewable sources is found to be more reliable than cases where only
one source is considered [117]. In a previous paper [118], the levelized cost of energy is divided
by seven between a configuration based only on solar energy (763.7 $/MWh) and a solution based
on PV, wind and tidal energies (127.2 $/MWh). Also, the levelized cost of energy is lower when
artificial intelligence approaches are considered for the sizing optimization, as the obtained values
reach 94 $/MWh with a genetic algorithm and a particle swarm optimization, whereas a cascade
algorithm results in a 149 $/MWh cost [118]. A metaheuristic solution called the crow-search algorithm
has been proposed by A. Askarzadeh [119] to optimize a hybrid wind/solar/battery system into which
tidal energy is included. Concerning the results, the author concludes that a hybrid solar/wind/tidal
system is more cost-effective than a partial combination of these three sources. In the simulation
conducted for a one year period, tidal turbines generate almost 25% of the total generated energy and
the resulting tidal turbines net present cost for the optimized system represents 20% of the total cost.
Moreover, batteries can reduce the cost and improve the reliability index. The net present cost related
to a battery reaches 13% of the total net present cost, to ensure a maximum unmet load ratio of 10%.
For the study carried out, the proposed crow-search algorithm is reputed to be more efficient than the
particle swarm optimization and the genetic algorithm, giving the fastest convergence rate.
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The sizing optimization for a wind/tidal hybrid system with battery storage has also been
described in several articles. Among them, S.G. Mousavi proposed [120] the use of a genetic algorithm
to determine the optimal size of a wind/tidal/micro-turbine/battery system, according to an economic
analysis, i.e., evaluating for a year the capital cost, the battery replacement cost, the fuel cost and
the operation, and maintenance costs. The objective function aims to find the optimal size with the
lowest total annual system cost (sum of all the costs), considering the maximum load demand of the
standalone system. The optimal configuration is based on a power capacity of 315 kW for wind turbine,
175 kW for tidal turbine, 290 kW for microturbine, and a capacity of 3.27 kAh for lead acid battery,
leading to $312,080 total cost. M.B. Anwar et al. presented [121] a methodology to size grid-connected
large scale marine current and wind turbines (mounted on the same monopile), with a battery storage
station to meet the grid code requirements. Sizing optimization aims to maximize the available power,
at the same time respecting the injected power fluctuation requirements given by the grid.

Sizing optimization studies for systems dealing with marine energies are less numerous than
studies carried out for solar/wind/battery systems. The first trends of these studies show that
optimizing the size of a hybrid system which includes marine energies is necessary, as it allows the
cost to be reduced and the reliability index to be improved [117–119]. The amount of power generated
is expected to be higher and the intermittency to be reduced, but battery storage is still required to
ensure the load energy requirements.

4. Overview of Multisource Systems Based on Marine Renewable Energies

The review of industrial projects and academic research dealing with hybrid systems based on
marine energies has shown that such systems have not yet reached commercial status. The interest of
industries and researchers in this kind of multisource system is now clear. However, no significant
results and operating experience exist to date and projects have often remained at a concept status [10].
Most projects considered a combination of two renewable energy sources. Although the advantages
are numerous, some obstacles limit their development. This section aims to summarize the aspects
found overall across the different projects and studies reviewed in previous sections, according to
synergies and positive aspects, weaknesses and obstacles, and finally feasibility aspects.

4.1. Positive Aspects, Synergies, and Applications

Combining several renewable energy sources in maritime areas presents many advantages and
highlights some possible synergies. Thus, further developments in forthcoming years are expected,
as potential applications are numerous.

According to several authors [5,6,9,10] and to the projects reviewed in previous sections,
positive aspects and benefits brought about by marine energy hybrid systems concern many fields,
as they can:

• Increase the energy production rate of an area (area share);
• Reduce the non-production hours, by managing the power flows harnessed from energies

presenting different intermittency and variability characteristics (output power smooth). A storage
solution can improve the reliability index and ensure the load requirements. Thus, the use of
Diesel generators can be reduced;

• Provide sustainable electrical energy for maritime activities, such as fishing, aquaculture,
water desalination, oil and gas industries, etc.;

• Share the infrastructure and equipment, allowing the global weight to be reduced;
• Attenuate the platform movement and improve its stability;
• Reduce some costs, with initial savings (infrastructure, mooring and anchoring systems,

transmission, connection equipment, etc.) and lifetime savings linked to the operation and
maintenance costs, compared to a separate device solution;

• Reduce the visual impact by placing the platform far from the coast (offshore systems).
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Moreover, the design of multisource systems based on marine energies presents some positive
aspects of synergies which could improve and accelerate their development. According to the synergies
explained in several references, four categories can be found [5,6,10]:

• Areas sharing synergies: between renewable energy systems and other facilities
(aquaculture, desalination, fishing etc.). Sharing areas allows the sea use densification to be
improved, sharing the power produced for the surrounding activities and limiting the studies to
a single place.

• Infrastructures, installation, and equipment sharing synergies: this kind of synergy concerns the
installation equipment, the logistics (port and vessels), the grid connection, the supervisory control
system, the storage and the operation, and maintenance. For each of these items, costs could be
reduced by combining different kinds of sources.

• Process engineering synergies: hybrid systems based on marine energies can be combined with
several marine activities, such as desalination, hydrogen production, aquaculture, breakwaters,
algae production, oil and gas sector, etc.

• Legislative synergies: a common regulation is necessary to develop such hybrid systems. Thus,
a legal regulatory framework, maritime spatial planning, a simplified licensing procedure,
and a grid and auxiliary infrastructures planning are needed, as explained in a previous paper [5].

Hybrid systems including marine energies can be used in numerous applications in remote and
maritime areas, allowing the use of Diesel generators to be reduced by replacing them with sustainable
energy sources and/or storage. Among all of them, the following overall categories can be defined:

• Floating buoys: such as mooring or drifting buoys, usually used to measure meteorological or
oceanographic parameters. Most of these buoys are currently based on solar energy and battery;

• Floating platforms: larger than floating buoys, they are used to produce electrical power, either for
an island or for local use (aquaculture, oil and gas, fishing, etc.). Most of the projects presented in
Tables 2 and 3 are based on floating platforms [68,69,71,75,79,81–83];

• Islands or coastal areas: several energy resources could be harnessed by onshore sources, such as
PV panels and wind turbines, and by offshore systems, for example by the use of offshore wind
turbines, tidal turbines, and wave energy converters [1,40–42,117];

• Artificial islands: as presented in several concepts [10,95,97,100], these are built on a reef or dyke.
However, no further developments beyond the concept stage exist;

• Transport: maritime transport could use marine energy for their energetic needs [100].

4.2. Obstacles, Weaknesses and Issues

The reviews presented in the previous sections have shown a mismatch between the number
of projects that led up to sea test conditions and those that remained at a status concept. Indeed,
hybrid system development requires careful consideration of several aspects to avoid premature project
shutdown, by events such as financial, installation, logistical, equipment, environmental, legislation,
etc. Several possible obstacles and weaknesses are cited in previous papers [5,6,122]:

• Unbalanced renewable energy converter maturity levels, such as photovoltaic panels which
present a higher maturity level than wave energy converters, for which a lot of technologies exist;

• Lack of experience and data: as hybrid systems including marine energies are recent, they are
still at an early developmental stage. Information which could help to avoid development or
operation issues is still limited;

• Development time: as requirements of such systems are numerous, a lot of development time is
needed before commercial status is reached;

• High costs: although several savings can be found concerning previously presented synergies,
other categories still present high costs, such as insurance, development time, technologies, etc.;
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• Marine environmental constraints: floating systems should undergo severe conditions when
they are placed offshore, such as weather (storm, hurricane), strong waves, salinity, biofouling,
corrosion, etc.;

• Mooring and anchoring system reliability, which should be able to resist local
environmental conditions.

Several projects have encountered issues either at an early stage of development or during the
operational test phase, sometimes involving the premature project end. However, little information
is available concerning the reasons of the end of a project. The following points can be highlighted,
according to several publications:

• Damage or failure during the installation or operation phases, as happened for the SKWID
wind/tidal hybrid system [80]. For example, failure can concern the structure, the power take-off
technology, or the mooring and anchoring systems [122];

• Project ended prematurely due to high costs and lack of funding. This aspect has been seen
at different steps, and it is thought that some companies cease to exist since there is a lack of
information concerning recent activities. Also, some concepts appeared to be ambitious and thus
costly. This could explain the lack of further development.

4.3. Feasibility and Design Methodology

To overcome some of the obstacles previously listed and make a system sustainable,
feasibility aspects should be carefully studied. Thus, design methodologies and recommendations
have been proposed by J.S. Martinez et al. [11] and B. Zanuttigh et al. [122] for the integration of energy
converters in multipurpose platforms. The following methodology has been proposed previously [11]
during the MERMAID project:

• Resource assessment according to the selected site;
• Power take-off technology selection allowing the power production to be maximized;
• Offshore structure technology selection (fixed or floating);
• Technology integration, by either platform sharing or area sharing (offshore energy farms);
• Environmental impact assessment, concerning pollution, recycling, etc.;
• Feasibility of combining with other activities.

Thus, the feasibility of such hybrid systems should start by a local evaluation, as the available
resources can differ significantly [10]. Moreover, it has been advised [10] to use mature technologies,
to avoid technology failure during the operational phase. Social acceptance must be considered by
involving all the actors concerned in the project, including industries, political groups, investors,
local communities, etc. Some authors advised developing individual renewable energy systems in the
same area (this was for offshore wind farms) [123–125], then developing hybrid platforms that share
the same structure [10,11].

5. Conclusions

Ocean energy can provide sufficient energy for the electricity supply of remote maritime areas,
since the worldwide resources are major. Thus, combined systems including photovoltaic, wind,
tidal current, and wave energies, which harness several kinds of energy, are a possible solution to
replace the traditionally used genset-based systems to supply islands or floating systems. These four
resources currently demonstrate the best maturity levels among all existing renewable energy sources,
even if tidal kinetic energy and wave energy are still earlier in their development process than
photovoltaic and wind energy converters.

After an overview of these four energy resources, this paper reviewed the industrial and academic
hybrid systems based on marine energies. It appears that the development of such systems is still at
an early stage in the development process, as shown by the number of projects that have remained at
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concept status. Several projects are currently close to full-scale mega-watt operational tests, such as
the Poseidon P80 device [58,59] and the W2Power device [74]. Other projects have reached sea tests
with small-scale prototypes. This review has also shown a lot of concepts that are more or less realistic
given the limited amount of available information concerning further development. On the one
hand, concerning possible obstacles for the development of hybrid systems based on marine energies,
the required long development times and high costs, especially of insurance, can explain this situation.
Moreover, the severe marine environment constraints make the design of hybrid systems more complex,
especially for the mooring system which requires a high reliability level. On the other hand, the review
of research dealing with energy management aspects and sizing optimization shows the promising
aspects of such systems. Indeed, combining different renewable energy resources reduces the output
power variations as their temporal characteristics differ, so less storage capacity is needed and Diesel
generator use can be reduced. Other positive points have been listed in this article, such as sharing
area, equipment, infrastructure, etc. The process engineering synergies should help the development of
hybrid systems based on marine energies, with respect to all possible combinations with other sectors
and activities: desalination, aquaculture, transport, oil and gas, etc. As a result, a development of
hybrid systems based on marine energies is expected in forthcoming years, following the improvement
of both tidal kinetic current and wave energy converter maturity levels.
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Abstract: A numerical model is presented for the estimation of Wave Energy Converter (WEC)
performance in variable bathymetry regions, taking into account the interaction of the floating units
with the bottom topography. The proposed method is based on a coupled-mode model for the
propagation of the water waves over the general bottom topography, in combination with a Boundary
Element Method for the treatment of the diffraction/radiation problems and the evaluation of the
flow details on the local scale of the energy absorbers. An important feature of the present method is
that it is free of mild bottom slope assumptions and restrictions and it is able to resolve the 3D wave
field all over the water column, in variable bathymetry regions including the interactions of floating
bodies of general shape. Numerical results are presented concerning the wave field and the power
output of a single device in inhomogeneous environment, focusing on the effect of the shape of the
floater. Extensions of the method to treat the WEC arrays in variable bathymetry regions are also
presented and discussed.

Keywords: renewable energy; marine environment; wave energy converters; variable bathymetry
effects; arrays

1. Introduction

Interaction of the free-surface gravity waves with floating bodies, in water of intermediate
depth and in variable bathymetry regions, is an interesting problem with important applications.
Specific examples concern the design and evaluation of the performances of special-type ships and
structures operating in nearshore and coastal waters; see, e.g., [1,2]. Also, pontoon-type floating bodies
of relatively small dimensions find applications as coastal protection devices (floating breakwaters)
and they are also frequently used as small boat marinas; see, e.g., [3–7]. In all these cases, the estimation
of the wave-induced loads and motions of the floating structures can be based on the solution of
the classical wave-body-seabed hydrodynamic-interaction problems; see, e.g., [8,9]. In particular,
the performance of the Wave Energy Converters (WECs) operating in nearshore and coastal areas,
characterized by variable bottom topography, is important for the estimation of the wave power
absorption, determination of the operational characteristics of the system and could significantly
contribute to the efficient design and layout of the WEC farms. In this case, wave-seabed interactions
may have a significant effect; see [10,11].

In the above studies the details of the wave field propagating and scattered over the variable
bathymetry region could be important in order to consistently calculate the responses of the floating
bodies. For rapidly varying seabed topographies, including steep bottom parts, local or evanescent
modes may have a significant impact on the wave phase evolution during propagation. Such a fact
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was demonstrated through the interference process in one-directional wave propagation as observed
for either varying topographies (see e.g., [12,13]) or abrupt bathymetries including coastal structures
(see e.g., [14–16]). For such problems, the consistent coupled-mode theory has been developed in [17],
for the water waves propagation in variable bathymetry regions. Furthermore, it was subsequently
extended for 3D bathymetry in [18], and applied successfully to treat the wave transformation over
nearshore/coastal sites with steep 3D bottom features, like underwater canyons; see, e.g., [19,20].

In recent works [21,22] the coupled-mode model is further extended to treat the wave-current-seabed
interaction problem, with application to the wave scattering by non-homogeneous current over general
bottom topography. The problem of the directional spectrum transformation of an incident wave
system over a region of strongly varying three-dimensional bottom topography is further studied in [22].
The accuracy and efficiency of the coupled-mode method is tested, comparing numerical predictions
against experimental data by [23] and calculations by the phase-averaged model SWAN [24,25]. Results are
shown in various representative test cases demonstrating the importance of the first evanescent modes
and the additional sloping-bottom mode when the bottom slope is not negligible.

In this work, a methodology is presented to treat the propagation-diffraction-radiation problem
locally around each WEC, supporting the calculation of the interaction effects of the floating units
with variable bottom topography at a local scale. The method is based on the coupled-mode model
developed by [17], and extended to 3D by [18], for water wave propagation over general bottom
topography, in conjunction with the Boundary Element Method (BEM) for the hydrodynamic analysis
of floating bodies over general bottom topography [15] and the corresponding 3D Green’s function [26].
An important feature of the present method is that it is free of mild-slope assumptions and restrictions
and it is able to resolve the 3D wave field all over the water column, in variable bathymetry regions
including the interactions of floating bodies of general shape. Numerical results are presented and
discussed concerning simple bodies (heaving vertical cylinders) illustrating the applicability of the
present method.

2. Formulation

We consider here the hydrodynamic problem concerning the behavior of a number N of identical
cylindrical-shaped WECs, D(k)

B , k = 1, N, of characteristic radius a and draft d, operating in the
nearshore environment, as shown in Figure 1.

Figure 1. Array of WECs in variable bathymetry region.
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The variable bathymetry region is considered between two infinite sub-regions of constant,
but possibly different depths h = h1 (region of incidence) and h = h3 (region of transmission). In the
middle sub-region, it is assumed that the depth h exhibits an arbitrary variation. The wave field is
excited by a harmonic incident wave of angular frequency ω, propagating with direction θ; see Figure 1.
Under the assumptions that the free-surface elevation and the wave velocities are small, the wave
potential is expressed as follows:

Φ(x, z; t) = Re
{
− igH

2ω
ϕ(x, z; μ) · exp(−iω t )

}
, (1)

where x = (x1, x2), and satisfies the linearized water wave equations; see [27]. In the above equation H
is the incident wave height, g is the acceleration due to gravity, μ = ω2/g is the frequency parameter,
and i =

√−1. The free surface elevation is then obtained in terms of the wave potential as follows:

η(x; t) = − 1
g

∂Φ(x, z = 0)
∂ t

. (2)

Using standard floating-body hydrodynamic theory [8], the complex potential can be decomposed
as follows:

ϕ(x, z) = ϕP(x, z) + ϕD(x, z) +
2ω2

gH
ϕR(x, z), ϕR(x, z) =

N

∑
k=1

6

∑
�=1

ξk�ϕk�(x, z), (3)

where ϕP(x, z) is the normalized propagation wave potential in the variable bathymetry region in the
absence of the WECs, ϕD(x, z) is the diffraction potential due to the presence fixed (motionless) bodies
D(k)

B , k = 1, N, that satisfies the boundary condition ∂ϕD(x, z)/∂nk = −∂ϕP(x, z)/∂nk on k-WEC,
where nk = (n1, n2, n3)k the normal vector on the wetted surface of the k-body, directed outwards the
fluid domain (inwards the body). Furthermore, ϕk�(x, z), k = 1, N, denotes the radiation potential
in the non-uniform domain associated with the �-oscillatory motion of the k-body with complex
amplitude ξk�, satisfying ∂ϕk�(x, z)/∂n = nk�, equal to the �-component of generalized normal vector
on the wetted surface of the k-WEC (nk� = (r × nk)�−3 for � = 4, 5, 6).

In the case of simple heaving WECs, only the vertical oscillation of each body is considered
ξk = ξk3, which is one of the most powerful intensive modes concerning this type of wave energy
systems. In the present work we will concentrate on this simpler configuration, leaving the analysis of
the more complex case to be examined in future work. For an array of heaving WECs the hydrodynamic
response is obtained by:

ξk3 = (Akm)
−1(XPm + XDm), k, m = 1, . . . N, (4)

where XPm + XDm denote the exciting vertical force on each WEC due to propagating and diffraction
field, respectively, and the matrix coefficient Akm is given by:

Akm = −ω2(M + akm)− iω(Bmδkm + bkm) + (Cm + c)δkm, (5)

where δkm denotes Kronecker’s delta and M is the body mass (assumed the same for all WECs).
The hydrodynamic coefficients (added mass and damping) are calculated by the following integrals:

akm − 1
iω

bkm = ρ
�

∂DBm

ϕk3nm3 dS, k, m = 1, . . . N, (6)

of the heaving-radiation potential of the k-WEC on the wetted surface ∂DBm of the m-WEC.
Moreover, c = ρgAWL is the hydrostatic coefficient in heaving motion with AWL the waterline surface,
and Bm, Cm are characteristic constants of the Power Take Off (PTO) system associated with the m-th
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degree of freedom of the floater. The components of the excitation (Froude-Krylov and diffraction)
forces are calculated by the following integrals of the corresponding potentials:

XPm =
ρgH

2

�
∂DBm

ϕPnm dS, XDm =
ρgH

2

�
∂DBm

ϕDnm dS, m = 1, . . . N, (7)

on the wetted surface ∂DBm of the m-WEC. The total power extracted by the array is obtained as:

P(N; ω, θ) =
1
2

ω2

∣∣∣∣∣ N

∑
k=1

ηm
e f f Bm(ξk)

2

∣∣∣∣∣, (8)

where ηk indicates the efficiency of the PTO associated with the k-th degree of freedom (that could be a
function of the frequency ω). Finally, the q-index can be estimated by:

qN(ω, θ) = N−1P(N; ω, θ, H)/P1(ω, θ, H), (9)

where P1(ω, θ, H) indicates the output of a single device operating in the same environment and wave
conditions. Obviously, the calculated performance depends on the frequency, direction and height of
the incident wave, as well as on the physical environment and the positioning of the WECs in the array
(farm layout). Finally, the operational characteristics of the farm, in general multi chromatic wave
conditions, characterized by directional wave spectrum, could be obtained by appropriate spectral
synthesis; see, e.g., [20,22].

3. Propagating Wave Field

The wave potential ϕP(x, z) associated with the propagation of water waves in the variable
bathymetry region, without the presence of the scatterer (floating body), can be conveniently calculated
by means of the consistent coupled-mode model developed [17], as extended to three-dimensional
environments by [18]. This model is based on the following enhanced local-mode representation:

ϕP(x, z) = ϕ−1(x) Z−1(z; x) +
∞

∑
n=0

ϕn(x) Zn(z; x). (10)

In the above expansion, the term ϕ0(x)Z0(z; x) denotes the propagating mode of the generalized
incident field. The remaining terms ϕn(x) Zn(z; x), n = 1, 2, . . . , are the corresponding evanescent
modes, and the additional term ϕ−1(x)Z−1(z; x) is a correction term, called the sloping-bottom mode,
which properly accounts for the satisfaction of the Neumann bottom boundary condition of the
non-horizontal parts of the bottom. The function Zn(z; x) represents the vertical structure of the n-th
mode. The function ϕn(x) describes the horizontal pattern of the n-th mode and is called the complex
amplitude of the n-th mode. The functions Zn(z; x), n = 0, 1, 2 . . ., are obtained as the eigenfunctions
of local vertical Sturm-Liouville problems formulated in the local vertical intervals −h(x) ≤ z ≤ 0,
and are given by:

Z0(z; x) =
cosh[k0(x)(z + h(x))]

cosh
(
k0(x)h(x)

) , Zn(z; x) =
cos[kn(x)(z + h(x))]

cos(kn(x)h(x))
, n = 1, 2, . . . (11)

In the above equations the eigenvalues
{

ik0(x), kn(x)
}

are obtained as the roots of the local
dispersion relations:

μ h(x) = k0(x) h(x)tanh[k0(x)h(x)], μ h(x) = −kn(x) h(x) tan[kn(x)h(x)]

n = 1, 2, . . .
(12)
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The function Z−1(z; x) is defined as the vertical structure of the sloping-bottom mode. This term
is introduced in the series in order to consistently satisfy the Neumann boundary condition on the
non-horizontal parts of the seabed. It becomes significant in the case of seabottom topographies
with non-mildly sloped parts and has the effect of significant acceleration of the convergence of the
local mode series Equation (10); see [17]. In fact, truncation of the series (10) keeping only a small
number 4–6 totally terms have been proved enough for calculating the propagating wave field in
variable bathymetry regions with bottom slopes up to and exceeding 100%. For specific convenient
forms of Z−1(z; x) see the discussion ([17]). By following the procedure described in the latter work,
the coupled-mode system of horizontal equations for the amplitudes of the incident wave field
propagating over the variable bathymetry region is finally obtained:

∑
n=−1

Amn(x) ∇2 ϕn (x) + Bmn(x) ∇ϕn (x) + Cmn(x)ϕn(x) = 0, m = −1, 0, 1 . . . (13)

where the coefficients Amn, Bmn, Cmn of the coupled-mode system (13) are defined in terms of the
vertical modes Zn(z; x). The coefficients are dependent on x through h(x) and the corresponding
expressions can be found in Table 1 of [17]. The system is supplemented by appropriate boundary
conditions specifying the incident waves and treating reflection, transmission and radiation of waves.
It is worth mentioning here that if only the propagating mode (n = 0) is retained in the expansion (11)
the above CMS reduces to an one-equation model which is exactly the modified mild-slope Equation
derived in [13,28]. So, the present approach could be automatically reduced to mild-slope model in
the subregions where such a simplification is permitted, saving a lot of computational cost. On the
other hand in subregions where bottom variations are strong the extra (evanescent) modes are turned
on and have substantial effects concerning the 3D wave field all over the water column, as illustrated
in [17,18].

Table 1. Optimum PML parameters.

ω < 2 σ̃o = 1 R/λ = 2 N/λ = 15 n = 5
2 ≤ ω < 7 σ̃o = 1 R/λ = 3 N/λ = 20 n = 3
7 ≤ ω < 8 σ̃o = 1 R/λ = 3 N/λ = 15 n = 3
8 ≤ ω ≤ 9 σ̃o = 1 R/λ = 3 N/λ = 10 n = 3

4. A Novel BEM for the Diffraction and Radiation Problems in 3D Environments

The corresponding problems on the diffraction and radiation potentials ϕD(x, z) andϕk(x, z),
associated with the operation of the floating WECs, are treated by means of low-order Boundary
Element Method, based on simple singularity distributions and 4-node quadrilateral boundary
elements ([29]), ensuring continuity of the geometry approximation of the various parts of the boundary.
The potential and velocity fields are approximated by:

ϕ(r) = ∑
p

FpΦp(r), ∇ϕ(r) = ∑
p

FpUp(r), (14)

where the summation ranges over all panels and Fp(r) and Up(r) denote induced potential and velocity
from the p-th element with unit singularity distribution to the field point r; see, e.g., [30] and the
references cited there. We mention here that a minimum number of 10–20 elements per wavelength
is used in discretizing the free surface, in order to eliminate errors due to damping and dispersion
associated with the above discrete scheme. In order to eliminate the infinite extent of the domain and
treat the radiating behaviour of the diffraction and radiation fields at far distances from the bodies,
an absorbing layer technique is used, based on a matched layer all around the fore and side borders of
the computational domain on the free surface; see, e.g., [31]. The thickness of the absorbing layer is
of the order of 1–2 characteristic wavelengths and its coefficient is taken increasing within the layer;
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see Figure 2. The efficiency of this technique to damp the outgoing waves with minimal reflection is
dependent on the thickness of the layer.

Figure 2. Formulation of diffraction and radiation problems in variable bathymetry regions.

Thus, the diffraction and radiation potentials are represented by integral formulations with
support only on the wetted surface of the floating body (ies) ∂DC, the bottom surface ∂DΠ and free
surface ∂DF; see Figure 2. In accordance with the present absorbing layer model, the free surface
boundary condition is modified as follows:

∂ϕ

∂n
− μ σϕ = 0 , r ∈ ∂DF, (15)

where μ = ω2/g and the coefficient σ = 1 everywhere on ∂DF, except in the absorbing layer
(indicated in Figure 2), where this is given by:

σ =

(
1 + i σ0

(R − Ra)
n

λn

)
, R =

√
x2

1 + x2
2 > Ra (16)

where λ is the local wavelength.
Also, it is assumed for the starting radius of the absorbing layer that Ra >> λ. The discrete

solution is then obtained using collocation method, by satisfying the boundary conditions at the
centroid of each panel on the various parts of the boundaries. Induced potentials and velocities from
each panel to any collocation point are calculated by numerical quadratures, treating the self-induced
quantities semi-analytically.

4.1. Investigation of the Optimal Parameters of the Absorbing Layer

The radiation condition expresses the weakening behavior of the outgoing waves at the far field,
and it formulates the final solution. In complicated problems, where analytical or even semi-analytical
solutions are unreachable, this condition cannot be formed a priori and further investigation is needed,
in order to obtain its final form. One common way to overcome this obstacle, is the implementation
of an absorbing layer from a specific length of activation and with defined characteristics, based on
the Perfectly Matched Layer (PML) model [32,33]. In this specific approach, the wave absorbing is
induced by an imaginary part of frequency, expressed by Equations (15) and (16), which operates
as a damping filter for the waves without significant reflections. The formulation of the optimal
PML is a multiparametric problem, mainly based on five parameters. The objective functions of this
optimization procedure is the avoidance of any influence of the PML in the region before its appliance,
due to reflections, and the progressive nullification of the wave field in the region after its activation.
The effectiveness of the PML can be tested by comparing the numerical and the analytical solution
in case of a cylindrical WEC body in steady depth regions [34]. The requirement for the PML not to
disturb the solution in the computational domain before its activation is quantified with the usage of
the Chebyshev Norm. Thus, the PML tunning parameters, discussed above, are:

89



Energies 2018, 11, 2092

• Dimensionless frequency
(
ω̃ = ω

√
h
g

)
• Coefficient

(
σ̃o = σo

λn

ω

)
σ̂ = σλn/ω

• The activation length R/λ

• The exponent n
• The number of panels per wave length (N/λ)

Aiming to the minimization of the Chebyshev Norm, 64 different PMLs, corresponding to different
sets of these parameters, are investigated. The final configuration of the optimum PML is described in
Table 1. The efficient operation of the PML, especially in medium frequency bandwidths, where WEC
devices operate most of the time and absorb the largest amount of energy, is illustrated in Figure 3,
for different values of the non-dimensional frequency ω

√
a/g ω̃ = ω

√
a
g .

  
(a) (b) 

  
(c) (d) 

Figure 3. Comparison of present BEM results with the analytic solution in case of cylindrical WEC
a/h = 1/3.5 and d/a = 1.5dr/a = 1.5/1, where α: radius, h: local depth and d: draft, for different values
of the non-dimensional frequency ω

√
a/g ω̃ = ω

√
a
g : (a) 0.5120; (b) 0.6826; (c) 0.8533; (d) 1.0240.

4.2. Power Output in the Case of Cylindrical WEC

A cylindrical heaving WEC is widely used in offshore installations of the devices for harnessing
wave energy [35]. The numerical treatment of the wave-body interaction problem by means of BEM,
described in this study, constitutes from three separate regions, namely the free surface, the body of the
WEC and the bottom. Appropriate mesh generation in all these surfaces is crucial for obtaining reliable
solution. For this purpose, the free surface is discretized in 4 × (N/λ) × 88 elements, expanding for
4 wavelengths, where the first number indicates discretization along the radial direction and the other
along azimuthal direction, respectively, while the bottom mesh is 26 × 88 elements, spatially and
azimuthally respectively. The WEC mesh is 10 × 88 elements, in depth and in azimuthal direction,
as illustrated in Figure 4. It should be noticed the demand for consistency between the lengths of
the elements, those of the WEC and these of the free surface, at the matching position of the body’s
boundary. Very fine meshes only on the body and not on the free surface, which binds most of
the computational capacity and therefore has its limitations, may cause worse approximation of the
analytic solution on account of inconsistency.
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Figure 4. Illustration of the computational mesh in the near field. For clarity only the radial lines of the
mesh on the free surface and on the bottom surface under the floater are shown.

Focusing on the power output coming from a single device, the first step for its calculation is
the evaluation of the Froude-Krylov and total forces, which are the summation of Froude-Krylov and
Diffraction forces, and the related hydrodynamic coefficients of added mass and damping. In Figures 5
and 6 are illustrated the results for these aspects, as they calculated both from the analytical and the
numerical treatment of the problem ([34,36]).

 

Figure 5. Non-dimensionalized cylinder hydrodynamic Froude-Krylov and total forces for various
values of non-dimensionalized wavenumber (kα). Cylindrical WEC with a/h = 1/3.5 and d/a = 1.5.

 

Figure 6. Non-dimensionalized cylinder hydrodynamic coefficients for various values of
non-dimensionalized frequency. Cylindrical WEC with a/h = 1/3.5 and d/a = 1.5.

Furthermore, the WEC responses and the power output are evaluated and plotted in Figure 7,
assuming typical PTO damping values, equal to 5, 10 and 20 times a mean value of hydrodynamic
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damping bm. This value is estimated as 2πbm/mωR = 0.12, where the resonance frequency is
ωR

√
a/g = 0.7, also described in [22].

 

Figure 7. Heave Response amplitude operator (RAO) RAO, Phase RAO and Normalized Power Output
for Cylindrical WEC with a/h = 1/3.5 and d/a = 1.5.

The output power of the WEC by this PTO is normalized with respect to the incident wave
powerflux and is defined as P/(0.5ρCgH2a), for ηe f f = 1. It can be observed the fact that maximization
of power output occurs at the resonance frequency. In addition, higher values of PTO damping are
reasons for the observed decrease of peak values of heave Response Amplitude Operator (defined as
RAO = ξk3/(H/2), where a is the amplitude of the incident wave). However, at the same time they
are causing wider frequency spreads of energy productive function of the device.

5. Examination of Other Shapes of Axisymmetric Floaters

Regarding the examination of other WEC shapes, eight different axisymmetric geometries,
including the cylinder, are tested. This is made with the conviction of efficiency improvement,
in comparison with the reference cylindrical shape. Upon mesh generation, the elements used on
the bodies, except cylinder, are 18 × 88, in order to achieve a better approximation of the shape,
avoiding gaps and discontinuities of the geometry. For these shapes, there are no analytic solutions,
and furthermore, not any prospect for validation by comparing this numerical model with analytical
results. The reference cylindrical WEC has a ratio of radius to local depth, equal to 1/3.5 and a ratio of
draft to radius equal to 1.5/1. In every other design test, the radius and the draft of each geometry are
calculated with the assumption of constant mass. In other words, the area of the submerged vertical
cross section of the tested geometry is equal to the area of the submerged vertical cross section of the
cylindrical WEC, keeping with this approach the value of the mass unchangeable.

As referred previously, eight different shapes are put under investigation. Heave response and
power output are evaluated by the BEM computational code. These geometries, illustrated in Figure 8,
are strongly related with the current design trends of the industry and present similarities with many
already installed WEC devices [35,37–39].
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Figure 8. Various WEC shapes and near field computational mesh: (a) Cylindrical, (b) Nailhead-shaped,
(c) Disk-shaped, (d) Elliptical, (e) Egg-shaped, (f) Conical, (g) Floater-shaped, (h) Semi-spherical.

Using as an efficiency index, the area under the curve of the normalized power, which
expresses the maximum values so as the functional frequency bandwidth, three of the above
geometries are qualified and their heave response and power output are presented in Figures 9–11.
The qualified geometries are namely the nailhead-shaped, which also presents further interest due to
its unconventional design for studies of multi-dof WECs, the conical and the floater-shaped.
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Figure 9. Heave RAO, Phase RAO and Normalized Power Output-Nailhead-shaped WEC.

 

Figure 10. Heave RAO, Phase RAO and Normalized Power Output-Conical WEC.

 

Figure 11. Heave RAO, Phase RAO and Normalized Power Output-Floater-shaped WEC.

On the assessment of these geometries, according to the figures above, despite the fact that the
PTO with higher damping is responsible for lower values of heave RAO, the power output appears
to be higher and with a higher frequency spreading. This dissimilar behavior of the device, in terms
of heave RAO and power output, is very intense in case of the nailhead-shaped WEC, where RAOs
are closely oriented, while the power output is far higher in the case of the “harder” PTO. A point of
interest in the study of the conical WEC is that a switch of efficiency occurs in ω

√
a/g = 1.25 ω̃ = 1.25,

when the medium ranked PTO is more efficient than higher ranked. Furthermore, the floater-shaped
WEC is shown to be a little more efficient in lower frequencies, where the maximum of the power
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output curve is located, while the nailhead-shaped and the conical are more efficient in bandwidths of
11 < ω

√
a/g < 1.4. The conical WEC is far more efficient in frequencies of 0.9 < ω

√
a/g < 1.4, however,

the final choice of the device and the PTO is depended on the sea climate and the dominant frequencies
in the area of installation.

6. Extensions to Treat the WEC Arrays in Variable Bathymetry Regions

An important part of the present BEM implementation deals with the construction of the mesh
on the various parts of the boundary. The details of the mesh generator are illustrated in Figure 12.
More specifically, the mesh on the free surface around a single WEC is plotted. The latter consists
of two subparts, the one close to the waterline of the floating unit and the far (outer) part. The near
mesh is based on the cylindrical distribution of the panels around the waterline of the WEC that
gradually deforms in order to end in a rectangular boundary. This permits the continuous junction
of the near mesh around one floater with the adjacent one, as illustrated in Figure 12a. After the
rectangular boundary, the mesh again deforms to become a cylindrical arrangement on the outer part.
Taking into account that in 3D diffraction and radiation fields associated with floating bodies the far
field behaves like essentially cylindrical outgoing waves [26], the cylindrical mesh in the outer part
of the free surface boundary is considered to be optimum for the numerical solution of the studied
problems. The discretization is accomplished by the incorporation corresponding meshes on each
floating body and on the bottom variable bathymetry surface, as shown in Figure 12b–d. An important
feature is the continuous junction of the various parts of the mesh, which, in conjunction with the
quadrilateral elements, ensures global continuity of the geometry approximation of the boundary. It is
remarked here that the present BEM is free of any kind of interior meshes or artificial intesection(s) of
boundaries. Global continuity of geometry is important concerning the convergence of the numerical
results in BEM.

Figure 12. Computational grid for a WEC array of 3 × 2 WECs: (a) plot of the whole mesh on the free
surface, (b) zoom in the subregion of floaters, (c,d) 3D view of the mesh in the vicinity of the WECs.

As an example, we consider the array of 3 × 2 cylindrical heaving WECs of radius a = 10 m and
draft d/a = 1.5, arranged as illustrated in Figure 12, in the middle of the variable bathymetry region
(a smooth upslope with max bottom slope 7%), and operating in waves at the same frequency as
before ω

√
hm/g = 1.5, ω

√
a/g = 0.8. The horizontal spacing of the floaters along the x1 and x2 axes
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is s1/a = 5, s2/a = 4. In this case the ratio of the WEC spacing with respect to the characteristic
wavelength in the area of the array is small (less than 50%) and thus, the interaction between the
floaters is strong. In order to illustrate the applicability of the present BEM, a mesh is used, consisting
of 6 × 40 elements on each WEC and 5 × 40 elements on the nearest part of the free surface around each
WEC and 30 × 100 elements on the outer part. This includes the absorbing layer, and 14 × 20 elements
on the bottom surface (see Figure 12). The total number of elements is 5920.

The propagating field over the shoaling region, for normally and for 45deg obliquely incident
waves is shown in Figure 13. This field represents the available wave energy in the domain for possible
extraction. The responses of the above array of cylindrical heaving WECs are then calculated, using,
as before, the values of BS/bm= 5, 10, 20 (where 2πbm/mωR = 0.12) to model the Power Take Off
system for heving floaters. The results calculated by the present BEM approach, at the same frequency
as before ω

√
hm/g = 1.5, ω

√
a/g = 0.8, both for normal and 4deg incident waves over the variable

bathymetry region are represented in Figure 14. In the specific arrangement and operating conditions
the q-factor decreases with increasing PTO damping and ranges from 90–70%, for normal incident
waves, and drops down to 75–60%, for 45 degrees obliquely incident waves.

Figure 13. (a) Propagating field over a shoaling region, for normally incident waves of nondimensional
frequency ω

√
h/g = 1.5. (b) Same as before, but for 45 degrees obliquely incident waves.

Figure 14. Total field of the WEC array for (a) normal and (b) 45 degrees incidence (right) and
ω
√

hm/g = 1.5, ω
√

a/g = 0.8, in the variable bathymetry region (dashed lines represent depth
contours). The colorbar indicates relative intensity of the wavefield.
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7. Conclusions

In this work a numerical method is presented for the hydrodynamic analysis of the floating
bodies over general seabed topography supporting the calculation of the wave power absorption by
single WECs and the performance of arrays of devices in nearshore and coastal regions. As a first step,
in order to subsequently formulate and solve 3D diffraction and radiation problems for floaters in the
inhomogeneous domain, the present approach is based on the coupled-mode model for the calculation
of the wave field propagating over the variable bathymetry region. The results are subsequently
used for the hydrodynamic analysis of floating bodies over general bottom topography by means of
a low-order BEM. Extensions of the present method supporting the estimation of single WEC and
WEC array performance in variable bathymetry regions have been discussed. Future work will be
focused on the validation of the present method by comparisons with other methods and experimental
laboratory data. Moreover, phase-averaged models like SWAN can treat macroscopically WEC-array
effects by including energy pumping in the energy balance equations by using sinks with specific
intensity; see, e.g., [40]. Future work will examine the possibility of coupling phase-averaged with
the present phase-resolving model, by using coupling schemes as the ones presented in [41,42] and
present comparisons at the scale of an array in a nearshore region.
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Abstract: To date, only a few studies have examined the execution of the actuator disc approximation
for a full-size turbine. Small-scale models have fewer constraints than large-scale models because
the range of time-scale and length-scale is narrower. Hence, this article presents the methodology
in implementing the actuator disc approach via the Reynolds-Averaged Navier-Stokes (RANS)
momentum source term for a 20-m diameter turbine in an idealised channel. A structured grid,
which varied from 0.5 m to 4 m across rotor diameter and width was used at the turbine location
to allow for better representation of the disc. The model was tuned to match known coefficient of
thrust and operational profiles for a set of validation cases based on published experimental data.
Predictions of velocity deficit and turbulent intensity became almost independent of the grid density
beyond 11 diameters downstream of the disc. However, in several instances the finer meshes showed
larger errors than coarser meshes when compared to the measurements data. This observation was
attributed to the way nodes were distributed across the disc swept area. The results demonstrate that
the accuracy of the actuator disc was highly influenced by the vertical resolutions, as well as the grid
density of the disc enclosure.

Keywords: tidal energy; actuator disc; turbulence; wake analysis; Telemac3D

1. Introduction

Flow perturbation due to the deployment of tidal current devices has been extensively studied and
discussed in the recent past, as it is expected to have an influence on the power capture and may also
alter the physical environment [1–3]. The analytical and computational studies are often validated with
small-scale experiments before using them for large-scale implementations. In the current literature,
most of the three-dimensional (3D) numerical study of wake characteristics have been executed using
computational fluid dynamics (CFDs) models. In these models, a tidal device is represented either as a
complete structure with blades, or as an actuator disc. Often, the output from these numerical models
were compared with results from experiments conducted in a flume, where porous discs are commonly
employed to simulate the effects of a turbine on a fluid flow. Despite the assumption that the actuator
disc approach may not accurately produce the vortices from the rotating blades, the concept seems
to be able to accurately compute the wake decay as well as the turbulence intensity [4,5]. Although
the actuator disc approximation has been widely used in predicting the performance of tidal stream
devices, its implementation so far has been restricted to studies involving an extremely small-scale
actuator disc (e.g., rotor diameter of 0.1 m). The drawback of a small-scale turbine model includes
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overestimation of essential parameters such as the mesh density and also the resolution of the vertical
layers, making them impractical to be replicated in a large-scale model. As the application of the
actuator disc approximation for a full-size turbine is yet to be tested, this work made an attempt to
model a full-scale rotor by the actuator disc method within an ocean scale numerical flow model.

Contrary to fully meshed rotating turbines, the simplicity of the actuator disk concept permits
to use it for ocean scale modelling [6]. This method does not demand detailed discretization of the
turbine structure as required for high fidelity simulations and does not need the use of computer
cluster to run. Several recent studies have utilized the actuator disc method in investigating various
flow characteristics in the presence of tidal devices. Sun et al. [4] used the commercial CFD software
package ANSYS FLUENT to simulate tidal energy extraction for both two and three-dimensional
models by applying a retarding force on the flow. This study found that free surface variations may
have an influence on the wake and turbine performance. Daly et al. [7] examined the methods of
defining the inflow velocity boundary condition using ANSYS CFX, and showed that the 1/8th power
law profile was superior than others in replicating the wake region. The same software was also used
by Harrison et al. [5] in comparing the wake characteristics of the Reynolds-Averaged Navier-Stokes
(RANS) model against the experimental data measured behind a disc with various porosities, where
a detailed methodology on the implementation of the momentum sink was presented. In addition,
the actuator disc approach was also used by Lartiga and Crawford [8] in correcting the wall interference
for their tunnel testing facilities, with the aid of ANSYS CFX. Roc et al. [9] on the other hand proposed
an adaption of the actuator disc method by accounting appropriate turbulence correction terms to
improve near wake performance for the ROMS (Regional Ocean Modelling System) model. A more
recent study by Nguyen et al. [10] also demonstrated the needs to adapt the turbulence models when
modelling a tidal turbine with an actuator disc to account for the near wake losses due to unsteady
flow downstream of the disc.

With the exception of Reference [9], all of these CFD studies were conducted on a small-scale
domain, where a 0.1 m diameter disc was commonly employed. As the implementation of the
momentum sink for a full-scale turbine has not been undertaken in the past, the purpose of this
study is to demonstrate that the simulation of wake effects from a full-scale actuator disc using a
tidal flow model is possible. The experimental data published in Reference [5] is used for validation
and comparison purposes. In contrast with other studies where the model dimensions matched the
size of the flume experiment, here we compare the results of the scaled experiment to the full-scale
model output. Further, the model-experiment comparison is done by using dimensionless variables.
This paper presents detailed sensitivity analysis conducted on the disc enclosure and their influence
on the wake profiles behind the turbine. The actuator disc is implemented in the open source
software-Telemac3D [11] where the effects of a 20-m diameter turbine is modelled and validated
with data from literature. It is aspired that the knowledge from this study can be of use in applying the
actuator disc for realistic ocean scale simulations.

2. Background

2.1. Description of Telemac3D

Telemac3D is a finite element model that solves the Navier–Stokes equations with a free surface,
along with the advection-diffusion equations of salinity, temperature, and other parameters, and has
been widely used for regional scale modelling. The numerical scheme also comprises the wind stress,
heat exchange with the atmosphere, density, and the Coriolis effects. The 3D flow simulation (with
hydrostatic assumption) is calculated by solving the following equations [11]:

∂U
∂x

+
∂V
∂y

+
∂W
∂z

= 0 (1)
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∂U
∂t

+ U
∂U
∂x

+ V
∂U
∂y

+ W
∂U
∂z

= −g
∂Zs

∂x
+ vΔ(U) + Fx (2)

∂V
∂t

+ U
∂V
∂x

+ V
∂V
∂y

+ W
∂V
∂z

= −g
∂Zs

∂y
+ vΔ(V) + Fy (3)

where U, V, and W are the three-dimensional components of the velocity, v is velocity and tracer
diffusion coefficient, Fx and Fy are the source terms of the process being modelled (e.g., sediment,
wind, the Coriolis force etc.), Zs is the bottom depth, and g is the acceleration due to the gravity.
As in most regional scale models, Telemac3D offers the choice of using either the hydrostatic or the
non-hydrostatic pressure code. The hydrostatic assumption implies that the vertical velocity (W) can
be derived using only the mass-conservation of momentum equation, without directly solving the
vertical momentum equation. Since this assumption ignores the diffusion and advection term, it is
then not possible to simulate any vertical rotational motion. Elaboration on theoretical aspects of
Telemac3D can be referred to these articles [11–13].

2.2. Theory of the RANS Actuator Disc

Actuator disc model can be implemented using RANS equations by inserting a momentum sink
term in the region where the turbine is to be located. It then works by mimicking the effects a turbine
would have on the surrounding regions without the need to implement detailed features of a turbine.
This method is adapted from the wind energy industry [14] where it has been widely used to model
wind turbines. The implementation of the RANS actuator disc approach on several distinct numerical
models have been elaborated and discussed in References [4,5,15], where the approximated forces
exerted by the disc to the surrounding flow are applied as source terms in the RANS equations of
momentum Equation (4) and mass conservation Equation (5).

δ(ρUi)

δt
+

δ
(
ρUiUj

)
δxj

= − δP
δxi

+
δ

δxj

[
μ

(
δUi
δxj

+
δUj

δxi

)]
+

δ

δxj

(
−ρu′

iu
′
j

)
+ ρgi + Si (4)

δUi
δxi

= 0 (5)

where Ui (i = u, v, w) is the fluid’s velocity component averaged over time t, P is the mean pressure, ρ is
the fluid density, μ is the dynamic viscosity, u′ is an instantaneous velocity fluctuation in time during
the time step δt, xi (i = x, y, z) is the spatial geometrical scale, −ρu′

iu
′
j is the Reynolds stresses that must

be solved using turbulence model, gi is the component of the gravitational acceleration, and Si is an
added source term for the ith (where i = x, y or z) momentum equations. In the present paper, the k-ε
turbulence model is utilized to close the RANS equations and solve for the Reynolds stresses.

The momentum source term is imposed to the turbine location by discretizing the RANS equations
using a finite volume approach [5,15]. The standard RANS momentum equations will apply to the
overall flow domain, while the additional source term, Si is added using Equation (6) at the specified
disc location, as shown in Figure 1:

Si =
1
2

ρ
K

Δxt
Ui|Ui (6)

where Δxt is the thickness of the disc and K is the resistance coefficient. Moreover, the actuator disc
concept implies that the turbine is represented by applying a constant resistance to the incoming flow,
which causes a thrust to act on the disc. In theory, this thrust should be close to the one acting on the
turbine being simulated. The relationship between the resistance coefficient, K, thrust coefficient, CT,
open area ratio, θ, and induction factor, a have been discussed in [16–18] where:

CT =
K

(1 + 0.25K)2 = 4a(1 − a) (7)
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θ2 =
1

(1 + K)
(8)

 
(a) (b) 

Figure 1. Schematic diagram showing views from the inlet (a) and channel side (b). The front view
displays the swept area of the turbine of diameter, D = 20 m.

2.3. Limitation of the Actuator Disc Approach

Although the RANS actuator disc concept has been successfully employed as a means to imitating
a tidal energy converter, the method is not without flaws. Some of the limiting aspects of this approach
have been highlighted by References [5,6,19–21], and summarized below:

• The overall turbine structure is not being represented and thus affecting the turbulence in the
near wake region, known to be 2–5 rotor diameters downstream of the turbines.

• Kinematics of turbulence, such as vortices trailing from the edges of a blade cannot be replicated,
and thus, they must be properly parameterized.

• Energy extraction due to mechanical motion of the turbine rotor cannot be reproduced, instead
the energy removed from the disc will be converted into small scale turbulence eddies behind the
disc. However, the influence of swirl on the far region is assumed to be minimal.

• This concept cannot be used to investigate the performance of a turbine (e.g., maximum power
produced) since it does not include the blades.

Since most swirls and vortices components of a real tidal device would have dissipated beyond
the near wake, the actuator disc should exhibit similar flow characteristics in the far wake region as
the device, which reflects the principal assumption of the actuator disc approach. Furthermore, since
RANS simulations only show the mean flow characteristic, this method is ill suited for application that
requires detail of the flow behind the disc as it cannot account for the physical phenomena caused by
the rotating blades. However, for studies that focus on a simplified model to explore the interaction
between turbines in arrays, the actuator disc model is favoured since it is can reproduce the wake
mixing which generally occurs in the far wake region. Previous studies conducted by References [17,18]
have verified that turbulence due to the blades has negligible influence on the flow far downstream.

2.4. Benchmarking and Data Validation

In order to validate the models produced in this study, a comparative study has been conducted
against data from the physical scale setup published by Harrison et al. [5]. Additional details of the
experimental setup are presented in Myers and Bahaj [19]. The experimental work by Reference [19]
focused on examining the wake structure and its recovery in the downstream region by using a
scale mesh disc rotor. Furthermore, the flume setup was designed to respect both the Froude and
Reynolds number, as well as to exhibit fully turbulent flow. Similar experimental setup was also used
by Harrison et al. [5] to validate their simulations using ANSYS CFX. Their numerical model utilised
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the RANS solver to analyse the characteristic of the wake of an actuator disc model, which was used
as the principal reference in this study. Highlights of the experimental and numerical scale study from
Reference [5] are as follows:

• Flume dimensions are: 21 m long, 1.35 m wide, and tank depth of 0.3 m.
• Perforated disc with diameter of 0.1 m was used, where the porosity ranged from 0.48 m to 0.35 m

(corresponding to coefficient of thrust, CT = 0.61 to 0.97).
• The flow speed was approximately set to 0.3 m/s, with mean U velocity component of 0.25 m/s.
• The vertical velocity profile was developed to closely match the 1/7th power law, with uniform

velocity near the open surface.
• An acoustic Doppler velocimeter was employed to measure downstream fluid velocities, starting

from 3 to 20-disc diameters in a longitudinal direction, as well as up to a 4-disc diameter in the
lateral axis.

3. Methodology

3.1. Actuator Disc Representation in Telemac3D

Apart from hydrodynamic simulations of flows in three-dimensional space, Telemac3D software
also allow for the user to program specific functions that are beyond the code’s standard structure.
Every installation comes with a comprehensive library of programming subroutines for executing
additional processes, in which the user can modify to suit the objectives of any particular simulations.
Table 1 summarises the adopted and modified subroutines used in this study. In Telemac3D,
the momentum source term is implemented into the model by modifying and activating the
“HYDROLIENNE” keyword in the TRISOU subroutine. Since the actuator disc employs the same
geometry as the swept area of the turbine and requires a reduction in momentum of the passing
fluid, it is crucial that the calculation of the forces is appropriately appended into the discretised
RANS equations. The principal methodology for executing the approach in Telemac3D is summarised
as follows:

(a) The turbine arrangement and the overall dimensions of the domain used in this study is presented
in Figure 1, where the disc was located 250 m from the channel inlet. Additionally, its z and y axis
centreline were fixed at a 30-m mid-depth and 70-m from the side wall.

(b) The use of a structured grid at the turbine position was chosen as it would allow for a better
representation of the turbine shape, as well as maintaining the distance between nodes for
refinement purposes. Figure 2 provides the graphical information on the dimensions and pertinent
parameters concerning the implementation of the structured grid in the domain. The size of the
structured grid (i.e., lx = 26 m, ly = 40 m and lz = 60 m) were deliberately set to be larger than the
turbine diameter (D = 20 m) and its width (Δxt = 2 m) to allow for numerical tolerance upon the
execution of the momentum sink in the TRISOU subroutine. The grid element spacing within this
structured grid are denoted by Δx, Δy and Δz in the x, y, and z directions, respectively. For the
simulations, lx, ly, and lz were kept constant, but the dimensions of Δx, Δy, and Δz were varied
and their impact on the wake characteristics was investigated and the results are presented in
Section 4.

(c) The location of the disc (i.e., the turbine) in the domain was specified by four nodes in the
horizontal plane (see Figure 2a), denoted as a, b, c, and d, which will act as the enclosure for
the turbine. The coordinate of each node was represented by a pair of x and y. The distance
between y(4) and y(1) refers to the turbine diameter, D, while the distance between x(1) and
x(2) corresponds to the disc thickness, Δxt.

(d) Although several mesh transformation options are available in the Telemac3D module, the sigma
coordinate system was chosen to represent the depth due to its simplicity, as shown in Figure 3a.
In fact, the interval between the vertical planes, Δz as well as the mesh density in the y direction,
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Δy must be carefully selected since the intersections between the z and y axis nodes will determine
the accuracy of disc frame. Coarser mesh density in both the y and z axis will result in a limited
number of nodes available within the disc surface area, as shown in Figure 3b. Whereas, Figure 3c
portrays unbalanced concentration of the nodes when one of the axis uses a very fine grid
resolution compare to the other. Section 4.3.2 will elaborate further on this subject matter.

(e) Once the optimal resolution for both Δz and Δy was established, the momentum source term (see
Equation (6)) was applied into the model through the existing nodes within the 10-m radius from
the disc centre, Figure 3b. For this purpose, Equation (9) was employed to locate all the relevant
nodes that formulate the disc’s 20-m frame.

�
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Figure 2. Graphical information of the implementation of the actuator disc approach on the structured
grid. Δx, Δy, and Δz are the grids spacing used at the turbine location in x, y and z, directions
respectively: (a) dimensions of the embedded structured grid in the domain; (b) x–y plane displaying
the “enclosure” of the disc, where the momentum sink is applied within the specified quadrants (i.e., a,
b, c, and d). Note that these figures are not drawn to scale.

(a) 

Figure 3. Cont.
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(b) (c) 

Figure 3. Graphical information exhibiting the influence of the vertical resolutions (24 layers) on the
model. Sigma layers and their corresponding depth are presented in drawing (a), where the respective
planes that cross the disc’s surface area are clearly shown. Detailed illustration on the comparison
of the structured grid density nodes at the turbine swept area (y–z axis) are respectively given in the
(b) structured grid with minimal resolution and in the (c) structured grid with higher density. Y(I)i
refers to the nodes in the y orientation of the structured grid, while Z(I)i corresponds to the ith vertical
planes imposed on the model. Note that these figures are not drawn to scale.

Turbine radius, r =
√
(Yi − Yc)

2 + (Z(I)i − Zc)
2 (9)

Yc =
y(4)− y(1)

2
(10)

where Yi refers to the node in y orientation within the turbine enclosure, Yc is the turbine centreline in
the y direction (70 m), Z(I)i is the vertical plane in z direction where i = 24 sigma layers, and Zc is the
depth where the turbine centre is located (30 m).

Table 1. List of Telemac3D subroutines used in this study and their corresponding functions.

Telemac3D Subroutines Function

CONDIM To set the initial condition for the model’s depth and velocity profile
VEL_PROF_Z To specify the vertical velocity profile at the channel inlet

KEPCL3 and KEPINI To be used with k-epsilon turbulence model
TRISOU To implement the source terms for the momentum equations

3.2. Model Set-Up

For a realistic modelling condition of a full-size turbine, the authors refer to the report by
Legrand [22] to get an idea of the generic characteristic of a tidal energy device. A 20-m diameter disc
was used in this study since it is a reasonable size for a standard horizontal axis turbine in operation.
Moreover, the deployment of devices at any particular location is site and depth dependent, where a
depth between 40 m to 80 m are often quoted. For this numerical study, the flow at the free surface
and the channel depth was set to 3 m/s and 60 m respectively to resemble the general condition of the
Pentland Firth area [23]. The disc z-axis centreline is positioned at the mid depth (30 m) to allow for a
sufficient bottom clearance to minimize turbulence and shear loading from the bottom boundary layer.
Also, the actuator disc is placed 250 m from the channel inlet to ensure that the flow is fully developed
upon reaching the turbine area.

The resistance coefficient, K is one of the most important variables in simulating the actuator
disc since it characterises the thrust exerted by the turbine on the flow. Changing the value of K will
invariably influence the wake downstream of the disc. The relationship between CT and K has been
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shown previously using Equation (7). In this paper, K is set to a constant value of 2, which correspond
to CT = 0.89.

As mentioned previously, structured grid was imposed at the location of the turbine to give an
accurate illustration of the disc shape. Conversely, unstructured mesh was used for the surrounding
area with a maximum edge length of 10 m, while the edge growth ratio was set to 1.1 for smoother
mesh distribution. Figure 4 displays the unstructured mesh used in the computational domain, and it
also shows the location of structured grid where the turbine is housed. Note that unstructured mesh
was applied for the outer region since it is more flexible in capturing complex coastline features for
realistic ocean scale simulations. The number of mesh elements vary significantly, depending on the
value of Δx, Δy and Δz chosen for different models, ranging from 70,000 to more than 900,000 cells.
The model was run for 1500 s, at which the results indicated that a steady state had been achieved.
The time step used for the simulation was ensured to meet the CFL (Courant–Friedrichs–Lewy)
criterion. The simulations were computed on an i7 3770 quad core computer with 16 GB memory,
and depending on test cases, it took between 3–5 h for simulations to be completed.

Figure 4. x–y horizontal plane illustrating the geometry mesh. The structured grid is used to define the
enclosure of the actuator disc, while the rest of the domain is enforced using the unstructured mesh.
The turbine is located at 250-m from the channel inlet. Selected downstream nodes that were used
in the data extraction and validation purposes are represented by the red points along the turbine
centreline in terms of the turbine diameter, D. The dotted rectangle outlines the zone (a) where the
mesh refinement (min = 1 m, max = 10 m) was administered.

3.3. Boundary Condition

A constant volume flowrate, Q of 21,840 m3/s was imposed at the channel inlet, where Q is equal
to the surface area of the inlet (60 m × 140 m) multiply by the mean flow velocity (2.6 m/s). Next,
the downstream boundary was set to equal the channel water depth of 60 m to enable flow continuity.
Initial condition was set to “PARTICULAR” (an option available in Telemac3D for defining the initial
condition), where the initial depth of 60 m was specified in the CONDIM subroutine. A commonly
used method of defining inflow velocities is to use a power-law (1/nth) profile. Although it is possible
to use any value for n to approximate the flow conditions, a comparison of several values for n was
considered to be beyond the scope of this study. Thus, the vertical velocity profile in the domain was
imposed using one of the most commonly used power laws, 1/7th, so as to be similar to a full-scale
tidal site [24]. In addition, the Chezy formulation with a friction coefficient of 44 was applied to
the bottom to reduce the flow velocity as well as to increase the shear near the bed. This value was
chosen as it has been used previously in [25] to represent the bottom roughness in the Pentland Firth
region. Although not shown in the present paper, a wide range of friction coefficient values have
been examined, and their influence on the model’s output were shown to be negligible. In this study,
both hydrostatic and non-hydrostatic code were tested, and are discussed in Section 4.5.

Boundary condition on the bottom was set to a Neumann condition, which is a slip boundary
condition. An attempt to implement a non-slip condition, where the bottom velocities can be set to
0 was not possible in this study since the model would require a very fine mesh near the bottom
level to satisfy the wall function. Wall function, y+ is a non-dimensional distance used to describe
the ratio between the turbulent and laminar influences in a grid cell, as well as to indicate the mesh
refinement for near wall region in a flow model [26]. The rationale behind the wall function is to reduce
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computational time and also to increase both numerical stability and convergence speed in resolving
the boundary layers. However, because of the strong gradients of the flow and also turbulence variables
that exist in the viscous layer, highly-refined grids are needed near the bottom [27]. Small-scale models
are known to use a no-slip wall at the bed (refer to References [4,5,7]) since it is still computationally
feasible to satisfy the y+ requirement. Nonetheless, the flow details in the boundary layer were not of
specific interest in this paper. Further, the use of a very fine vertical resolution (e.g., 50 planes or more)
for modelling a full-size turbine is both impractical and not computationally feasible without the use
of computer cluster.

3.4. Turbulence Input

Different values of stream wise turbulence intensities, TI, have been reported in the literature
for both in situ measurements and flume experiments, which ranges from 3% to 25% [19,28–36]. TI is
defined as the ratio of the turbulent fluctuations, σi of the velocity fluctuation components (i = u, v, w)
to the mean streamwise velocity of each sample, U, and is one of the most common metrics utilised to
quantify turbulence [37]. This parameter provides a quantification of the magnitude of the turbulent
fluctuations and is considered to be a dominant driver of the fatigue loads on tidal turbine blades [38].
In Telemac, the equations for the standard k-ε turbulence model is given as follows:
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where
k = 1

2 u′
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i denotes the turbulent kinetic energy of the fluid,
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i = Ui − ui denotes the ith component of the fluctuation of the velocity (u, v, w),
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is the dissipation of turbulent kinetic energy,
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is a turbulent energy production term, in which νt = Cμ
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Prt

g
ρ

∂ρ
∂z is a source term due to the gravitational forces.

To properly validate the numerical simulations, the imposed turbulence intensity on the models
should be as close as to the one used by Harrison et al. [5] in their experimental work. Using an online
tool [39] to extract the published data from Reference [5], the measured turbulence intensities rate at
the domain inlet can be approximated to vary from 5 to 15%. With the value of TI now known, the k-ε
turbulence model can be adopted to define the turbulence at the channel inlet, where the turbulent
kinetic energy, k and energy dissipation, ε are calculated using Equations (13) and (14):

k =
3
2

TI2U2 (13)

ε = C3/4
μ

k3/2

l
(14)

TI is the turbulence intensity rate of 5%, U refers to the velocity across the water column that
follows the 1/7th power law, Cμ is a dimensionless constant, equal to 0.09, and l is the turbulence
length scale. In the study, the value of l was set to 20 m, which corresponded to one-third of the
channel depth. Table 2 summarises the input/value of the parameters of the actuator disc model
adopted in the numerical simulations.
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Table 2. Default values of the numerical parameters employed in the simulation of the actuator disc.

Numerical Parameters Input/Values

Law of the bottom friction and the
corresponding friction coefficient Chezy (44)

Turbulence model k-ε turbulence models

Hydrostatic assumption True

Initial condition “PARTICULAR” where the initial elevation is set to 60 m

Vertical resolutions 24 sigma layers

Boundary condition on the bottom Slip condition

Boundary forcing Inlet: prescribed flowrate, Q = 21,840 m3/s
Outlet: prescribed elevation, H = 60 m

Resistance coefficient, K 2 (corresponding to CT = 0.89)

4. Models’ Sensitivity and Validation

4.1. Validation Metric

Appropriate metrics need to be chosen for the model–data comparisons. As this study employs a
full-size turbine for the model, a dimensionless metric was needed for the validation against physical
scale data. All parameters were made dimensionless by dividing it by a characteristic homogeneous
quantity. A commonly used method employed to characterize the wake recovery is the rotor velocity
deficit, Ude f icit (see Equation (15)). Uwake refers to the velocity at any points downstream of the disc,
while Uf ree stream is the unperturbed flow velocity. In this study, Uf ree stream corresponds to 3 m/s as
defined by the maximum velocity of the incoming stream into the channel. Next, turbulence intensity
(TI) has been chosen as the benchmark quantity for turbulence behaviours (see Equation (16)).

Ude f icit = 1 − Uwake
Uf ree stream

(15)

TI =

√
2
3 k

U
(16)

To examine the accuracy of the 3D models, focus will be placed on the modelled velocity reduction
as well as the turbulence characteristics along the actuator disc centreline. The centreline is defined as
the horizontal line that passes through the turbine centre along the x orientation of the flow direction.
For this study, the z and y disc centreline axis were located at 30-m mid-depth, and at 70-m mid-channel
width, respectively. Furthermore, to facilitate data extraction and for comparison purposes, hard points
were applied into the geometry mesh during pre-processing stage to establish the positions of the fixed
nodes within the domain. Figure 4 demonstrates the implementation of the hard points (specified by
the red nodes) along the x centreline orientation at a desired longitudinal distance (in terms of turbine
diameter, D).

4.2. Mesh Dependence Test

Because of the approximations and averaging used in the RANS equations, the size as well as
the number of cells in any given CFD domain can directly affect the results of a numerical model.
A larger number of cells may result in a more accurate solution to a problem for a given set of boundary
conditions and solver settings. However, increasing mesh density also requires greater processing
time. In order to verify the robustness of the unstructured mesh used in the model, four mesh (i.e.,
the dimension of the edge length of the unstructured mesh) with varying resolutions were tested;
Case 1 = 1 m, Case 2 = 2 m, Case 3 = 5 m, and Case 4 = 10 m. The refinement zone starts at 5D
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upstream of the disc, continues up to 25D downstream as this region is selected for data extraction
for comparisons with published literature. Figure 4 outlines the mesh refinement zone as well as the
fixed nodes that are used in validating the model. It was decided to extract the output parameters at
five locations of the computational domains, which are located at 4D, 7D, 11D, 15D, and 20D from
the centre of the turbine, where D is the rotor diameter (refer to Figure 4). Elsewhere, a default edge
length of 10 m was applied. For this mesh dependency test, the structured grid at the turbine area was
constructed using elements of size Δx = 2 m and Δy = 2 m for all models, while the disc thickness, Δxt

was set to 2 m. Also, the model was run using only the hydrostatic assumption.
Table 3 highlights the models used in the grid dependency study, where four refinements values

were tested. The most refined model (Case 1) consists the highest number of elements at 925,536,
while the model which has the minimal resolution (Case 4) comprises the least number of elements at
about 70,000. The velocity data were then extracted at five distinct nodes (refer to Figure 4) and are
listed in Table 3. The results, in general, indicate that increasing mesh density decreases the velocity;
however, the difference was not high. This observation is supported by Figure 5 which compares the
models’ velocity reduction (top plots) and TI (bottom graphs) against the laboratory measurement
data from [5]. Overall, the results show that all models manage to produce velocities more or less the
same as the experimental values behind a disc. Interestingly, although a higher resolution domain
was expected to give a better correlation against the experimental data, contradictory results were
obtained. That is, the 1 m grid refinement seems to overestimate the velocity reduction by almost 10%
in the near wake, before declining slowly in the far wake regions. Likewise, these scenarios are also
reflected in the observation of TI, where the 1 m model appears to amplify the turbulence below the
disc centreline in the 4D and 7D regions. Several possible reasons may contribute to this behaviour;
a higher resolution model contains a large number of points in the domain, which signify that the cells
are more sensitive to the flow characteristics in the surrounding region.
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Figure 5. Mesh dependency study for the administered refinement zone at increasing distances
downstream of the turbine. The mesh edge length within the refinement zone is varied according to
the cases being explored.
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On the other hand, the 2 m mesh refinement (Case 2) agrees well with the measurement data,
although a slightly higher velocity was observed in the far wake regions. Meanwhile, models with a
resolution of 5 m and 10 m were shown to be less accurate in the TI prediction in comparison with
experimental data, where both models significantly underestimated the TI in the 4D and 7D regions.
These results illustrate that the coarser resolution models fail to properly represent the flow-rotor
interaction, indicating that the models output (i.e., velocity, TI) is susceptible to changes in mesh density.
To conclude, the use of a very fine mesh alongside hydrostatic assumption may not necessarily provide
superior numerical output as demonstrated by test Case 1 using the 1 m mesh density. Consequently,
as the simulation results for the 2 m mesh (Case 2) closely matched with the measurement, this has
been implemented as the optimal mesh discretisation for the following simulations.

Table 3. Grid dependency study.

Refinement Details
Centreline Velocity at Various Longitudinal Positions

from Actuator Disc (m/s)

Mesh Size
Number of
Elements

5D
Upstream

4D
Downstream

7D
Downstream

11D
Downstream

20D
Downstream

Case 1 (1 m) 925,536 2.683 1.515 1.903 2.153 2.418
Case 2 (2 m) 316,584 2.680 1.735 2.092 2.315 2.554
Case 3 (5 m) 101,496 2.690 1.853 2.186 2.391 2.600
Case 4 (10 m) 72,936 2.694 1.846 2.247 2.464 2.659

4.3. Sensitivity of the Structured Grid at Turbine Location

A structured grid was employed to define the area of the actuator disc for two key reasons: one
to facilitate in identifying the nodes for momentum sink implementation and the other to improve
the accuracy of the approximated turbine forces by correctly asserting the physical shape of the disc.
In this section, the influence of turbine grids resolution (i.e., Δx and Δy) on the wake characteristics of
a full-scale actuator disc is explored.

4.3.1. Influence of the Disc Thickness, Δxt

For the test, a 2 m by 2 m (Δx & Δy) structured grid was embedded into the unstructured mesh
domain where the turbine was located. The models were then run using three different turbine
thickness values, Δxt =2 m, 4 m, and 8 m. For clarification, when Δxt is set to 4 m, the flow will have
to pass through two Δx grid cells (each cell is 2 m as displayed in Figure 2) in the x direction where
the momentum source terms will determine the forces exerted by the turbine. Figure 6 illustrates the
comparison of the measurement data for the above three values of Δxt.

Interestingly, the results show that the thickness of the actuator disc had negligible influences
on both the downstream wake, as well as the turbulence intensities. Although not shown here,
similar observations were also apparent when the Δx and Δy values were changed to other than 2 m
resolutions. Therefore, it can be deduced that the downstream wakes and turbulences behind the
turbine are independent of the actuator disc thickness.

4.3.2. Resolution of the Structured Grid (Δx & Δy)

The interaction between the resistance loss coefficient (K/Δxt) and the resolution of the structured
grids (Δx and Δy) at the actuator disc location is explored here. As previously mentioned, K is
the constant resistance coefficient which corresponds to the experimental values of CT . As the flow
progresses through the turbine swept area, it expands and accelerates around the edge or “width”
of the disc. In the numerical model, the flow passing through the width or thickness of the turbine
literally means that it is travelling across specific nodes in the x direction as defined by the enclosure of
the disc. For a very fine mesh with constant Δxt, the source term will be applied to a larger set of nodes
when compared to a coarser grid. To examine the relationship between the nodes and their impact
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on the wake characteristic, four structured grids with various densities were created and examined.
The lowest resolution of Δx and Δy tested was 4 m, while the most refined was set to 0.5 m. Figure 7
highlights enticing differences between the four models using a constant Δxt of 2 m. Even though Δxt

was found to have no impact on the results as noticed in Section 4.3.1, we selected 2 m thickness here
as this would be close to projected thickness of a turbine.
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Figure 6. The influence of the disc thickness, Δxt on the flow at increasing distances downstream of
the turbine. The value of Δxt was varied, while the vertical resolution Δz and the size of the structured
grid (Δx & Δy) were maintained at 24 sigma layers and 2 m, respectively for all cases.

U/U
0

0.4 0.6 0.8 1 1.2

y/
D

 

0

0.5

1

1.5

2

2.5

3
4D downstream

U/U
0

0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3
7D downstream

U/U
0

0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3
11D downstream

U/U
0

0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3
15D downstream

U/U
0

0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3
20D downstream

TI

0 0.1 0.2 0.3

y/
D

 

0

0.5

1

1.5

2

2.5

3
4D downstream

TI

0 0.1 0.2 0.3
0

0.5

1

1.5

2

2.5

3
7D downstream

TI

0 0.1 0.2 0.3
0

0.5

1

1.5

2

2.5

3
11D downstream

TI

0 0.1 0.2 0.3
0

0.5

1

1.5

2

2.5

3
15D downstream

TI

0 0.1 0.2 0.3 0.4
0

0.5

1

1.5

2

2.5

3
20D downstream

Δx,Δy = 0.5m
Δx,Δy = 1m
Δx,Δy = 2m
Δx,Δy = 4m
Experiment [5]

Figure 7. The influence of the structured grid density, (Δx & Δy) on the flow at increasing distances
downstream of the turbine. The vertical resolution, Δz, and the disc thickness, Δxt, were maintained at
24 sigma layers and 2 m, respectively for all cases.
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The model with the highest grid density (0.5 m) appeared to overestimate the velocity reduction
behind the disc by almost 20% in the near wake region and continued to do so further downstream
with a larger velocity deficit compared to other models. The same trend was also observed for the
model with a 1 m grid, although the extent of the velocity deficit was less pronounced as the flow
started to reach homogeneity. In contrast, models utilizing the 2 m and 4 m grids seemed to be able
to simulate the flow-rotor interaction accordingly and compared well with the experimental data.
With turbulence intensities, since the 1 m grid produced a greater velocity deficit in the near wake
region, this was reflected accordingly in the turbulence plots, where the intensities were less profound
behind the disc due to wake mixing. A variation of TI up to 5% is seen for the case of 4D regions,
then slowly recovers before matching other models at 15D downstream. However, a different trend is
noticed for the 4 m grid model, as it shows some discrepancies for the TI in the near region, although it
is not as dominant as the 0.5 m model.

The results presented in Figure 7 offers interesting insights for discussions. A less accurate output
is expected from a coarser grid due to a limited (albeit uniformly scattered) number of nodes within
the turbine enclosure as exemplified by Figure 3b. Conversely, one would have thought that the
simulation output could probably be improved by using a very fine mesh, although it appears that this
is not always the case based on the results attained. As the density of Δx and Δy increases, the nodes
that render the turbine swept area, as well as the turbine width will also increase proportionally,
as illustrated in Figure 3c. This figure clearly shows an uneven distribution of the nodes at the face
of the actuator disc for a higher density model, where they are concentrated prominently at the
mid-quarter of the disc. Since increasing the mesh density only applies in the x and y directions, the top
and bottom edges were devoid of nodes. As a result, the implementation of the momentum term
would only be directed at the centre of the turbine, which consequently will cause inaccuracy in the
approximation of the turbine force, as evidenced from the plots in Figure 7.

To solve this, it is recommended that the vertical resolution should also be increased when a fine
mesh is employed so that uniform node distribution can be achieved. Nonetheless, increasing the
vertical density while using a very fine grid will undoubtedly increase the computational resources,
especially when running a large-scale simulation. Thus, finding an optimal ratio for the mesh
density and vertical resolution is crucial so that the implementation of the actuator disc can correctly
approximate the thrust exerted by a turbine. Based upon the results presented in this case study,
Δx = 2 m and Δy = 2 m were chosen as the optimal structured grid density since they provide
numerical accuracy and computational balance needed for implementing the actuator disc.

4.3.3. Grid Resolution for Δy

It is anticipated that models with coarser Δy will perform poorly when compared with a more
refined density, since the force approximation only happens at a considerable node interval. To inspect
this hypothesis, four Δy grids (2 m, 2.5 m, 5 m, and 10 m) were tested, while Δx and Δxt were
maintained at 2 m and 2 m, respectively. This hypothesis is substantiated and illustrated by the
velocity plots in Figure 8, where the 10 m grid somewhat underestimated the velocity deficit in the near
wake region. On the other hand, other Δy models showed good comparison against the laboratory
measurements. Furthermore, since the coarser model (Δy = 10 m) contained a significantly smaller
number of nodes, the model was unable to correctly approximate the thrust on the flow, resulting in
a distinctly lower turbulence intensity between 4D and 7D downstream regions. The other models,
however, showed a relatively similar characteristic for both Ude f icit and TI. Since the size of the disc
adopted in this study is 20-m, an Δy value of 10 m or more might not be suitable to accurately model
the actuator disc since the number of nodes available are not sufficient for approximating both the
forces as well as the size of the swept area. To conclude, based on the results observed, Δy = 2 m
is accepted as the optimal spacing in the y direction, and confirm the remarks made previously in
Section 4.3.2.
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Figure 8. The influence of Δy resolution on the flow at increasing distances downstream of the turbine.
The value of Δy was varied, while Δx and Δz were maintained at 2 m and 24 sigma layers, respectively
for all cases.

4.4. Sensitivity of the Vertical Resolutions,Δz

To investigate the influence of vertical resolutions on the model, four sigma (σ) layers were put
to test; 24 (default value), 18, 15, and 10. Table 4 provides the information of the models used in this
study, where the largest (6.66 m) and smallest vertical interval (2.61 m) correspond to 10σ and 24σ

layers, respectively.

Table 4. Comparison of the vertical resolutions.

Sigma Layers Distance between Planes (in Meter) Number of Mesh Elements

24 2.61 317,928
18 3.53 238,446
15 4.29 198,705
10 6.66 132,470

Further, based on the above observations in Sections 4.2 and 4.3, Δx and Δy was set to 2 m for all
models and Δxt = 2 m was used. The simulated results are presented in Figure 9, where the model
employing 10σ layers underestimated the TI as anticipated, since it had the least number of nodes to
properly characterise the turbine swept area. However, it is quite interesting to see the same model was
able to reproduce the velocity wake that matched the measurement results. One possible reason for
this observation could be due to the hydrostatic assumption used in the model. Nonetheless, the poor
turbulence correlation observed for the 10σ layers should be approached with caution. It shows that
the region between 4D and 11D downstream of the disc was highly turbulent, and the flow fluctuations
could not be accurately reproduced using planes with large vertical intervals. To get around this
issue, instead of sigma layers, it was possible to utilise other types of mesh transformation for the
distribution of vertical planes, such as by fixing planes at desired depths. With this option, the height
of the vertical planes can be appropriately adapted to capture the influence of the disc on the flow.

114



Energies 2018, 11, 2151

In brief, finding the optimal Δz values are crucial in achieving the balance between computational
efficiency and numerical accuracy, more so for simulations involving a very large domain.
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Figure 9. The influence of the vertical resolution Δz on the flow at increasing distances downstream of
the turbine. The value of Δz was varied, while the size of the structured grid (Δx & Δy) was set to 2 m.

4.5. Hydrostatic vs. Non-Hydrostatic Pressure Models

Telemac3D offers the choice of using either the hydrostatic or the non-hydrostatic pressure
code. The hydrostatic pressure simplifies the vertical velocity (W) assumption, ignoring the diffusion,
advection and other terms. Thus, the pressure at a point is the sum of weight of the water column and
the atmospheric pressure at the surface. Conversely, the non-hydrostatic option solves the vertical
velocity equation and is more computationally intensive. Similar with the 3D flow equations shown
previously in Section 2.1 (Equations (1)–(3)), the non-hydrostatic assumption adopted in this section
was computed by the following additional equation:

∂W
∂t

+ U
∂W
∂x

+ V
∂W
∂y

+ W
∂W
∂z

= −g
∂Zs

∂z
+ vΔ(W) + FZ (17)

where W and Fz are the three-dimensional component of the velocity and sink term in the vertical
direction, respectively. To examine the influence of both assumptions, models with Δx = 2 m, Δy = 2 m,
Δxt =2 m, and Δz = 24σ layers were simulated in both hydrostatic and non-hydrostatic solvers.
Interestingly, the impact of the non-hydrostatic code on the velocity component was less pronounced
as illustrated in Figure 10, where both models produced a nearly identical velocity reduction at
1.5 < y/D < 3. However, for the bottom half of the channel, the hydrostatic model somewhat showed
a closer agreement with the measurement points than the model using the non-hydrostatic solver,
especially in the near bed region. This was apparent in the 4D and 7D regions, where the wake velocity
from the non-hydrostatic model showed a slight divergent from the measurement data approximately
before y/D = 0.7. This trend continued to persist until the far wake regions, where the non-hydrostatic
model slightly overestimated the wake velocity up to y/D = 1.5.

With regard to the turbulence intensity, the non-hydrostatic model demonstrated excellent
agreement with the published data, where the solver seemed to be able to properly resolve the
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turbulence mixing from the near till far wake regions. In contrast, the computed TI from the hydrostatic
model illustrated striking disparities from 4D to 20D wake regions, especially in the bottom half of
the channel depth (see Figure 10). At 4D downstream of the disc, the hydrostatic model managed to
produce good agreement with the measurement at 1.5 < y/D < 3 before gradually straying from the
data points. Similar observations occur further downstream, where the differences in TIs between the
two models were becoming more apparent. At 15D, the computed TI using the hydrostatic solver only
matched the experimental data at 2.5 < y/D < 3, as the model displays an intensity variation of up
to 10% against both the measured data and non-hydrostatic model. Ultimately, far downstream of
the disc at 20D where the flow eventually reaches homogeneity, the two models presented an almost
uniform turbulence characteristic.

To further validate these observations, simulations utilizing different set of structured densities
(Δx, Δy = 0.5 m, 1 m, 2 m, 4 m) were run in the non-hydrostatic formulation to examine the
influence of the solvers on the wake characteristics. Figure 11 displays the results of these simulations.
An excellent agreement against the experimental data was observed, regardless of the resolutions of
the structured grid being tested. Moreover, the use of the non-hydrostatic code also eliminated the
turbulence variations in the bottom half of the actuator disc, as previously observed in Figure 10 where
the hydrostatic assumptions were employed. These findings demonstrate that the non-hydrostatic
code has a significant influence in resolving the vertical turbulence mixing downstream of the disc,
where the previously seen variations for both Ude f icit and TI from the hydrostatic models were
remarkably corrected.
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Figure 10. Comparison between hydrodynamic and non-hydrodynamic assumptions on the models.
The vertical resolution Δz and the size of the structured grid (Δx & Δy) were maintained at 24 sigma
layers and 2 m, respectively for all cases.

The comparisons between the two codes present compelling points for discussions. The output
by the non-hydrostatic model exhibited close agreement with the measurement data as expected since
it accounts for the gravitational acceleration as well as the w-velocity component, and thus is more
accurate. Whereas the flow characteristics observed from the hydrostatic pressure code only matched
the scale data for the velocity components, the turbulence comparisons differ greatly. Two possible
reasons may be attributed to this observation. First, there existed no stringent guidelines as to what
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extent could the hydrostatic assumption be safely used for an actuator disc approximation in a simple
channel case. A condition which allows for hydrostatic assumption in a system implies that the
horizontal length scale is much greater than the water depth. Indeed, it might be possible that the
horizontal length of the domain utilised in this study did not satisfy the optimal ratio for hydrodynamic
pressure assumption.
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Figure 11. The influence of the structured grid density (Δx & Δy) on the flow using the non-hydrostatic
approximations. The vertical resolution Δz and the disc thickness Δxt were maintained at 24 sigma
layers and 2 m, respectively for all cases.

Secondly, the turbulence in the flow may not have fully resolved as the non-slip criteria could not
be implemented on the channel bed. The non-slip criteria require the use of a highly-refined mesh to
resolve the size of the smallest eddy in the flow as it begins to transition from laminar to turbulence
regime. And since the hydrostatic code ignores the advection and diffusion term, the eddies cannot
be properly dissipated, and thus influencing the turbulence characteristic in the near wake. Indeed,
as the highest turbulence intensity zone was observed in the immediate vicinity behind the disc and
then slowly dissipated further downstream, the hydrostatic model can only reproduce the expected
intensities in the far wake regions, as shown by the 20D downstream plot. For future references, it may
be wise to increase the number of layers near the vicinity of the bed wall to account for the turbulence
in the bottom half of the water column.

5. Conclusions

A study to examine the validity of the RANS actuator disc approach for a full-scale tidal turbine
has been presented by comparing the model velocities and turbulence intensities against a laboratory
measurement data sourced from literature. The numerical model Telemac3D was used for this purpose,
and a detailed methodology in the implementation of the momentum source term was introduced and
elaborated. The influence of: (i) unstructured mesh sizes used in the computational domain; (ii) change
in the turbine thickness (Δxt); (iii) variation in the structured grid resolutions (Δx and Δy) used to
represent the turbine’s enclosure; (iv) variation in the vertical layer thickness (Δz); and (v) the effect of
hydrostatic and non-hydrostatic formulations on the model output parameters were explored. Key
findings from this study are:
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• The results demonstrated that the numerical model was highly sensitive to the mesh refinement
upstream and downstream of the turbine, where coarser models tended to underestimate both
the velocity retardation and TI.

• Altering the thickness of the turbine (Δxt) had negligible impact on the downstream wakes and
turbulence mixings.

• Numerical accuracy of the model was found to be highly susceptible to changes in the grid
density of the turbine enclosure. The optimal structured grid density of Δx = 2 m, and Δy = 2 m
satisfactorily modelled both the velocity deficit and the TI.

• The importance of the grid spacing in y direction (Δy) in characterising the thrust and also the
shape of the disc was also highlighted.

• The influence of vertical resolutions (Δz) in representing the depth of the channel on the model
was investigated to find a balance between computational efficiency and numerical accuracy.
The findings indicated that appropriate adjustment on both the horizontal and vertical planes
must be attained to accomplish the optimal ratio between the nodes resolution in both z and y
orientation. Note that the optimal structured grid density found in this study was limited to
the computational resources available to the authors. The methodology presented in this article,
however, are still valid for a more refined grid implementation.

• The impact of the hydrostatic and non-hydrostatic pressure assumptions on the predicted
output were examined, where both models exhibit nearly indistinguishable flow retardation
characteristics behind the simulated disc. However, for the TI, only the non-hydrostatic model
was able to match the experimental result, while the hydrostatic solver failed to properly resolve
the turbulence mixing in the wake regions between 4D and 15D.

In summary, this paper provided a preliminary demonstration of the applicability of RANS
actuator disc approach for a full-size tidal device. Future work will involve modelling several full-size
turbines in an array using the methodology presented in this paper. Additionally, several other
turbulence models, such as the k-ω and Reynolds Stress Models (RSM), may also be studied to
understand their impact on the models’ output. Ultimately, the procedure followed in this study may
hence be used as a guideline for the implementation of tidal turbines by the actuator disc method in
regional scale simulations.
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Abstract: The main objective of this work was to evaluate the nearshore wind resources in the Black
Sea area by using a high resolution wind database (ERA-Interim). A subsequent objective was to
estimate what type of wind turbines and wind farm configurations would be more suitable for this
coastal environment. A more comprehensive picture of these resources was provided by including
some satellite measurements, which were also used to assess the wind conditions in the vicinity of
some already operating European wind projects. Based on the results of the present work, it seems
that the Crimea Peninsula has the best wind resources. However, considering the current geopolitical
situation, it seems that the sites on the western part of this basin (Romania and Bulgaria) would
represent more viable locations for developing offshore wind projects. Since there are currently no
operational wind projects in this marine area, some possible configurations for the future wind farms
are proposed.

Keywords: Black Sea; wind power; nearshore; reanalysis data; satellite measurements

1. Introduction

The energy market and carbon emissions seem to have a strong connection, and since the energy
demand is expected to increase in the near future, the negative impacts on the environments will be
more noticeable [1,2]. A possible way to tackle this issue is to use natural resources (such as solar or
geothermal) to secure a sustainable future and limit the effects of fossil fuels products [3–5]. One of
the most successful sectors is wind energy, which has already demonstrated its technical-economic
viability in various parts of the world, being possible to develop projects on land or in the marine
environment [6–8]. Coastal areas seem to present much higher wind resources than onshore, while
the wind turbulences reported in these regions seem to have a lower impact on turbine performance.
Furthermore, the diurnal/nocturnal variations of the air masses in the nearshore areas may increase
the performance of a wind generator [9].

By looking at the global offshore wind market (at the end of 2017), we can notice that European
countries dominate this sector, as in the case of UK (6.8 GW), Germany (5.3 GW), Denmark (1.2 GW),
Netherlands (1.1 GW) or Belgium (0.8 GW). PR China (with 2.8 GW) can be also considered in the
front line of this industry, while in the second line we may include countries such as Vietnam, Japan,
South Korea, USA or Taiwan, which nevertheless report a cumulated value below 0.5 GW [10]. In 2017,
Europe upgraded its offshore parks with almost 560 new turbines, including the first floating project
and, on average, the water depth for these projects was around 28 m with a distance to the coastline of
41 km. It is expected that by 2020 the installed capacity will be around 25 GW, which can be achieved if
we consider that the average turbine capacity is around 6 MW (+23% reported to 2016) and the average
size of a farm is estimated close to 493 MW (+34% compared to 2016) [11].

Offshore wind farms operating in the areas located between 30◦ and 60◦ latitude (both
hemispheres) are expected to have the best performances, considering the action of the prevailing
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western winds [12,13]. However, the enclosed basins located in those regions have particular wind
conditions, as in the case of the Black Sea environment. Thus, the characteristics of the wind conditions
in the Black Sea seem to present interest for the scientific communities, as we can see from the previous
works focused on meteorological studies, accuracy assessment of various wave models or renewable
studies. Rusu et al. [14,15] assessed the performance of a wind-wave modeling system, where among
others the wind resources were evaluated by considering in-situ measurements (reported at 10 m
height). According to these works, we may expect average wind speeds around 7 m/s and 6 m/s,
in the vicinity of Romanian offshore and nearshore area, respectively. Close to the Crimean Peninsula,
an average wind speed of about 5.5 m/s was considered to be representative. Valchev et al. [16]
evaluated the storm events from the western part of this region, highlighting that, during such an
event, extreme values of the wind speed may be encountered, in the range of 21.8–27.8 m/s. Onea and
Rusu [17] evaluated the regional wind potential for an interval of 14 years considering various sources
of data, such as reanalysis wind models, satellite measurements and data coming from 11 in-situ
stations, which are located close to the Romanian and Ukrainian coastal areas. According to these
results, the western part of the sea seems to have more consistent wind resources suitable for a wind
project. Akpinar and Ponce de Leon [18] considered several reanalysis wind datasets to model the
storm occurrences in the Black Sea. They assessed the accuracy of the numerical simulations by
comparing them against real measurements. The potential of the offshore wind resources from the
Mediterranean and Black Sea were assessed by Koletsis et al. [19] considering the climatological
changes. This list can continue, mentioning at the same time the DAMWAVE [20] and ACCWA [21]
projects which involve wind data reported on long term.

Regarding the renewable studies involving offshore wind turbines, we can mention that there
are fewer studies focused on this region, and probably related to the fact that the Black Sea area
is considered less attractive for such projects. Davy et al. [22] briefly discussed the performance
of Enercon E-126 wind turbine (7.6 MW) for the Black and Azov Seas, while Onea and Rusu [23]
discussed the expected efficiency of a Siemens 2.3 generator which may operate in the northwestern
part of this basin. Ilkilic and Aydin [24], in a review study, provided a complete description of wind
projects that operate in the Turkish coastal regions (onshore). The expected energy performances
of some commercial offshore wind turbines were assessed by Onea and Rusu [25] for several sites
distributed along the Black Sea coastline at a water depth of about 50 m. According to these results,
during the nocturnal interval, the wind turbines considered may have better performance than in the
diurnal period. Argin and Yerci [26] proposed several offshore sites that seem to be suitable for the
development of a wind project. Raileanu et al. [27] focused on the performance assessment of two
offshore wind turbines (Siemens SWT-3.6-120 and Senvion 6.2M 126) by using satellite measurements
recorded between January 2010 and December 2014.

In this context, the objectives of the present work were: (1) to assess the Black Sea wind
characteristics by using a reanalysis product defined by a relatively high resolution (0.125◦ × 0.125◦);
(2) to estimate the performances of several state-of-the-art wind turbines, including a generator rated
at 9.5 MW; and (3) to identify the configurations for wind projects that are suitable for the Black Sea
coastal areas.

2. Materials and Methods

2.1. The Target Area

The Black Sea is a semi-enclosed basin defined by an area of 423,000 km2 and a maximum depth
of 2258 m. The geographical coordinates of its extreme points are 41◦N/46◦N and 27◦E/42◦E. In the
western part, an extended continental shelf defined by a lower water level can be noticed, while for
the rest of the sea a steep continental slope ends with a flat sea bed, where the depths easily exceed
2000 m. On a large scale, the wind conditions are under the influence of the Siberian and Azores
high-pressure areas and by the Asian low-pressure area. It is expected that during the wintertime,
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the prevailing wind speeds (predominant values) are around 8 m/s (from northeast), while during the
summer time we may expect wind conditions of 2–5 m/s coming from the northwest [28]. In addition,
it is important to mention the local winds such as the breezes, which can account for 190 days/year in
the southern part of Crimea, while this event is less noticeable in the western part of the sea. Since
this area is surrounded by mountains, it is possible to notice some local events, such as the Bora wind
which is more visible in the vicinity of the Novorossiysk region, being caused by the strong northeast
Arctic wind collapsing through Kolkhida Lowland [17,29].

Figure 1 illustrates the locations of the twenty reference sites (denoted clockwise from P1 to P20)
considered for assessment, which are distributed between four sectors (A–D). Each site is associated to
a major Black Sea city or harbor, as shown in Table 1. Furthermore, they were defined in water depths
of 26–31 m, being the average depth at which we may find most European wind projects [11]. However,
the sites Odessa (14 m) and Kerch (11 m) have smaller depths, while the last one is located in the Azov
Sea. A maximum distance from the shore of 42 km corresponds to Site P3 (Bilhorod-Dnistrovskyi,
Ukraine), while a minimum of 0.9 km is indicated for Site P19 (Primorsko, Bulgaria).

Figure 1. The Black Sea area and the location of the reference sites (map from Google Earth, 2018).

Table 1. The main characteristics of the sites considered.

No. Site Country Sector Long (o) Lat (o)
Water

Depth (m)
Distance from
Coastline (km)

P1 Constanta Romania A 28.77 44.15 31 9.32
P2 Sulina A 29.90 45.09 28 7.17
P3 Bilhorod-Dnistrovskyi Ukraine A 30.82 45.78 26 42.37
P4 Odessa A 31.18 46.45 14 32
P5 Chornomorske Russia A 32.66 45.57 28 6.93
P6 Sevastopol A 33.36 44.58 32 1.46
P7 Alushta A 34.45 44.66 30 3.16
P8 Feodosia B 35.52 44.95 30 9.66
P9 Kerch (*Azov Sea) B 36.48 45.61 11 18.11
P10 Novorossiysk B 37.77 44.62 31 3.23
P11 Sochi B 39.68 43.57 30 1.95
P12 Sokhumi C 41.02 42.97 29 3.19
P13 Batumi Georgia C 41.56 41.64 31 3.59
P14 Trabzon Turkey C 39.71 41.02 32 1.4
P15 Unye C 37.31 41.15 33 3.44
P16 Sinop D 35.14 42.04 30 2.09
P17 Zonguldak D 31.76 41.47 31 2.54
P18 Kumkoy D 29.04 41.27 28 2.14
P19 Primorsko Bulgaria D 27.77 42.26 30 0.87
P20 Varna D 28.21 43.13 30 22.34
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2.2. Dataset

The reanalysis wind data considered in the present work are provided by the European Centre
for Medium-Range Weather Forecasts (ECMWF) [30,31]. Thus, the considered ERA-Interim product
is defined by a high spatial resolution of 0.125◦ × 0.125◦, a temporal resolution of 6 h (associated
to 00:00–06:00–12:00–18:00 UTC) and a 20-year time interval from January 1998 to December 2017.
The wind fields are reported to a 10 m height above the sea level, and in this case the wind speed is
denoted with U10 (m/s). For large water areas, the ERA-Interim data are frequently used to assess
the wind potential on various regions, such as Global [32,33], Europe [34–36], South China Sea [37],
South Korea [38] or Chile [39]. Another dataset used in this work comes from the AVISO (Archiving,
Validation and Interpretation of Satellite Oceanographic Data) project, and includes gridded near-real
time wind speeds. This is a multi-mission product, which means that data from at least two missions,
such as TOPEX/Poseidon, OSTM/Jason-2 or Saral/AltiKa, need to be available [40,41]. The NetCDF
files provided by AVISO include measurements of the U10 parameter, which are available for the time
interval from September 2009 to September 2017 (one measurement per day).

2.3. Wind Turbines

In Table 2, the main characteristics of the offshore wind turbines considered in the present work are
presented, which are currently considered for implementation in European offshore wind projects [42].
The selected turbines cover a full spectrum of rated capacities, starting from 3 MW for the V90-3.0MW
system and ending with a 9.5 MW for the V164-9.5MW generator, which is expected to be implemented
in near-future projects. The power curves of each device can be identified throughout the cut-in, rated
speed and cut-out thresholds, while the hub height was considered the lowest value indicated by the
manufacturer, for which the performance of each system was assessed.

Table 2. Technical specifications for the technologies considered.

Turbine
Rated Power

(MW)
Cut-in

Speed (m/s)
Rated

Speed (m/s)
Cut-out

Speed (m/s)
Hub Height

(m)
Reference

V90-3.0 MW 3 4 15 25 80–105 [43]
Areva M5000-116 5 4 12.5 25 90 [44]
Senvion 6.2M126 6.15 3.5 13.5 30 85–95 [45]

V164-8.8 MW 8.8 4 13 25 105–140 [46]
V164-9.5 MW 9.5 3.5 14 25 105–140 [47]

Usually, standard wind datasets are provided for a 10 m height, but, to adjust these values to the
hub height of a particular wind turbine, it is possible to use a logarithmic law [48]. In the present work,
the wind resources were assessed at 80 m height, which represents the hub height of the V90-3.0 MW
system. This logarithmic law is expressed as:

U80 = U10
ln(z80)− ln(z10)

ln(z10)− ln(z0)
(1)

where U80 represents the wind speed at 80 m, U10 is the initial wind speed (at 10 m), z0 represents the
roughness of the sea surface (0.01 m), and z10 and z80 are the reference heights.

To estimate the Annual Electricity Production (AEP) of a wind turbine, several approaches are
available [49]. For the present work, a similar method to that used by Hrafnkelsson et al. [50] and
Salvação and Guedes Soares [51] was used. It can be defined as:

AEP = T ×
cut−out∫

cut−in

f (u)P(u)du (2)
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where AEP is expressed in MWh, T represents the average hours per year (8760 h/year), f (u) is the
Weibull probability density function, P(u) is the power curve of a turbine, and cut-in and cut-out
represent the turbine characteristics presented in Table 2. Figure 2 illustrates the U80 histogram of four
sites and the turbine power curves. From the combination of the wind histograms and power curves,
we can easily notice that better performances may be expected for Sites P1 and P9, which present a
more consistent presence of the wind conditions higher than 10 m/s.

Figure 2. Representation of the wind turbine power curves and wind speed histograms (U80). The wind
distribution is related to the ERA-Interim project (January 1998–December 2017) and includes the sites:
(a) P1; (b) P9; (c) P14; and (d) P19.

3. Results

3.1. Analysis of the Wind Data

A first analysis is presented in Figure 3, where a direct comparison between the AVISO
measurements and the ERA-Interim data was carried out. Figure 3a presents the percentage of
the missing values corresponding to the satellite data for each site, from which we can notice three
categories. The first one is related to 100% missing values (no data) which include sites such as P1,
P13 and P19. This indicates that for these sites another type of data should be considered. Other
sites exceed the 10% limit, which is usually considered acceptable for the accuracy of a dataset [52].
This means that the results are biased for these sites. In the group located below 10%, we may find
P5–P11, P16 and P18, while Sites P6–P8 do not exceed 0.35% compared to P9 where a value of 10.5% is
reported. Figure 3b illustrates the differences between the two datasets in terms of the 50th and 95th
percentiles, where the negative values indicate that the AVISO measurements exceed the ERA-Interim
values. In general, it seems that the reanalysis data overestimate the wind resources, which for Sites
P5–P10 indicate a maximum difference of 2.9 m/s (95th percentile), while, for Sites P11 (east) and P16
(south), it is possible to notice negative values, which reach a value of 2.1 m/s.

Figure 4 illustrates the distribution of the average U80 parameter, reported for various intervals,
such as total time (full time distribution), winter season (December–February), spring season
(March–May), summer season (June–August) and autumn season (September–November). Usually,
the attractiveness of a site for a wind project is indicated throughout wind classes, denoted C1–C7,
with higher classes being considered more promising for renewable projects [53]. As expected, the
most energetic season is winter, while summer has much lower values. The energy pattern is visible in
the case of Sites P1–P10 which indicates values in the range 6–9 m/s, more promising results being
expected for Sites P6 (Sevastopol) and P9 (Kerch-Azov Sea), which during the winter present values
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located close to C6 wind class. In addition, Sites P18 and P20 seem to be defined by relevant wind
resources, which nevertheless do not exceed the C4 class. Much lower wind conditions are noticed
near Sites P11–P17 (south and southeast), indicating average values located in the C1 class, regardless
of the time interval considered for assessment.

Figure 3. Comparison between the ERA-Interim wind data and the satellite measurements (from
AVISO) corresponding to the time interval September 2009–September 2017. Results indicated in terms
of: (a) missing data reported by AVISO; and (b) differences reported between ERA-Interim and AVISO
data, considering the 50th an 95th percentiles, respectively.

Figure 4. Distribution of the U80 average values corresponding to the full time distribution and the
representative seasons, considering the ERA-Interim data (January 1998–December 2017). The wind
class levels (C1–C6) are also indicated.
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In Figure 5, the Weibull distributions are illustrated, considering all the reference sites. These
results are based on the ERA-Interim data (total time) and provide some insights regarding the
distribution of the wind resources by intervals and the energy potential of a particular site. Much
lower performances are expected for Sites P13, P15 and P17 which present peaks around 2–3 m/s.

Figure 5. The Weibull distributions corresponding to the ERA-Interim values (January 1998–December 2017).

Another important parameter is the wind direction, which is represented in Figure 6 for Sites P3,
P10, P14 and P18 considering only the total time data, distributed by wind classes, from which we can
mention that only Site P18 indicates wind conditions coming from the offshore area. Each site has a
different pattern indicating for Site P3 a significant distribution from the northern sector, compared to
P10 where maximum 8% may be expected from the northeast. Site P18 presents a similar pattern as
P10, while in the case of Trabzon site (P14) most of the wind resources are coming from the onshore
area, compared to similar ones coming from the sea, which seem to be less energetic.

Figure 6. The directional wind distribution, expressed in terms of the wind classes (C1–C6). The full
time distribution corresponds to the ERA-Interim data (January 1998–December 2017).

127



Energies 2018, 11, 2452

Table 3 summarizes some statistical results presented for each season. Significant variations may
occur in the case of the wind direction, as we can see for Sites P13 and P18, which during winter
and summer intervals may indicate differences of 56.55◦ and 62.56◦, respectively. In the case of P2,
this variation is around 21.39◦, which is quite similar to the ones reported between winter and autumn
(23.18◦). As for the distribution of C3–C6 classes, we may expect that during the winter Sites P2, P9 and
P18 reach values in the interval 47–59%, compared to a minimum of 0.9 % reported by P13. These
values gradually decrease as we shift to the summer season where a maximum of 34.26% was found at
P9, while P13 indicates a value close to zero.

Table 3. U80 seasonal statistics indicated for some of the reference sites. The results are related to the
ERA-Interim data and cover the interval from January 1998 to December 2017.

Winter Spring

U80 (m/s) Dir (◦) C3–C6 (%) U80 (m/s) Dir (◦) C3–C6 (%)

P2 7.93 189.02 52.64 P2 6.37 172.74 33.99
P9 8.61 169.65 59.00 P9 6.83 168.56 39.55

P13 3.52 183.43 0.88 P13 3.02 206.74 0.42
P18 7.55 160.41 46.99 P18 5.95 143.63 27.39

Summer Autumn

P2 5.52 167.66 21.52 P2 6.93 165.84 39.88
P9 6.32 156.63 34.26 P9 7.88 154.94 50.86

P13 2.41 239.98 0.04 P13 2.91 195.09 0.78
P18 5.98 97.85 29.47 P18 6.58 130.94 36.78

3.2. Evaluation of the Wind Turbine Performance

For the wind turbines, a first indicator considered for assessment is the Capacity Factor (Cf in %),
which is frequently used to estimate the efficiency of a turbine. This can be defined as [25]:

C f =
Pturbine
Prated

· 100 (3)

where Pturbine is the theoretical energy output of a wind turbine (in MW) and Prated is the rated power
of a wind turbine (in MW) mentioned in Table 2.

Figure 7 illustrates the distribution of this index, where the values are sorted in descending order.
The first places include Sites P9, P8, P6 and P5 (Crimea Peninsula) while on the opposite side we
may find P12, P17, P15 and P13. In the case of the Areva M5000-116 system, we may notice better
performances, which reach a maximum of 35% at P9, 25.7% at P1 and 2% at P13. The turbines Senvion
6.2M126 and V164-8.8 MW have similar values, which are almost identical as the values decrease
through P10 (19.1%). For the sites located on the lower end of this chart, it seems that they have the
same efficiency regardless of the rated capacity considered, while turbine V90-3.0 MW presents much
lower values. By comparing the values reported by Areva M5000-116 with the ones from V90-3.0 MW,
we observe the following differences: P9, 11%; P2 and P1, 8%; P11, 3%; and P13, 0.8%.

Another important index is the rated capacity (in %) which expresses the percentage of the time
during which a particular turbine will operate at full capacity, being defined as the wind distribution
between the rated speed and the cut-out speed. In Figure 8, we can see the evolution of this parameter,
which does not exceed 10% and has a similar distribution as in the case of the Cf index, where the
system Areva M500-116 presents the best performances compared to V90-3.0 MW, which is on the last
place. In the first places, we find P9, P8 and P6, which report values in the range 7.42–9.8%. The values
are gradually decreasing for the reference points P18 (5.4%) and P5 (5.3%), while as we approach to
Site P19 there is a decrease of this index below the 1.2% limit. A maximum value of 2.9% is reported
by the system V90-3.0 MW close to Site P9, while turbine V164-9.5 MW, which has the highest rated
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capacity, presents values in the range 3.85–5.25% for the group Sites P6–P9 and a sharp decrease from
2.5% (Site P5) to 0.5% (Site P19).

Figure 7. Capacity factor (in %) of the wind turbines considering the ERA-Interim data for the time
interval January 1998–December 2017.

Figure 8. The rated capacity (in %) of the wind turbines which may operate in the Black Sea area.
Results based on the ERA-Interim data covering the interval January 1998–December 2017.

Figure 9 presents the evolution of the AEP index, from which we can notice that this is influenced
by the local wind resources and by the rated power of the turbine. In this case, better performances are
reported by the systems V164-8.8 MW and V164-9.5 MW, which seem to have similar values indicating
a maximum of 24,738 MWh near P9 and a minimum of 1747 MWh at P13. From the Areva M5000-116
and Senvion 6.2M126, the second turbine seems to generate more electricity, the differences between
them being around: P1, 1319 MWh; P6, 1532 MWh; P11, 620 MWh; P16, 659 MWh; and P20, 1326 MWh.
The system V90-3.0MW seems to be the less attractive turbine for the Black Sea environment, presenting
much lower AEP values. For the interval P1–P9, this indicates values in the range 4657–6539 MWh,
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except the peak of 2876 MWh for Site P4. Sites P11–P17 account for the lowest values, indicating a
minimum of 337 MWh (P13) and a maximum of 1573 MWh (P11).

Figure 9. Annual Energy Production (AEP in MWh) of the offshore wind turbines.

Table 4 presents a more detailed assessment of the AEP index, by considering the seasonal
fluctuations. As expected, the winter dominates with more impressive values, and at a first look it
seems that the differences reported between the systems Areva M5000-116 and Senvion 6.2M126 are
more significant than similar ones indicated for the Vestas turbines rated at 8.8 MW and 9.5 MW.
In addition, it is important to mention that, in most cases, the system rated at 8.8 MW exceeds the AEP
values reported by the 9.5 MW turbine, which indicate that probably for this coastal environment the
first turbine will be more suitable. During the summer, we may expect a minimum of 94 MWh in P13,
which may easily increase to 726 MWh if a V164-9.5 MW turbine were used.

Table 4. The AEP production (MWh) corresponding to the offshore wind turbines on a seasonal level.
Results available for the interval from January 1998 to December 2017 (ERA-Interim wind data).

Winter Spring

Turbine T1 T2 T3 T4 T5 T1 T2 T3 T4 T5

P2 7325 17,303 19,155 29,187 28,654 P2 4458 11,016 12,188 18,497 18,219
P9 8748 20,042 22,320 33,925 33,431 P9 5561 13,207 14,699 22,274 21,989
P13 593 1537 2053 2622 3129 P13 338 880 1236 1510 1893
P18 6827 15,806 17,637 26,750 26,457 P18 3870 9468 10,608 15,934 15,856

Summer Autumn

P2 3033 7575 8544 12,721 12,785 P2 5453 13,229 14,623 22,254 21,866
P9 4468 11,038 12,210 18,507 18,217 P9 7428 17,225 19,180 29,165 28,716
P13 94 254 458 451 726 P13 320 836 1153 1423 1760
P18 3704 9381 10,369 15,672 15457 P18 5025 12,121 13,472 20,414 20,145

T1, V90-3.0 MW; T2, Areva M5000-116; T3, Senvion 6.2M126; T4, V164-8.8 MW; T5, V164-9.5 MW.

4. Discussion

Since there are currently no operational offshore wind projects in the Black Sea area, the purpose
of this section is to identify some suitable projects that may be implemented in this region. One way
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is to compare the wind resources from the Black Sea sites with the ones reported near some offshore
wind farms that are already operating in Europe.

Figure 10 presents the distribution of the U80 parameter (average values based on U10 satellite
measurements) for Sites P1–P20. As noticed, some sites have missing values (NaN, Not A Number
values) which may indicate that the selected sites are located too close to the coastline and the satellite
missions are not able to accurately measure the local wind conditions. Much lower values are reported
compared to ERA-Interim data (Figure 4), while in this case the reference location P5 seems to have the
best wind resources compared to P9 as indicated by the reanalysis dataset. The sites located in Sector
A report relatively small differences, while the sites located in Sector C seem to register moderate wind
resources, a minimum of 3.78 m/s being observed close to P14.

Figure 10. U80 average values reported by the AVISO measurements (September 2009–September 2017).

Although the best sites from the point of view of the wind resources seem to be located close to the
Crimea Peninsula, considering the current geopolitical issues, it is difficult to believe that a renewable
project can be developed in the near future. Therefore, attention probably needs to be shifted to an EU
country, such as Romania, which also seems to present better wind resources according to AVISO and
ERA-Interim data, thus Site P2 is considered for comparison with some European projects.

The wind conditions in the vicinity of 171 offshore wind projects [42] were considered for
assessment, including projects in Belgium, Denmark, France, Germany, Netherlands, Sweden and
United Kingdom. By comparing the wind resources at Site P2 (Black Sea, Romania) with the ones in
Europe, a top 10 best agreement was identified, as presented in Figure 11. The projects in the early
stages of development are denoted with an asterisk symbol (*) and more details about them can be
found in Table 5. According to the AVISO values (Figure 11a), all of the European sites seem to have
better wind resources than Site P2, on average values are between 5.7 m/s and 5.9 m/s, being noticed
a constant distribution between Borkum and Wikinger.

In Figure 11b, we can identify the water depth and the distance from the coastline of the selected
sites. From these combinations, it results that Site P2 is located a similar distance from the shore as
the Bockstingen and Nenuphar sites, which are used as test sites. As for the water depth, much lower
values are reported by two operational projects from Germany (EnBW Baltic1, 48.3 MW; and Borkum
Riffgrund 1, 582 MW) and by two early development stage projects from Sweden and Denmark
(Kriegers Flak, 590 MW; and Kriegers Flak II, 640 MW).
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Figure 11. Direct comparison between the wind conditions reported close to reference point P2 and
some European wind projects, where the dataset correspond to the AVISO measurements (September
2009–September 2017). The results correspond to: (a) U80 comparison; and (b) main characteristics of
the selected sites.

Table 5. The European offshore wind projects considered for comparison [42].

No. Project Country Status
Project

Capacity (MW)
Turbine Model

Water
Depth (m)

Distance from
Coastline (km)

1 Nénuphar (test site) France Consent authorized 10 Not decided 60–70 5
2 Provence (floating) France Early planning 24 SWT-8.0-154 94–104 17
3 Borkum Riffgrund 1 Germany Operational 582 SWT-6.0-154 28–34 45
4 Kriegers Flak II Sweden Consent authorized 640 Not decided 20–40 32.7
5 Kriegers Flak Denmark Pre-construction 590 SG 8.0-167 DD 15–30 15
6 Bockstingen Sweden Operational 2.75 Wind World 550 kW 6 4
7 Arcadis Ost 1 Germany Consent authorized 247 Haliade 150-6 MW 41–46 17
8 EnBW Baltic 1 Germany Operational 48.3 SWT-2.3-93 16–19 16
9 Baltic Eagle Germany Consent authorized 476 Not decided 41–44 28

10 Wikinger Germany Operational 350 AD 5-135 37–43 35

According to the CIA World Factbook [54], during 2015–2017, the estimated electricity productions
of the countries located around the Black Sea were around: Romania, 62.16 billion kWh; Ukraine,
152.2 billion kWh; Russia, 1.008 trillion kWh; Georgia, 11.57 billion kWh; Turkey, 245.8 billion kWh;
and Bulgaria, 45.04 billion kWh. To reach at least 1% of this capacity for Romania with offshore
wind turbines, according to the AEP values presented in Figure 9, it would be necessary for at least
123 V90-3.0 MW turbines (denoted with T1) or 32 V164-9.5 MW turbines (denoted with T5) (Site P2)
to be installed. For the rest of the countries, we may estimate: Ukraine (Site P3), 296 T1 systems or
76 T5 systems; Georgia (P13), 344 T1 systems or 66 T5 systems; Turkey (Site P18), 507 T1 systems or
131 T5 systems; and Bulgaria (Site P20), 93 T1 systems or 24 T5 systems. The most energetic sites were
considered for assessment, while the sites from Russia were not included in this analysis since the
necessary number of turbines cannot be supported by a single site.
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Referring to similar studies focused on the Black Sea wind energy assessment, such as the one
presented ibyn Onea and Rusu [25], we can notice that the western part of this region seems to reveal
more important wind resources, in particular close to the Romanian nearshore. In that work, the sites
are defined for a water depth located close to 50 m, while the evaluation uses a different wind dataset
coming from US National Centers for Environmental Prediction, which is processed for 1979–2010.
Regarding the performances of a wind turbine, the same work highlights that the Senvion 6.2M126
generator may reveal close to the Crimean Peninsula (northwest) a maximum of 7.3%, which is much
higher than the one reported in this work. Nevertheless, compared to some other previous works,
which are focused on the assessment of various wind turbines performances [48,55], the present
approach seems to be more exact. This is because it involved the combination of a Weibull probability
density function and the power curve of the turbine, while some previous works use a method that
considers various values of the Betz coefficient, sometimes chosen close to the ideal threshold (59%),
which cannot be considered realistic for a wind project.

5. Conclusions

In the present work, the nearshore wind energy resources from the Black Sea region were
assessed by considering some environmental parameters (such as U80) and the power curves of some
state-of-the-art wind turbines, which operate or are currently implemented in European offshore wind
projects. Based on the ERA-Interim reanalysis dataset (corresponding to 1998–2017) and AVISO satellite
measurements (corresponding to September 2009–September 2017), it was possible to highlight the
dominant energy patterns from this area, revealing some hot-spots, which can be used for developing
future wind projects. Both wind datasets indicate the Crimea Peninsula region as being one of the
most energetic regions in the Black Sea. While ERA-Interim indicates the sites from the Azov Sea as
being more important, AVISO highlights the sites from the western coast of this peninsula. Since there
are currently no nearshore or offshore wind projects in this region, another direction of the present
work was related to the assessment of the performances provided by some standard wind turbines
and to estimate what kind of projects could operate in this region. According to these results, it seems
that the Black Sea may be suitable for the development of wind projects, especially in the western part
of the basin which is dominated by a lower water depth, in particular for the development of some
pilot projects or test sites.

The main findings of this work are:

1. From the literature review, it was highlighted the fact that wind resources in the Black Sea are not
very often evaluated from the point of view of a renewable energy project, most of the research
being focused on climatological studies or calibrations of the numerical models.

2. The Crimea Peninsula seems to present the most attractive wind resources, but considering the
current geopolitical situation, the likelihood of a wind project in the near future in those coastal
waters is not high.

3. Considering the expected performances of the V90-3.0 MW, we can say that this is not a viable
candidate for the Black Sea area. A lower rated wind speed system, such as Areva M5000-116,
seems to be more efficient for this coastal environment.

4. A wind project, including high capacity turbines, seems to be more productive in the western
and northern parts of the Black Sea (Sectors A and B). There is a significant difference between
the results reported by Senvion 6.2M126 and V164-8.8 MW or V164-9.5 MW, while for latter two
turbines the results are almost identical in the case of the AEP index. For most sites, better results
are reported by the system rated at 8.8 MW.

5. Based on the electricity production statistics and the computed AEP values, it was possible to
estimate the required number of turbines to reach at least 1% of the national share. The results
indicate that, for the western part of the Black Sea, this target can be easily achieved throughout
one or two wind farms projects.

133



Energies 2018, 11, 2452

Author Contributions: F.O. performed the literature review, processed the wind data, carried out the statistical
analysis and interpreted the results. L.R. guided this research, wrote the final form of the manuscript and drew
the conclusions. The final manuscript was approved by all authors.

Funding: This work was supported by a grant of Ministery of Research and Innovation, CNCS—UEFISCDI,
project number PN-III-P1-1.1-PD-2016-0235, within PNCDI III.

Acknowledgments: ECMWF ERA-Interim data used in this studywere obtained from the ECMWF data server.
The altimeter products were generated and distributed by Aviso (http://www.aviso.altimetry.fr/) as part of the
SSALTO ground processing segment.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

ACCWA Assessment of the Climate Change effects on the WAve conditions in the Black Sea
AEP Annual Electricity Production
AVISO Archiving, Validation and Interpretation of Satellite Oceanographic Data
DAMWAVE Data Assimilation Methods for improving the WAVE predictions in the Romanian nearshore

of the Black Sea
ECMWF European Centre for Medium-Range Weather Forecasts
NaN Not A Number
Cf capacity factor
T average hours per year (8760 h/year)
U10 wind speed reported at 10 m above sea level
U80 wind speed reported at 80 m above sea level
z0 roughness of the sea surface (0.01 m)
P(u) power curve of a turbine
f(u) Weibull probability density function
z10; z80 reference heights
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Abstract: In this paper, a shape optimization method of a truncated conical point absorber wave
energy converter is proposed. This method converts the wave energy absorption efficiency into the
matching problem between the wave spectrum of the South China Sea and the buoy’s absorption
power spectrum. An objective function which combines these two spectra is established to reflect
the energy absorbing efficiency. By applying Taguchi design, the frequency domain hydrodynamic
analysis and the response surface method (RSM), the radius, cone angle and draft of the buoy are
optimized. Since the significant influence of power take-off system (PTO) on energy absorption,
the optimal PTO damping under random wave conditions is also studied. The optimal shape is
acquired by maximizing the energy absorbing efficiency. Four types of performance and the influence
of each geometrical parameter are also obtained. In addition, the cause of the trend of performance as
well as the effects of adjusting the input parameters are analyzed. This study can provide guidance
for the shape optimization of multi-parameter buoys.

Keywords: wave energy converter; point absorber; shape optimization; Taguchi design; RSM; South
China Sea; absorption power spectrum

1. Introduction

In recent decades, in order to obtain wave energy with a high energy density, the development
of wave energy converters (WECs) has received increased attention. The first model patent for a
WEC was acquired by Girard and his son in 1799 [1]. Since then, thousands of WEC prototypes
have been developed, which can be classified into three types according to Falcão [2]: oscillating
water column (OWC), overtopping device and oscillating body device. Most WECs are currently in
the pre-commercial stage; thereforethe major concern at this stage is efficiency and several works
have been carried out with respect to design optimization. For example, since physical modelling is
widely applied in the optimization of OWC devices, Viviano [3,4] studied the difference between the
nonlinear results of small scale model and largescale model, which contributes to correct the scale effect
of the results obtained from physical model experiments. Falcão [5] and Gomes [6] concentrate on
improving the performance of a floating OWC spar buoy by optimizing the tube geometry and turbine
characteristic. As for overtopping devices, Martins [7] performed a numerical study for evaluation
of the geometry influence over the dimensionless available power of nearshore overtopping WECs.
Han [8] proposed a multi-level breakwater for overtopping wave energy conversion, which optimize
the opening width of the lower reservoir, the sloping angle and the height ratio by means of numerical
and experimental tests.
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As a type of oscillating body device, a point absorber (PA) generally operates in a heave or surge
motion to harness wave energy via a buoy, whose diameter is small in comparison to the wavelength.

For the purpose of improving the efficiency of PAs, a few approaches are presented in different
energy conversion stages. Usually, PAs can be divided into four stages [9]: the absorption stage,
the transmission stage, the generation stage and the conditioning stage. At the energy absorption
stage, geometric optimization is usually used to improve the wave energy capture efficiency [10–18].
At the transmission stage, many studies focus on optimizing the PTO system configuration [19–21]
and proposing new PTO types for different transmission systems, such as nonlinear power capture
mechanism [22,23], fluidic flexible matrix composite PTO pump [24] and gyroscopic PTO [25]. At the
generation and conditioning stage, system performance can be improved by optimizing the power
conversion quality or applying electrical controllers [26,27].

In addition, due to the randomness and volatility of the wave, control strategies play an important
role in the WEC system, which can be applied at multiple stages. Corresponding to the aforementioned
three types of approaches, the strategies can be divided into three types as Wang [28] recommended:
hydrodynamic control, PTO control and Grid/Load side control. Nowadays many researches focus on
latching control [29], declutching control [30], model predictive control [31,32] and so forth.

For the ultimate practical operation of WECs, a precise nonlinear model is imperative. Nonlinear
factors, e.g., viscosity, friction, nonlinear wave force and nonlinear PTO system, have received wide
attention to improve the reliability of the evaluation results [33,34].

Most of the above approaches are applied to components of WEC, while others focus on the
study of wave-to-wire (W2W) models, which take into account all the components, from ocean
waves to the electrical network. Through W2W model, designers can simultaneous investigate the
coupling relationship between components, improve the overall efficiency and apply advanced control
strategies [9,28,35].

The wave energy absorption performance of the buoy has a significant impact on the total
efficiency of the PA. Thus, the optimization of the buoy in order to maximize the absorbed wave
energy is the first necessary step, which is the focus of this paper. The geometric optimization
of traditional marine structures aims to minimize dynamic response to maintain stability [36,37].
Conversely, the geometric optimization of wave energy aims to maximize the dynamic response,
thereby improving the energy absorption efficiency [38–41]. In addition, it is well known that, as an
input condition for WEC design, sea characteristics directly determine the efficiency and feasibility of
WEC. Therefore, a high-performing PA is required to maximize the wave energy absorption based on
the sea characteristics of the intended deployment location.

For the purpose of improving the energy absorption efficiency, some studies have been carried
out on the optimization of the design of different types of PA in recent years. Based on the sea
conditions near the Shetland Islands, McCabe [10,11] used a genetic algorithm to optimize the design
of the surging WEC buoy. The WEC shape, parametrically described by bi-cubic B-spline surfaces,
was assessed using three cost functions within four different constraint regimes defined by two
displacements and two power delivery limits. Under the condition of regular waves, Koh [12] used a
multi-objective optimization algorithm to optimize the height and radius of a heave–pitch buoy under
the constraint of a cost function. Kurniawan [13] applied a multi-objective algorithm to optimize the
size and draft of three pitch buoys under the constraints of two cost functions. Danial Khojasteh [14]
and Pastor [15] optimized the radius and draft of hemispherical and conical buoys using Advanced
Quantitive Wave Analysis (AQWA) and exhaustive search algorithms based on sea state data from the
Iranian coast and the North Sea, respectively. Goggins [16] explored the methodology involved in the
shape optimization of several types of heave PAs at the Atlantic marine energy test site. The optimal
geometrical configuration was established by defining the significant velocity as the objective function
which needed to be maximized. Shami [17] and Shadman [18] used the Design of Experiment (DOE)
method to optimize the radius and draft of a heave cylindrical buoy. The objective functions used
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are the maximum absorbed power, resonance frequency and absorption bandwidth of the buoy’s
absorption power spectrum.

In this paper, a geometry optimization methodology for a one-body PA buoy is proposed. Based
on the sea characteristics of the South China Sea, the radius, cone angle and draft of the truncated
conical buoy are optimized. The optimization process is developed by combining Taguchi design,
frequency domain analysis based on linear potential flow theory and the response surface method.
The optimization goal is to maximize the energy absorption efficiency. An objective function that
relates to the wave spectrum and the absorption power spectrum is established, which also reflects
the energy absorption efficiency. Since the solution of wave energy absorption efficiency is deemed
as the matching problem between wave spectrum and the absorption power spectrum of buoy, the
key step is to acquire these two spectra. According to the joint probability distribution of wave
height and period, the wave spectrum is calculated. The absorption power spectrum of each buoy,
which relies on hydrodynamic and PTO parameters, is obtained. The PTO system is considered as a
pure damping system, and the calculation method of the optimal damping coefficient is determined.
The hydrodynamic analysis is conducted by the boundary element software AQWA (19.0, ANSYS,
Canonsburg, PA, USA), while the Taguchi design and response surface design are carried out by
the statistical analysis software Minitab (17.0, Minitab Inc., Commonwealth, PA, USA); other related
calculations are realized by MATLAB (R2010b, The MathWorks, Inc, Natick, MA, USA). The influence
of geometric parameters on the results and the reason for the trend of each output parameter are
analyzed. The methodology proposed in this paper can be extended to multiple geometric parameters
or a multiple-degree buoy optimization process.

This paper is organized as follows, Section 1 gives the introduction. Section 2 describes
mathematical model of PA and the establishment of objective function. The geometry optimization
methodology is elaborated in Section 3. The calculation of wave spectrum and absorption power
spectrum are presented in Sections 4 and 5, respectively. Section 6 analyzes parameter optimization
based on RSM. Results and discussions are presented in Section 7. In the end, Section 8 summarizes
the conclusion.

2. Theoretical Analysis

The form of WEC considered here is a PA, whose equivalent schematic diagram is shown in
Figure 1. Fwave denotes the wave exciting force, and m is the mass of buoy. KPTO and RPTO represent
the damping and elastic properties of the PTO system, respectively. K is on behalf of the spring
characteristics of the hydrostatic force. In this paper, KPTO is ignored since the PTO is deemed as a pure
damping system. The PA is considered to be a two-body WEC when the reference is a submerged body
but a one-body WEC when the reference is the sea bed, and this paper concentrates on the latter case.

Figure 1. Equivalent schematic diagram of point absorber.
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2.1. Mathematical Model

Based on the potential flow theory, buoys are mainly subjected to wave force, hydrostatic restoring
force and the force of the PTO system; other external forces such as mooring force are ignored.
The external forces cause motion in six degrees of freedom, whereas only heave motion is investigated
on account of the fact that wave energy absorption predominately occurs in heave. Ignoring the
viscous effects [33,34,40], the force equation of the buoy can be written as

m
..
z = fe + fr + fh + fext = fe −

(
A

..
z + B

.
z
)− ρgSz + fPTO, (1)

where m is the mass of the buoy and z is the dynamic heave motion response. The wave force is
composed of the wave excitation force fe and radiation force fr. fr can be expressed as –A

..
z − B

.
z,

where A and B denote the added mass coefficient and radiation damping coefficient, respectively. fh
is the hydrostatic restoring force represented by −ρgSz, S is the buoy’s water plane area. For conical
buoy, S slightly shifts from the value of stationary state in heave motion. However, in this paper the
water plane area is limited to be constant due to insignificant effects. fext represents the external force,
which in the current work is deemed to be equal to the PTO force fPTO.

2.2. Objective Function

In order to optimize the buoy’s geometry, an objective function must first be established as
the evaluation criteria. In some studies, the energy absorption performance under random wave
conditions was evaluated by analyzing the maximum absorbed power, the resonance frequency and
the absorption bandwidth (half-power bandwidth). In fact, these three performance parameters are
the spectral parameters of the absorption power spectrum of a buoy. The essence of the absorption
power spectrum is the dynamic response characteristics of the buoy excited by the incident wave with
unit wave amplitude (a(ω) = 1). The energy absorption of the buoy under random spectral conditions
can be written as

PR = RPTO ∑ M
j=1ω2

j
∣∣H(

iωj
)∣∣2S

(
ωj

)
Δω, (2)

where H(ω) is the response amplitude operator (RAO), RPTO is the PTO damping coefficient and S(ω)

is the wave spectrum density function. Meanwhile, a(ω) and S(ω) have the following relationship:

a(ω) =
√

2S(ω)Δω. (3)

Substituting the above equation into Equation (2), the energy absorption at the frequency ωj may
be written as

PR
(
ωj

)
=

1
2

RPTOω2
j
∣∣H(

iωj
)
a
(
ωj

)∣∣2 =
1
2

RPTOω2
j
∣∣H(

iωj
)∣∣2. (4)

The above formula is the energy absorption spectrum function, which formulates the absorption
power spectrum of the buoy. The spectral parameters (resonance frequency, absorption bandwidth
and maximum absorbed power) can be obtained by analyzing the spectral characteristics. It is worth
noting that the absorption power spectrum is the self-property of the buoy and does not contain
sea characteristics. Currently, the main method designs the resonance frequency close to the peak
frequency of the target sea state and then maximizes the absorption power and absorption bandwidth.
However, this is often faced with the problem of a qualitative trade-off between parameters, which is
difficult to quantitatively evaluate. It is the wave spectrum that can fully reflect the energy distribution
characteristics of the random spectrum; thus, only analyzing the absorption power spectrum will
reduce the reliability under real sea conditions. Hence, it is necessary to establish an objective function
that can simultaneously contain information about the energy absorption performance of the buoy
and the energy distribution characteristics of the sea state. As Price [42] stated, the absorption power
spectrum is similar to a window that captures energy on a wave spectrum. Goggins [16] and Clauss [37]
suggested using the significant velocity associated with both the dynamic motion response of WEC
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and the wave spectrum as the objective function. Referring to the definition of the significant wave
height, the significant velocity is defined as

V2
S = 16

∫ ∞

0
Ss(ω)dω, (5)

where Ss(ω) is the dynamic velocity response spectrum and is defined as

Ss(ω) = (|H(iω)|ω)2S(ω). (6)

This gives

V2
S = 16

∫ ∞

0
(|H(iω)|ω)2S(ω)dω. (7)

In discrete form, this becomes

V2
S = 16 ∑ N

j=1(|H(iω)|ω)2S(ω)Δω. (8)

The above equation contains the dynamic response performance of the buoy |H(iω)|ω| and also
the information of the wave spectrum (S(ω)Δω) and so it is more complete than only analyzing the
absorption power spectrum. However, it is worth noting that there is no PTO damping parameter
in the above equation but it contains the dynamic response H

(
iωj

)
, which is affected by the PTO

damping coefficient. The result is that different results will be obtained under different PTO damping
coefficient and it is well known that PTO damping coefficient have a direct impact on the energy
absorption, which indicates that using significant velocity as the objective function is still not perfect.
Based on this, the objective function proposed in this paper is

f =
RPTOV2

S
16D

. (9)

where D is the waterline diameter. The above equation contains the PTO damping coefficient and the
significant velocity, which can compensate for the lack of PTO damping information. Meanwhile, this
is also divided by the waterline diameter to help compare the performance of buoys of different sizes.

To fully understand the meaning of the proposed objective function, the following analysis may be
conducted. On the one hand, considering Equations (4) and (8), the above equation can be rewritten as

f =
RPTOV2

S
16D

=
2
D ∑ N

j=1PR
(
ωj

)
S
(
ωj

)
Δωj. (10)

It can be seen that the objective function is the sum of the products of the absorption power
spectrum and the wave spectrum at each frequency, which means that the degree of matching between
the two spectra is reflected.

On the other hand, the relationship between the objective function and the wave energy absorption
efficiency may be derived. The absorption efficiency is generally determined by the capture width,
which is defined as the ratio of the energy extracted by the buoy to the wave input energy and is
given by

Cw(ω) =
RPTO ∑M

j=1 ω2
j

∣∣H(
iωj

)∣∣2S
(
ωj

)
Δω

ρg ∑M
j=1 vg

(
ωj, h

)
S
(
ωj

)
Δωj

, (11)

where h is the water depth and vg is the wave group velocity. Considering Equations (4), (8) and (10),
it can be found that

Cw(ω) =
f

ρg ∑M
j=1 vg

(
ωj, h

)
S
(
ωj

)
Δωj

D. (12)
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According to Cheng [43], the denominator is the wave input energy of the unidirectional
long-crested random sea. When the random spectrum is given, its annual average wave input energy
is constant and so the objective function is proportional to the capture width when the size is constant,
which indicates that the objective function can simultaneously reflect the absorption efficiency under
random waves.

Till then, conclusion can be drawn that by establishing the objective function, the wave energy
absorption efficiency is converted into the matching problem of the wave energy and absorption
power spectrum.

3. Geometry Optimization Methodology

From the established objective function, the key to evaluating the performance of the buoy is to
obtain the wave spectrum and the absorption power spectrum. The Taguchi design, hydrodynamic
analysis and response surface method (RSM) are combined to achieve optimization. The design
flowchart is shown in Figure 2. First, according to the joint probability distribution of significant
wave height (SWH) and wave average period (Tav), the South China Sea’s wave spectrum is obtained.
Secondly, given the range of the buoy geometry parameters, the candidate buoy library is obtained by
the Taguchi method. Then, the hydrodynamic performance of the candidate buoy is analyzed, along
with the optimal PTO damping coefficient of each buoy being calculated to obtain the absorption
power spectrum. On the basis of obtaining these two spectra, the objective function is applied to
evaluate the performance so as to obtain the approximate range of the optimal buoy parameters.
Finally, the RSM is used for local optimization to obtain the optimal buoy parameter configuration.

 

Figure 2. Flowchart of geometrical optimization.

The wave spectrum calculation is presented in Section 4, while the Taguchi design and
hydrodynamic analysis are utilized in Section 5 for the sake of calculating absorption power spectrum.
The parameter optimization based on RSM is elaborated in Section 6.
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4. Wave Spectrum

The purpose of the sea state analysis is to obtain the wave spectrum. The intended deployment
site is the South China Sea, which contains a large amount of potential wave energy. Zheng [44,45]
has performed a large number of works over the last several years. In one study of his, the wave field
in the China Sea from January 1988 to December 2011 was simulated using the WAVEWATCH-III
(WW3) model, with a Cross-Calibrated, Multi-Platform (CCMP) wind field as the driving field. The
joint probability distributions of average annual significant wave height (SWH) and wave average
period (Tav) are presented in Table 1. SWH represents the mean wave height of the top one-third of the
waves. The background color scale illustrates the occurrence probability level, showing that the most
probable SWH values are below 4.5 m and the majority of SWH values fall in the 0.5–2.5 m interval.
Most of the wave periods are distributed within the range of 3.5–9.5 s. The wave power level, P, per
unit width in a wave can be calculated as follows [46]:

P =
ρg2H2

s Tav

64π
, (13)

where ρ is the density of the fluid, g is acceleration due to gravity and Hs and Tav denote SWH and
average wave peak period, respectively.

Table 1. Joint probability distribution of significant wave height (SWH) and wave average period (Tav).

Wave Average Period (s)

1.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5

significant wave
height (SWH, m)

10.5 0 0 0 0 0 0 0 0 0 0 0 0 0
9.5 0 0 0 0 0 0 0 0 0 0 0 0 0
8.5 0 0 0 0 0 0 0 0 0 0 0 0 0
7.5 0 0 0 0 0 0 0 0 0 0 0 0 0
6.5 0 0 0 0 0 0 0 1 9 2 0 0 0
5.5 0 0 0 0 0 0 28 54 24 1 0 0 0
4.5 0 0 0 0 0 50 373 240 37 7 0 0 0
3.5 0 0 0 0 163 1317 950 436 86 0 0 0 0
2.5 0 0 0 874 4743 2891 1459 546 54 0 0 0 0
1.5 0 19 3720 9300 5011 2925 1131 149 7 1 0 0 0
0.5 531 4859 11,299 6525 3159 997 189 38 3 2 0 0 0

By combining the occurrence probabilities detailed in Table 1 with Equation (13), the wave power
level at each sea state is estimated as shown in Table 2. The background color scale illustrates the
wave power level. It can be seen that in this sea state, the largest energy contribution is given by
waves with an SWH of 2–3 m and a period of 6–7 s, which account for about 15.2% of the energy.
The second-largest energy contribution (10.7%) comes from waves with an SWH of 2–3 m and a period
of 7–8 s and the third-largest (9.6%) is from waves with an SWH of 3–4 m and a period of 7–8 s.
By normalizing the power level of each sea state in Table 2 (divided by the total number of wave
occurrences, 64,210), a single equivalent energy distribution can be obtained as shown in Figure 3,
from which the resultant annual average energy density is calculated as approximately 10 kW/m.
According to Figure 3, the equivalent wave height for each period (frequency) can be obtained by
Equation (13) and then the wave spectrum density function, S(ω), at the period (frequency) can be
calculated by Equation (3). After the S(ω) at each period (frequency) is acquired, the wave energy
spectrum of the South China Sea can be obtained by interpolation method, as shown in Figure 4. It is
observed that the peak wave angular frequency is 0.837 rad/s (viz. Tp = 7.5 s) and the highest wave
spectrum density is about 0.83 m2/(rad/s).
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Table 2. Wave power level and energy contribution distribution.

Wave Average Period (s)

1.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5 14.5

significant wave
height (SWH, m)

10.5 0 0 0 0 0 0 0 0 0 0 0 0 0

9.5 0 0 0 0 0 0 0 0 0 0 0 0 0

8.5 0 0 0 0 0 0 0 0 0 0 0 0 0

7.5 0 0 0 0 0 0 0 0 0 0 0 0 0

6.5 0 0 0 0 0 0 0 196
0.0%

1959
0.3%

476
0.1% 0 0 0

5.5 0 0 0 0 0 0 3533
0.6%

7616
1.2%

3741
0.6%

170
0.0% 0 0 0

4.5 0 0 0 0 0 3727
0.6%

31,510
5.1%

22,660
3.7%

3861
0.6%

800
0.1% 0 0 0

3.5 0 0 0 0 6370
1%

59,386
9.6%

48,549
7.8%

24,902
4%

5429
0.9% 0 0 0 0

2.5 0 0 0 14,745
2.4%

94,569
15.2%

66,511
10.7%

38,042
6.1%

15,911
2.6%

1739
0.6% 0 0 0 0

1.5 0 74
0.0%

18,486
3%

56,485
9.1%

35,969
5.8%

24,226
3.9%

10,616
1.7%

1563
0.3%

81
0.0%

12
0.0% 0 0 0

0.5 98
0.0%

2087
0.3%

6239
1%

4403
0.7%

2519
0.4%

917
0.1%

197
0.0%

44
0.0%

3
0.0%

2
0.0% 0 0 0

 

Figure 3. Surface chart of the wave power level for the South China Sea.

 

Figure 4. Wave spectrum of the South China Sea.

5. Absorption Power Spectrum

5.1. Geometry Library Generation Based on Taguchi Design

The truncated cone buoy analyzed in this paper is presented in Figure 5, where r is the bottom
radius, θ is the cone angle, d stands for the draft and h is the height. Axisymmetric buoys [47] can
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accept the energy of any wave direction and can better dissipate the horizontal component of the
wave force than other types of buoys, which is beneficial to improving survivability. As one of the
axisymmetric buoys, the truncated cone buoy has the advantage of being able to flexibly adjust its
waterline area compared to the cylindrical buoy.

 

Figure 5. Sketch of the truncated cone buoy.

Taguchi design is an efficient quality management method proposed by Dr. Taguchi in 1950s for
optimization of industrial processes. This design approach is based on mathematical statistics and
improves product quality/system performance by analyzing the sensitivity of the system response to
multiple parameters [48]. The effect of each parameter on the system in Taguchi method is similar to a
signal/noise ratio. Taguchi design consists of three sub-designs, namely system design, parametric
design and tolerance design. The system design is to determine the technical route or performance
parameters used to improve the quality of the product/design; while the parameter design is to
determine the optimal level combination of parameters; and the tolerance design is to determine
the reasonable tolerance of each parameter, thus achieving the expected quality requirements at the
lowest cost.

For the wave energy absorption of PA, corresponding to the system design is to select the
truncated cone buoy and determine the three key geometric parameters: base radius, cone angle, draft;
corresponding to the parameter design is to determine the optimal level combination of geometric
parameters. Since the economic factors are not within the scope of this paper, the tolerance design is
not considered at this stage. In addition, Taguchi design can analyze the impact of input parameters
on performance to determine the most important parameters and correlation analysis is elaborated in
Section 7.2.

The foundation of parameter design is orthogonal arrays, which fulfills the experimental purpose
with a minimum number of experiments; it also means that the design is balanced, that is, each
parameter is given the same weight. As shown in Figure 5, three parameters which need to be
optimized are the base radius (r), cone angle (θ) and draft (d), while the height of the buoy is fixed
at three-times the base radius. The range of the geometrical parameters considered in this study is
presented in Table 3, in which the draft is considered to be proportional to the base radius.

Table 3. Range of geometrical parameters.

Geometrical Parameter Minimum Maximum

Base radius (r) 3 (m) 12 (m)
Cone angle (θ) 40◦ 120◦

Draft (d) 0.5r 2.5r
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The above three parameters can be composed into hundreds of buoy shapes within the range of
consideration. One feasible method is to take a finite value for each parameter and then combine them
into a finite number of buoy representatives. The performance of the buoy representatives is evaluated,
while the performance of other shape buoys is obtained by interpolation or fitting. The advantage of
this method is that the buoy performance database can be built and the required buoy performance can
be conveniently queried during the optimization process but the disadvantage is that the calculation
cost is high. Taking five levels for each parameter as an example, up to 53 = 125 tests are required to
establish a database. In order to improve the optimization efficiency, Taguchi design is applied in this
study. As shown in Table 4, an L25 (53) orthogonal experiment table is applied and a geometry library
which contains 25 buoys is generated.

Table 4. Candidate buoy library.

Buoy ID Base Radius (m) Cone Angle (◦) Draft Ratio (d/r) CoG (m) CoB (m)

1 3 40 0.5 −0.9 −0.7
2 3 60 1 −1.8 −1.28
3 3 80 1.5 −2.7 −1.7
4 3 100 2 −3.6 −2
5 3 120 2.5 −4.5 −2.26
6 6 40 1 −3.6 −2.7
7 6 60 1.5 −5.4 −3.62
8 6 80 2 −7.2 −4.3
9 6 100 2.5 −9 −4.8

10 6 120 0.5 −1.8 −1.2
11 8 40 1.5 −7.2 −5.2
12 8 60 2 −9.6 −6.1
13 8 80 2.5 −12 −6.9
14 8 100 0.5 −2.4 −1.7
15 8 120 1 −4.8 −2.8
16 10 40 2 −12 −8.3
17 10 60 2.5 −15 −9.2
18 10 80 0.5 −3 −2.2
19 10 100 1 −6 −3.8
20 10 120 1.5 −9 −4.9
21 12 40 2.5 −18 −12
22 12 60 0.5 −3.6 −2.8
23 12 80 1 −7.2 −4.9
24 12 100 1.5 −10.8 −6.4
25 12 120 2 −14.4 −7.5

In addition, in order to maintain the stability of the buoy and avoid the situation of overturning,
the center of gravity (CoG) of buoys are set at 0.6 times the draft under the hydrostatic surface, while
the center of Buoyancy (CoB) is calculated by hydrostatic analysis in AQWA. The z coordinates of CoG
and CoB are also given in Table 4. It can be seen that all the CoG are located below the CoB, which
indicates that all buoys in the library are stable.

5.2. Absorption Power Spectrum Calculation

As can be seen from Equation (4), the absorption power spectrum includes the H(iω) term and the
PTO damping coefficient term. Among them, H(iω) is calculated from the hydrodynamic parameters,
so the acquisition of the absorption power spectrum relies on the calculation of hydrodynamic
parameters and the PTO damping coefficient.

5.2.1. Hydrodynamic Parameters Calculation

The acquisition of hydrodynamic parameters can be solved by the tank experiment or numerical
method and in this paper, the numerical method is applied by using the boundary element software
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AQWA. The frequency range of interest is divided into 20 equal parts and the wave excitation force, the
added mass and the radiation damping coefficient are obtained under unit wave amplitude condition.
The dynamic response H(iω) is calculated as

H(iω) =
z(iω)

a(ω)
=

fe(iω)

−(m1 + A1)ω2 + iω(B1 + RPTO) + (ρgS + K)
. (14)

5.2.2. Optimal PTO Damping Determination

The PTO damping coefficient affects the dynamic response performance of the buoy [49,50]. It is
assumed that the PTO system is a pure damping system and the mass and spring properties are
neglected [43]. Falnes [51] pointed out that, in a regular wave, the maximum absorbed power is
obtained when the PTO damping coefficient is equal to the conjugate of the inherent damping of the
system, as follows:

RPTO =
√

B2
1 + (ωm1 + ωA1 − (ρgS + K)/ω)2. (15)

Price [42] indicates that the optimal damping under random wave conditions should be related
to the spectral and buoy characteristics and the best case is that the PTO damping is always equal
to the conjugate value of the system impedance; however, this is difficult to achieve in practice. The
suboptimal condition used in this paper is that the PTO damping is always equal to the inherent
damping of the system at the wave peak frequency. Instead of ω, the peak frequency ωp of the wave
spectrum is used and Equation (15) can be rewritten as

RPTO =

√
B2

1 +
(
ωpm1 + ωp A1 − (ρgS + K)/ωp

)2. (16)

It should be noted that some research determines the PTO damping coefficient as equal to the
radiation damping coefficient. The premise of this optimal PTO damping condition is that the buoy is
in a resonance state; that is, the buoy resonance frequency is equal to the peak frequency. In fact, when
the buoy is in resonance, the second square term under the root of the equation of the above equation
is equal to zero; that is, the PTO damping coefficient is equal to the radiation damping, so the above
formula is more universal than the radiation damping condition.

When the optimal damping is determined, the RAO of the buoy can be calculated in MATLAB
according to Equation (14) and the absorption power spectrum of each buoy can be obtained according
to Equation (4).

6. Parameter Optimization Based on RSM

After obtaining the wave spectrum and the absorption power spectrum, the energy absorption
efficiency of each buoy can be evaluated according to the objective function. By evaluating the energy
absorption efficiencies of all candidate buoys, the optimal level of the three geometric parameters
can be determined. Taguchi design can quickly realize a multi-factor optimization process. The
only shortcoming is that it can merely analyze isolated design points and the optimization results
are not detailed enough. Compared with Taguchi design, the prediction model obtained by the
response surface method (RSM) is continuous, which means that it can continuously analyze input
parameters. The RSM method was first introduced by Box and Wilson for modelling, problem analysis
development, modification and optimization of various processes [52]. Although other experimental
design and optimization methods can find the optimal value, it is difficult for the designer to intuitively
discriminate the optimization region due to the lack of the intuitive graph. For this reason, the response
surface method has emerged. It takes the response of the system (such as the wave energy absorption
performance studied in this paper) as a function of multiple parameters. Since the prediction model is
continuous, it can use graphical techniques to display this functional relationship for the designer to
select the optimal conditions by intuitive observation.
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In addition, when the parameter range is wide, RSM yields to a high calculation cost due to the
need of a large number of design points. However, when the parameter range is narrow, an ideal result
can be achieved which is suitable for analysis after the Taguchi design result and more accurate results
could be obtained. To this end, local response surface optimization is performed near the optimal level
obtained by Taguchi design and finally the optimal buoy parameters are obtained.

7. Results and Discussion

According to the proposed optimization method, four types of performance, namely the objective
function value, absorption bandwidth, resonance frequency and maximum absorbed power of the buoy,
are obtained. First, the optimal geometric parameter configuration is analyzed from two perspectives:
energy absorption efficiency (objective function) and absorption power spectrum parameters. Secondly,
the magnitude of each geometric parameter’s effect on performance parameters (objective function
and absorption power spectrum parameters) as well as the cause of the trend of each performance
parameter are studied. Then, the control effects of adjusting the geometric parameters and PTO
damping are discussed. Finally, based on the results of the Taguchi design, the local response surface
optimization is conducted and the final buoy design is obtained.

7.1. Optimal Geometry Configuration Analysis

The main effect diagram of the energy absorption efficiency (objective function), the resonance
frequency, the absorption bandwidth and the maximum absorbed power of the buoy are shown in
Figures 6–9, respectively. It can be seen from Figure 6 that the energy absorption efficiency shows a
trend of increasing first and then decreasing with increasing radius and cone angle and decreasing
with the increase of draft. The maximum value is obtained when radius is equal to 6, the cone angle is
equal to 60◦–80◦ and the draft is equal to 0.5.

 

Figure 6. Main effects diagram for objective function.

As seen in Figure 7, the resonance frequency of most of the buoys are lower than the peak
frequency of the wave spectrum (0.837 rad/s) and the average resonance frequency of the buoy with a
radius of 6, a cone angle of 60◦–80◦, or a draft ratio of 0.5 is basically near 0.7 rad/s, which is higher
than most other candidate buoys. This result stems from the fact that values shown in the main effect
diagram is the average of buoys with the same geometrical parameters. For instance, buoy 6 (r = 6,
θ = 40◦, d/r = 1) has a resonance frequency of 0.818 rad/s, while buoy 9, with the same radius (r = 6,
θ = 120◦, d/r = 2.5), has a resonance frequency of 0.57 rad/s.
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Figure 7. Main effects diagram for resonance frequency.

 

Figure 8. Main effects diagram for absorption bandwidth.

 

Figure 9. Main effects diagram for maximum absorbed power.

It can be seen from Figure 8 that the absorption bandwidth of the buoy with a cone angle equal to
60◦–80◦ or a draft of 0.5 is optimal. As for the radius, the absorption bandwidth of the buoy with a
radius of 6 is next to the buoy with a radius of 3. The bandwidth of the buoy with the above geometric
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parameters is in the range of 0.67–0.8 rad/s, which is wider than the bandwidth of the wave spectrum
(0.42 rad/s).

Figure 9 shows that the maximum absorbed power of the buoy with a radius of 6, an angle
of 60◦–80◦, or a draft of 0.5 is relatively small. However, as discussed previously, the value of the
resonance frequency and the absorption bandwidth for these geometrical parameters is greater, viz.,
the matching with the wave spectrum is more suitable and therefore the energy absorption efficiency
is better. This also shows to some extent that the pursuit of a better match with the wave spectrum is
more important than the pursuit of maximum absorbed power. In addition, Figure 9 shows that the
maximum absorbed power is obtained at the maximum radius (radius = 12 m), the maximum angle
(cone angle = 120◦) and the larger draft ratio (draft ratio = 2); however, it can be seen from Figure 6
that the energy absorption efficiency is low when each geometric parameter takes a maximum value.
That is to say, the geometric parameters at which the larger maximum absorption power is obtained
correspond to lower energy absorption efficiency, which results in high cost and low cost-effectiveness.
To this point, the conclusion can be drawn that the optimal geometric parameter levels are a radius
equal to 6, a cone angle equal to 60◦–80◦ and a draft ratio equal to 0.5.

Based on the above results, the response surface optimization design is performed. The response
surface type adopted is the central composite design (CCD). Since the energy absorption efficiency
and the draft are always negatively correlated, the draft is fixed at 0.5 and the performance of the buoy
with a radius in the range [6, 8] and angle in the range [60, 80] is optimized. The response surface of
the buoy’s objective function with respect to radius and angle is shown in Figure 10 and the response
surface optimizer is used to predict the optimal result, as shown in Figure 11. The optimal geometric
configuration with a radius of 6.7 m, an angle of 80◦ and a draft ratio of 0.5 (the draft depth of 3.35 m)
is finally obtained.

 
Figure 10. Surface diagram of objective function vs. cone angle and base radius.

 
Figure 11. Calculation result of response surface method (RSM) optimizer.

150



Energies 2018, 11, 2645

7.2. Performance Characteristic Analysis

7.2.1. Energy Absorption Efficiency

Taguchi design provides range analysis and variance analysis to analyze the influence degree of
each geometric parameter on output performance. In this study, the range analysis is adopted due
to convenience. It can be seen from Table 5 that the radius has the greatest influence on the energy
absorption efficiency, followed by the draft and angle has the least influence.

Table 5. Influence degree of geometric parameters on energy absorption efficiency.

Base Radius Cone Angle Draft

Maximum 7282 6683 7264
Minimum 4591 5484 5310

Range 2691 1237 1954
Percentage 46% 21% 33%

Rank 1 3 2

Furthermore, it was found that the objective function values of all candidate buoys did not
exceed 8000, indicating that there is an upper limit to the objective function value. It can be seen from
Equation (12) that the objective function is proportional to the capture width when the size is constant.
Since the energy capture width of a single-degree-of-freedom axisymmetric buoy has a theoretical
maximum of λ/2π [2], there is also an upper limit to the objective function.

7.2.2. Resonance Frequency

Table 6 illustrates that the radius has the greatest influence on the resonance frequency, followed
by the angle and finally the draft.

Table 6. Influence degree of geometric parameters on resonance frequency.

Base Radius Cone Angle Draft

Maximum (rad/s) 0.7820 0.7560 0.7335
Minimum (rad/s) 0.5263 0.5364 0.5735

Range (rad/s) 0.2557 0.2196 0.1600
Percentage 40% 35% 25%

Rank 1 2 3

As can be seen from Figure 7, the increase in geometric parameters results in a decrease in the
resonance frequency. To analyze the cause of the trend of resonance frequency, the simplified natural
frequency formula may be applied, which is written as

ω = 2π

√
ρgS

m + A1
. (17)

The increase of geometric parameters will lead to an increase of the mass of the buoy. In addition,
the added mass will change accordingly. Taking the radius as an example, the trend of the added
mass with the radius is shown in Figure 12. It can be seen that the increase of the radius will lead to
an increase in the added mass. The hydrodynamic parameters are closely related to the submerged
volume and the increase of the geometric parameters will cause the submerged volume to increase, so
the resonance frequency decreases as the geometric parameters increase.
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Figure 12. Diagram of added mass vs. base radius.

7.2.3. Absorption Bandwidth

As seen in Figure 8, the absorption bandwidth decreases as the radius and draft increase. As the
cone angle changes, the bandwidth tends to become larger and then smaller and the maximum value is
obtained at an angle of 60◦–80◦. The degree of influence of each geometric parameter on the absorption
bandwidth is shown in Table 7, which shows that the radius has the greatest influence, followed by
the draft and finally the angle.

Table 7. Degree of influence of geometric parameters on absorption bandwidth.

Base Radius Cone Angle Draft

Maximum (rad/s) 0.8919 0.6856 0.8039
Minimum (rad/s) 0.5064 0.5762 0.5439

Range (rad/s) 0.3855 0.1096 0.2600
Percentage 51% 15% 34%

Rank 1 3 2

The absorption bandwidth of a single buoy is related to the damping coefficient of the oscillating
system. As a result, for the sake of analyzing the cause of the trend of absorption bandwidth,
it is necessary to pay attention to the systematic damping coefficient. According to Falnes [51],
the systematic damping coefficient can be calculated as

δ =
Rpto + B1(ω)

2(A1(ω) + m)
. (18)

Taking the hydrodynamic parameters at the peak frequency as representative, the variation of
the systematic damping coefficient with respect to the geometric parameters is plotted in Figure 13.
As can be seen, when the radius and the draft change, the systematic damping coefficient and the
absorption bandwidth change equally and when the cone angle changes, the systematic damping
coefficient is opposite to the absorption bandwidth. The reason for this difference may be that the
system damping coefficient calculated here ignores the variation of the hydrodynamic coefficient
with frequency. In addition, the damping coefficient of the system does not change much under
different angles. It is also known from the previous range analysis that the influence of the angle on
the bandwidth is only 15% and the impact is minimal.
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Figure 13. Main effects plot for systematic damping coefficient.

Moreover, Equation (18) indicates that when the geometry of the buoy is specified, the
hydrodynamic parameters are also determined and increasing the PTO damping deduces the increase
of the absorption bandwidth. Falnes [51] recommended that in order to make the absorption bandwidth
larger than the bandwidth of the wave spectrum, RPTO should be greater than the radiation damping.
According to Equation (16), the RPTO proposed in this paper is not less than the radiation damping,
therefore all candidate buoys have a wider absorption bandwidth than the bandwidth of the wave
spectrum (0.42 rad/s).

7.2.4. Maximum Absorbed Power

As can be seen from Figure 9, the maximum absorbed power mostly increases with the increase
of the geometrical parameter and decreases only when the draft ratio is 2.5. As shown in Table 8, the
radius has the greatest influence, followed by the cone angle and finally the draft ratio.

Table 8. Influence degree of geometric parameters on maximum absorbed power.

Base Radius Cone Angle Draft

Maximum (kW) 1254 1169 951
Minimum (kW) 201 423 297

Range (kW) 1053 746 654
Percentage 43% 30% 27%

Rank 1 2 3

The energy-absorbing ability of the buoy is attributable to the radiation capability. For the
purpose of extracting the incident wave energy as much as possible, a radiation wave field is required
to dissipate the incident wave field behind the buoy. The radiation capacity is associated with the
radiation damping. To this end, the mathematical relationship between absorbed power and radiation
damping coefficient needs to be analyzed. The absorbed power formulated by the hydrodynamic
parameters is

PR =
RPTO

2
|û|2 =

(RPTO/2)
∣∣∣ f̂e

∣∣∣2
(B1 + RPTO)

2 + ((m1 + A1)ω − (ρgS + K)/ω)2 . (19)
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For an axisymmetric buoy with heave motion, the following equation can be obtained by using
the Haskind relationship:

| fe|2 =
4ρgvg(ω, h)

k
B1. (20)

Substituting Equation (20) into Equation (19) gives

PR =
RPTO

2
|û|2 =

RPTOB1S(ωi)Δω

(B1 + RPTO)
2 + ((m1 + A1)ω − (ρgS + K)/ω)2 ·

4ρgvg(ω, h)
k

. (21)

For the above formula, the partial derivative of the radiation damping B1 is solved as

∂PR
∂B1

= RPTO
2+((m1+A1)ω−(ρgS+K)/ω)2

[(B1+RPTO)2+((m1+A1)ω−(ρgS+K)/ω)2]
2 · 4RPTOρgvg(ω,h)S(ωi)Δω

k > 0. (22)

The above equation illustrates that, with other parameters being constant, the absorbed power is
positively correlated with the radiation damping, which is consistent with the study by Babarit [53].
Thus, as can be seen graphically Figures 9 and 14, the relationship between radiation damping at peak
frequency and geometric parameters shows that the change trend of the radiation damping is the same
as the change trend of the maximum absorbed power.

 

Figure 14. Main effects plot for radiation damping coefficient at peak frequency.

7.2.5. Effects of Adjusting Geometrical Parameters

Studying the relationship between geometric parameters and resonance frequency, the maximum
absorbed power and absorption bandwidth are beneficial to guide the optimal process in the future for
different target wave conditions. For instance, geometric parameters should be increased to achieve
a reduction in the resonance frequency in the case of a lower peak frequency of the wave spectrum.
When the wave bandwidth becomes wider, such as from the Joint North Sea Wave Project (JONSWAP)
spectrum to the PM spectrum, then the decrease of radius and draft should be considered. The radius
and cone angle changes by changing the geometry of the buoy, while changes in draft can be changed
by water injection or drainage to change mass. In addition, according to the degree of influence of
the geometric parameters analyzed previously on the energy absorption efficiency, the adjustment of
radius should be first considered due to its having the greatest impact.

7.2.6. Effects of Adjusting PTO Damping

PTO damping directly affects the absorption performance of the buoy. Taking buoys 6, 7 and 8 as
examples, the absorption power spectra under three kinds of PTO damping conditions (100 kNs/m,
optimal damping condition and three-times optimal damping) are obtained, as shown in Figure 15.
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The wave spectrum is drawn simultaneously and the absorbed power of each buoy is normalized
(divided by the maximum absorbed power of buoy 8, viz., 654 kW) for comparison. It can be seen
that as the PTO damping increases, the absorption power spectra of buoys shift to the low frequency
and the peak values increase. As for spectral parameters, the maximum absorbed power increases
with the increase of PTO damping. The resonance frequency decreases as the PTO damping increases,
which is inconsistent with the PTO-independent resonance frequency obtained by Equation (17).
This inconsistency may be caused by an inconsistent solving method. The former is calculated
by the first-order natural frequency formula of solid-state physics, which ignores the change of
hydrodynamic parameters with frequency, while the latter is acquired according to the characteristics
of the absorption power spectrum, which is related to PTO damping. Besides this, the change of
hydrodynamic parameters with frequency is also considered during the calculation process of the
absorption power spectrum. As for the absorption bandwidth, it increases with the increase of the PTO
damping. To analyze the cause of the trend of the absorption bandwidth, attention need to be paid
to Equation (18). It can be seen that the increase of the PTO damping coefficient leads to the increase
of the systematic damping coefficient and finally results in the increase of the absorption bandwidth.
A larger bandwidth contributes to a reduced need for control strategies.

 

Figure 15. Absorption power spectrum with different power take-off system (PTO) dampings.

8. Conclusions

In this paper, a geometrical optimization method is proposed for a truncated cone buoy of a
one-body point absorber wave energy converter. The geometric parameters studied are the radius,
cone angle and draft. An objective function, which converts the wave energy absorption efficiency
into the matching problem between the wave spectrum and the buoy’s absorption power spectrum,
is established. The goal of the optimization is to maximize the wave energy absorption efficiency.
First, the wave spectrum of the South China Sea was drawn based on sea state data over the past 23
years. Secondly, in order to obtain the buoy absorption power spectrum, the Taguchi design method
is applied to generate a buoy library containing 25 candidates. The hydrodynamic parameters are
calculated by using the boundary element software AQWA through frequency domain analysis. The
PTO system is treated as a pure damping system and the determination of optimal PTO damping is
given. According to the hydrodynamic parameters and PTO damping, the absorption power spectrum
of each buoy is calculated in MATLAB and the spectral parameters such as resonance frequency,
absorption bandwidth and maximum absorbed power are obtained. By analyzing the objective
function value and the absorption power spectral parameters, a radius of 6, a cone angle of 60◦–80◦

and a draft ratio of 0.5 are identified as optimal parameter levels. Then, the response surface method
was used for detailed optimization and ultimately a buoy with a radius of 6.7 m, a cone angle of 80◦

and a draft depth of 3.35 m (draft ratio = 0.5) is deemed as optimal. Finally, the influence magnitude of
each geometric parameter’s effect on the performance of the buoy, as well as the cause of the trend of
performance, is studied. Through the range analysis, the radius has the greatest impact on performance
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and the effects of cone angle and draft vary with performance. In addition, the derivation shows that
the resonance frequency is related to the mass, the added mass and the PTO damping; the absorption
bandwidth is related to the systematic damping coefficient; the maximum absorbed power is related to
the radiation damping. This paper reveals the relationship between and the wave spectrum, the energy
absorption spectrum of the buoy and the energy absorption efficiency. The proposed method can
quickly achieve shape optimization with limited calculations. Furthermore, the effects of viscosity and
control strategies should be considered in the future.
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Abstract: As onshore wind energy has depleted, the utilization of offshore wind energy has gradually
played an important role in globally meeting growing green energy demands. However, the cost of
energy (COE) for offshore wind energy is very high compared to the onshore one. To minimize the
COE, implementing optimal design of offshore turbines is an effective way, but the relevant studies
are lacking. This study proposes a method to minimize the COE of offshore wind turbines, in which
two design parameters, including the rated wind speed and rotor radius are optimally designed.
Through this study, the relation among the COE and the two design parameters is explored. To this
end, based on the power-coefficient power curve model, the annual energy production (AEP) model
is designed as a function of the rated wind speed and the Weibull distribution parameters. On the
other hand, the detailed cost model of offshore turbines developed by the National Renewable Energy
Laboratory is formulated as a function of the rated wind speed and the rotor radius. Then, the COE is
formulated as the ratio of the total cost and the AEP. Following that, an iterative method is proposed
to search the minimal COE which corresponds to the optimal rated wind speed and rotor radius.
Finally, the proposed method has been applied to the wind classes of USA, and some useful findings
have been obtained.

Keywords: offshore wind turbines; cost of energy; annual energy production; optimal design

1. Introduction

Renewable energy has been very attractive since the end of last century, as there have been
ever-growing concerns over limited fossil-fuel resources, serious environmental regulations, and heavy
energy demand. Among various types of renewable energy, wind energy is one of the most economical
sources. The wind energy development has been rapidly developed in recent years. In 2017, the global
cumulative installed wind turbine capacity has reached a new peak value of 539.58 GW [1]. On the
other side, there is a new trend for the development of wind energy, that is, the installation of wind
turbines has gone from onshore sites to offshore sites [2]. Despite the rapid growth of wind energy
utilization, the challenge still exists, especially for the offshore-site turbines. The high cost of energy
(COE) for offshore wind power (compared to the onshore wind power and traditional sources) has
hindered the utilization of offshore wind energy across the world.

As the turbine COE is relevant to the total annual cost and the annual energy production
(AEP) [3], optimizing COE reduces the production cost and increases the production efficiency.
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Considering the overall procedure of the wind turbine development, the potential approaches for
minimizing COE can be accordingly categorized into three types: design optimization, manufacturing
process optimization, and on-site optimization. Since the manufacturing procedure depends on the
manufacture technology which is normally scheduled during a certain period, its optimization is hard
to employ in practice. By comparison, the on-site optimization is utilized as a common practice in
the wind energy industry [4]. The on-site optimization is to optimize the turbine controller and its
parameters matching the wind characteristics, so the AEP is enhanced by optimizing the energy capture
efficiency below rated wind speeds. Two types of approaches are available for the on-site optimization.
One approach is to control the rotor speed to follow the changing wind speed, so that the known
principle of the optimal tip speed ratio tracking can be fulfilled [5]. To do this, the advanced wind
estimator-based torque controller has been utilized by industrial turbines [6–8], and the Lidar-based
previewer controllers have gradually been payed attention to [9]. Meanwhile, some researchers
have proposed to optimize the performance by adjusting the controller parameter according to the
wind condition [10], as it has been revealed that the controller performance is significantly affected
by the wind conditions [11,12]. Furthermore, the energy production efficiency can be improved
by considering a hybrid wind-hydro power plant for the isolated power system [13,14]. The other
approach of improving the energy capture efficiency is to control the yaw system to track the wind
direction, so that the yaw error can be minimized. In some recent studies, the previewed yaw controller
and its parameter optimizations have been proposed, which have been proven to be efficient in
enhancing the energy capture efficiency [15,16]. Despite these on-site optimizations being cost-effective
and convenient to carry out, the achieved profit is quite limited as the energy capture efficiency is only
improved in some control regions.

Many efforts have been made towards improving the performance of the wind turbines through
design optimization. A comprehensive review of wind turbine optimization technologies is given
in [17], in which a few of works have been referred for wind turbines towards minimizing the COE
by optimizing the aerodynamics shape of airfoils. As a key wind turbine component, the blade is a
determining factor for energy harvesting efficiency and its aerodynamic shape optimization is very
momentous. The aerodynamic shape optimization involves many objectives, such as the AEP, the air
loads of the blades and rotors, and the blade mass. Improving one objective inevitably deteriorates
the others, and thus the aerodynamic shape optimization widely uses multi-objective functions.
A numerical optimization method for the design of horizontal axis wind turbines is presented in [18],
in which the fatigue and extreme loads and the AEP are considered. A multi-objective optimization
method is proposed for the turbine blade using the lifting surface method as the performance prediction
model [19]. The first study on the external axis wind turbines is conducted to optimize blade count
and operating point to simultaneously maximize power, while minimizing power fluctuating and the
peak point reaching time [20]. When these researches optimize the aerodynamic shape, most of them
only concerned with the open-loop static aerodynamic performance, that is, the AEP is calculated
under the implicit assumption that the turbines can keep operating at the optimal TSR. But in practice,
the large-scale wind turbines cannot instantly respond to the wind fluctuation and the performance
is influenced by the wind conditions [21]. In this regard, the closed-loop optimal design should be
considered, which has been presented in a recent study [22]. Nevertheless, the blade aerodynamic
optimization is a small portion of the turbine design, and the optimal design involving the most
important parameters of the overall design may achieve a low COE in an effective way.

As the first step of design process of wind turbines, the conception design defines the most
important parameters, of which the optimizations have been proven to be highly efficient in minimizing
the COE [23–27]. The dominant ingredient of designing a satisfactory turbine with low COE includes
the suitable physical and operational parameters, which are determined by the wind conditions on
the erected site of the turbines, but there have been very few studies conducted. An optimization
method is presented for the concept design of a grid-connected onshore wind turbine, in which the
blade number, rotor diameter, tower height, rotor rotational speed, the rated wind speed, and the rated
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power have been optimized to match the wind condition described by the Weibull parameters [28].
Based on the case study results, it has been shown that some of the existing onshore turbines appear to
be well designed, and others do not. An iterative approach is presented to optimize the turbine design
based on a simple COE model, which is a function of rotor diameter, tower height, rated power, and the
TSR. In their results, it is revealed that the onshore turbines about 1–2 MW can achieve minimum
COE for considered cases [29]. Another design study is conducted on onshore turbines, in which
the COE model is described relevant to rotor diameter, hub height, capacity factor, rated power,
and rotor diameter [30]. Recently, a mathematical approach is proposed to minimize the COE of
onshore turbines, in which the COE model is expressed as a function of rated power and rated wind
speed [31]. When compared with the referenced turbines, a noticeable profitability has been gained
by the optimized turbines. The above references have shown that the site-specific turbine design can
achieve a low COE for onshore turbines, but the studies for the offshore wind turbines are lacking.

Currently, the offshore wind turbines are designed towards the large-size trend, but whether the
offshore turbines with large capacity and long blades will have a low COE remains unclear. This paper
aims at clarifying this issue. For this purpose, the relation among the COE, the rated wind speed,
and the rotor radius is established, a method to achieving optimal COE of the offshore turbines is
proposed, and the optimal results are obtained and analyzed. Since the cost model is important to
determine the COE results, the detail cost model of the bottom-fixed offshore wind turbines developed
by NREL is employed in this study [32]. By comparison to the literature, the contribution of this study
is twofold: on one hand, a method to minimizing the COE of offshore turbines through optimizing
the rated wind speed and rotor radius is proposed, which can be extended to other types of wind
turbines; on the other hand, the optimal design parameters achieving the minimal COE of offshore
wind turbines are obtained and explored under different wind conditions, which can be used as
references for offshore wind turbine designers. The remaining sections are organized as follows:
the design process of wind turbines is summarized in Section 2. The COE model of onshore turbines is
discussed in Section 3, and Section 4 presents the method of optimizing COE by selecting the optimal
rated wind speed and rotor radius, and the optimal results through the case studies. Finally, Section 5
concludes the study.

2. Design Process of Wind Turbines

For a wind turbine, its design process can be divided into six steps [33]:

• Step 1: Conception stage. As the first stage of a turbine design, the conception design involves the
definitions of the nominal parameters of the wind turbine, such as the nominal power output,
rotor diameter, electrical energy conversion system and so on.

• Step 2: Blade design. The blade design step defines the aerodynamics and structural concepts
of the blades, which are determined by the overall conception in the step 1 and the controller
development in the step 3, respectively.

• Step 3: Control development and preliminary design models. During this step, the preliminary
design models, which are typically based on multibody models, are employed to estimate the
loads acting on major components of the turbine during its life cycle. When the loads are beyond
limitations, the controller and blade structural designs will be required to be redesigned. Thus,
steps 2 and 3 depend on each other, and the final design of blades and controller will be finished
after several iterations.

• Step 4: Design engineering and strength calculation. During this step, a strength calculation of
the major components is carried out, so that it can be verified that the designed components are
able to withstand the loads calculated during the life cycle.

• Step 5: Construction and erection of the prototype. During this step, the prototype of the wind
turbine is manufactured and erected on the wind farm site.
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• Step 6: Measurements on the prototype. As a final step, it aims at proving the predicted property
of the designed turbine within a measurement campaign.

From the above explanation, it is evident that the conception design has a crucial impact on
the COE of the designed wind turbine due to its placement at the first stage of the design process.
To further illustrate its importance, the time line of the wind turbine’s design process in terms of the
cost and the possibility of modifications during the development is shown in Figure 1.

Figure 1. Cost and possibility of modifications during the design process of a wind turbines.

It is obvious that it is the best chance to modify the design at the conception stage rather than other
stages to obtain the least cost and the most possibility. This conclusion specially fits the application
occasion of the offshore turbines, as the overall COE is very high compared to the onshore turbines.
Therefore, minimizing the COE of offshore wind turbines is indispensable and it is the objective of
this study.

3. COE Model of Offshore Turbines

The COE of the offshore wind turbine is determined by two parts: the annual energy production
(AEP) and the total annual cost, and these two parts are elaborated in the following sections.

3.1. AEP Model of the Offshore Turbines

The AEP model of the offshore turbines is similar to the one of the onshore turbines, which is
normally estimated based on the Weibull probability distributions of the wind statistics, a standardized
power curve, a physical description of the turbine and physical constants. The difference between the
AEP models of offshore and onshore turbines consists in the wind statistics. Specifically, the roughness
of the sea surface is different from the one of land-based surface, and thus the wind statistics may
be different. The AEP output of turbines can be calculated by using the mean power production Pm

during one hour and the total hours of one year:

AEP = 8760(1 − σ)Pm (1)

where σ is the total power generation loss, which includes the power converter loss, electrical grid
loss, availability loss and so on. In this study, σ is assumed to be a constant of 0.17 [34].

When determined by the power curve of the concerned turbine and the wind characteristics
on the erected site, which is expressed as a Weibull distribution, the mean power production Pm is
calculated by

Pm =
∫ ∞

0
P(v) f (v)dv (2)
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where v is the wind speed, P(v) and f (v) denote the power curve model and the Weibull distribution
as functions of the wind speed, respectively.

3.1.1. Power Curve Modeling of the Offshore Turbines

Wind turbines have different power curves, even the same turbine may produce different
power determined by the control curves. At an offshore site, the typical type of wind turbines is
the large-scale variable-speed horizontal-axis machine, and its power curve mainly relies on the
important characteristics of the wind speed, in which the cut-in wind speed vc, rated wind speed
vr, cut-out wind speed v f are involved. At cut-in vc, the turbines is able to start generating power;
at the rated wind speed vr, the turbine produces the rated power Pr; and at the cut-out wind speed v f ,
the turbine stops producing power to avoid its component over-loads. Hence, the power curve model
of the turbines can be formulated by

P(v) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 (v<vc)

Pf (v) (vc ≤ v ≤ vr)

Pr (vr ≤ v ≤ v f )

0 (v f < v)

(3)

where Pf (v) is the power fitted to manufacturer power curve data by using mathematical formulation.
From Equation (3), it is seen that the power curve is mainly determined by Pr and Pf (v), of which

the theoretical model is expressed by

Pf (v) = ρπR2Cp,maxv3/2 (4)

where ρ and R denote the air density and the rotor radius, respectively; Cp,max is the maximum value
of power coefficient of the concerned turbine.

Besides the theoretical model, there are some other models, which are predicted by sampling the
turbine output power at various wind speed. In [35], nine power curves models have been presented
and compared, including linear model, general model, quadratic model, cubic-I model, cubic-II model,
exponential model, power-coefficient model, approximate power-coefficient model, and polynomial
model. Through the comparison results, it is observed that the power-coefficient model has the most
accurate results. Thus, this study employs this model, which is expressed by

Pf (v) = ρπR2Cp,eqv3/2 (5)

where Cp,eq is the equivalent power coefficient, which is a constant for the variable-speed wind turbines
operating in the range between the cut-in and rated wind speed [35,36]. In this study, it is assumed to
be 0.42 [36]. It is noticed that, by setting v = vr, the turbine rated power Pr can be calculated by

Pr = ρπR2Cp,eqvr
3/2 (6)

By referring to Equations (1)–(6), the AEP model is determined by the rotor radius, rated wind
speed, cut-in wind speed, and cut-out wind speed, and accordingly it is reformulated by

AEP = fAEP(R, vr, vc, v f ) = 1454.16ρπR2(
∫ vr

vc
v3 f (v)dv +

∫ v f

vr
v3

r f (v)dv) (7)

3.1.2. Weibull Distribution of the Offshore Wind Statistics

In this study, the Weibull probability density function f (v) is employed to represent the offshore
wind statistics, which depends on the parameters k and c that determine the shape and intensity of the
wind during one year on a site [28]:
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f (v) = (k/c)(v/c)k−1e−(v/c)k
(8)

where c and k denote the scale parameter and the shape parameter, respectively.
The wind speed becomes stronger along with the increasing altitude, and thus the wind

experienced by the turbine reaches a high value at the hub. Accordingly, the parameters c and k
are functions of the hub height H [37]. Based on the relationship between the wind speed and the hub
height, the scale parameter c at the hub height is calculated by [38]

c = c0(H/H0)
α (9)

where c0 is the value of c at reference altitude H0, and α is the Hellmann exponent, which depends
on serval surface properties of the wind field. The typical value of α is 0.1 over water, and 0.14 over
land [39,40].

In this study, the shape parameter k and the annual mean wind speed vm are considered as known
parameters, and c0 is calculated by [41]

c0 = vm/Γ(1 + 1/k) (10)

where Γ( ) is the gamma function.
The shape parameter k follows a law provided by [38]:

k = k0[1 − 0.088 ln(H0/10)]/[1 − 0.088 ln(H/10)] (11)

where k0 is the value of k at reference altitude H0.
In Equations (9)–(11), c and k depend on c0, k0, H0 and H. According to the European Wind

Energy Association, there is the relationship between the hub height and the turbine rotor radius,
which is expressed by [42]

H = 2.7936 × (2R)0.7633 (12)

Therefore, based on Equations (7)–(12), the AEP of the offshore turbines is expressed as a function
of the wind statistics factors: c0, k0, α, and the turbine characteristics parameters: vc, vr, v f , R,
formulated by

AEP = fAEP(R, vr, vc, v f , c0, k0,α) (13)

3.2. Cost Model of the Offshore Turbines

When erected at the sea, there have been two types of the support platform for the offshore
turbines, namely, bottom-fixed platform and floating platform. Accordingly, the cost model may be
constructed based on the platform type. However, there is no cost details of the floating offshore wind
turbines, and thus the study considers the bottom-fixed offshore wind turbine, of which the cost model
has been developed by NREL, and the cost data was converted to 2002 dollars. The bottom-fixed
offshore turbines are widely erected at the shallow-water sea, of which the cost model detailed in the
report of NREL is expressed as [32]

Cost = FCR × ICC + AOE (14)

where Cost is the total turbine cost, ICC is the initial capital cost, and AOE is the annual operating
expense. FCR is the fixed charge rate, defined as the annual amount per dollar of initial capital cost
needed to cover the capital cost, a return on debt and equity, and various other fixed charges. In this
study, it is set to 0.1158 per year.
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3.2.1. The Initial Capital Cost

The initial capital cost ICC is the sum of the turbine system cost ICCturb and the balance of
the platform station cost ICCBOP. The whole turbine system consists of four major subsystems,
which are referred as to mechanical system (including blade, gearbox, low-speed shaft, main bearings,
and mechanical brake), electrical system (including generator, power converter, and electrical
connection), control system (including pitch control, yaw control, torque control, and safety systems),
and the auxiliary system (including hydraulic cooling equipment, hub, nose cone, mainframe, nacelle
cover, and tower). The detailed mathematical functions of these eighteen components are summarized
in Table 1, in which it is obtained that ICCturb is determined by the rated power, rotor radius,
and hub height.

Table 1. The turbine system cost from the tower up.

Type Cost Model (Unit: $)

Mechanical System

Blade (0.4019R3 + 2.7445R2.5025 − 955.24)/0.72
Gearbox 16.45P1.249

r
low speed shaft 0.1 × (2R)2.887

Main bearings (0.64768R/75 − 0.0107)× (2R)2.5

Mechanical brake 1.9894Pr − 0.1141

Electrical System

Generator 65Pr
Power converter 79Pr

Electrical connection 40Pr

Control System

Pitch system 0.48 × (2R)2.6578

Yaw system 0.0678 × (2R)2.964

Control safety system 55,000

Auxiliary System

Hydraulic cooling system 12Pr
Hub 2.0 × (2R)2.53 + 24141.275

Nose cone 206.69R − 2899.185
Mainframe 11.917 × (2R)1.953

Nacelle cover 11.537Pr + 3849.7
Tower 0.59595πR2H − 2121

The balance of the platform station cost involves the cost of infrastructure (including marinization,
support structure, transportation, electrical interface connections, engineering permits, assembly and
installation) and offshore engineering (including scour protection, personal access equipment, surety
bond, port and staging equipment, and Offshore warranty premium). The detailed mathematical
functions of these eleven components are summarized in Table 2, in which it is obtained that ICCBOP
is only determined by the rated power.

Table 2. The balance of the platform station cost.

Type Cost Model (Unit: $)

Marinization 0.135 × ICCturb
Offshore support structure 300Pr

Offshore transportation Pr(1.581 × 10−5 × P2
r − 0.0375Pr + 54.7)

Offshore turbine installation 100Pr
Offshore electrical interface and connection 260Pr

Offshore engineering permits 37Pr
Port and staging equipment 20Pr
Personnel access equipment 60,000

Scour protection 55Pr
Surety bond 0.03 × (ICC − 0.15ICCturb)

Offshore warranty premium 0.15 × ICCturb
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3.2.2. The Annual Operating Expense

The annual operating expense AOE consists of the land lease, levelized operation and maintenance
(O&M), and the levelized replacement costs. The detailed mathematical functions of these three
components are summarized in Table 3, in which it is obtained that AOE is only determined by the
rated power and the annual energy production.

Table 3. Wind turbine annual operation cost.

Type Cost Model (Unit: $)

Offshore Levelized replacement cost 17Pr
Offshore bottom lease cost 0.00108AEP

Offshore O&M 0.02AEP

3.3. COE Model of the Offshore Turbines

In Tables 1 and 2, ICC is determined by Pr, R, and H, while in Table 3, AOE is determined by
Pr and AEP. Meanwhile, by referring to Equations (6) and (12), Pr is a function of R and H, and H is
a function of R. Thus, the cost model of the offshore wind turbines can be formulated as a function
relevant to rated wind speed, rotor radius, and the annual energy production:

Cost = 0.1158 f ICC(vr, R) + fAOE1(vr, R) + 0.02108AEP (15)

Based on Equations (13) and (15), the final COE model of the offshore wind turbines is calculated
and formulated by

COE =
Cost
AEP

=
fcost(R, vr)

fAEP(R, vr, vc, v f , c0, k0,α)
+ 0.02108 (16)

In Equation (16), the COE model of offshore wind turbines has been formulated as a nonlinear
function, in which the rated wind speed and the rotor radius are the turbine design parameters,
the cut-in and cut-out wind speeds are typically known constant parameters, and the wind statistics of
the offshore windfarm are the scale factor, the shape factor, and the Hellmann exponent.

4. COE Optimization for Offshore Turbines

Based on Equation (16), it is obtained that minimizing COE of the offshore wind turbines can
be fulfilled by optimizing the two important design parameters, the rated wind speed and the rotor
radius. The objective is to minimize the COE when considering the practical constraints. The objective
function and the constraint is expressed by

COEmin(R, vr) = min(COE(R, vr)) (17)

s.t.
{

Rmin ≤ R ≤ Rmax, vmin
r ≤ vr ≤ vmax

r

}
where Rmin and Rmax are the minimum and maximum values of rotor radius, and vmin

r and vmax
r are

the minimum and maximum values of the rated wind speed, respectively.

4.1. Optimizaiton Method

After preparing the COE model, the optimization algorithm should be designed. Since the
COE model described by Equation (17) is highly nonlinear under constraints, the iterative method is
employed in this study to solve the optimization problem. The flow chart of the developed iterative
approach is presented in Figure 2, comprising the following steps:

• Step 1: Initialize the wind statistics of the offshore site: vm, k0, α;
• Step 2: Define the ranges of the design parameters: vr, R;
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• Step 3: Evaluate the COE using different vr and R, and save the smallest value of COE and its
corresponding vr and R;

• Step 4: Repeat step 3 until all design parameters sets of vr and R have been evaluated;
• Step 5: Output minimal COE and the corresponding design parameters.

Figure 2. Flow chart of the proposed cost of energy (COE) minimization approach.

4.2. Parameter Settings

As shown in Equations (13) and (16), the wind statistics has an important influence on the obtained
AEP and COE. This study concerns the wind statistics in USA, in which seven wind classes are
introduced from class I as the lowest wind power class to class VII as the highest one [43]. The annual
mean wind speeds and power densities of these seven classes at reference height of 10 m are given
in Table 4. Based on the wind statistics of USA, the parameters settings are summarized in Table 5,
in which the rated wind speed ranges in 6–16 m/s with a step of 0.2 m/s, and the rotor radius ranges
in 10–70 m with a step of 2 m. Accordingly, the minimum and maximum values of the rated power
are 17.45 kW and 16.22 MW, which correspond to the designed wind turbines with vr = 6 m/s and
R = 10 m, and the one with vr = 16 m/s and R = 70 m, respectively. Thus, the optimal results can be
obtained from by searching this big range of turbine capacity.

Table 4. Wind classification defined in USA [43].

Wind Power Class Mean Annual Wind Speed (m/s) Power Density (W/m2)

I 0–4.4 0–100
II 4.4–5.1 100–150
III 5.1–5.6 150–200
IV 5.6–6.0 200–250
V 6.0–6.4 250–300
VI 6.4–7.0 300–400
VII 7.0–9.4 400–1000
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Table 5. Parameters used in the proposed COE minimization method.

Parameter Values or Ranges

vm [4, 7] with a step of 1 m/s
k0 [1.2, 3.6] with a step of 0.4
H0 10 m
α 0.1
ρ 1.225 kg/m3

R [10, 70] with a step of 2 m
vr [6, 16] with a step of 0.2 m/s
vc 3 m/s
v f 25 m/s
μ 0.17

Cp,eq 0.42

4.3. Optimizaiton Results and Discussions

The results of the minimum COE are obtained by using the proposed iterative search method and
presented for different wind classes of USA according to Table 4. The minimum values of COE versus
the annual mean wind speed values and the shape factors, k0, are presented in Figure 3. As observed
from Figure 3, the minimum COE decreases following the increment of the annual mean wind speed
and the increase of the shape factor, and the minimum COEs are influenced more obviously by the
annual mean wind speed than by the shape factor. To be specific, for the wind classes of the annual
wind speeds being 4 m/s, 5 m/s, 6 m/s, and 7 m/s, the minimum COEs range in 0.15− 0.17, 0.13− 0.1,
0.11 − 0.08, and 0.1 − 0.07 $/kWh, respectively. From the results, it is seen that the minimum COE of
installing offshore wind turbines at the site with a low wind power class almost doubles the one at
the site of a high wind power class, which fits the known concept that installing the wind turbines at
the rich wind site is more profitable than at the poor wind site. When considering 0.1 $/kWh is an
acceptable COE value to exploit the wind energy, the offshore wind turbines should be installed at the
sea with the wind class III or above.

Figure 3. The minimum COEs versus the annual mean wind speeds and the shape factors.

To check the optimal design parameters achieving the minimum COEs, the obtained optimal
rotor radius and rated wind speed versus the annual mean wind speed values and the shape factors,
k0, are presented in Figure 4a,b. As seen from Figure 4, the optimal rotor radius is surprisingly kept
in a certain range of 38 − 40 m, while the optimal rated wind speed shows the relevance to the wind
statistics. Specifically, for the annual wind speeds being 4 m/s, 5 m/s, 6 m/s, and 7 m/s, the optimal
rated wind speed ranges in 6 − 8.5 m/s, 7.5 − 9 m/s, 8.5 − 9.5 m/s, and 9 − 10 m/s, respectively. Thus,
it is obtained that the optimal rated wind speed of the offshore wind turbines should be designed
around 1.5 times more than the annual mean wind speed, and the optimal rotor radius may be designed
around a certain value regardless of the wind statistics.
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(a) (b) 

Figure 4. The optimal design parameters of offshore turbines versus the annual mean wind speeds
and the shape factors: (a) the rated rator radius; (b) the rated wind speed.

Since the turbine capacity is determined by the rated wind speed and the rotor radius, the optimal
rated power of the offshore turbines having the minimum COE are calculated and presented in Figure 5.
It is clearly seen from Figure 5 that, when the annual mean wind speed is increasing or the shape
factor is reducing, the optimal capacity of the turbines giving the minimum COEs takes ever-bigger
value, from several hundreds of kilo-watt to one megawatt. In detail, for the wind classes of the
annual wind speeds being 4 m/s, 5 m/s, 6 m/s, and 7 m/s, the optimal capacity of the turbines range
in 0.3 − 0.7 MW, 0.5 − 0.9 MW, 0.7 − 1.1 MW, and 0.9 − 1.2 MW, respectively. From the results, it is
concluded that the offshore wind turbines with a large capacity and long blades may not absolutely
bring the COE down, and their capacity should be designed at a proper value depending on the wind
conditions at the sea.

Figure 5. The optimal capacity of offshore turbines versus vm and k0.

The numerical results in Figures 3–5 are summarized in Table 6. Based on this data table,
the suitable rated wind speed and rotor radius can be chosen to ensure the minimum energy cost of the
offshore turbines for a specific wind region. For instance, the rated wind speed and the rotor radius for
the shape factor of k0 = 1.2 can be adopted 10 m/s and 38 m, respectively, for the annual mean wind
speed around 7 m/s. With these two optimal design parameters, the COE of the offshore turbines is
minimized to 0.0905 $/kWh, which is an acceptable value for exploiting the offshore wind energy.
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Table 6. Minimal COEs and optimal design parameters at different wind classes and wind statistics.

Wind Class vm(m/s) k0 COEmin($/kWh) vopt
r (m/s) Ropt(m) Popt

r (kW)

I, II 4.0

1.2 0.1660 8.2 38 643.45
1.6 0.1595 7.6 38 512.29
2.0 0.1566 7.2 38 435.58
2.4 0.1550 6.8 38 366.94
2.8 0.1540 6.6 40 371.76
3.2 0.1532 6.4 40 338.97
3.6 0.1527 6.2 38 278.13

II, III, IV 5.0

1.2 0.1253 9 38 850.75
1.6 0.1170 8.4 38 691.69
2.0 0.1127 8.2 38 643.45
2.4 0.1099 7.8 38 553.80
2.8 0.1080 7.6 38 512.29
3.2 0.1066 7.4 38 472.90
3.6 0.1055 7.4 40 523.99

IV, V, IV 6.0

1.2 0.1044 9.6 38 1032.49
1.6 0.0956 9.2 38 908.73
2.0 0.0911 9 38 850.75
2.4 0.0883 8.8 40 881.20
2.8 0.0862 8.6 40 822.47
3.2 0.0847 8.4 38 691.69
3.6 0.0835 8.4 40 766.41

VI, VII 7.0

1.2 0.0925 10 38 1167.00
1.6 0.0833 9.8 38 1098.38
2.0 0.0789 9.6 38 1032.49
2.4 0.0761 9.6 38 1032.49
2.8 0.0741 9.4 38 969.30
3.2 0.0727 9.2 38 908.73
3.6 0.0715 9.2 38 908.73

4.4. Result Analysis on a Typical Case

Above results of the minimum COEs and the corresponding optimal design parameters give
some information about designing a satisfactory offshore turbine, but they cannot reveal the details.
To further examine the relationship between the design parameters and the offshore turbine COE,
the results from a specific wind class with vm = 7 m/s and k0 = 3.6 are presented and analyzed.

The two major component costs of offshore turbines, the turbine system cost and the balance
of the platform station cost are respectively presented in Figure 6a,b, in forms of cost per kilo-watt,
calculated by ICCturb/Pr and ICCBOP/Pr. As seen from Figure 6, the high cost of the turbine system
is more than 3000 $/kW and up to 6000 $/kW in the low rated wind speed region, while the normal
cost is lower than 1000 $/kW in the other part of the region. By comparison, the high cost of the
station balance is less than 4500 $/kW, which appears in the region of the lowest rated wind speed
and smallest rotor radius, and in the region of the highest rated wind speed and biggest rotor radius.
Thus, these results reveal that the turbines with a very big or with very small capacity are unfavorable
for the offshore site, while the rated wind speed should be designed at more than 8 m/s for the wind
field with the annual mean wind speed of 7 m/s.

The obtained annual energy production AEP versus the rotor radius and the rated wind speed
is presented in Figure 7, from which it is seen that, the AEP is more sensitive to the rotor size than
the rated wind speed. Nevertheless, selecting a suitable rated wind speed is important to obtain a
high AEP. For instance, for a wind turbine with the rotor radius of 60 m, the AEP is 18, 540 MWh with
vr = 15 m/s, while it is decreased to 6771 MWh with vr = 7 m/s.
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(a) (b) 

Figure 6. The two major component costs of offshore turbines versus the annual mean wind speeds
and the shape factors: (a) the turbine system cost; (b) the station balance cost.

Figure 7. The obtained annual energy production versus the rotor radius and the rated wind speed.

The obtained COE versus the rotor radius and rated wind speed are presented in Figure 8. As seen
from Figure 8, the high COE appears in two regions, including one with the high rated wind speed and
big rotor radius and the other with the small rotor radius. Thus, it is clear that the turbines with very
big capacity or with short blades are unfavorable for the offshore site. Besides, it is worth noticing that
the COE is sensitive to the variation of the rated wind speed rather than the rotor radius, which means
that the designed turbine can have a big range of rotor radius. For instance, around the rated wind
speed of vr = 9.2 m/s, when the values of COE vary in the range of 0.072− 0.076 $/kWh, the designed
rotor radius changes from 30 m to 68 m. Therefore, the designed capacity of the favorable offshore
turbines at the wind class is with the rated power from 566 kW to 2900 kW. In this regard, a robust
optimal design for the offshore wind turbines can be with long blades and large capacity. Nevertheless,
the rated wind speed of the designed wind turbines should be carefully selected to achieve a low COE.

Finally, to check the influence of equivalent power coefficient on the obtained COE, the obtained
COE versus the rotor radius and rated wind speed using two different equivalent power coefficients,
Cp,eq = 0.48 and Cp,eq = 0.54 are presented in Figure 9a,b, respectively. By comparing Figure 9 with
Figure 8, similar results are obtained, including two aspects: on one side, the turbines with very big
capacity or with short blades are unfavorable for the offshore site; on the other side, the favorable
turbines having the minimal COE are designed with the rated wind speed ranging in 8 − 10 m/s
and the rotor radius ranging in 25 − 66 m. These similar results reveal that the optimal design of
turbines are less sensitive to the variations of the equivalent power coefficient, which well justify that
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the outstanding significance of the conception design optimization over the blade design optimization.
Nevertheless, it is worth noticing that the COE minimum is slightly decreasing with the increase of the
equivalent power coefficient. In this regard, it is also economically beneficial to optimize the blade
airfoil, as the power coefficient of wind turbines largely relies on the design of the blade airfoil [17,21].

Figure 8. The offshore turbines COE versus the rotor radius and rated wind speed at a specific class
with vm = 7 m/s, k0 = 3.6 and Cp,eq = 0.42.

(a) 

(b) 

Figure 9. The offshore turbines COE versus the rotor radius and rated wind speed at a specific wind
climate with vm = 7 m/s, k0 = 3.6 under different power coefficient: (a) Cp,eq = 0.48; (b) Cp,eq = 0.54.
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5. Conclusions

This paper has proposed a method to minimize the COE of offshore wind turbines, through
optimally designing the rated wind speed and the rotor radius. To do this, both of the annual energy
production (AEP) and the offshore turbine cost have been expressed as functions of the wind statistics
factors and the two design parameters of offshore turbines, the rated wind speed and the rotor radius.
Then, the COE minimization problem has been formulated, and an iterative method has been proposed.
After that, the optimal results have been obtained by applying the proposed method to the wind fields
of USA, from which the useful findings are concluded as follows:

• Considering 0.1 $/kWh is an acceptable COE value to exploit the wind energy, the offshore wind
turbines should be installed at the sea with the wind class III or above.

• The offshore wind turbines with a large capacity and long blades may not absolutely bring the
COE down, as their optimal capacities depend on the offshore wind conditions.

• The COE is more sensitive to the rated wind speed than the rotor size, so it is critical to bring the
COE down by selecting the suitable rated wind speed.

• The COE of offshore turbines is less sensitive to the power coefficient than to the rated wind speed
and the rotor size, which justify the significance of the conception design optimization.

• The optimal rated wind speed of the offshore wind turbines should be designed around 1.5 times
more than the annual mean wind speed, while the optimal rotor can be designed towards big-size,
as the offshore wind turbines having a low COE appear with long blades and a large capacity.
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Abstract: At autonomous electricity grids Renewable Energy (RE) contributes significantly to energy
production. Offshore resources benefit from higher energy density, smaller visual impacts, and higher
availability levels. Offshore locations at the West of Crete obtain wind availability ≈80%, combining
this with the installation potential for large scale modern wind turbines (rated power) then expected
annual benefits are immense. Temporal variability of production is a limiting factor for wider
adaptation of large offshore farms. To this end multi-generation with wave energy can alleviate
issues of non-generation for wind. Spatio-temporal correlation of wind and wave energy production
exhibit that wind and wave hybrid stations can contribute significant amounts of clean energy, while
at the same time reducing spatial constrains and public acceptance issues. Offshore technologies can
be combined as co-located or not, altering contribution profiles of wave energy to non-operating
wind turbine production. In this study a co-located option contributes up to 626 h per annum, while
a non co-located solution is found to complement over 4000 h of a non-operative wind turbine.
Findings indicate the opportunities associated not only in terms of capital expenditure reduction, but
also in the ever important issue of renewable variability and grid stability.

Keywords: wave energy; wind energy; renewable energy; co-generation; offshore energy

1. Introduction

Greece is located at the East Mediterranean Sea and among its unique characteristics is the
high number of islands that rely on fossil fuels, constituting a wide number of small decentralized
energy systems. Crete is the biggest island of Greece, its electricity system can be characterized
as a decentralized (autonomous) network which relies for its energy production on a mixture of
predominately wind and solar. Renewable energy (RE) such as wind (≈187.6 MW) and solar
(≈95.5 MW) have experienced a growth in their installed capacities, although their base load and peak
demand is still heavily dependent on conventional fuels [1,2]. The Cretan electrical system is heavily
dependent on three oil-fired thermal power plants with ≈700 MW rated capacity.

The stochastic nature of RE often is not able to provide energy and cover demand when
needed [3,4]. Higher scenarios of renewable integration have been proposed, with main limitation for
higher penetration their perceived effects on electrical grid stability [5]. To assist in the adaptation of
renewables alternatives which reduce conventional fuels and increase energy independence such as
storage and/or mainland interconnection have been suggested [6–8].

There are significant financial considerations to be taken into account with the future increase of
RE expected. They are associated with the infrastructure needed to maintain uninterrupted power
supply and the cost of energy [9–12]. Several solutions have been proposed to assist with the energy
transition, such as energy storage alternatives [13–16], and development of small autonomous grids, to
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reduce the curtailments of RE when peak demand is exceeded [17–19]. More specifically [3] explored
seasonal variations of wind energy in the Danish system, and assessed the system’s response flexibility
due to high energy curtailments. An alternative was to considered electricity storage technologies for
power system balancing with potential technologies including batteries, flow batteries, electric vehicles,
Compressed Air Energy Systems (CAES), and Pumped Hydro Systems (PHS).

For the Greek region Kaldellis et al. [20] explored energy system losses, and the implications
of income losses due to restricted access of renewable energy to the local grid. This has prompted
numerous studies to explore methods to complement of renewable curtailments and income losses
due to system restriction. Alternatives explored have been batteries, Pumped Hydro Storage (PHS),
desalination and CAES among other proposed solutions [16,21–24].

This study addresses the temporal combination of two overlapping resources, that can assist in
addressing the intermittent production and accelerate the level of RE acceptance in the local grid. Greece
has relied heavily on limited number of renewable resource, with others under-investigated [25–27].

The results enhance knowledge in the opportunities of wind and wave multi-generation,
and provide tangible evidence for the inclusion of the other untapped resources that exist in the
Aegean Sea. Temporal interconnection of RE can reduce the variability issues and adjust generation
into a more continuous profile. To ensure such a coupling the power production trends of major
renewable components in a system have to be evaluated temporally and coupling alternatives must
provide some level of temporal satisfaction.

While a deterministic solution is not feasible at this stage, the methodology,
data sourcing/manipulation and analysis for energy production is applicable globally. Resources are
firstly quantified independently, and their power performance is analyzed. Subsequently, co-located
and non co-located scenarios are assessed in terms of coverage for missing production intervals.
Since wind power is more established, proven, and offers higher rated capacity devices it is consider
as the “base” energy source. Wave converters act as a substitution mechanism. Temporal overlaps
in energy production are assessed and determine the coverage that can be offered based on two
installation options, co-located and non co-located.

2. Materials and Methods

2.1. Benefits of Multi-generation

Use of multiple renewable technologies can provide some levels of “storage” through resource
dependence, due to resource dependence. Currently, in Crete, the most dominant RE technology is
wind followed by photovoltaic (PV) and solar. In terms of operating profiles PV/solar have a specific
range of temporal operation. This is associated with hours of sunshine, hence predominately over a
period of 8–9 a.m. to 18–19 p.m., on the other hand wind generation is temporally more distributed.
While, this is a major benefit in terms of total production hours, the disadvantage of wind is its
associated variability i.e. wind tend to change at rapid rates. Bai et al. [28] discussed the necessity for
realistic wind forecasting in order to minimize losses due to the variable nature of wind. The study
focused on forecasting and presented the complexities that exist in uncertainty reduction.

Another resource available to the region, though under-investigated is the wave energy
resource [25,29]. Waves predominately are generated by wind interactions with the upper layer
of the sea. This in turn generates and propagates waves, for this reason wave resources are classified as
wind-waves (locally generated or enhanced) and swells. Swells represent wave components generated
and propagated in a far distance from our interest locations. These components when propagated over
large depths are able to amplify their energy content and encompass large fluxes of energy. Indirectly
waves, due to their nature and properties act as a “storage” medium for wind energy. Wave velocities
can exceed the wind speed, though the majority of times the wave resource is propagated with a
time-lag from its originating wind [15,30,31].
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2.2. Methodology

Offshore wind data are obtained from the Climate Forecast System Reanalysis (CFSR) wind global
datasets [32]. Wave data are extracted by a wave hindcast database produced by the authors with a
high–resolution nearshore wave numerical model. Calibration, validation and a resource analysis can
be found in Lavidas et al. [33] and Lavidas and Venugopal [25]. Both datasets have a 1-h timestep
interval and correspond to the same offshore coordinates (see Figure 1). Distance of locations from
nearest coast is also accounted for, to provide realistic and feasible estimate according to international
practises, for Point 1 is ≈14 km and for Point 2 ≈12.5 km.

Figure 1. Location and bathymetry in meters.

To estimate energy production capabilities both resources are evaluated against potential devices.
The offshore wind turbine is a Vestas V112-3.3 MW [34]. There are numerous wave energy converters
(WECs) [35], although their level of maturity varies. In contrast to solar and wind power production,
wave energy poses a more complex problem. To estimate power production both wave height (Hsig)
and appropriate wave period have be combined. Selecting a suitable WEC depends highly on the local
environment, and critical decision making. Performance of seven different WEC has been automatically
estimated for the location, with the capacity factor indicating the optimal selection. This allowed us to
select the optimum operating device based on the characteristics of local resource and corresponding
power matrix. A detailed discussion, on how to estimate and perform a coupling for wave energy and
resource assessment has been presented in previous studies [25,36,37].

The overlapping production is achieved as there is a dependence of waves by wind resources.
The analysis does not considered separation of swell waves, as focus is given on the energy produced
by the WEC based on complex mixed sea states. To determine the cross-correlation (cR) of wind and
wave energy, the following Equation (1) is used:

cR(τ) =
1
N

·
N−τ

∑
t=1

(
Windelt − μWindel

) · (Waveelt+τ
− μWaveel

)
stdWindel

· stdWaveel

(1)

where τ is the time lag, set at 1 h, std the standard deviation, μ the mean electrical power (of wind
and/or wave), and N the sample size over time (t). The cR provides the correspondence of variables,
classifying the instantaneous production. One hour step interval provides important information about
the potential use of co-located wind-wave farms, that are expected to reduce variability of production.
Fusco et al. [30] suggested that although the time-lag can be subjected to any range, a higher range
will deteriorate the correlation for system balancing, and reduces cR. Astariz and Iglesias [38] gave
similar insights on cross-correlation of resources, both authors suggested a time lag of 1 h. In Table 1
we have classified the levels of cross correlation according to cR values.
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Table 1. Cross Correlation Classification.

Cross-Correlation Ranges Value

cR = 1 High positive
cR > 0 & cR ≤ 0.5 Moderate Positive

cR = 0 No cross-correlation
cR > 0 & cR ≤ −0.5 Moderate Inverse

cR = −1 High Inverse

Another metric also considered is the standard deviation of produced electrical power.
This examines deviation of energy production, and assesses its “distance” from the nominal installed
capacity. Representing a percentage of variability within the sample.

3. Results and Analysis

3.1. Wind Resource and Power Extracted

The wind resource is taken at height of 10 m (h10m), however in order to realistically represent
wind turbine production, adjustment of the resource is necessary. The structural characteristics of the
turbine provide rotor diameter of 112 m2 and blade length of 54.65 m, hence hub height considerations
require to scale up the resource to 100 m (h100). The energy analysis of wind speeds are subjected to
height modification under the power law (see Equation (2)), and all subsequent data correspond to
100 m.

U100

U10
=

[
h100

h10

]a
(2)

where α representing the power law exponent, that can be considered as quite volatile. However,
experimental results and literature review suggest a value of α = 1/7 [39]. Figure 2 shows the
power curve and characteristics of the wind turbine. Operation starts at UwCI = 3 m/s and stops at
UwCO = 25 m/s, nominal power is given at UwNO = 13 m/s. The UwCI , UwCO and UwNO are used to
assess availability of production.

Figure 2. Wind turbine Power curve as adapted from [34].

The power curve has been applied to the scaled wind speeds and the Weibull distribution is fitted
to the data (see Figure 3 top right). On the bottom left of Figure 3 the simulated energy production
is given. The estimated availability took into account the UwCO. Western location (Point 1) yield
availability ≈80% and a capacity factor 39.66%. Eastern location (Point 2) has lower availability
at ≈70% and a reduced capacity factor of 15.86%. In both locations the availability i.e. potential
percentage of time for favourable operation is very high (≥70%).
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Figure 3. Wind characteristics of Point 1. (a) Wind resource at 10m & adjusted at 100m; (b) Wind
distribution; (c) Hourly production, CF: 39.66%.

3.2. Wave Resource and Extracted Power

Selection of a wave energy converter (WEC) depends highly on the location’s metocean conditions,
depth, WEC characteristics (type of operation, power-take-off (PTO) etc.). Operating principles are
vital to the proper selection of WEC, a apply a wide array of WECs that represent different technologies
were used to select the device with most suitable characteristics.There are several different technologies
based on different principles of operation such as an oscillating water column [40], an over-topping
converter [41] and many more. It has to be noted that while all WECs share one parameter Hsig,
the wave period associated with their operation changes per device. Some devices use peak period
Tpeak, mean zero crossing (Tm02), and other the mean absolute wave period (Tm01). The wave database
includes all periods necessary for numerous converters and applications. Energy quantification for
WEC, is done on basis of investigating the joint distribution of wave height-wave period. From there we
can estimate the probabilities of occurrence, and apply the power matrix. Each estimated annual-based
production, uses the proper wave period, more information on the power matrices used can found
in [35,37].

All power matrices are coupled with bivariate metocean distributions with available WECs as in
the process presented also in [25]. From the comparison and based on the location’s characteristics,
best annual performance was achieved by the WaveStar converter 600 kW [42]. Availability of location
and device are assessed according to the power matrix of this converter and Hsig. The Hcut−in is at
1 m and wave period of 4 s, nominal power is achieved at 3 m and periods from 4–8 s, with stop
of operation at wave heights over Hcut−o f f 3 m. Annual analysis indicates that Point 1 has higher
availability and capacity factor than Point 2. Specifically, Point 1 availability is ≈31%, and its capacity
factor 19.9%. Availability is almost twofold than Point 2 (≈17%) with a lower capacity factor of 11.5%.
Instantaneous electrical production (Eel) was estimated using a linear interpolation of the power
matrix (PPMi,j ) to provide with specific production corresponding to the hourly (t) components [15]
(see Equation (3)).

Eel(t) =
∫ t=8761

t=1
PPMi,j(Hsigi,j ; Tm02i,j) (3)
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Wave resource and device characteristics are given at Figure 4, in each sub-figure the top right
panel shows the interpolated instantaneous power production at hourly timesteps, top left panel
displays the bivariate distribution and number of combined occurrences. Lastly the bottom panel
shows the expected cumulative production achieved by the device at specified intervals. For Point
1 dominant conditions describing the location are wave heights 1.5–3.5 m and wave periods from
4–9 s. Point 2 has dominant conditions at much lower magnitudes of Hsig from 0.5–1.5 m, and higher
frequencies 3–7 s.
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Figure 4. Point 1 wave locations characteristics (a) Hourly production (b) Joint distribution
(c) Cumulative production (binned).

3.3. Co-Located Combined Production

As any RE production depends on resource availability there are possibilities for potential overlaps
and supplementary production by different technologies. As a “primary” source of contribution wind
energy is considered, while wave energy contributions on non-operative hours are assessed in a
complementary way. The levels of contribution and cross-correlation are based on the WEC providing
additional energy production when the wind turbine is not operating.

At Point 1 the wind-wave co-located device can complement 26.08 days or 626 h of wind
non-operation. The average cR between the production is 0.49 moderately positive. The mean
annual stdWind = 1239.88 kWh and stdWave = 52.31 kWh. Point 2 wind has a slightly lower operational
availability, complemented amounted hours from the wave device are 702 h or ≈29.25% days. The cR
between resource production is highly positive at ≈0.6%. Mean annual stdWind = 699.52 kWh and
stdWave = 74.63 kWh.

Supplementing many hours is beneficial for grid operators and can improve power quality
consideration. Over-lapping production can provide added security by RE generation and assist in
the alleviation of non-predictability. While, this is based on an hourly annual timeseries approach
it is more interesting to evaluate the short-term benefit, i.e., monthly. Wind resource has a high
level of uncertainty, with fast changing wind speeds and directions. On the other hand, the wave
resource is less volatile though the energy production is highly dependent on a much more parameters.
WEC performance depends on three variable, wave height, period, direction, however the directional
matrix is not provided in international literature for the majority of WECs. Therefore, the amount of
energy produced is highly dependent on wave height and period joint occurrences (see Figure 4).
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The analysis also considers the monthly wave production and associated values of cR and std.
The wave resource is subjected to lower levels during the late spring and summer months, expressed as
power per meter unit crest (kW/m). This dictates that during lower energetic months, the magnitude
of wave heights is smaller, while the frequency of wave is higher (smaller periods), indicating the
selection of the device.

The wind power curve uses the available resource and produces almost at all months its nominal
rated power, as supported by the higher levels of availability and capacity factor. On the other hand
WEC is able to produce its rated power during some portion of months. For January-February the
area is exposed to higher magnitude waves, which do not allow full use but instead push the WEC in
cut-off mode. The situation changes during low energy months May-July, where wave heights are not
as energetic allows for a much higher operation, from September to December metocean conditions
allows the WEC to produce near its nominal values at higher rates.

The std of production is expressed as a percentage in regards to nominal rated power, expressing
the variability of std in regards to potential highest energy production. Cross-correlation considers
wind as “base” production, and wave electricity as supplementing energy when no production is given
the wind turbine (see Figure 5). Lowest levels of wind standard deviation are achieved in April at 10%.
This can be attributed to operational wind speeds that achieve lower levels of nominal production
(see also Figure 3). On the other hand, WEC shows significantly lower levels of deviation 5% for April,
highest std occurs in March, September and November. In this case, higher deviation are attributed to
higher magnitude waves which are met during the winter and early spring periods (see also Figure 4).
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Figure 5. Monthly characteristics at Point 1.

In the case of production cross-correlation (see Figure 5) higher levels are encountered in
February, September and November. The summation of hours per month allows to quantify energy
complementing benefits from the co-located farm. Highest levels of cross-correlation are achieved
during winter months, where wind speeds initiate cut-off states. Contribution of WEC device also
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varies per month, though significant levels of complemented energy can be achieved (see panel (d)
Figure 5). The highest temporal contribution by the WEC is achieved from January to May. In summer
months the wind turbine achieves higher operation with August having the highest at 96%. In August
WEC availability is also at it highest at 47%. From September-December WEC availability decreases to
≈25–26%, while wind has higher level ranging from 78–85%. In terms of absolute energy contributions,
the wind turbine has the highest levels of contribution. While its production fluctuates, its mean value
is ≈1 GWh. The WEC production has greater fluctuations, with mean monthly ≈39 MWh.

In terms of wind std lower levels are for April and August, while waves have exhibit the lowest at
April below 5% (see Figure 6). Cross-correlation has a more diverse profile than Point 1, highest cR is
similarly achieved at September ≈0.8. Although in April where Point 1 has the lowest cR, Point 2 has
a stronger correlation 0.47, and maximum complemented days for waves to wind production lower
than Point 1. December and March have the highest contributions with ≈3.5 days. Lowest overlap
contribution is seen in September with less than a day or 24 h. In terms of energy production wave
and wind show the same temporal maximum in March, with 56 and 538 MWh respectively.
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Figure 6. Monthly characteristics at Point 2.

In Table 2, the monthly information on cross correlation and energy production are displayed.
In the table we also the availability of the resource for production at least 50% of the nominal power
of each converter. For the wind turbine (W/T) operational time is high throughout the months for
both locations. Consistently W/T is able to produce energy at above 70% of the time. On the other
hand, the WEC has a lower Total Time (TT) production. Point 1 has significantly higher performance
almost 20% increased than Point 2, over all months. cR is much higher at Point 2 for the majority of
the months.
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Table 2. Operational Information for Wave Energy Converter (WEC) and Wind turbine (W/T).

Point 1
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

cR 0.20 0.55 0.48 0.08 0.43 0.58 0.50 0.51 0.72 0.48 0.70 0.63
Hours Comp 83.00 82.00 57.00 95.00 122.00 15.00 52.00 7.00 25.00 33.00 12.00 43.00

WEC Avail at 50% Rated 0.00% 2.53% 8.20% 0.00% 0.00% 0.83% 4.03% 2.15% 10.83% 3.90% 8.19% 4.56%
W/T Avail at 50% Rated 31.59% 40.18% 48.39% 19.31% 33.60% 46.81% 63.17% 75.81% 45.83% 50.54% 50.97% 44.43%

Point 2
cR 0.63 0.43 0.70 0.47 0.58 0.43 0.69 0.49 0.82 0.54 0.73 0.53

Hours Comp 48.00 73.00 79.00 31.00 38.00 53.00 47.00 78.00 21.00 64.00 80.00 90.00
WEC Avail at 50% Rated 1.21% 0.00% 6.85% 0.00% 0.00% 0.00% 4.03% 0.00% 6.94% 2.15% 3.19% 3.36%
W/T Avail at 50% Rated 13.44% 8.18% 24.06% 12.92% 13.98% 8.33% 16.53% 9.68% 15.56% 17.88% 13.61% 11.01%

Additionally, to operational information the table also provides the resource availability that
corresponds to at least 50% of nominal rated power production. As expected the wind turbine has
higher levels of percentages. Most energetic location in regards to wind is Point 1, which consistently
has over 30% opportunities for nominal rated production. In contrast the WEC shows poor results
in terms of potential nominal production at the location, with results slightly favoring Point 1.
This suggests that the WEC should be adjusted according to local environment and its peak rated
power should be re-adjusted to facilitate lower Hsig. Thus, while wave % TT is higher, the availability
based on nominal suggests that the majority of operational hours the WEC produces less than nominal
and seldom achieves rated production.

3.4. Non Co-Located Combined Production

So far co-located temporal configuration showed that production overlap can provide some level
of stabilization. In an energy system though, autonomous or not, a consistent flow of energy and
reduction of variability is maybe of greater importance than just power contribution, which can be
scaled up by increasing installed capacities. For this reason, the study also considers a dispersed spatial
option. We consider the installation of wind and wave converters between the two locations, as seen
in Figure 1, Points 1 and 2 are positioned in completely different regions. In Sections 3.1 and 3.2,
the local characteristics also denoted their differences. For this reason, two different scenarios are taken
into account:

• Scenario 1: Point 1 (WEC) with Point 2 (W/T)
• Scenario 2: Point 1 (W/T) with Point 2 (WEC)

The results are assessed in terms of potential overlap in days. The contribution of wave production
in regards to non wind operation is potential highly beneficial in reducing variability effects.

In terms of cR the co-located option acquires higher annual mean values. Although, in the non
co-located option, cR of production is higher for some months. For example Scenario 1 for January has
higher correlation than Point 1, Point 2 has strong positive correlation cR for all months (see Figure 7).

Scenario 2 also shows similar results with specific months of higher cR when compared with
Point 1 cR. Interestingly, during the month of April it is the first time that a inverse correlation exist
between production of converters. Indicating that during these months WEC benefit from swells.

The scenarios are also assessed for potential contribution by spatially dispersed WEC and W/T,
see Figure 8. As presented in Section 3.3, co-located W/T-WEC can provide complemented production
which amounts up to ≈5 days (see Figures 5 and 6 and Table 2). The large distances between the
scenarios and different hourly resource characteristics, make the contribution of non-operative hours
greater. Both scenarios outperform the co-located options examined in the previous section.
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Interestingly, both scenarios contribute multiple hours of reduced variability. In the co-located
examination, maximum hours of WEC complementing are achieved in April for Point 1 (95 h),
and December at Point 2 (90 h). In the same months both Scenarios 1–2 contribute ≈>370 h in April
and ≈500 h December. Thus, annual potential contribution in terms of days are 201 and 213 for
Scenarios 1 and 2, respectively.

4. Discussion

In terms of energy production levels and availability use by the wind turbine all monthly indices
are high. Since maturity of wind converters has evolved through offshore installation and have
contributed significant energy benefits to the system. On the other hand WECs are an emerging
technology with a variety of devices which can be suited to extract maximum benefits.
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In regards to resource connectivity, wind and waves can complement each other in temporal
terms. Wave energy can provide supplements in production for hours of which a wind turbine (farm)
is not producing. That said, one major drawback is that most WECs have been constructed with
preferred operational ranges suitable for higher latitudes and more energetic (open ocean) conditions.
This proves a significant disadvantage for their applicability in lower latitudes.

The selected device had the best performance from the WECs investigated, this is supported by its
operational characteristics. For the dataset of our analysis, the co-located option contributed significant
amount of hours in a years, which correspond to ≈26 and ≈29 days for Point 1 and 2 respectively.
Greater benefits, in terms of WEC complemented hours and potential reduction of variability are found
when there is an non co-located configuration. In these instances the two scenarios tested, provided
larger temporal production coverage. Both solution were able to cover non-wind operative hours
≥55% or ≥200 days.

However, some concerns have to be discussed concerning the availability at 50% of rated capacity.
The majority of WECs are designed for higher energetic region and oceanic waters. To fully maximize
the potential of wave energy extraction rated capacity of a WEC must be adapted for smaller energetic
region. Based on its performance characteristics, a scale down approach may be taken to ensure that
maximum wave power can be achieved at lower resource wave heights, such as the one found in
the Aegean. Such a downscale must be driven through by a hydrodynamic model, which allows the
incorporation of spectra by a wave numerical model. A down-scaled converter idea was presented
in [43,44], and proved that the use and capacity factor almost doubled in a variety of devices examined.
A similar approach can be taken to enhance the production at availability 50% of nominal rated
WEC power. It is important though, that such an optimization is based on long-term metocean data,
that include the intra-annual, seasonal, and decadal variations of the area.

Such an approach will have multiple benefits for a co-located farm. In terms of energy and
variations, the levels of variability are expected to be reduced significantly. In terms of the WEC
component, a down-scaled device will accelerate the proof-of-concept for dual platforms. Another
benefit, is the added survivability of the WEC, due to the smaller wave heights, structural integrity of
the device will not be compromised as much as in oceanic region. Although, to establish the probable
extreme values a long-term metocean dataset is vital.

This study did not consider the effects of production by large offshore wind and wave farms,
more specifically wind turbine wake, wave directions and wave to wave interactions were not fully
accounted for. The reason for the “simplified” single converter were (1) that deployment regions
have not been assigned for offshore wind and/or wave farm in Greece, hence deployment strategy
needs (2) in regards to WECs directional information are often not published, and the hydrodynamic
losses, optimal spacing of WECs is still very device dependent and require different analysis. Finally,
cost estimates and amortization periods especially for the emerging wave energy field, are volatile and
the pay-back periods will depend on the nature of selling price and/or support scheme. For wave
energy development in Greece a detail techno-economic analysis can be found in [25].

5. Conclusions

In this study, the potential temporal benefits from co-located and non co-located wind and
converters are examined. Offshore combined farms are expected to reduce capital expenditures for
the devices, and allow better spatial planning. This study examined energy production overlap
between wind and wave energy converters. The data are extracted by a wind re-analysis and wave
database, which offer all major components for energy estimates in hourly intervals. With wind being
a volatile resource, the necessity for a RE converter complementing its production attributes is vital,
to reduce intermittent nature. With wave energy directly correlated with wind resource, it is evident
that potential overlaps will benefit the end user and/or distributor.

For a low energetic wave and a moderate wind resource region, there are significant benefits,
specifically through cross-correlation of two resources wave energy can provide production overlap to
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wind production. The wave device used was selected after comparison of the dataset with several
devices, ensuring that the selection will maximize metocean conditions at the location.

Between the two technologies and available resource, wind obtains the highest availability.
Similarly, the capacity factor is larger for the selected wind turbine, while the wave converter used
follows with ≈50% reduction in regards to the wind capacity factor (≈20%) at Point 1 location.
The correlation of energy production patterns, indicated that the WEC even at mild levels is able to
contribute production, when the wind turbine was non-operating.

Depending on the selection, co or non co-located temporal effects change, the co-located examined
WEC complemented W/T non-production ≈626 h (Point 1) and ≈720 h (Point 2). The highest number
of complemented hours by the co-located configuration is predominately in the months of January till
May for Point 1. However, Point 2 has also a “high” month contribution in August where the wind
resource seems to be reduced and the low operational range of the WEC favors the complemented
production. Throughout the winter months the wind resource forces the wind turbine to go into safety
(cut-off) mode. In both cases there is a positive moderate to high cross-correlation which assists in the
consideration for local co-generation. Highest temporal benefits are established in the non co-located
options, where the different scenarios provide WEC overlap ≈≥4000 h within a year. Overlap coverage
of production can decrease variability, and allow for smoother energy contribution to autonomous
grids. Combination of multiple RE forms of energy, re-affirms the fact that electricity can be supplied
in a more predictable manner that can reduce deferral capital expenditures to the grid and ensures
sustainable development.
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Abbreviations

The following abbreviations are used in this manuscript:

RE Renewable Energy
CAES Compressed Air Energy Systems
PHS Pumped Hydro Systems
PV Photovoltaic
m metres
Km kilometres
CFSR Climate Forecast System Reanalysis
Hsig Significant Wave Height
cR Cross-Correlation
τ time lag
std standard deviation
N sample size
WEC Wave Energy Converter
hm hub height at metres
PTO Power-Take-Off
Tpeak Peak wave period
Tm01 mean absolute wave period
Tm02 mean zero crossing wave period
Hcut−in Initiate operation of WEC based on wave height
Hcut−o f f Stop operation of WEC based on wave height
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Abstract: The nascent wave energy sector has the potential to contribute significantly to global
renewables targets, yet at present there are no proven commercially viable technologies.
Macro-economic assessment is seldom used to assess wave energy projects, yet can provide insightful
information on the wider economic benefits and can be used in conjunction with techno-economic
analysis to inform policy makers, investors and funding bodies. Herein, we present a coupled
techno–macro-economic model, which is used to assess the macro-economic benefit of installing a
5.25 MW farm of oscillating water column wave energy devices at two locations: Orkney in Scotland
and Leixoes in Portugal. Through an input-output analysis, the wide-reaching macro-economic
benefit of the prospective projects is highlighted; evidenced by the finding that all 29 industry sectors
considered are either directly or indirectly stimulated by the project for both locations. Peak annual
employment is expected to be 420 and 190 jobs in Portugal and Scotland respectively during the
combined installation and manufacturing stage, with an associated peak annual GVA of over e16.6 m
and e12.8 m. The discrepancies between the two locations is concluded to largely be a result of the
site-specific attributes of the farm locations: specifically, increased water depth and distance to shore
for the Portuguese site, resulting in higher costs associated with mooring and electrical cables and
vessels. The insights gained through the presented results demonstrate the merit of macro-economic
analysis for understanding the wider economic benefit of wave energy projects, while providing an
understanding over key physical factors which will dominate estimated effects.

Keywords: input-output modeling; macro-economic assessment; wave energy; oscillating water column

1. Introduction

Wave energy has the potential to provide copious amounts of clean, safe and reliable renewable
energy [1], yet at present remains a largely under-explored resource. The oceans span 71% of the surface
of the Earth [2], and are associated with a total global wave energy potential of around 2.11 TW [3].
At present, however, the development of Wave Energy Converter (WEC) devices to exploit this resource
are still in the early stages and are not currently commercially viable. It has been suggested that almost
a thousand WEC prototypes have been invented [4], yet at present most full-scale devices are still in
the prototype stage and, as such, currently represent a significant risk to investors. By comparison,
the wind power sector is now a mature industry built on decades of cumulative research efforts
and optimization; resulting in reliable devices which attract consistent investment [5]. Although the
rapid deployment of wind farms is helping countries approach their renewables targets, recent studies
suggest that many European countries will still fall short of meeting them [6]. In future, the contribution
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from other technologies, such as WECs, will be important for both meeting these targets and ensuring
diversification of intermittent renewable sources supplying the grid.

A possible solution to improving the invest-ability of wave energy is through thorough
economic analysis of potential farms of WEC devices, enabling device design to be driven from
predicted economic performance. One of the most widely used and effective methods is the
techno-economic model [7]. Techno-economic analysis is a cost-benefit technique used to evaluate
the cost and performance of a technology. It combines process modelling and engineering design
with economic evaluation, which provides a way to assess the impact of different configurations and
research breakthroughs on the economic viability of the system under analysis. For wave energy,
this will include the estimated energy production for a given deployment location, while accounting for
expenditure associated with materials and manufacture, statistically expected repairs and maintenance,
and man-hours. This method allows for a comprehensive understanding to be gained of the areas
most critical to obtaining good economic performance, and can be used to inform future design
changes. Additionally if a techno-economic model indicates good Return On Invested Capital
(ROIC) then it may be used to attract investment. Good examples highlighting the power of
techno-economic assessment of wave energy can be found in [8,9], whereby multiple WECs are
assessed in a variety of locations. This type of analysis can hence be used to identify the the most
favourable device–location combination, along with providing a breakdown of where the costs lie,
and hence, key areas for improvement. Other examples of techno-economic analysis of wave energy
projects can be found in [7,10], while an informative review of the state-of-the-art in economic and
socio-economic assessment of offshore renewables can be found in [11].

The partial limitation of the techno-economic model is the fact that the investment is assessed in
its own context, separate from the rest of the market. This economic assessment, made in isolation from
the industries affected, means that the wider-reaching effects are ignored. This negligence is in part a
result of decades of scorn towards macro-economics which begun in the 1970s and caused a shift among
the academic and business sectors in favour of micro-economics [12]. Yet, this self-imposed constraint
removes a useful argument to be made to investors and policy makers, especially those closely working
with governments, international organizations and local markets. These organizations are interested in
part on the possible impact on the populace in making of financial decisions—which can be provided
by a macro-economic assessment [11]. It incorporates the socio-economic influences on the studied
economies based on the underlying market relations e.g., outsourcing tendencies, workforce available
and ongoing internal structures [13]. Key outputs of macro-economic models include include total jobs
created or Gross Value Added (GVA) associated with the proposed project [14]. For assessing wave
energy farms, macro-economic methods may be particularly favourable as the total environmental
and economic benefit can be used to inform decision making. This may be particularly relevant for
policy makers when deciding the appropriate level of subsidy to stimulate the sector [15].

Several macro-economic studies have been carried out on the effect of renewables including
those focusing on the impact of wind energy (e.g., [16,17]) and marine energy on regional economies.
Work done by SQW Consulting [18] assesses the macro-economics of the Aquamarine Power’s Oyster
device focusing on implications on employment in Orkney. In [19], the macro-economics associated
with a farm of heaving buoys is assessed, using a reverse Levelized Cost of Energy (LCOE) approach
with device characteristics and project spend derived from literature. In both [20] and [13] the
macro-economic impact of large-scale deployment of marine renewables in Scotland is assessed
(3 GW and 1.6 GW respectively) using Computable General Equilibrium (GCE) and Input-Output
(IO) models [14] to provide insightful results. The inputs to drive the models described in the
aforementioned publications, as is typical for macro-economic assessment, tend not to be based on
a detailed techno-economic analysis. This, in addition to introducing additional uncertainty in the
model results, omits some of the complexity of the expenditure and the associated consequences on
the regional economic sectors.
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This paper details the development of a coupled techno-macro-economic model, which is
subsequently used to assess the macro-economic influence of a farm of Oscillating Water Column
(OWC) devices if installed in chosen locations in Scotland and Portugal. This techno-economic aspect
of the presented model includes detailed analysis of location specific expenditure such as device
installation and maintenance, resource use, along with the nature of the labour required for completion.
This data is directly connected to the expenditure on human resources, agreements (like rental of
equipment) and supply chain management (e.g., logistics), which is intertwined with local economic
profiles. Local economies offer their unique enterprise range and employee variety. These factors
impact the costs of hire and transport, as well as times required for manufacture and installation—local
businesses are closest to the site, have an established regional network and provide a service with
knowledge of external competition. The combination of a comprehensive techno-economic model
and up-to-date macro-economic profile will result in an IO model that effectively incorporates both
technological nuances as well as regional impacts.

This article will describe the aforementioned IO modelling approach, carried out as part of Wave
Energy Transition to Future by Evolution of Engineering and Technology (WETFEET) project [21],
which is a part of European Union’s Framework Horizon 2020 (H2020). This project is detailed further
in Section 2.1. The remaining sections are laid out as follows. First, the methodology and theoretical
overview is given with emphasis on the information flow and assumptions made in Section 2. Results
of the IO modelling work are presented for both Scotland and Portugal in Section 3. Additional
discussion is carried out in Section 4, prior to offering concluding remarks in Section 5.

2. Methodology

This section provides information about the WETFEET project (Section 2.1), the farm of OWC
devices modelled (Section 2.2) and the specific locations chosen for analysis (Section 2.3), before
detailing the Input-Output modelling approach and implementation in Sections 2.4 and 2.5 respectively.

2.1. WETFEET H2020 Project

WETFEET is a project participant from May 2015 under a grant number 641,334, funded by H2020
EU.3.3.5. programme for New Knowledge and Technologies established in 2013 [22]. It addresses
the issues found with implementation of wave energy technologies through an analysis of identified
features of critical impact: referred as ‘breakthrough features’ in project’s chosen terminology. Its main
goal is to provide information that will assist in improving the wave energy technology performance
in hopes of accelerating progress in the sector. The potential design breakthroughs identified for the
OWC device are as follows [21]:

1. Survivability: Assessed by device submergence under bad weather conditions at sea.
2. Operation and Maintenance: Assessed by continuous submergence and adjustment of elements

and strategies.
3. Power Take-Off (PTO): Assessed by the evaluation of new PTO options and their development

via dielectric membrane, opposed to standard electromechanical approach.
4. Array: Assessed by distributing the connections and seabed attachments between multiple devices.
5. Performance: Assessed by the functionality of an experiment involving negative spring (NS)

for OWC.

These features were refined by participating member organizations. In this paper the most
promising breakthrough design variant, when assessed in terms of techno-economics, was chosen
for macro-economic assessment. This breakthrough, the “Negative Spring” (NS) variant—addressing
the performance improvement—is used for modelling the farm of OWC devices in both Scotland
and Portugal.
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2.2. The Farm of Oscillating Water Column WECs

A detailed description of the OWC device and NS design variant is available in [23]. Specifics of
the farm of devices chosen for the modelling work is provided here.

2.2.1. Farm Design

The Oscillating Water Column Device

Oscillating water column devices, first reported in 1978 [24], extract energy by exploiting the
moving air-water interface introduced by wave action. Air turbines are subsequently used to extract
the energy. Many OWC designs are fixed structures integrated into the natural coastline or breakwaters;
however, the OWC modelled in this work is floating: categorized as a floating spar buoy OWC device
[23]. One of the main advantages of a floating device is the ability to be deployed offshore in areas
with larger wave resource, with the added benefit of reducing the visual impact of the farm; and hence
likely opposition to its installation.

Farm Size

Consistent with the WETFEET project, a fixed farm size has been used throughout the analysis:
5.25 MW. For the farm of 150 kW OWC WECs this means arrays of 35 devices are considered. A
multiple of 5 devices was chosen in order to allow a comparison with other design variants assessed
as part of the WETFEET project; specifically the “shared moorings” breakthrough which couples five
devices in a compact array.

Moorings

The mooring set-up for the devices is depicted in Figure 1. A three-point catenary mooring is
used using a combination of chain and synthetic rope with floats and clump weights.

Figure 1. Diagram depicting the three point catenary mooring used for the model.

Array Layout and Configuration

A variety of electrical configurations and array layouts are considered in the techno-economic
model. For the macro-economic assessment a single array layout and electrical configuration was
considered. For the farm layout, effectively 2 rows of devices is considered, with the distance between
devices set as just over 13 device diameters. For the electrical configuration, a star array was chosen as
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it provided a lower LCOE than a string configuration, and has advantages in terms of redundancy
of the system. In this configuration, each device has its own umbilical cable, and ‘stars’ of devices
are grouped prior to connection to the offshore substation. This is illustrated in Figure 2, whereby
one star of five devices is depicted. Six other static cables connect the remaining 30 devices to the
offshore substation.

Figure 2. Diagram depicting the farm of OWC devices (5 of 35 devices shown). The sub-sea cable
configuration is shown, using a star configuration for umbilical cables.

2.2.2. Farm Lifetime

The operational lifetime of the farm is assumed to be 20 years. Prior to the operational phase,
three years of manufacturing is assumed, with two years of installation commencing after the first
year of manufacturing. A one year decommissioning phase is incorporated after the 20 year lifetime of
the farm.

2.3. The Locations

Precise locations are required for completion of the modelling work. For the techno-economics
the deployment site is critical as the associated wave climate dominates the expected power output of
the farm. The distances to small and large ports, water depth, and wave climate also influence the cost
of installation along with the O&M costs over the project lifetime. It is therefore necessary to identify
two prospective sites. These locations are detailed below, and have been chosen due to their associated
wave climate and potential suitability as WEC farm deployment locations:

1. European Marine Energy Centre (EMEC) [25], Orkney, Scotland, UK
Grid-connected test facility for wave and tidal energy devices

2. Leixoes, Portugal
Major port in the north of Portugal, located in Matosinhos near the city of Porto.

These two locations vary greatly on values of distances to shore, largest port and nearest O&M
ports, as well as water depth, as shown in Table 1. In case of Leixoes, the distances from site and ports
are almost two times larger compared to the EMEC site, and the distance from site to shore differs
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in a factor of 7. In terms of depth, the Leixões is at 80 m, and EMEC at 50 m. This suggests that the
costs associated with water transport (especially in installation stage), electrical cables and mooring
components (textiles and fabricated metal) will be significantly higher in case of Leixoes than EMEC.

Table 1. Site-specific distances and water depths.

Leixoes EMEC

Distance from nearest large port to site (km) 25 13
Distance from nearest small O&M port to site (km) 25 13

Distance from site to shore (km) 26 3.7
Distance from shore to substation/grid (km) 2 0.25

Water depth at central farm location (km) 80 50

Contours describing the relative abundance of significant wave height, Hm0, and energy period,
TE, for the two sites are shown in Figure 3, based on data from [26,27]. This demonstrates the differing
nature of the two sites in terms of spread of likely sea state conditions. The mean values, however, are
comparable, with the Leixoes site having mean values of Hm0 and TE of 2.0 m and 8.6 s, and EMEC
1.8 m and 8.8 s.
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Figure 3. Scatter diagrams of significant wave height and energy period for the locations in Scotland
and Portugal. Use of colour and associated values denote the probability of occurrence of a sea state in
a given bin for the site. Bin sizes are 0.5 m and 1 s.

2.4. Input-Output Modelling

IO modelling is a quantitative method of macro-economic analysis, considering interdependencies
between different branches of the economy. This modelling approach enables the wider economic
benefit to a specified region to be assessed, based on knowledge of direct sectoral spend along with
relevant multipliers accounting for the inter-relationships between economic sectors. Estimates can
be obtained for the number of created jobs and the total Gross Added Value (GVA) associated with
the proposed project. For this work, IO modelling is used to quantify and understand the effects of
installing a farm of oscillating water column WECs on Scottish and Portuguese economies.

To complete classical IO modelling it is necessary to make several simplifying assumptions. The
key assumptions required are as follows [11,19]:

1. The supply side of the regional economy is passive, and does not itself influence demand
2. The intervention with the model takes all supply regardless of external demand
3. Fixed coefficients can be used to describe the interdependencies between sectors i.e., sectors

inputs respond linearly to changes in output.

The implications of these assumptions are discussed in Section 4.2.2. Underlying all IO models
are Industry by Industry (IxI) matrices which describe the total inter-sectoral spend for all Standard
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Industrial Classes (SIC). These are published by countries, along with certain autonomous regions,
and are normalised to compute multiplier effect from the known interdependencies. To compute
macro-economic effects it is therefore required to have up-to-date IxI matrices, and to allocate all
project spend to SICs.

2.5. Model Implementation

To complete the input-output computations, reliable estimates of project expenditure are needed.
The IO model is therefore coupled to a techno-economic model, which is described along with the
model considerations and options in Section 2.5.1. The procedure to carry out the IO modelling is
described separately Section 2.5.2.

2.5.1. Coupled Techno-economic–IO Model

The techno-economic–IO model considers a wide variety of parameters, enabling the assessment
of various locations, device types (and associated failure rates), farm layouts, materials, vessels and
other variables. The details of the logistic model used to compute the techno-economic analysis can
be found in [28,29], with techno-economic model outputs for the WETFEET project in [30]. Detailed
CAPEX and OPEX entries are then passed to the IO model, along with other key variables, such as
location, which directly influence the modelling work. The key inputs and considerations in the model
is depicted in Figure 4. Outputs of the IO model for all of the breakthrough cases can be found in [31].

Figure 4. Diagram showing the main inputs and information flow for the coupled techno-economic–IO
model. The key model choices (location and breakthrough type) are displayed above the blocks, while
the attributes associated with those choices are shown from the left.
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It is demonstrated in Figure 4 that there are two main categories of inputs to the model: those
related to the device specification and those associated with the deployment location, which are
accompanied by several additional variables required to complete the analysis. These catagories are
expanded upon below:

Device

Specifics of the mechanical, electrical, and electro-mechanical components of the device are
required to compute the CAPEX associated with the devices themselves. Associated device failure
rates and power matrices enable the O&M costs and electricity sales to be considered in the overall
economic analysis.

Location

Detailed understanding of the deployment location is required (as described in Section 2.3) to
ensure distances are properly accounted for to obtain reasonable estimates for mooring and electrical
cable lengths, along with vessel journey times for installation, maintenance and decommissioning.
A basic understanding of the wave climate is also required, in conjunction to the power matrix of
the device, to predict annual energy production. This is key to Levelized Cost of Energy (LCOE)
calculations; however, is not an input to the IO model.

Fixed Variables

In addition to key inputs associated with the device and location, additional fixed variables are
required to complete the modelling work. Crucially, it is required to use a database of costs (for e.g.,
wage and material costs) to convert from technical and logistical aspects of the model to equivalent
CAPEX and OPEX entries. Although easy to change in the model, for the purpose of the analysis the
farm operation and design have been considered as fixed variables; details of which are provided in
Section 2.2.

2.5.2. IO Modelling

The outputs of the techno-economic model, along with the IxI matrices are used as inputs to the
IO model. The procedure used to carry out the IO modelling work is as follows:

1. Allocate CAPEX and OPEX expenditure entries to SICs
2. Create grouped, simplified IxI matrices
3. Apply Ready Reckoners (RR) and simulate time-series of expenditure for each SIC class
4. Compute IO model: obtain direct and type II output, jobs and GVA

The methodology for completing this procedure is described below, with the process depicted in
Figure 5.

Allocate CAPEX and OPEX Expenditure Entries to SICs

As the matrices which describe sector inter-dependency use standard classes, it is required that
all project expenditure be allocated to these classes. To achieve this, each CAPEX and OPEX entry of
the techno-economic model has been separated into the differing associated materials and services,
and costs allocated to the most appropriate classes.

The attribution to classes for CAPEX and OPEX has been done by detailed assessment identifying
the industry most influenced by the cost entry. In some cases, this means attributing costs between
multiple industries by the expected relative influence. Summing total expenditure in each class
provides indication as to the key sectors being shocked, and hence which ones should be kept as
separate classes, and which can be aggregated to simplify the analysis and presentation of results.
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Figure 5. Diagram depicting the process and interdependencies of completing the IO model.

Create Grouped, Simplified IxI Matrices

Once key industrial sectors have been identified in the classification procedure, a process of
aggregation can be carried out on those sectors of reduced interest. For this model the process resulted
in 29 groups, clustered from the original SIC (2007) list of 98 separate industries. This has been carried
out by identifying common characteristics e.g., the aggregated category “Food and Drink processing”
encompasses industries such as dairy, meat and wine. The resulting aggregated groups are presented
in Table 2, where sectors without aggregation are interpreted as those of most interest to the study.

Once the aggregated groups have been formulated, it is necessary to use these new classes to
create grouped IxI matrices, describing the inter-dependency between defined aggregated groups. The
same methodology needs to be applied to compute aggregated expenditure, and updated values of
multipliers corresponding to the new classes.

Apply Ready Reckoners (RR) and Simulate Time-Series of Expenditure for Each SIC Class

Ready reckoners are required to compute the net spend in each of the grouped cost centres for the
area of interest. These additionalities contain information that try to account for the extent the project
is directly responsible for the influence on the economy. To estimate the total net spend in each of the
classes Equation (1) is used, where e.g., [32] can be used for definitions of the different ready reckoners.

Y = GI(1 − L)(1 − Dp)(1 − S)(1 − DE) (1)

where Y is the net sector demand and GI is gross impact. The ready reckoners are Leakage (L),
Displacement (Dp), Deadweight (De) and Substitution (S).

For implementation in the model, the ready reckoners presented in Table 3 have been used for
both Scotland and Portugal. These are effectively ‘best guess’ values based on the country profiles and
nature of the sectors. Only sectors directly ‘shocked’ have associated RR values and are presented in
Table 3. The sensitivity to these assumptions are discussed further in Section 4.2.
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Table 2. Aggregated SIC classes used for IO modelling.

SIC Grouped Sector Names

38.–39. Waste, remediation & management
01.–03. Agriculture, forestry and fishing

09. Other mining and quarrying
10.–11. Food and drinks processing

14. Clothing
19.–20. Chemicals
15.–18. Metal and non-metal goods

50. Water transport
21.–24., 31.–32. Other manufacturing

36.–37. Water
41.–43., 81 Construction
49., 51.–52. Distribution and other transport

61.–64., 66.–68., 82. Communications, finance and business
53.–60., 73.–75., 78.–80., 84.–97. Education, public and other services

05.–08. Coal, Oil and Gas extraction
12. Tobacco
35. Gas and Electricity

45.–47. Wholesale and Retail
13. Textiles
25. Fabricated metal

26.–27. Electrical equipment
28. Machinery and equipment
29. Motor Vehicles
30. Other transport equipment
33. Repair and maintenance
65. Insurance and pensions
69. Legal activities

70.–72. Architectural services etc
77. Rental and leasing services

Table 3. Ready Reckoners implemented in the IO model.

Textiles Deadweight Leakage Displacement Substitution

Cement lime and plaster 0.00 0.50 0.00 0.00
Fabricated metal 0.00 0.50 0.00 0.00

Electrical equipment 0.00 0.50 0.00 0.00
Machinery and equipment 0.00 0.50 0.00 0.00

Motor Vehicles 0.00 0.50 0.00 0.00
Other transport equipment 0.00 0.80 0.25 0.25

Repair and maintenance 0.00 0.00 0.00 0.00
Construction 0.00 0.00 0.00 0.00

Water transport 0.00 0.00 0.25 0.50
Insurance and pensions 0.00 0.00 0.00 0.20

Legal activities 0.00 0.00 0.00 0.00
Architectural services etc 0.00 0.00 0.00 0.00

Rental and leasing services 0.00 0.00 0.00 0.00

Once the total demand values, Y, are estimated via ready reckoners and gross impact (allocated to
SICs) a time-series of expenditure for each grouped class can be created. The classified CAPEX/OPEX
entries are allocated appropriately to the 4 phases described in Section 2.2.2, providing a time-series of
the annual demand for each directly shocked sectors.

Compute IO Model: Obtain Direct and Type II Output, Jobs and GVA

The methodology described provides the final demand, Y, of the aggregated sectors, j, as
appropriate for the region of interest. The IO model enables the wider effect of this spend to be
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assessed considering the multiplier effect resulting from sector interdependency. These multiplier
effects can be split in two categories:

1. Supply linked—due to companies’ supply chain. Sometimes referred as indirect multiplier.
2. Income linked—due to expenditure from people whose income is supplied from the project.

Sometimes called induced multiplier.

Type II incorporates both effects, while Type I only incorporates indirect multiplier effects. Type
II multiplier effects are considered in this work to fully account for the macro-economic benefit of the
wave farms; incorporating direct, indirect and induced effects on sector output, jobs and GVA.

Type II Sector Output

The basic principle of computing IO models is that developed by Leontief [33], in that sectoral
outputs can be linked to final demand via the well-known matrix equation:

X = [I − AI ]
−1Y (2)

where X is the sectoral outputs and Y is the demand. I is an identity matrix. The AI matrix (Type I)
is essentially the normalised equivalent of the IxI matrix developed for the aggregated groups. For
Type I multipliers Ai,j describes the relative amount of sector i required to create one unit of output for
sector j.

For Type II, the effects of households also need to be considered, which can be formally described
as: [

AI AIH
AHI 0

]
(3)

where AI is the Type I matrix, AIH is the amount of industry i required per unit of household income,
and AHI is the compensation of employees per unit of output of sector i. Type II sectoral outputs can
then be calculated by:

X = [I − AII ]
−1Y (4)

where L = [I − AII ]
−1 is commonly referred to as the Type II inverse Leontief matrix.

Type II Employment and GVA

Type II GVA and employment can be computed using the following equations [34]:

Jj = YjEj (5)

GVAj = YjGj (6)

Ej = ∑
i

wiLi,j (7)

Gj = ∑
i

giLi,j (8)

where wi is the Full Time Equivalent (FTE) employment for industry i divided by the column total of
total output at basic prices, and gi is the GVA for industry i divided by the column total. Ej represents
the total impact on employment throughout the economy resulting from a unit change in final demand
of industry j, and Gj the GVA equivalent. Ej and Gj are commonly referred to as the employment
effect and GVA effect. These must be calculated for the aggregated groups defined in Table 2.
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3. Results

3.1. Levelised Cost of Energy (LCOE)

Although the focus of this article is on the macro-economic outputs, the techno-economic
component of the coupled model enables key performance metrics to be calculated including the
Levelized Cost of Energy (LCOE), computed using Equation (9):

LCOE =
∑n

t=0
(Investmentt+O&Mt+Fuelt+Carbont+Decomissioningt)

(1+r)t

∑n
t=0

AEPt
(1+r)t

(9)

where LCOE is the levelized cost of energy, AEPt is the annual electricity production at year t, r is the
discount rate and n is the system lifetime. The numerator represents the sum of expenditure in year t.
Further details on the inputs to the calculation can be found in [30].

The LCOE computed for the OWC farms installed in EMEC, Scotland and Leixoes, Portugal are
105 ce/kWh and 130 ce/kWh respectively, with the corresponding breakdown of the LCOE into major
cost centers is depicted in Figure 6a,b. The values for LCOE are notably higher than conventional
electricity generation, which as detailed in [35] tend to range between 5 ce/kWh and 20 ce/kWh. It is
worth noting, however, that there is no learning rate assumed in the LCOE calculation and the farm is
relatively small and hence does not take advantage of economies of scale. It is also true (and evident
in Figure 6) that there is high ratio of manufacturing cost, and material, to the rated power of the OWC.
This suggests that the size of the OWC device may be sub-optimal, and a larger device may represent
a more material efficient machine. This aspect, however, is not the focus of the presented study.
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Figure 6. LCOE breakdown for OWC farms installed in in Scotland and Portugal.

Assessing the LCOE breakdowns for the OWC farm installed in Scotland and Portugal, it is
evident that for the Leixoes site a higher proportion of LCOE is attributed to installation, and works
both onshore and offshore. This is attributed to the greater distances to port and to shore for the Leixoes
site, increasing the costs associated with mooring and electrical cables, and vessels for installation and
maintenance. WEC manufacturing is associated with a smaller relative value of LCOE compared with
the EMEC site, despite the cost of the device being slightly higher for the Leixões case (due to higher
mooring costs). This relative reduction, however, reflects that the expenditure in other cost centres has
increased, rather than manufacturing costs decreasing for this site.
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3.2. Direct and Type II Sectoral Outputs

The type II outputs for the 29 aggregated sectors is shown here for the projects deployed in
Scotland and Portugal. Results are shown relative to the direct demand associated with the sectors for
the prospective projects. This comparison is concisely presented in Figure 7, enabling comparisons to be
made between type II outputs and demand, along with the relative values for the two locations studied.

Figure 7. Total direct and Type II output for the 29 aggregated sectors, shown for the OWC farm
installed in Portugal and Scotland.

From Figure 7, several findings can be inferred. Comparing the direct to the type II outputs
indicates the extent of the multiplier effect introduced from inter-sectoral dependencies in the studied
economies. It is clear that, although only 13 sectors are directly shocked, practically all sectors are
affected by the project indirectly. Some of these indirect and induced outputs are very significant (e.g.,
“communications, finance and business”) demonstrating the significant and wide-reaching effects
resulting from project developments of this type. Also evident is the extent of the multiplier effects for
those sectors which are directly stimulated, for example. “Architectural services”, where the total type
II output is double the demand for the Portuguese location.

Comparing between the two locations it is clear that the output associated with installing the farm
of OWC devices in Portugal is significantly higher than that when installed in Scotland. Assessing the
location profiles describes in Table 1 in conjunction with Figure 7 the reasons for this become apparent.
Water depths along with distances to ports and shore are significantly larger for the Leixoes site. The
greater water depth results in increased costs due to larger mooring and electrical cable requirements.
The larger distance to shore also results in longer electrical cables, while the distance to port means
the vessel costs (categorized as water transport) for installation, O&M and decommissioning are also
increased. The increased demand for Portugal consequently increases the type II outputs for dependent
sectors, and had a positive effect on macro-economics. This highlights an apparent trade-off between
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positive techno-economics and macro-economics, in that higher project costs are associated with more
favourable macro-economics. However, this apparent trade-off is under the crude assumption that a
project is able to sustain itself at arbitrarily high costs, which is clearly not sustainable.

3.3. Jobs Creation

The total jobs associated with the four project phases are presented in Figure 8 for both Scotland
and Portugal. In this figure the job years are presented, which is the sum over the project phase of
the total (type II) number of jobs supported in each year, across all sectors. Peak employment occurs
during the combined installation and manufacturing phase, where over 420 jobs are supported each
year for Portugal and over 190 for Scotland. This large difference is owed to the larger CAPEX required
for the Portugese development, due to the additional mooring and cabling requirements for the Leixoes
site compared with EMEC. Similarly, the increase in jobs supported for the operational, installation
and decommissioning phase is largely due to the cost associated with increased water transport for
O&M tasks and the associated multiplier effects through the economies.

Figure 8. Total job years per project phase, shown for the farm of OWC device installed in both Portugal
and Scotland.

For comparison, the number of job years associated with a hypothetical 200 MW deployment of
Aquamarine’s Oyster devices in Orkney was calculated to be 8503 [18]; equalling 45.5 job years/MW.
For the current study, 60 and 133 job years/MW are computed for the farm of OWC devices deployed
in Scotland and Portugal respectively; indicating similar but larger numbers for the OWC deployed
in Orkney then for the Oyster device. This suggests that the the expenditure (per MW) associated
with the OWC device is greater (assuming distribution of expenditure across economic sectors is
approximately equal). The values computed in this analysis also compare favourably to other forms of
electricity generation. For example, a 2015 study attributes only around 2 and 17 job years/MW for
gas and coal power plants respectively [36].

3.4. GVA

The total GVA associated with each of the project phases is presented in Figure 9. Peak annual GVA
exceeds e16.5 m for the Portugal development, and e12.8 m for the Scotland equivelent. As expected

203



Energies 2018, 11, 2824

there is a strong correlation between number of jobs and GVA for each project phase. However, it
is evident that there is a larger proportion of total GVA associated with the operational phase, than
the proportion of total jobs attributed to this phase. This is likely due to the nature of employment
associated with the two phases; suggesting that a greater number of personnel is required per output of
manufacture work than operations, which may be attributed to the large proportion of costs associated
with vessel hire.

Figure 9. Total GVA per project phase, shown for the farm of OWC device installed in both Portugal
and Scotland.

For the farm of OWC devices deployed in Scottish and Portuguese waters the normalized GVA
was found to be e4.14 m/MW and e5.83 m/MW respectively. This (under normal exchange rates) is
significantly larger than the hypothetical deployment of Aquamarine’s Oyster devices in Orkney with
a value of £1.44 m/MW [18]. This is predominantly attributed to greater expenditure for the OWC
device per MW than the Oyster; indicative of poorer techno-economic performance yet seemingly
more beneficial macro-economics.

4. Discussion

4.1. Potential for Integrated Analysis Approach

Techno-economic models can be used to assess the LCOE of a given project, the potential cost
reduction of a given technology, to aid in the design process of a technology and for preliminary
feasibility studies for a project. By coupling a techno-economic model with a macro-economic
model, the macro-economic benefits can be assessed at the same time, and inform in the decision
making process.

As noted throughout the results section (Section 3), there is an apparent trade-off between
techno-economic performance and macro-economic benefit of projects. The coupled model presented
demonstrates the ability to integrate the analysis of both macro and techno-economics, enabling a
consideration of this trade-off and a new (potentially subjective) optimum found for the technical
design of the project. The most desirable outcome of the coupled analysis would depend on the
perspective of the individual assessor. For example, project developers may prioritize reduction in
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LCOE and simply present the resulting expected number of jobs and GVA to funding bodies and local
councils, whereas government bodies may prioritize jobs created associated with a project providing a
threshold LCOE value is satisfied.

This type of integrated analysis approach also lends itself to the assessment of the both macro
and techno-economic benefits of a circular economy implementation (see e.g., [37,38]), when assessed
for a specific project. It has been suggested that the transition to a circular economy should have a
broadly positive effect on the macro-economics (or at least not very negative) [39]. The project-specific
effect of, for example: re-use, refurbishment and recycling of components in terms of micro-economics
can be identified in the techno-economic model. A coupled model, similar to the one presented,
also enables the possibility to assess the macro-economic implications associated with the change in
external activities as a result of the circular economy system implementation.

4.2. Uncertainty and Model Sensitivity

As with all modeling work, there are several sources of uncertainty, stemming from the datasets
used, assumptions implemented, and the modeling approach used. These are expanded upon in this
section and are separated into those associated with the techno-economic model, and macro-economic
model on Sections 4.2.1 and 4.2.2 respectively.

4.2.1. Techno-Economic Component

Techno-economic analysis presupposes a certain number of assumptions. At early stage
technology development this is especially true, as many of the inputs are yet to be determined
or decided, and it is common to use this type of analysis for design choice considerations.

In the case of the WETFEET project, the goal was to do a preliminary analysis under the
Multi-disciplinary Assessment for Large-scale Deployment workpackage, in order to assess the viability
of each breakthrough in relation to a reference case with no breakthroughs. While the analysis assessed
the LCOE, the results presented were of a normalized LCOE, in reference to the reference case. The
assumptions for this analysis were equal across breakthroughs and the reference case.

For this analysis, the power matrices used for energy output calculation were produced through
numerical modelling, with no experimental validation. While the energy output has no impact on the
macro-economic analysis, it has an inverse power relationship with the LCOE, meaning that a small
deviation of capacity factor will not have a big impact, but a capacity factor 25% lower can represent a
LCOE increase of 33%.

The costing of the device and its variants was done on the basis of the materials required, and
typical values for fabrication of steel devices. Likewise, PTO costs were derived from cost curves for
OWC devices. The structural costs are one of the major drivers of the CAPEX, and any variation will
have a strong impact on the final LCOE (a change of 10% in structural costs represents a 3–4% change
in LCOE).

For the logistic operations of installation and maintenance, the algorithms developed for the
DTOcean project [29] have been adapted within the model, making use of the vessel database
developed in the same project. This database in by no means exhaustive, and while all the unfeasible
vessels (in terms of lifting capability, bollard pull and deck space) have been filtered out for this
analysis, over dimensioned vessels were still included. The choice of vessel was made on the basis of
minimizing the LCOE; however, for the same class of vessel, there can be a variability of cost of over
2x, that can represent up to an increase of 8% on the LCOE.

Furthermore, for the calculation of weather windows and storm conditions, statistical data derived
from 20-year time series was used. While this is a rather simplistic approach, for the purpose of the
project, a more detailed analysis was deemed unnecessary.
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4.2.2. Macro-Economic Component

As the techno-economic outputs are used as inputs to the macro-economic model, any uncertainty
in the CAPEX and OPEX values propagate into the macro-economic outputs. As the IO model
is linear, as is the manner in which errors propagate. The extent these will affect the total
macro-economic assessment will depend on magnitude of the errors in each sector, along with their
associated multipliers.

In addition to uncertainty resulting from the techno-economic modeling outputs there are number
of notable areas of uncertainty pertinent to the macro-economic modeling work. One of these is the
method of classifying CAPEX and OPEX expenditure entries to SICs. As discussed in Section 2.5.2,
sometimes this relied on judgment for the allocation, and the occasional individual entry was split
across multiple SICs. Although the overall errors associated with mis-classification are likely to be
minimal, they are somewhat difficult to quantify, with their relative influence determined by the
precise nature of the disputed sectors.

The use of estimated ready reckoner values (see Section 2.5.2) enables a more conservative and
realistic figure to be used for the macro-economic modeling work. The model is highly sensitive to
these estimated values, as they essentially reduce the expenditure to account only for the amount which
influences the economic region of interest, and as such it is a significant area of uncertainty. Again,
resulting from the linear nature of the model a change in ready reckoner for a given directly stimulated
sector will induce a proportional alteration to total jobs, GVA and output associated with that SIC class.
Specifically how this affects indirectly stimulated sectors will depend on the inter-sector relationships,
and how the total (all class) values vary will depend on the relative expenditure associated with the
class and its respective type II multipliers.

Lastly, it is worth discussing the implications of using an IO model to assess the macro-economic
implications of the proposed wave farm. As mentioned (Section 2.4) this approach makes several
simplifying assumptions, including that the supply side is completely passive. It is suggested in [13]
that this has the effect of over-estimating the immediate effects and ignoring longer-term “legacy”
effects when compared to more advanced Computable General Equilibrium (CGE) methods. Hence in
reality the peak value of jobs, GVA and sectoral outputs are likely to be reduced when compared to the
presented IO results, yet will be more smoothed out over time and will extend beyond the end of the
project lifetime.

5. Conclusions

A coupled techno-economic–IO model was developed as part of the WETFEET project, and
used to assess the macro-economic benefit of installing a 5.25 MW farm of oscillating water column
wave energy devices in chosen locations in Scotland and Portugal. The analysis indicates that the
development will directly stimulate several sectors associated with the construction, installation and
operation of the devices, along with those associated with insurance and project management. Peak
employment of 420 jobs and 190 jobs, for Portugal and Scotland respectively, is predicted during the
combined installation and manufacturing phase, which is accompanied by an associated GVA for the
same year of over e16.5 m and e12.8 m respectively. The differences for these project phases, along
with the operation and decommissioning phases, are attributed to the increased distance to shore/port
and the increased water depth at the Leixoes site in Portugal. This results in larger costs for the
mooring and electrical cables, along with the expenditure on vessels for installation and maintenance
of the farm.

The model outputs highlight the wide-reaching macro-economic benefit of projects of this type,
and when used in combination with techno-economic analysis will provide additional information
to investors, policy makers and funding bodies. The apparent trade-off between techno and
macro-economics highlights the benefits of considering both and taking a holistic approach to
project assessment.
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Abstract: This work is located in a growing sector within the field of renewable energies, wave energy
converters (WECs). Specifically, it focuses on one of the point absorber waves (PAWs) of the hybrid
platform W2POWER. With the aim of maximizing the mechanical power extracted from the waves
by these WECs and reducing their mechanical fatigue, the design of five different model predictive
controllers (MPCs) with hard and soft constraints has been carried out. As a contribution of this
paper, two of the MPCs have been designed with the addition of an embedded integrator. In order
to analyze and compare the MPCs with conventional PI type control, an exhaustive study about
performance and robustness is realized through the computer simulations carried out, in which
uncertainties in the WEC dynamics and JONSWAP spectrum are considered. The results obtained
show how the MPCs with embedded integrator improve power production of the WEC system
studied in this work.

Keywords: wave energy converter; model predictive control; robustness analysis; embedded
integrator; mathematical model; system identification; JONSWAP spectrum

1. Introduction

Nowadays, the main motivation for the research and development of wave energy converters
(WECs) is the advantages offered by waves: a clean and abundant source of energy. As evidence,
the authors in [1] compared a global study of net wave power (estimated at about 3 TW) with the
electrical power consumed globally in 2008 (equivalent to an average power of 2.3 TW). However,
it should be noted that currently, there is not a clear line of development, but a great diversity of
systems based on different approaches to extract energy from the waves. In particular, the ocean energy
systems collaboration program [2] classifies three kinds of WEC systems: oscillating water columns,
overtopping and wave-activated bodies (WABs). This work focuses on a type of WAB system, a point
absorber wave (PAW) energy converter from the W2POWER (Wind and Wave Power) platform [3].
These systems are characterized because their extension is significantly smaller than the predominant
wavelengths. In addition, PAWs extract the maximum mechanical power from the sea when they are
in resonance with the excitation force caused by the waves [4]. In order to favor this situation, it is
necessary to enlarge the bandwidth of these devices. For this reason, several control systems are used,
and the most common are: passive loading control, reactive loading control and latching control [5,6].
Although, since the last decade, more complex controllers like MPC (model predictive control) are
being employed. The interest in implementing MPCs in WEC systems is motivated by the need to
increase the productive/economic viability of these systems; due to the fact that these controllers allow
them to minimize mechanical fatigue in their structures (limiting the operating ranges) and to focus
the control strategy on the maximization of the extracted power directly.

Actually, several authors have developed predictive controllers for WECs [7–17]. These MPCs can
be grouped according to the characteristics of the cost function optimized. On the one hand, the authors
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in [8,10–16] used a cost function in which the extraction of mechanical power was directly maximized.
Whereas, on the other hand, in [9,17], the authors proposed a cost function to maximize power
extraction by minimizing the error between the speed of oscillation of the system and a setpoint for it.
In addition to the above classification, MPCs can be distinguished according to the mathematical model
used for their design. On one side, in [9–11,13,14], a reduced model was used for the design, which did
not consider the dynamics of the radiation force. Meanwhile, in [7,8,12,13,15–17], such dynamics were
considered in the design model. Moreover, the previous works did not consider the dynamics of the
power take-off system (PTO), neither in the evaluation, nor in the design of the MPCs. In this aspect,
the authors in [11,14], although they did not consider the PTO dynamics, optimized the cost function
for the increment of the control signal, thus limiting the slew rate of the actuator. Finally, the treatment
carried out in the case of non-feasibility when solving the cost functions with restrictions should be
highlighted. In this aspect, the works in [9,10,13] considered a more complete approach by adding soft
constrains in the case of non-feasibility.

This paper analyses the main approaches of MPCs applied to PAW systems [8–17]. In addition,
a new design is proposed: MPC based on a model with an embedded integrator for controllers that
follow a setpoint for the speed of oscillation of the PAW. This approach is recommended in the theory
of predictive control in the space of states [18,19], and it is proposed as an alternative method to the
one carried out in [9,17] for PAW systems. Moreover, all predictive controllers of this work consider
soft and hard constraints. On the other hand, the PTO dynamics is taken into account to validate the
MPC controllers, as well as in the design of some of these controllers. After an exhaustive fine-tuning
for all MPCs, the main contribution of this work is obtained, and an in-depth study about performance
and robustness of all MPCs through simulations is carried out. The results obtained for a sea state
defined by the JONSWAP spectrum [15,16] are compared with conventional controllers: I-P control
and resistive damping (RD). Furthermore, the mathematical model of the WEC system is obtained
using a software simulation based on the boundary element method, such as openWEC [20].

The rest of the article is organized as follows: Section 2 presents the generic mathematical model
of a PAW, the standard identification methodology applied in this paper and the treatment applied
to the model identified for its later use in the design of the MPCs. Section 3 details the five MPC
controllers designed with hard and soft restrictions. Section 4 presents a performance and robustness
comparison analysis for the MPCs and conventional (P, PI) controllers. Finally, in Section 5, the main
conclusions are indicated.

2. Mathematical Model

Given the importance of mathematical modeling in the design of MPC controllers, this section
begins by describing the generic model of a PAW. This is followed by the standard identification process
realized in this paper for the study system, one of the WEC systems of the platform W2POWER [3].
Later, the treatment of the model is detailed for its later use in the design of MPC controllers.

2.1. Generic Mathematical Model for Point Absorber Wave

The modeling of the forces affecting a PAW that extracts power from the waves using a single
degree of freedom (heave) is widely used in the literature [4,7–9,21–27]; see Figure 1. The main dynamic
interactions between the buoy and the waves are collected by:

mz̈ = Fe + Fr + Fs + Fu (1)

where m is the mass of the system, z the vertical displacement of the buoy, Fe the excitation force
caused by the wave, Fr the radiation force, Fs the hydrostatic restoring force and Fu the control force
realized by the PTO system.
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Buoy

PTO

Heave

Figure 1. Illustrative scheme: point absorber wave (PAW) system of the W2POWER platform.

The force of radiation is due to the effect produced on the system by the waves it radiates when
oscillating. It is modeled by the Cummins equation [28] as (2), where the radiation force Fr is composed
of two terms: Frm∞ and FrKr . The first is a function of the acceleration of the system and the mass of
water added m∞; while the second defines a radiation force as a function of the speed of oscillation as
an integral of convolution.

Fr = −m∞ẇ(t)︸ ︷︷ ︸
Frm∞

−
∫ t

∞
hr(t − τ)w(τ)dτ︸ ︷︷ ︸

FrKr

(2)

The convolution term represents the impulse response that relates the speed of the oscillation
system with the force of radiation, where hr(t) represents the radiation impulse response function
(RIRF). To avoid convolution calculations [21,24,26], an approximation is made based on ordinary
differential equations (ODE) or as a transfer function in the Laplace domain (3).

FrKr (s)
W(s)

= Kr(s) =
ansn + an−1sn−1 + . . . + a0

bnsn + bn−1sn−1 + . . . + b0
(3)

The hydrostatic restoring force represents the effect of Archimedes and gravity on the buoy (4).
By linearizing Equation (4), the hydrostatic force is approximated as (5).

Fres = −(Vdesp(z)ρg − mg) (4)

Fres = −kresz(t)

kres = ρgAW
(5)

where Vdesp is the volume of water displaced, ρ is the density of seawater, g is the gravity constant,
kres is the hydrostatic restoring coefficient and AW is the area of the buoy on its waterline.

For the excitation force caused by the waves, the components with the highest frequency are
negligible. For this reason, authors such as [7,8,11,12,15,16,24–27] have defined the excitation force
as a low pass filter of first/second order at wave height (6). This modeling is used later in the
performance study.

GFe(s) =
Fe(s)
η(s)

=
Kτ

s2 + 2ζτωnτs + ω2
nτ

. (6)

On the other hand, in order to model the force on a buoy, the Morison equation [29] can be
used, which is habitually employed to estimate the wave loads in the design of offshore structures.
By linearizing the Morison equation for a point absorber wave in heave, the excitation force is defined
according to Equation (7). This modeling is used later in the robustness study.

Fe(t) = m∞η̈(t) + Baprox η̇(t) + kresη(t) (7)
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where η is the height of the incoming wave and Baprox represents the damping of the system, which can
be obtained as the stationary gain of the transfer function (3).

The PTO dynamics can be approximated as a linear second order system with a force limitation.
The linear relation between the demanded force by the control system, (Fu), and the force applied to
the buoy, (Fpto), is given by (8).

Gpto(s) =
Fpto(s)
Fu(s)

=
daωn

2

s2 + 2ζωns + ωn2 , (8)

2.2. Forces Identification Using Simulation Based on BEM

A common approach to determine the hydrodynamic forces of interaction between the wave
and buoy is to use the linear wave theory, which assumes that waves are the sum of incident,
radiated and diffracted wave components [21]. These components can be modeled using linear
coefficients obtained from the frequency-domain potential flow BEM (boundary element method)
solver Nemoh [30]. The BEM solutions are obtained by solving the Laplace equation for the velocity
potential, which assumes that the flow is inviscid, incompressible and irrotational. In this work,
openWEC software is employed. It is an open-source tool to simulate the hydrodynamic behavior and
energy yield from single-body wave energy converters [20]. Two software packages are coupled in
openWEC, a frequency domain solver Nemoh and a time domain solver. In particular, this numerical
tool is applied to solve the fluid equation for a submerged body. The equations are solved for
the following effects in the heave direction on a buoy: excitation force Fe, radiation force Fr and
restoring force Fres. Thus, the frequency domain modeling is performed with the Nemoh BEM solver.
For each panel of a mesh (see Figure 2a), the hydrodynamic parameters are calculated for a frequency
range. The pressures caused by the incoming wave are integrated into resulting forces on the buoy;
see Figure 2b. From these data in the frequency domain, a filter is established to convert a wave
into an exciting force (9). A magnitude diagram of the resulting filter is also shown in Figure 2b.
The magnitude response resembles a second order filter with a cut-off frequency of 0.9 rad/s.
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Figure 2. (a) Mesh defined by openWEC for a cylindrical buoy (11 m long and 7.5 m in diameter).
Comparison of the identified transfer functions: (b) Bode diagram for excitation force Fe(s); (c) impulse
response for radiation force Kr(s).

An advanced function of Nemoh can be enabled to calculate the impulse response function (IRF).
A comparison between the IRF identified and that provided by openWEC is shown in Figure 2c.
To avoid convolution calculations in (2), it is replaced as ordinary differential equations (ODE) or as a
transfer function in the Laplace domain (3). This can be performed using Prony’s method [21,31,32],
which is implemented in MATLAB 2016b [33]. Different orders of ODEs have been tested to fit
the impulse response. By comparing these responses, it was observed that for orders above eighth,
the improvement in the system response was not significant.
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Fe(s)
η(s)

=
6.5 × 105

(s + 0.9)2

[
N
m

]
(9)

Kr(s) =
Fr(s)
W(s)

=
aK8 s8 + aK7 s7 + aK6 s6 + aK5 s5 + aK4 s4 + aK3 s3 + aK2 s2 + aK1 s + aK0

s8 + bK7 s7 + bK6 s6 + bK5 s5 + bK4 s4 + bK3 s3 + bK2 s2 + bK1 s + bK0

[
N

m/s

]
(10)

where the coefficients aK and bK are listed in Table 1.
Then, regrouping terms according to Equation (1), the transfer function (11) that relates external

forces with the position of the buoy (z) is obtained.

GWEC(s) =
Z(s)

Fext(s)
=

a8s8 + a7s7 + a6s6 + a5s5 + a4s4 + a3s3 + a2s2 + a1s + a0

s10 + b9s9 + b8s8 + b7s7 + b6s6 + b5s5 + b4s4 + b3s3 + b2s2 + b1s + b0

[ m
N

]
(11)

where the coefficients an and bn are listed in Table 1.

Table 1. Model coefficients identified for the WEC system.

Coefficient Value Coefficient Value Coefficient Value Coefficient Value

— — b9 8.8 × 101 — — — —
a8 2.4 × 10−6 b8 1.5 × 105 aK8 1.2 × 103 — —
a7 2.2 × 10−4 b7 6.7 × 106 aK7 2.3 × 105 bK7 8.9 × 101

a6 3.6 × 10−1 b6 4.5 × 109 aK6 1.9 × 108 bK6 1.5 × 105

a5 1.6 × 101 b5 1.3 × 1010 aK5 2.6 × 1010 bK5 6.7 × 106

a4 1.1 × 104 b4 6.4 × 1010 aK4 6.3 × 1012 bK4 4.5 × 109

a3 3.3 × 104 b3 8.6 × 1010 aK3 5.6 × 1014 bK3 1.3 × 1010

a2 1.3 × 105 b2 1.8 × 1011 aK2 1.7 × 1015 bK2 5.3 × 1010

a1 1.4 × 105 b1 1.1 × 1011 aK1 4.7 × 1015 bK1 5.5 × 1010

a0 1.6 × 105 b0 1.3 × 1011 aK0 1.4 × 1015 bK0 6.5 × 1010

2.3. Treatment of the Mathematical Model for the Design of MPCs

In order to ensure safe behavior and reduce mechanical fatigue in PAW systems, a model that
allows them to constrain the oscillation speed and the position of the buoy is necessary. For this reason,
a brief study of the identified model (11) is realized. By representing it in the state space, it can be
verified that the system obtained is not completely controllable, and therefore, it is not a minimal
realization [34]. Furthermore, it is not enough to reduce the model (11) to its minimum order. This is
because, except for the system output (z), the other state variables lack physical sense, and this does
not allow it to impose speed constraints (w) directly. As a solution, we study the transfer function (10)
that defines the dynamics of the radiation force. Representing (10) in the state space, it can be seen how
the model obtained is not of minimum order, so the system is minimized to get (12). Note that the state
variables of this model (xr) will not be controlled, so it is not necessary that they have physical sense.

ẋr(t) = Arxr(t) + Brw(t)

FrKr (t) = Crxr(t) + Drw(t)
(12)

where the matrices Ar, Br, Cr and Dr are given by (13).

Ar =

⎛⎜⎜⎜⎝
−3.0044 −1.4736 −0.3820 −0.2258
8.1656 0.0180 0.0041 0.0025
0.0015 4.0015 0.0004 0.0002
−0.0000 −0.0000 2.0000 −0.0000

⎞⎟⎟⎟⎠ , Br =

⎛⎜⎜⎜⎝
121.3816
−1.3375
−0.1201
0.0005

⎞⎟⎟⎟⎠
Cr =103

(
1.0083 0.3683 0.2624 0.0377

)
, Dr = 1218.70

(13)

A complete model must consider the dynamics of the power take-off system. Given the similarity
between the Wavestar system and the WEC studied in this work, the PTO model proposed in [24] is
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used, where the PTO dynamics are modeled according to (8). By representing this model in the state
space, with the parameters indicated in [24], the matrices (14) have been obtained. For this purpose,
the observable canonical form has been chosen. Thus, one of the state variables corresponds to the
output of the PTO system, so MPCs may impose restrictions on the output of the actuator.

Apto =

(
−8.7965 1.0000
−157.9137 0

)
, Bpto =

(
0

157.9137

)
, Cpto =

(
1 0

)
, Dpto = 0 (14)

After that, in this paper, we propose (15) as one of the design models, and the MPCs can impose
restrictions on the following state variables: force applied by the PTO (xpto1 ), oscillation speed (w)
and buoy position (z). This model is similar to the one proposed in [8,12], but also considers the
PTO dynamics.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

ż

ẇ

ẋr

ẋpto

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

ẋ

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0

− kres

mT
− 1

mT
Dr − 1

mT
Cr

1
mT

Cpto

0 Br Ar 0

0 0 0 Apto

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

AWEC

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

z

w

xr

xpto

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

x

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

0

0

Bpto

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

BWECu

Fu +

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

1
mT

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

BWECFe

Fe

⎛⎜⎝ z

w

⎞⎟⎠
︸ ︷︷ ︸

y

=

⎛⎜⎝1 0 0 0

0 1 0 0

⎞⎟⎠
︸ ︷︷ ︸

CWEC

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

z

w

xr

xpto

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

x

(15)

where mT = m + m∞ and the matrices I (unit matrix) and zero have the required size according to
their location, and the parameters not yet presented are listed in Table 2.

Table 2. Parameters of the models (15) and (16) for the WEC system.

Symbol Description Value

kres Hydrostatic restoring coefficient 809,325 N/m
Baprox Stationary approximation to system damping 21,497 N s/m
m Mass of water displaced by the buoy at rest 241,601.9 kg
m∞ Mass of water added 167,700 kg

Simplified Model for the Design

In this paper, as in others works [9–11,13,14], a simplified model (16) is used for the design of
some MPCs. It differs from the previous model (15) in that it does not take into account the dynamic of
the radiation force or the PTO dynamics. Figure 3 shows a comparison of the outputs of the simplified
model and the complete model.
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⎛⎜⎜⎝
ż

ẇ

⎞⎟⎟⎠
︸ ︷︷ ︸

ẋ

=

⎛⎜⎜⎜⎝
0 1

− kres

mT
−Baprox

mT

⎞⎟⎟⎟⎠
︸ ︷︷ ︸

AWECr

⎛⎜⎜⎝
z

w

⎞⎟⎟⎠
︸ ︷︷ ︸

x

+

⎛⎜⎜⎜⎝
0

1
mT

⎞⎟⎟⎟⎠
︸ ︷︷ ︸

BWECr

(Fu + Fe)

⎛⎜⎝ z

w

⎞⎟⎠
︸ ︷︷ ︸

y

=

⎛⎜⎝1 0

0 1

⎞⎟⎠
︸ ︷︷ ︸

CWECr

⎛⎜⎜⎝
z

w

⎞⎟⎟⎠
︸ ︷︷ ︸

x

(16)

where mT = m + m∞, and the parameter values are listed in Table 2.
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Figure 3. Comparison of models: complete (z1, w1) vs. simplified (z2, w2). The height of the wave is n.

3. Model Predictive Control for the Point Absorber WEC

This section details the design of the commonly-used MPCs for PAWs. Moreover, in this work,
two MPCs are proposed based on the addition of an embedded integrator. In order to make a complete
design, all the MPCs take into account constraints and the possibility of relaxing them, in the case
of non-feasibility, in their cost functions. In particular, these constraints are applied to the control
force of the PTO system, the position of the buoy and its oscillation speed. However, in the case of
non-feasibility, only soft-constraints are applied to the position and oscillation speed of the system;
due to the PTO being an actuator whose physical limit cannot be exceeded. Finally, for each controller,
a sampling period of Tm is set, which is used to discretize the mathematical model using the zero order
hold (ZOH) approximation.

3.1. MPC1

The cost function that minimizes this controller considers the maximization of extracted power
directly; as the design model is used (16), for which the state vector estimated for a prediction horizon
M and a control horizon N is defined according to Equation (17) [18,19].

X =

⎡⎢⎢⎢⎢⎢⎢⎣
A
A2

A3

...
AM

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
Jx(Mn×n)

xk +

⎡⎢⎢⎢⎢⎢⎢⎣
B 0 0 . . . 0

AB B 0 . . . 0
A2B AB B . . . 0

...
...

...
. . .

...
AM−1B AM−2B AM−3B . . . AM−N B

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Ju(Mn×N)

(Fpto + Fe) (17)

where X represents the estimated state vector for a prediction horizon M, xk represents the state vector
at the current instant, the matrices A and B are obtained from the model (16) discretized (ZOH), n is
the order of the model and Fpto and Fe are vectors that contain the force applied by the PTO and the
excitation force for whole control horizon N, respectively.
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In a more compact form, the above equation can be expressed as:

X = Jxxk + Ju(Fpto + Fe) (18)

On the other side, as defined in [10,12,26], the mechanical power generated is given by (19).
The expression of the power generated for the whole prediction horizon is obtained (20).

Pgen(t) = −w(t)Fpto(t) (19)

Pgen = −WT Fpto (20)

where W and Fpto are vectors with length M, which represent the oscillation speed and control force
for the whole prediction horizon, respectively.

By replacing (18) in (20),

Pgen = −(SwX)T Fpto

Pgen = −(Sw(Jxxk + JuFpto + JuFe))
T Fpto

(21)

where Sw is a selector matrix for speed w (size M × Mn).
Developing (21) and grouping in terms of least squares, the cost function is obtained:

J(Fpto) =
1
2

Fpto
T (Ju

TSw
T + R)︸ ︷︷ ︸

H

Fpto +
1
2
(Fe

T Ju
TSw

T + xk
T Jx

TSw
T)︸ ︷︷ ︸

b

Fpto (22)

where the matrix R weights the control effort.
In addition, constraints are imposed to: force demanded for the PTO position and oscillation

speed of the buoy (24). Therefore, the cost function (22) with constraints is defined as:

J(Fpto) =
1
2

Fpto
T HFpto +

1
2

bFpto

AgFpto ≤Bg

(23)

where Ag = [A1 A2 A3]
T and Bg = [B1 B2 B3]

T ; see Equation (24).[
I
−I

]
︸ ︷︷ ︸

A1

Fpto ≤
[

FPTOmax

−FPTOmin

]
︸ ︷︷ ︸

B1

,

[
Sz Ju

−Sz Ju

]
︸ ︷︷ ︸

A2

Fpto ≤
[

Znmax − Sz(Jxxk + JuFe)

−Znmin + Sz(Jxxk + JuFe)

]
︸ ︷︷ ︸

B2[
Sw Ju

−Sw Ju

]
︸ ︷︷ ︸

A3

Fpto ≤
[

Wnmax − Sw(Jxxk + JuFe)

−Wnmin + Sw(Jxxk + JuFe)

]
︸ ︷︷ ︸

B3

(24)

where Sz is a selector matrix for position (size M × Mn), the vectors FPTOmax and FPTOmin (size N × 1)
define the nominal limits of the force applied by the PTO and the vectors Wnmax , Wnmin , Znmax and
Znmin (size M × 1) define the nominal limits of the buoy position and oscillation speed, respectively.
In addition, the matrices I (unit matrix) and 0 have the required size according to their location.

In the case of non-feasibility, soft constraints to the position and oscillation speed of the system
are applied. Thus, the cost function (22) would be defined as:

J(Fpto, εz, εw) =
1
2

Fpto
T HFpto + bFpto + εz

TWεz εz + εw
TWεw εw (25)

where εz and εw represent the relaxation applied to position and speed along the prediction horizon M
and the matrices Wεz and Wεw (size M × M) weight these slacks.
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By regrouping terms and adding soft restrictions, the cost function (25) can be expressed as:

J(β) =
1
2

βT

⎡⎢⎣H 0 0
0 Wεz 0
0 0 Wεw

⎤⎥⎦ β +
[
b 0 0

]
β

Agβ ≤Bg

(26)

where β = [Fpto εz εw]T , with size (N + 2M) × 1, Ag = [A1 A2 A3 A4 A5]
T and Bg =

[B1 B2 B3 B4 B5]
T ; see Equation (27). Matrices 0 have the required size according to their location.

[
Sz Ju −I 0
−Sz Ju −I 0

]
︸ ︷︷ ︸

A2

β ≤
[

Znmax − Sz(Jxxk + JuFe)

−Znmin + Sz(Jxxk + JuFe)

]
︸ ︷︷ ︸

B2

,

[
Sw Ju 0 I
−Sw Ju 0 I

]
︸ ︷︷ ︸

A3

β ≤
[

Wnmax − Sw(Jxxk + JuFe)

−Wnmin + Sw(Jxxk + JuFe)

]
︸ ︷︷ ︸

B3[
I 0 0
−I 0 0

]
︸ ︷︷ ︸

A1

β ≤
[

FPTOmax

−FPTOmin

]
︸ ︷︷ ︸

B1

,

[
0 I 0
0 −I 0

]
︸ ︷︷ ︸

A4

β ≤
[

κz

0

]
︸︷︷ ︸

B4

,

[
0 0 I
0 0 −I

]
︸ ︷︷ ︸

A5

β ≤
[

κw

0

]
︸ ︷︷ ︸

B5

(27)

where κz and κw are vectors (size M × 1) that represent the maximum slack allowed for position and
oscillation speed, respectively. The matrices I (unit matrix) and 0 have the required size according to
their location.

3.2. MPC2

This controller uses the simplified model (16). Its cost function is based on maximizing the
extracted power by tracking a setpoint for the oscillation speed (wre f ) along a prediction horizon M,

J = (w̃ − wre f )
TQ(w̃ − wre f ) + Fpto

T RFpto (28)

where Q and R are diagonal matrices of size (M × M) and (N × N) that weight the tracking error and
the control effort, respectively.

Substituting (18) in (28), the cost function for this controller can be written as (29).

J(Fpto) = (Jxxk + JuFpto + JuFe︸ ︷︷ ︸
f

−wre f )
TQ(Jxxk + JuFpto + JuFe︸ ︷︷ ︸

f

−wre f ) + Fpto
T RFpto (29)

By developing the cost function (29) and grouping terms, the following expression is obtained:

J(Fpto) = Fpto
T (JT

u δJu + R)︸ ︷︷ ︸
H

Fpto + 2 ( f − wre f )
TQJu︸ ︷︷ ︸

b

Fpto + ( f − wre f )
TQ( f − wre f )︸ ︷︷ ︸

l

(30)

Note that the term l can be ignored when the cost function is minimized, because it does not
depend on the variable to be optimized (Fpto),

J(Fpto) =
1
2

Fpto
T (JT

u δJu + R)︸ ︷︷ ︸
H

Fpto + (Jxxk + JuFpto + JuFe − wre f )
TQJu︸ ︷︷ ︸

b

Fpto (31)

The constraints imposed on this cost function can be expressed in the same way as in the MPC1

controller; using (23) for hard constraints and (26) for soft constraints. On the other hand, the
reference trajectory, or setpoint for the oscillation speed, is defined by the approach proposed in [4],
wre f = Fe/2Baprox.
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3.3. MPC3

This approach is a contribution made in this work. This controller uses the simplified model (16)
to which an embedded integrator has been added according to the theory of predictive controllers in
the state space [18,19]. Its cost function is based on the maximization of the extracted power through
the tracking of a setpoint for the oscillation speed. To add the integrator, it is necessary to multiply the
model (16) discretized by the operator � = 1 − z−1. Regrouping terms, an extended state vector is
defined as: [

�x(t + 1)
y(t + 1)

]
︸ ︷︷ ︸

xe(t+1)

=

[
A 0

CA I

]
︸ ︷︷ ︸

Ae

[
�x(t)
y(t)

]
︸ ︷︷ ︸

xe(t)

+

[
B

CB

]
︸ ︷︷ ︸

Be

(�Fpto(t) +�Fe(t)
)

y(t) =
[
0 I

]
︸ ︷︷ ︸

Ce

[
�x(t)
y(t)

]
︸ ︷︷ ︸

xe(t)

(32)

where the output vector y(t) is formed by the position and oscillation speed of the WEC system, �x(t)
represents the state vector increment, the matrices A, B and C are from the model (16) discretized
(ZOH) and the matrices 0 have the required size according to their location.

Using the extended model (32), the prediction of the outputs (z, w) is defined for a prediction
horizon M and a control horizon N according to:

Y =

⎡⎢⎢⎢⎢⎢⎢⎣
CA
CA2

CA3

...
CAM

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
F(2M×ne )

Xe +

⎡⎢⎢⎢⎢⎢⎢⎣
CB 0 0 . . . 0

CAB CB 0 . . . 0
CA2B CAB CB . . . 0

...
...

...
. . .

...
CAM−1B CAM−2B CAM−3B . . . CAM−N B

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

G(2M×N)

(�Fpto +�Fe) (33)

where ne = n + j represents the order of the extended model and j its number of outputs. In the
matrices A, B and C, the sub-index e has been omitted to get a clearer notation.

By adding the embedded integrator, this controller minimizes a cost function that gets the optimal
increase in control force (Fpto) for the full control horizon N,

J = (w̃ − wre f )
TQ(w̃ − wre f ) +�Fpto

T R�Fpto (34)

where Q and R are diagonal matrices of size (M × M) and (N × N) that weigh the tracking error and
the control effort, respectively.

Replacing the output prediction (33) in (34) and obviating the independent term of �Fpto:

J(�Fpto) =
1
2
�Fpto

T (GTδG + R)︸ ︷︷ ︸
H

�Fpto + (Fxek + G�Fe − wre f )
TQG︸ ︷︷ ︸

b

�Fpto (35)

In addition, constraints are added to the demanded force on the PTO, position and oscillation
speed of the system. Therefore, the cost function (35) subject to the restrictions is defined as:

J(�Fpto) =
1
2
�Fpto

T H�Fpto + b�Fpto

Ag�Fpto ≤Bg

(36)
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where Ag = [A1 A2 A3]
T and Bg = [B1 B2 B3]

T ; see Equation (37).[
T
−T

]
︸ ︷︷ ︸

A1

�Fpto ≤
[

FPTOmax

−FPTOmin

]
︸ ︷︷ ︸

B1

,

[
SzG
−SzG

]
︸ ︷︷ ︸

A2

�Fpto ≤
[

Znmax − Sz(Fxek + G�Fe)

−Znmin + Sz(Fxek + G�Fe)

]
︸ ︷︷ ︸

B2[
SwG
−SwG

]
︸ ︷︷ ︸

A3

�Fpto ≤
[

Wnmax − Sw(Fxek + G�Fe)

−Wnmin + Sw(Fxek + G�Fe)

]
︸ ︷︷ ︸

B3

(37)

where Sz and Sw are selector matrices for z and w (size M × Mn), T is a lower triangular matrix
(size M × N), the vectors FPTOmax and FPTOmin (size N × 1) define the nominal limits of the force applied
by the PTO and the vectors Wnmax , Wnmin , Znmax and Znmin (size M × 1) define the nominal limits of the
buoy position and oscillation speed, respectively. The matrices I (unit matrix) and 0 have the required
size according to their location.

In the case of non-feasibility in the cost function (36), soft constraints are applied,

J(β) =
1
2

βT

⎡⎢⎣H 0 0
0 Wεz 0
0 0 Wεw

⎤⎥⎦ β +
[
b 0 0

]
β

Agβ ≤Bg

(38)

where Ag = [A1 A2 A3 A4 A5]
T and Bg = [B1 B2 B3 B4 B5]

T ; see Equation (38).[
T 0 0
−T 0 0

]
︸ ︷︷ ︸

A1

β ≤
[

FPTOmax

−FPTOmin

]
︸ ︷︷ ︸

B1[
SzG −I 0
−SzG −I 0

]
︸ ︷︷ ︸

A2

β ≤
[

Znmax − Sz(Fxek + G�Fe)

−Znmin + Sz(Fxek + G�Fe)

]
︸ ︷︷ ︸

B2

,

[
0 I 0
0 −I 0

]
︸ ︷︷ ︸

A4

β ≤
[

κz

0

]
︸︷︷ ︸

B4[
SwG 0 I
−SwG 0 I

]
︸ ︷︷ ︸

A3

β ≤
[

Wnmax − Sw(Fxek + G�Fe)

−Wnmin + Sw(Fxek + G�Fe)

]
︸ ︷︷ ︸

B3

,

[
0 0 I
0 0 −I

]
︸ ︷︷ ︸

A5

β ≤
[

κw

0

]
︸ ︷︷ ︸

B5

(39)

where κz and κw are vectors (size M × 1) that represent the maximum slack allowed for z and w,
respectively. The matrices I (unit matrix) and 0 have the required size according to their location.

3.4. MPC4

This controller is made using the model (15). The cost function that minimizes this controller is
focused on the maximization of extracted power directly. The matrix development needed to express
this controller as a least squares problem is analogous to that presented for controller MPC1. Although,
when the PTO dynamics are taken into account, Equation (18) should be redefined as:

X = Jxxk + JuFpto + J f Fe (40)

where Jx is a matrix already defined in Equation (17), while the matrices Ju and J f are given by:
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Ju =

⎡⎢⎢⎢⎢⎢⎢⎣
Bu 0 0 . . . 0

ABu Bu 0 . . . 0
A2Bu ABu Bu . . . 0

...
...

...
. . .

...
AM−1Bu AM−2Bu AM−3Bu . . . AM−N Bu

⎤⎥⎥⎥⎥⎥⎥⎦

J f =

⎡⎢⎢⎢⎢⎢⎢⎣
BFe 0 0 . . . 0

ABFe BFe 0 . . . 0
A2BFe ABFe BFe . . . 0

...
...

...
. . .

...
AM−1BFe AM−2BFe AM−3BFe . . . AM−N BFe

⎤⎥⎥⎥⎥⎥⎥⎦

(41)

where A, Bu and BFe are obtained by discretizing (ZOH) AWEC, BWECu and BWECFe
of the model (15).

The cost function to be minimized by this controller can be expressed according to (42).
Its development is analogous to that carried out for the controller MPC1.

J(Fpto) =
1
2

Fpto
T (Ju

TSw
T + R)︸ ︷︷ ︸

H

Fpto +
1
2
(Fe

T J f
TSw

T + xk
T Jx

TSw
T)︸ ︷︷ ︸

b

Fpto (42)

In addition, the nominal constraints imposed on the system must be added, which are defined in
the same way as in the controller MPC1, Equation (24). However, in this case, it must be considered
that the state vector prediction is given by Equation (40). Therefore, the cost function (42) subject to the
constraints is defined as:

J(Fpto) =
1
2

Fpto
T HFpto +

1
2

bFpto

AgFpto ≤Bg

(43)

where Ag = [A1 A2 A3]
T and Bg = [B1 B2 B3]

T ; see Equation (24).
Finally, in the case of non-feasibility in the function (48), soft constraints will be applied to the

system. These can be expressed in a similar way to the development shown for MPC1, Equation (27).
However, in this case, it must be considered that the prediction of the state vector is given by
Equation (40). Therefore, the cost function of this controller subject to soft constraints is given by:

J(β) =
1
2

βT

⎡⎢⎣H 0 0
0 Wεz 0
0 0 Wεw

⎤⎥⎦ β +
[
b 0 0

]
β

Agβ ≤Bg

(44)

where Ag = [A1 A2 A3 A4 A5]
T and Bg = [B1 B2 B3 B4 B5]

T ; see Equation (27).

3.5. MPC5

This controller is another contribution of this work. It uses the model (15), to which an embedded
integrator has been added according to the theory of predictive controllers in the state space [18,19].
Its cost function to minimize is based on the maximization of the extracted power through the tracking
of a setpoint for the oscillation speed of the system wre f . As in the MPC3, the state vector is extended
by adding an embedded integrator (32). Despite taking into account the PTO dynamics, the prediction
of the output vector for the full prediction horizon M is defined by:
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Y = Gu�Fpto + Fxek + Gf�Fe︸ ︷︷ ︸
f

(45)

where F is a matrix already defined in Equation (33), and the matrices Gu and Gf are given by:

Gu =

⎡⎢⎢⎢⎢⎢⎢⎣
CeBeu 0 0 . . . 0

Ce AeBeu CeBeu 0 . . . 0
Ce Ae

2Beu Ce AeBeu CeBeu . . . 0
...

...
...

. . .
...

Ce Ae
M−1Beu Ce Ae

M−2Beu Ce Ae
M−3Beu . . . Ce Ae

M−N Beu

⎤⎥⎥⎥⎥⎥⎥⎦

Gf =

⎡⎢⎢⎢⎢⎢⎢⎣
CeBeFe

0 0 . . . 0
Ce AeBeFe

CeBeFe
0 . . . 0

Ce Ae
2BeFe

Ce AeBeFe
CeBeFe

. . . 0
...

...
...

. . .
...

Ce Ae
M−1BeFe

Ce Ae
M−2BeFe

Ce Ae
M−3BeFe

. . . Ce Ae
M−N BeFe

⎤⎥⎥⎥⎥⎥⎥⎦

(46)

where Beu and BeFe
are obtained by discretizing the matrices that define the inputs of (15) extended.

Analogous to controller MPC3, the cost function to be minimized can be expressed according to:

J(�Fpto) =
1
2
�Fpto

T (Gu
TδGu + R)︸ ︷︷ ︸

H

�Fpto + (Fxek + Gf�Fe − wre f )
TQGu︸ ︷︷ ︸

b

�Fpto (47)

In addition, it is necessary to add nominal constraints to the system, which are defined as in the
controller MPC3. However, in this case, it must be considered that the prediction of the system outputs
is given by (45). Thus, the cost function (47) subject to the constraint is defined as:

J(�Fpto) =
1
2
�Fpto

T H�Fpto +
1
2

b�Fpto

Ag�Fpto ≤Bg

(48)

where Ag = [A1 A2 A3]
T and Bg = [B1 B2 B3]

T ; see Equation (37).
Furthermore, in the case of the non-feasibility in the function (47), soft constraints are used.

The soft constraints are expressed analogously to the development made for controller MPC3,
Equation (39). However, in this case, the prediction of the system output is given by (45). Therefore,
the cost function of this controller subject to soft constraints is defined as:

J(β) =
1
2

βT

⎡⎢⎣H 0 0
0 Wεz 0
0 0 Wεw

⎤⎥⎦ β +
[
b 0 0

]
β

Agβ ≤Bg

(49)

where Ag = [A1 A2 A3 A4 A5]
T and Bg = [B1 B2 B3 B4 B5]

T ; see Equation (39).

3.6. Conventional Controllers

In order to make a comparative analysis of the proposed predictive controllers, this section
presents the design of two of the controllers most commonly used in WEC systems [5,6]. Firstly,
a resistive damping (RD) controller (or proportional control) has been tuned for the PTO system,
whose control law is given by:

Fpto(k) = −KRDw(k) (50)
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where k is the current sampling time and KRD is a proportional gain (KP), which must be tuned to
maximize the power generated.

On the other hand, an I-P control has been designed whose control law is defined by Equation (51).
A compromise between generated power and keeping the system within its nominal limits of operation
is maintained by tuning the gains KP and KI .

Fpto(k) = uP(k) + uI(k)

uP(k) = −KPw(k)

uI(k) = KI Tm(wre f (k)− w(k)) + uI(k − 1)

(51)

where k is the current moment. The backward Euler method has been used to discretize the controller
for a sampling period Tm.

4. Study about Performances and Robustness

This section presents the results obtained from an in-depth study of the performance and
robustness of the five MPCs designs. This study assumes that the system state vector and the excitation
force (Fe) for the whole prediction horizon (M) are known. The computer simulations have been
carried out using Simulink, employing a fourth order Runge–Kutta integration method with a fixed
step of one millisecond. In order to solve the optimization problems with constraints, associated
with MPCs’ design, the MATLAB quadprog function has been employed [35]. Note that although the
quadprog function provides Fpto for the whole control horizon N, only the setpoint obtained for the
current instant k is applied [18,19].

Due to the fact that the WEC system of the W2POWER platform has not yet been built, its operating
limits and physical limits are not available. Therefore, these limits have been chosen on the basis
of [12,15,16,24], whose WEC systems are similar to the system studied in this paper; see Table 3.

Table 3. Hard and soft constraints for the WEC system.

Symbol Description Value

FPTOmax Maximum stationary force for the power take-off system 450 KN
FPTOmin Minimum stationary force for the power take-off system −450 KN
znmax Maximum nominal limit for the buoy position 1.25 m
znmin Minimum nominal limit for the buoy position −1.25 m
wnmax Maximum nominal limit for oscillation speed 1 m/s
wnmin Minimum nominal limit for oscillation speed −1 m/s
z fmax Maximum physical limit for the buoy position 1.7 m
z fmin

Minimum physical limit for the buoy position −1.7 m
w fmax Maximum physical limit for oscillation speed 1.3 m/s
w fmin

Minimum physical limit for oscillation speed −1.3 m/s
κz Maximum slack applied to the position nominal limit 0.45 m
κw Maximum slack applied to the speed nominal limit 0.3 m/s

4.1. Performance Comparison

This section shows a comparison between the seven controllers designed. The controllers’
performances are compared in terms of: average power generated, reduction of instantaneous
power peaks, overshoot of nominal limits and control effort. A sea state defined by the JONSWAP
spectrum [15,16], with a significant wave height of three meters and a peak period of 11 s, has been
chosen as a realistic scenario for evaluating these characteristics. In order to obtain a truthful
performance comparison, all predictive controllers must have the same information about the incoming
wave, which is recorded in the prediction time t f . To set the prediction horizon, two factors have been
taken into account. Firstly, in [7,8,10], the authors used realistic sea states, and they set the prediction
times between two and four seconds. Furthermore, in [8], the authors checked that t f could also be
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reduced to three or four seconds without significant reduction of the harvested energy. Secondly,
in [36], the authors showed how short-term wave forecasting models maintain good performance
up to five seconds of prediction for wide wave spectra. Therefore, in this work, the prediction time
chosen was three seconds, the same as the one set in [10]. With this t f , a prediction horizon M = 75,
a control horizon N = 75 and a sampling period Tm = 0.04 s has been set for all MPCs. The RD and
I-P controllers have the same sampling period. On the other hand, as a result of a fine-tuning for this
realistic sea state, the parameters of the controllers are listed in Table 4.

Figure 4 shows a comparison of the instantaneous mechanical powers generated by applying the
seven controllers to the mathematical model (15). In this comparison, it can be seen how MPCs with
an embedded integrator (MPC3 and MPC5) achieve more regular power than the MPCs most used for
WEC systems, those whose optimization criteria maximize the extracted power directly (MPC1 and
MPC4). In addition, Figure 5 shows how MPCs with embedded integrators achieve less overshoot in
the control force applied by the PTO system than all other MPCs (reducing actuator overstress).

Figure 4. Simulation of the instantaneous mechanical powers generated by the WEC system when
applying the seven controllers to the mathematical model (15).

Table 4. Control parameter set for the sea state defined by the JONSWAP spectrum (3 m of significant
wave height and 11 s of peak period).

Controller R Q Wεz Wεw KP KI

MPC1 4.500 × 10−7 — 1.000 × 1010 1.000 × 107 — —
MPC2 1.000 × 10−7 9.150 × 104 1.000 × 107 2.000 × 109 — —
MPC3 5.000 × 10−5 4.575 × 104 5.000 × 1010 1.000 × 105 — —
MPC4 4.500 × 10−7 — 1.000 × 108 1.000 × 104 — —
MPC5 5.000 × 10−5 4.000 × 104 1.000 × 107 1.000 × 109 — —

RD — — — — 7.902 × 105 —
I-P — — — — 7.050 × 105 2.228 × 104
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Figure 5. Simulation of: wave force, force setpoint demanded for the PTO and real force produced by
the PTO, when applying the seven controllers to the mathematical model (15).

By applying the MPC2 to the system, it gives the most irregular power; while the power generated
with the MPC3, designed from the same model and following the same optimization criteria, is much
cleaner, with fewer occasional peaks. This is due to the fact that the MPC1 is continuously applying
soft constraints to the oscillation speed, because it does not carry out a good control of the force that the
PTO system exerts on the WEC during the time (see Figure 5). On the other hand, Table 5 shows how
the addition of the embedded integrator (MPC3) considerably improves the behavior of the system
with respect to that obtained by applying the MPC2. Since, the MPC3 does not exceed nominal limits
of the position and oscillation speed on any occasion. Furthermore, the MPC3 controller generates a
clearer control signal than the MPC2 (see Figure 5), and as a consequence, the underdamped response
of the PTO system decreases greatly.

Table 5. Results obtained in the application of the seven controllers to the WEC system. The powers
are expressed in kW. Note that ONLP indicates overshoot of nominal limits for position and ONLS
indicates overshoot of nominal limits for speed.

Controller P̄gen ONLP ONLS PgenMax PgenMin

MPC1 127.60 0.0000 0.0023 437.48 −356.33
MPC2 110.72 0.0000 0.0281 744.06 −364.97
MPC3 125.53 0.0000 0.0000 444.24 −183.62
MPC4 127.50 0.0000 0.0107 452.75 −369.27
MPC5 129.01 0.0000 0.0413 481.53 −182.85

RD 67.02 0.0000 0.0000 258.88 −1.05
I-P 109.90 0.0073 0.0511 583.73 −107.34

Table 5 records the most significant quality indicators of the control performed by each controller.
First, this table shows the average mechanical powers generated by the WEC system when applying
each controller. In this aspect, the MPC5 controller is the one that generates more power, followed very
closely by the MPC1, MPC4 and, with a bit more distance, the MPC3. On the other side, the indicators
ONLP and ONLS quantify the area of overshoot from the nominal limits of the position and oscillation
speed, respectively. In this sense, the MPC3 (together with the RD control) provides the best behavior,
since it does not apply slack to the nominal limits on any occasion, then it is followed by MPC1.
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This can be verified in Figures 6 and 7, which show a comparison between the positions and oscillation
speeds obtained by applying the designed controllers to the mathematical model (15). As can be seen,
all controllers keep the WEC system within its physical operating limits. Finally, the last two columns
of Table 5 show the maximum and minimum power peaks obtained when applying each controller. In
this aspect, ignoring the resistive damping control, MPCs with embedded integrators are once again
the best performers. Note that these power peaks will cause an oversizing of: electrical machines,
power electronics, accumulators, etc.

Figure 6. Simulation of the positions obtained in the WEC system when applying the seven controllers
to the mathematical model (15).

Figure 7. Simulation of the oscillation speeds obtained in the WEC system when applying the seven
controllers to the mathematical model (15).

226



Energies 2018, 11, 2857

With respect to the two optimization criteria compared in this paper, it can be concluded that
the MPCs that employ an optimization criterion based on the minimization of the error between w
and wre f should only be used if they are designed from a model with an embedded integrator. Thus,
this approach achieves better performance (in terms of diminution of instantaneous power peaks
and reduction of mechanical fatigue due to exceeding nominal limits) than the standard optimization
criteria based on maximizing the extracted power directly. On the other hand, with respect to the use
of a complete model or a simplified model, it can be concluded that (in terms of instantaneous power
generated and reduction of mechanical fatigue) the use of a complete model does not improve the
performance of MPCs for this WEC significantly. This is because, the increase in the average power
generated is minimal, and only in the case of the MPC1 and MPC4, the use of a complete model reduces
the overshoot of the PTO system a bit. Finally, the variation of the extracted mechanical power as a
function of the prediction time t f is studied. In particular, Figure 8 shows a comparison between MPC3

and MPC1. As can be seen, in both cases, after a prediction time of 3 s, the power generation does not
improve significantly, while the computation effort increases. In addition, it should be pointed that
MPC3 does not have a monotonously increasing behavior that relates t f to the power generated, as
would be expected. Nevertheless, in this aspect, the MPC3 is better than the MPC1, because it can
generate more power with less information of the future excitation force (up to 2.5 s).

Figure 8. Variation of the extracted mechanical power as a function of the prediction time for MPC1

and MPC3 (control parameters listed in Table 4).

To conclude the performance study, by comparing the previous figures and the values recorded in
Table 5, it can be seen how the MPCs almost double the average power generated by the WEC system
with respect to that obtained by tuning an adequate resistive damping for the PTO system (RD control).
In addition, like the RD control, the MPC3 keeps the system within its nominal operating limits. On the
other hand, it is also verified that the MPCs are superior in performances than the conventional I-P
controller, in terms of: average mechanical powers generated, diminution of instantaneous power
peaks and reduction of mechanical fatigue (due to exceeding nominal limits).

4.2. Robustness Comparison

Another contribution of this work, searching for the greatest realism in the comparative of
the designed controllers, is that uncertainty is added to the complete system model (15) to the
most significant identified parameters (52): added mass and dynamics of the radiation force, which
have been obtained through the openWEC software, and the hydrostatic restoring coefficient Kres

(a nonlinear parameter that has been linearized during the modeling of the WEC system).

Fres(t) = −kres(1 +�kres)z(t), Frm∞(t) = m∞(1 +�m∞)ẇ(t),
FrKr (s)
W(s)

= (1 +�B)Kr(s) (52)

where � represents the added uncertainty in each parameter.
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Note that when modifying the physical parameters of the WEC system, the frequency response
of the filter (9) is affected. Therefore, looking for a truthful comparison, it would be necessary to
identify a new filter (6) for each added uncertainty. Given the high number of simulations required,
applying different levels of uncertainty to each of the parameters, this is not feasible. For this reason,
in this work, the Morison model (7) is used to define Fe, allowing one to modify the excitation force
caused by the wave as a function of the added uncertainty more easily. Thus, when modifying the
physical parameters of the system, the external force that the wave causes on the system also varies.
Therefore, Equation (7) is redefined for this analysis as:

Fe(t) = m∞(1 +�m∞)η̈(t) + B(1 +�B)η̇(t) + kres(1 +�kres)η(t) (53)

It should be noted that Equation (53) uses a first and a second derivative of wave height. As a
consequence, if the Morison model is used for the excitation force in a realistic sea state, it will amplify
the high-frequency harmonics that are part of the wave. This is the opposite of the bandwidth of
the WEC system provided by the openWEC software (see Figure 2b). For this reason, in this part of
the paper, the simulations are performed in an irregular sea state formed by the fifteen sinusoidal
components listed in Table 6.

Table 6. Sinusoidal components used for sea-state (values expressed in international units).

Component Amplitude Period Phase Component Amplitude Period Phase

s1 0.420 13.00 −π s9 0.200 9.00 0.00
s2 0.520 12.50 1.5π s10 0.180 8.50 π
s3 0.420 12.25 0.40 s11 0.200 7.50 0.10
s4 0.520 11.50 0.20 s12 0.150 6.50 −0.77
s5 0.450 11.25 0.11π s13 0.100 5.50 0.5π
s6 0.300 10.50 −1.50 s14 0.075 5.00 0.00
s7 0.500 10.00 −0.33 s15 0.020 3.70 0.12
s8 0.210 9.50 0.78 — — — —

In order to create an unfavorable test scenario for the MPCs, two factors have been adjusted.
In the first place, the sea state recorded in Table 6 is not favorable to the controllers, because the wave
force becomes more than twice the stationary force that the PTO system can apply (recorded in Table 3).
Moreover, the prediction time t f has been limited to a maximum of 1.5 s. After this, a fine-tuning has
been made to all the MPCs looking for a balance between the generated power and the overshoot of
the nominal limits of the WEC system. The result of this fine-tuning is listed in Table 7.

Table 7. Control parameters set for the sea state recorded in Table 7.

Controller Tm [s] Tf [s] R Q Wεz Wεw

MPC1 0.05 1.5 1.1 × 10−7 — 1.0 × 1010 1.0 × 107

MPC2 0.04 1.2 1.0 × 10−7 2.15 × 104 1.0 × 107 2.0 × 109

MPC3 0.04 1.2 5.0 × 10−5 1.475 × 104 5.0 × 1010 1.0 × 105

MPC4 0.05 1.5 4.5 × 10−7 — 1.0 × 108 1.0 × 104

MPC5 0.02 0.6 5.0 × 10−5 1.75 × 104 1.0 × 107 1.0 × 109

Note that for the same wave height, the excitation force can increase or decrease according to
the uncertainty added in each parameter. Therefore, there will be situations where, for the sea state
defined in Table 6, the controller cannot keep the system within its physical limits. This is because,
the actuation force of the PTO system will be much lower than the excitation force. In this paper,
this non-feasibility situation will be considered as the robustness limit that the controller can support.
This limit is defined for the uncertainty added in each of the parameters (52). This non-feasibility
situation with soft constraints does not mean that the closed-loop system becomes unstable, but that
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the controller cannot keep the WEC system within the physical limits defined in Table 3. Furthermore,
in order to obtain a more complete analysis of how this uncertainty affects the closed-loop system, the
average powers generated for each value of added uncertainty to each parameter are recorded. A large
number of simulations has been carried out for this purpose; all of them have a duration of 120 s and
use fourth order Runge–Kutta (RK4) integration method with an integration step of 1 ms.

Once the robustness study has been defined, Figure 9 shows the results obtained as a function
of the added uncertainties; feasible limits obtained for the five MPCs and the variation of their
mean power generated. With respect to the added uncertainty in m∞, the MPC2 is the least robust.
Meanwhile, the MPC1 offers the best features in a power-robustness ratio. However, it should be noted
that when considering more reasonable added uncertainty values (interval [−50, 50]%), the MPC5

extracts significantly more power than the others. It should also be noted that the controllers that
directly maximize power in their cost function (MPC1 and MPC4) have the most predictable behavior
with respect to the added uncertainty in m∞. On the other hand, the MPC5 offers the best features with
respect to the uncertainty added to the dynamics of the radiation force (up to 400%). In contrast, the
MPC2 gives very bad results in this respect. The MPC1 also gets good results, because it achieves a
practically constant power production despite variations of �B.
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Figure 9. Variations of the average mechanical power generated as a function of the added uncertainty
to: added mass, damping coefficient and hydrostatic restoring coefficient.

Finally, Figure 9 shows how the power generated by the different controllers varies according
to the uncertainty added to the hydrostatic restoring coefficient of the system. In this aspect, it can
be appreciated how the robustness of all the controllers is more limited. If the value of the coefficient
kres increases, the excitation force that the wave exerts on the system (53) increases proportionally.
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Therefore, the margin of action of the PTO system decreases noticeably. Even so, the MPC5 supports
an added uncertainty of 25%, again being the one that provides the best robustness results even with
the smallest prediction time t f . Note that, for such added uncertainty, the excitation force becomes
more than three-times the force that the PTO system can apply to the buoy; see Figure 10. After the
MPC5, the MPC4 and MPC1 get the best results, in this order.
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Figure 10. Wave force, force setpoint demanded and real force produced by the PTO, by applying the
MPC5 to the model (15), which has an added uncertainty to the hydrostatic restoring coefficient of 25%.

5. Conclusions

The interest in implementing MPCs in WEC systems is motivated by the need to increase
the productive/economic viability of these systems. For this reason, in this work, five different
predictive controllers have been designed. All these controllers allow minimizing mechanical fatigue
by limiting the operating range of the WEC system by means of hard and soft constraints. The main
contribution of this work is the study of performance and robustness carried out for the five MPCs
designed. This study demonstrates how the addition of an embedded integrator to the design model
improves the performance of the WEC device referring to: average power generated, diminution of
instantaneous power peaks, reduction of mechanical fatigue and robustness of the closed-loop system,
in comparison with the other MPCs. In addition, the MPCs have been compared with two conventional
controllers for WEC systems (resistive damping and I-P control) in a realistic sea state defined by
the JONSWAP spectrum. Predictive controllers have proven that, compared to these conventional
controllers, they minimize mechanical fatigue due to overshoot of nominal limits and increase the
mechanical power generated by this type of WEC system.
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Abstract: For renewable wave energy to operate at grid scale, large arrays of Wave Energy Converters
(WECs) need to be deployed in the ocean. Due to the hydrodynamic interactions between the
individual WECs of an array, the overall power absorption and surrounding wave field will be
affected, both close to the WECs (near field effects) and at large distances from their location (far field
effects). Therefore, it is essential to model both the near field and far field effects of WEC arrays.
It is difficult, however, to model both effects using a single numerical model that offers the desired
accuracy at a reasonable computational time. The objective of this paper is to present a generic
coupling methodology that will allow to model both effects accurately. The presented coupling
methodology is exemplified using the mild slope wave propagation model MILDwave and the
Boundary Elements Methods (BEM) solver NEMOH. NEMOH is used to model the near field effects
while MILDwave is used to model the WEC array far field effects. The information between the two
models is transferred using a one-way coupling. The results of the NEMOH-MILDwave coupled
model are compared to the results from using only NEMOH for various test cases in uniform
water depth. Additionally, the NEMOH-MILDwave coupled model is validated against available
experimental wave data for a 9-WEC array. The coupling methodology proves to be a reliable
numerical tool as the results demonstrate a difference between the numerical simulations results
smaller than 5% and between the numerical simulations results and the experimental data ranging
from 3% to 11%. The simulations are subsequently extended for a varying bathymetry, which will
affect the far field effects. As a result, our coupled model proves to be a suitable numerical tool for
simulating far field effects of WEC arrays for regular and irregular waves over a varying bathymetry.

Keywords: coupling; wave propagation model; MILDwave; BEM; NEMOH; array; farm; near field;
far field; WECwakes project; experimental validation; WECWakes Hydralab IV project

1. Introduction

Wave energy is a renewable energy source with the potential to contribute to reduce the world’s
dependency on fossil fuels. Compared to other renewable energy sources, such as wind and solar,
wave energy conversion lacks technologic and economic development. In order for wave energy
to be economically viable, large farms of Wave Energy Converters (WECs) have to be deployed at
the same location, which will enable wave energy to operate at grid scale and compete with wind
farms. This is usually termed as WEC arrays or WEC farms in literature. For this study, the term
WEC farm refers to a scale comparable to a wind farm, while a WEC array is a small group of WECs
closely spaced within the farm. Due to the hydrodynamic interactions between the individual WECs
in the array, the overall power absorption will be affected. The hydrodynamic problem of power
absorption is characterized by two different problems: the diffraction problem and the radiation
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problem. The diffraction problem studies the change in direction of the incident wave field due to
the presence of the WECs. Assuming the WECs to be stationary and depending on their geometry,
a diffracted wave field around the WECs can be obtained. The radiation problem refers to the
generation of a radiated wave field around the WECs due to the oscillations of the bodies caused by
the incident wave field. The superposition of the diffracted and radiated wave fields using linear wave
theory results in a complex perturbed wave field around the WECs. This is often described as the
near field effects in literature (illustrated in Figure 1). In addition, the absorption and redistribution of
the wave energy around the WECs will also cause a wake behind the WEC array, which is an area of
reduced wave height in the lee of the WECs. Wake effects can have a positive or negative impact on
the coastline and other sea users. This is often described as the far field effect of WECs.

Figure 1. Visual representation of the near field effects between neighboring oscillating WECs
(represented by solid circles) in a WEC array under incident waves [1].

Substantial numerical research has been carried out to study the near field effects and interaction
factors of WECs, to optimize the array lay-out for maximizing power output. To date, various
wave-structure interaction models have been used: numerical array models based on semi-analytical
coefficient calculation [2,3], Boundary Elements Methods (BEM) based on potential flow theory [4,5]
and Computational Fluid Dynamics (CFD) [6].

Far field effects are traditionally studied using wave propagation models. In [7–11], phase-averaging
spectral models are used to obtain the wave field in the lee of a WEC array. The WEC arrays in these
studies are simplified as obstacles with a fixed transmission coefficient. In the same way, Ref. [12] used
a time-dependent mild-slope equation model and simplified each WEC as a wave power absorbing
obstacle. To obtain the absorption coefficient for phase-averaging spectral models and the wave
power absorbing obstacle coefficient for time-dependent mild-slope equation models, tank testing or
numerical modelling is required. Therefore, the modelling of the hydrodynamic interactions is not
taken into account resulting in a simplified WEC parametrization, which leads to low accuracy results.

As pointed out in [13], the currently available approaches either focus on modelling the near field
effects at high fidelity but with high computational cost or the far field effects with low fidelity but
low computational cost, in part due to the limitation of modelling both effects simultaneously using
a single solver. On the one hand, wave-structure interaction solvers require a long computational
time, which increases exponentially with the number of bodies of the WEC array and the size of the
domain. Additionally, BEM solvers [14,15] are limited to a constant bathymetry, whilst other solvers
like CFD solvers increase the computational time even more when considering irregular bathymetry.
As a result, BEM solvers and CFD solvers are not suitable for studying far field effects of WEC arrays
which require an even larger domain. On the other hand, wave propagation models offer a lower
computation time for modelling large domains and study the WEC array impact at a regional scale.
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Nonetheless, the simplification in modelling the WEC hydrodynamic problem can lead to erroneous
model conclusions.

Various coupling methodologies to rectify these limitations have recently been advanced in [16–20].
These coupling methodologies are based on the work of [1], who first presented a coupling between
a wave propagation model (MILDwave [21]) and a wave-structure interaction solver (WAMIT [14]).
Pairing models with different resolutions and computational costs can enable the modeler to obtain
results for different sub-domains of the problem while keeping the computational cost reasonable.
This allows higher precision in the estimation of near field effects using wave-structure interaction
solves. Subsequently, the resulting wave field of the wave-structure interaction solver is propagated
using wave propagation models which solve wave propagation and transformation over large distances
with varying bathymetry. Given the fact that the cost of installation of floating structures increases
significantly in larger water depths, installation of floating structures in smaller depths where realistic
bathymetries become significant could be a solution to this high cost. Therefore, modelling WEC array
effects for irregular wave conditions and for realistic bathymetries can play an import role in further
developments in the wave energy sector.

In this paper, a generic methodology for coupling a wave-structure interaction solver with a wave
propagation model for any (floating) structure is presented and validated, with a novel application
for irregular waves over a varying bathymetry. In Section 2, the details are presented of the generic
coupling methodology between any wave-structure interaction solver and any wave propagation
model. Section 3 illustrates the coupling methodology applied to a test case between the wave-structure
solver, NEMOH, and the wave propagation model, MILD wave, for an array of nine floating WECs.
Section 4.1 provides a verification of the results from the proposed coupling methodology against
the wave fields simulated using the wave-structure interaction solver. Additionally, the coupling
methodology is compared to an experimental data set for a 9-WEC array in Section 4.2. Section 4.3
advances an implementation of the coupling methodology with varying bathymetry. In Section 5 ,
the ability to simulate the far fields effects with high accuracy of the proposed coupling methodology
is discussed. Finally, the conclusions of this work and future work are discussed in Section 6.

2. Generic Coupling Methodology

The proposed generic coupling methodology introduced in [1] and refined in [16] consists of
four steps, as illustrated in Figure 2. Firstly (Step 1), the wave propagation model is used to obtain
the incident wave field at the location of the structure(s) when the structure(s) is(are) not present.
Secondly (Step 2), the obtained wave field is used as input for the wave-structure interaction solver at
the location of the structure(s). Now, we can solve the motion of the structures(s) and obtain an accurate
solution of the radiated and diffracted wave fields around the structure(s), namely the perturbed wave
field. Thirdly (Step 3), the perturbed wave field is used as input in the wave propagation model and
is propagated throughout a large domain. This is done by prescribing an internal wave generation
boundary around the structure location. Finally (Step 4), the total wave field due to the presence of the
structure(s) is obtained as the superposition of the incident wave field and the perturbed wave field in
the wave propagation model.

The aforementioned coupling methodology can also be classified into a one-way coupling or
two-way coupling depending on how Step 4 is implemented. Figure 3 shows the schematics of a
one-way and a two-way coupling, respectively. The inner model domain corresponds to the location
of the structure(s), where the near field effects are solved. The outer model domain corresponds
to the area where the far field effects are evaluated. Both the inner model domain and the outer
model domain are represented not to scale. In a one way-coupling, the wave field for each numerical
problem is calculated independently. Thus, the main coupling mechanism in this example is the
superposition of two different simulations obtained in the wave propagation model: an incident wave
field calculated intrinsically and a perturbed wave field calculated using a wave generation boundary.
In a two-way coupling, there is an exchange of information between the wave propagation model and
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the wave-structure interaction solver in each time step of the simulation and therefore Steps 2, 3 and 4
of the coupling methodology have to be re-calculated at each simulation time step.

Figure 2. Flow chart of the generic coupling methodology between a wave-structure interaction solver
and a wave propagation model.

Nevertheless, both solutions are able to obtain the far field effects of the WEC array at a reasonable
computational cost and accuracy taking into account bathymetric effects and wave transformation
processes, with an accurate description of the perturbed wave field around the structure/WEC.

Figure 3. Schematic of a one-way coupling (left) and two-way coupling (right). In the inner model
domain, the motions of the studied structure(s)/WEC(s) are solved.

The proposed coupling methodology is a generic tool that can be applied in the following cases:

1. Any wave-structure interaction solver that describes the perturbed wave field is suitable for
obtaining the input parameters for the internal wave generation boundary. Models based on
potential flow theory (e.g., BEM [17,22,23]) or analytical models based on analytical calculation
of coefficients or numerical models based on resolving the Navier–Stokes equations (e.g., CFD [6]
or SPH) are all suitable in obtaining the perturbed wave field around the WEC array [20].

2. Any wave propagation model can be used. A wave propagation boundary can be implemented
in both phase-resolving and phase-averaging models.

3. The methodology applies to any kind of oscillating or floating structure. In this paper, a WEC
array of heaving point absorber WECs is modelled using a phase-resolving model (in order to
demonstrate this numerical coupling methodology). However, it can be applied to oscillating
water column WECs, overtopping WECs, wave surge WECs, floating breakwaters or platforms.
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3. Application of the Coupling Methodology between the Wave Propagation Model, MILDwave,
and the BEM Solver, NEMOH

In this section, the generic coupling methodology presented in Section 2 will be demonstrated
for obtaining the far field effects due to a WEC array. First, the applied wave theory is discussed.
Secondly, a description of the two numerical models employed is provided. Thirdly, the application
of the coupling methodology is described for regular and irregular waves. Finally, the coupling
methodology is validated against WEC array experimental data from the WECwakes project [1,24,25]
which has been co-ordinated by the co-authors of the present paper.

3.1. Numerical Background

3.1.1. Linear Potential Flow

Both models employed are based on linear potential flow theory [22] that allows the flow velocity,
ν, to be expressed as the gradient of the potential, Φ:

ν = ∇Φ. (1)

The assumptions underlying potential flow theory are the following:

1. The flow is inviscid.
2. The flow is irrotational.
3. The flow is incompressible.

The standard assumption of linear theory that the motion amplitudes of the bodies are much
smaller than the wavelength also applies. Linear potential flow theory has hitherto been utilized in a
majority of the investigations into WEC array modelling—for example, see [26]. Due to the principle of
superposition, linear potential theory allows for the separation of the total wave field into the following
components of the velocity potential :

ϕt(x, y, z) = ϕi + ϕdi f f +
6

∑
i

ϕrad, (2)

where ϕt is the total velocity potential, ϕi is the incident wave velocity potential, ϕdi f f is the diffracted
wave velocity potential and ∑6

i ϕrad is the sum of the radiated wave velocity potentials for each
degree of freedom of motion of the WEC(s). In our investigation, we also make use of the term
“perturbed wave” to denote the wave resulting from the sum of the diffracted and radiated wave
velocity potentials.

3.1.2. Wave Propagation Model MILDwave

The wave propagation model chosen for demonstrating the coupling methodology is the
mild-slope wave propagation model MILDwave [21,27]. MILDwave is a phase-resolving model
based on the depth-integrated mild-slope equations of Radder and Dingemans [28]. MILDwave allows
for solving the shoaling and refraction of waves propagating above mild-slope varying bathymetries.
Furthermore, MILDwave has been widely used in the modelling of WEC arrays [12,16,17,19,24,27,29,30].
The mild-slope equations (Equations (3) and (4)) are resolved using a finite difference scheme that
consists of a two-step space-centered, time-staggered computational grid, as detailed in [31]:

∂η

∂t
=

ω2 − k2CCg

g
ϕ −∇(

CCg

g
∇ϕ), (3)

∂ϕ

∂t
= −gη, (4)
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where η and ϕ are, respectively, the free water surface elevation and the wave velocity potential at
the free water surface, g is the gravitational acceleration, C is the phase velocity and Cg is the group
velocity for a wave with wave number k and angular frequency ω.

3.1.3. Wave-Structure Interaction Solver NEMOH

The wave-structure interaction solver chosen for demonstrating the coupling methodology and
to solve the diffraction/radiation problem is the open-source potential flow BEM solver NEMOH.
Given Equation (1), NEMOH solves the Laplace Equation (5) for the complex wave velocity potential, ϕ:

Δϕ = 0, (5)

given a set of boundary conditions on the wetted body surface, the free surface, sea bottom and the
far field area. Equation (5) is solved by employing Green’s functions [15]. An important restriction
imposed by Green’s functions is the assumption that the water depth h is constant throughout the BEM
domain. The free surface elevation η is calculated by taking the real part of the complex potential η

from the free surface boundary condition, presented by Equation (6). From the superposition principle,
presented by Equation (2), free surface elevations can be obtained separately from the vertical motions
of the WEC(s) due to the diffracted and radiated potentials:

η = − 1
g
(

∂ϕ

∂t
)z=0. (6)

3.1.4. Modelled WECs

The examined WEC array consists of nine heaving buoys. The buoy shape is a flat circular cylinder
with a diameter of 10 m and a draft of 2 m. The shape was chosen to represent several promising WEC
technologies that are being developed at the moment [32]. The Power Take-off (PTO) of each WEC
is modeled as a resistive damper. The damping coefficient of the PTO, BPTO, is kept constant during
the investigation with BPTO = 3.6 × 105 kgs−2. The chosen BPTO leads to a resonance condition for a
wave period of 8 s [18]. However, it has been found that a variation of BPTO depending on the wave
period does not have a significant impact on the WEC motion [16]. The WEC array layout is sketched
in Figure 4. Here, dx = 30 m and dy = 30 m are the inter-array separation distances, lx = 30 m and
ly = 120 m are the total array dimensions and the WEC array is located at the center of the domain
with co-ordinates x = 0 m and y = 0 m. The layout is a staggered grid lay-out. The array layout is kept
constant during the analysis.

Figure 4. Plane (Top) view of the WEC array layout for nine heaving buoys. λ indicates the direction
of wave propagation.

3.1.5. Wave Characteristics

The results presented here comprise two sets of regular and irregular waves included in Table 1.
We aim to demonstrate the application of the coupling methodology and impact of the WEC array
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on the wave field for different wave periods and for a fixed wave direction θ = 0◦. The regular wave
set consists of a wave height H = 2 m and a wave period T = 6, 8 and 10 s. The irregular wave set
consists of a significant wave height Hs = 2 m and a peak period Tp = 6, 8 and 10 s. The three wave
periods chosen range from 6 to 10 s as they range from values closer to the resonance period (Tr) of the
WECs, for which the WEC motions are large, to values far from Tr where the motions of the WECs are
reduced reproducing possible operational wave conditions for the WEC array.

Table 1. Incident wave data sets used for the coupling methodology test cases.

Regular Waves

Case Name T (s) H (m) θ = 0◦

A 6 2 0
B 8 2 0
C 10 2 0

Irregular Waves

Case Name Tp (s) Hs (m) θ = 0◦

D 6 2 0
E 8 2 0
F 10 2 0

For the regular wave cases (A–C), the results are presented in all points of the domain by
calculating the KD,r, defined as the ratio between the numerically calculated total wave, Htot, and the
incident wave height, Hi:

KD,r =
Htot

Hi
=

√
8 · ∑Δt

t η(x, y)2
t · dt

Δt

Hi
, (7)

where η(x, y) is the resulting surface elevation in each simulation time step dt and Δt is the time
window over the KD is computed.

For the irregular wave cases (D–F), a Pierson–Moskovitz spectrum is utilized to represent a
realistic sea state [33]. This methodology for generating irregular waves has already been used by [34]
when modelling WEC arrays.

The irregular wave spectrum is defined by Equation (8):

S( f ) =
B
f 5 e

− C
f 4 , (8)

where

B =
5
16

H2
s

T4
p

, (9)

C =
5
4

1
T4

p
. (10)

The wave spectrum is discretized in a total of n = 20 regular wave components. The wave height
Hi and wave amplitude ai corresponding to each regular wave component of wave frequency fi is
obtained by:

Hi = 2
√

2S( fi)Δ f , (11)

ai =
Hi
2

eiϕi , (12)

where Δ f = 0.2 corresponds with the wave frequency discretization of the spectrum and ϕi with a
random number between ˘π and π corresponds to the phase angle of each wave frequency component.
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The surface elevation ηi for each regular wave component is then obtained using Equation (13):

ηi(x, y) = aiηi1(x, y), (13)

where ηi1(x, y) corresponds to the surface elevation of unit wave amplitude for the ith regular wave
component of the wave spectrum.

The irregular surface elevation ηir(x, y) at each point of the numerical domain is then obtained as
a superposition of the N regular wave components of the spectrum using Equation (14):

ηirr(x, y) =
N

∑
i

ηi(x, y). (14)

As in the case of regular waves, the results are presented as the KD,irr for irregular waves,
defined as the ratio between the numerically calculated significant wave height, Hs,tot, and the incident
significant wave height, Hs,i:

KD,irr =
Hs,tot

Hs,i
=

4 ·
√

∑Δt
t ηirr(x, y)2

t · dt
Δt

Hs,i
. (15)

It has to be noted that Equations (13) and (14) can also be used to obtain the diffracted and radiated
wave fields around the WEC array.

3.2. Coupling Methodology Implementation

This section shows the application of the generic coupling methodology using the selected
numerical models. The objective is to obtain the total wave field in the MILDwave domain due to the
presence of the WEC array. This is performed by superimposing the incident wave field, the diffracted
wave field and the radiated wave field generated in MILDwave. The first step (Step 1 in Figure 2)
of the coupling methodology is to obtain the incident wave field in the wave propagation model,
MILDwave, at the location of the WEC array (Figure 2). A numerical basin is set-up in MILDwave
where the incident waves are generated along a linear wave generation boundary perpendicular to the
wave propagation direction. In the MILDwave domain, both constant or varying bathymetries can
be modelled. To minimize unwanted wave reflection absorption zones (implemented in MILDwave
as sponge layers), are placed down-wave and up-wave the basin. From this simulation, the surface
elevations at the WEC array location are obtained and used as the input value for NEMOH, which is
Step 2 in Figure 2.

In the second step (Step 2 in Figure 2) of the coupling methodology, the radiated/diffracted wave
field is obtained around the WEC array using the wave-structure interaction solver NEMOH. NEMOH
resolves the wave frequency dependent wave radiation problem for each individual WEC and the
diffraction over a predetermined numerical grid. The input values for NEMOH are the WEC array,
the wave amplitude at the WEC array location obtained in Step 1, the wave period and the water
depth at the WEC array location. As a result, NEMOH gives the complex radiated and diffracted wave
fields described by Equations (16) and (17) respectively:

ηrad =
M

∑
j

iωX̃(ω) |ηrad| eiϕrad , (16)

ηdi f f =
∣∣∣ηdi f f

∣∣∣ eiϕdi f f , (17)
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where ω corresponds to the wave angular frequency (rad/s), i is the imaginary number part, ϕrad and
ϕdi f f correspond to the radiated and diffracted wave phase angle, respectively, M is the total number
of WECs and X̃ is the Response Amplitude Operator (RAO) of each WEC given by:

X̃ =
acF̃ex

−(M + MA)ω2 − iω(Bhyd + BPTO) + KH
. (18)

Here, ac corresponds to the wave amplitude at the coupling region, F̃ex is the excitation force, M is the
WEC mass, MA is the added mass, Bhyd is the hydrodynamic damping coefficient, BPTO is the Power
Take-Off damping coefficient and KH is the hydrodynamic stiffness.

The radiated and diffracted wave fields are then summed up in the frequency domain to obtain
the perturbed wave field:

ηpert = ηdi f f + ηrad. (19)

In the third step (Step 3 in Figure 2), the perturbed wave field is then transformed from the
frequency domain to the time domain and propagated into MILDwave using a circular wave generation
boundary (Figure 5). Waves are forced away from the circular wave generation boundary by imposing
the free surface elevation along the circle, ηcirc(x, y, t) :

ηcirc(x, y, t) =
∣∣ηpert,i

∣∣ cos(ϕpert,c − ωt). (20)

To avoid wave reflection, absorption layers (implemented in MILDwave as sponge layers) are
placed up-wave, down-wave and also along the sides of the MILDwave numerical domain. In the
fourth step (Step 4 in 2), the incident wave field obtained in Step 1 and the perturbed wave field
obtained in Step 3 are combined to obtain the total wave field due to the presence of the WECs array in
the MILDwave domain:

ηtot(x, y, t) = ηinc(x, y, t) + ηpert(x, y, t). (21)

Figure 5. Sketch of the incident wave propagation (left) and perturbed wave propagation (right) in
MILDwave. The black line corresponds to the wave generation line, the black circle corresponds to the
circular wave generation boundary and the grey areas correspond to absorption zones (sponge layers)
down-wave,up-wave and along the sides of the numerical domain.

3.3. Experimental Data-Set Used for Numerical Validation Purposes

This section gives a description of the experimental data-set used to validate the coupling
methodology described in this study. The experimental data-set from the WECwakes project [1,24,25]
conducted in the Shallow Water Wave Basin of DHI, Hørsholm, Denmark is used. In the WECwakes
project, WEC arrays up to 25 devices were tested to study near field and far field effects of heaving point
absorber WECs. First, the characteristics of an individual WEC are described. Secondly, a description
of the wave basin is provided. Thirdly, a general description of the WECwakes experiment is included.
Finally, the numerical model implementation of the experimental set-up is discussed.
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Each of the 25 WEC heaving point absorbers tested consists of a buoy heaving through a metallic
vertical shaft mounted on a metal base installed at the bottom of the wave basin (Figure 6). Each buoy
consists of a cylindrical body and a spherical bottom with a diameter of 0.315 m. The draft of the WEC
is 0.323 m. The water depth is fixed to 0.700 m. The PTO system is composed of Teflon (PTFE)-blocks
at the top, which causes energy dissipation through friction damping of the WEC heave motion.
Additionally, the presence of the vertical shaft through the buoy causes additional frictional forces on
the WEC buoy.

Figure 6. Definition sketch of the WECwakes WEC unit. Adopted from [1,24,25].

The DHI wave basin experimental domain is 22 m wide and 25 m long and overall depth of 0.8 m.
Forty-four piston type wave paddles, each of width 0.5 m generate waves at one end of the wave
basin. During the WECwakes project, arrays of up to 25 heaving point absorber WECs (see Figure 7)
have been tested using different geometric WEC array configurations. By testing different WEC array
configurations under a wide range of sea states a large experimental data-set has been generated and
is publicly available for numerical validation purposes. The wave field around the WECs is recorded
using 41 resistive wave gauges (WGs) distributed in the basin as shown in Figure 7. A potentiometer
is installed at the top of each WEC unit to measure its heave displacement. Furthermore, two load
cells were installed in the five WECs located on the central line of the array to measure surge forces.

The WECwakes project has led to a database of 591 test focusing on different array geometrical
configurations and wave characteristics. For this validation, an array of nine WECs arranged in a
3 × 3 WEC layout has been selected (see Figure 8). A total of 15 wave gauges located in the front,
leeward and sides of the array are identified to compare the free surface elevations between the
NEMOH-MILDwave coupled model and the experimental data-set. The separating distance between
the different WEC units is equal to 1.575 m. The incident regular wave conditions used are a wave
height of H = 0.074 m and a wave period of T = 1.26 s.

The effect of the WEC’s PTO system is included in the numerical simulation by adding an external
damping coefficient, BPTO, to the equation of motion (Equation (18)). The value for BPTO is calculated
empirically to account for (i) the PTO system itself which mimics a coulomb damper, (ii) viscous
damping of the WEC’s motion due to the presence of water between the vertical supporting axis
and the shaft through the WEC unit [35] and (iii) the wave-induced surge forces pushing the WEC
against its vertical supporting axis [36]. Therefore, a single WEC has been modelled in NEMOH,
similar to the experimental set-up but without the shaft bearing, and regular waves are generated.
When the difference between numerical and experimental results of the free surface elevations of the
total wave field was smaller than 5%, the applied external damping coefficient is considered sufficient.
This methodology resulted in a value of BPTO = 28.5 kg/s.
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Figure 7. Plan view of the WECwakes experimental set-up in the DHI wave basin as a 5 × 5 rectilinear
array. The red crosses indicate the position of all the wave gauges installed in the DHI wave basin
during the experiments and the black circles indicate the location of the different WEC units. The wave
paddles are denoted by the red hatched area at the bottom of the figure while the black hatched area at
the top of the figure represents the installed absorbing beach. Two guiding walls were installed at the
sides of the basin, denoted in blue lines [1].

Figure 8. Set up of the WEC array layout used for the comparison between the coupled model and the
experimental tests. WECs are represented by • and wave gauges (WGs) by x. The WG are numbered
as they appear in the WECwakes experimental data set. The direction of wave propagation, indicated
by λ, is from left to right.

3.4. Test Program

3.4.1. Coupling Methodology Implementation for Constant Bottom Bathymetry

The first objective of this research is to show the accuracy of the NEMOH-MILDwave coupled
model in obtaining the total wave field around a WEC array. A comparison between NEMOH and
the NEMOH-MILDwave coupled model will be done using the numerical results from NEMOH as a
benchmark for the NEMOH-MILDwave coupled model. To quantify the difference in the KD between
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NEMOH and the NEMOH-MILDwave coupled model, the relative KD difference between NEMOH
and the NEMOH-MILDwave coupled model is determined:

RD =
(KD,NEMOH − KD,coupled)

KD,NEMOH
· 100. (22)

A test program, Table 2, has been designed based on the regular waves and irregular waves cases
presented in Table 1. The total wave field around the 9-WEC array illustrated in Figure 4 is simulated
in deep water. The direction of the wave propagation, indicated by λ in Figure 4, is from left to right.
The basin water depth is set to a constant depth of d = 40 m to provide deep water conditions.

Table 2. Test program for the coupling methodology implementation in constant bathymetry.

Test Number Numerical Models Wave Type H (m) T (s) Water Depth d (m)

1 NEMOH REG 2 6 40
2 NEMOH REG 2 8 40
3 NEMOH REG 2 10 40

4 NEMOH-MILDwave REG 2 6 40
5 NEMOH-MILDwave REG 2 8 40
6 NEMOH-MILDwave REG 2 10 40

7 NEMOH IRREG 2 6 40
8 NEMOH IRREG 2 8 40
9 NEMOH IRREG 2 10 40

10 NEMOH-MILDwave IRREG 2 6 40
11 NEMOH-MILDwave IRREG 2 8 40
12 NEMOH-MILDwave IRREG 2 10 40

Tests 1–3 and tests 7–9 are performed using the BEM code NEMOH. NEMOH has important
constraints as noted in [15] but accurately solves array interactions within linear theory. To maximize
the accuracy of the results, a numerical basin of 800 m × 800 m is used for each simulation with a
grid size of 2 m with an equal spacing in x- and y-directions. It has to be noted that the results from
NEMOH are used as the input values for the NEMOH-MILDwave coupled model. NEMOH gives the
total wave field individually for each body; however, the 9-WEC array is implemented directly in the
NEMOH-MILDwave coupled model.

Tests 4–6 and 10–11 are performed using the NEMOH-MILDwave coupled model. The coupling
methodology is implemented along an internal circular wave generation boundary of coupling radius
rc = 120 m. According to [16], a wave generation circle with a minimum rc distance equal to the
distance from the center of the coupling region to the most further WEC + 2· rWEC offers an accurate
solution. The grid size for the simulation is set to 2 m with an equal spacing in the x- and y-directions
and an effective domain of 2800 m × 1600 m. Absorbing sponge layers are placed in the edges of the
numerical basin to avoid wave reflection. Each simulation is run for 2000 s to obtain a fully developed
sea state.

3.4.2. Coupling Methodology Validation for Constant Bottom Bathymetry against Experimental Data

The second objective of this research is to validate the NEMOH-MILDwave numerical model
against existing experimental data. For this purpose, the experimental set-up presented in Section 3.3
will be simulated using the coupling methodology presented in Section 3. The 3 × 3 WEC array show
in Figure 8 is implemented in the MILDwave domain at a distance of 6.575 m from the wave generation
line within an internal circular wave generation boundary of coupling radius rc = 2.5 m. The wave
height is H = 0.074 m and the wave period is T = 1.26 s. The numerical basin depth is set to a constant
depth of d = 0.7 m. The grid cell size for the simulation is set to dx = dy = 0.04 m with an equal spacing
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in the x- and y-directions over a MILDwave effective domain of 25 m × 22 m. Each simulation is run
for 100 s to obtain a completely developed wave field.

The comparison between the results of the NEMOH-MILDwave model and the experimental
WECwakes data is based on the difference of the free surface elevations recorded at the 15 resistive
wave gauges (WG) shown in Figure 8. To have a quantitative estimation of the extent of the differences
in the free surface elevation, the Root Mean Square Error (RMSE) over a time series of 10 s has been
obtained and normalized between the experimental data and the NEMOH-MILDwave coupled model:

RMSE =

√
1
N ∑n

i (ηe,i − ηn,i)2

ηe,max − ηe,min
. (23)

3.4.3. Coupling Methodology Implementation for Varying Bathymetry

The third objective of this research is to illustrate the capabilities of the developed NEMOH-
MILDwave coupled model to model wave transformations over a large domain. Subsequently,
a varying bathymetry (as sketched in Figure 9) is applied to the numerical wave basin by modifying
the tests 4–6 and tests 10–12 bathymetrical input (see Table 3). The 9-WEC array (see Figure 4) is placed
in the center of the domain at a constant water depth of 20 m. The numerical simulations are performed
using identical parameters to those reported in Section 3.1. The latter will provide a benchmark to
assess the capability of the model for propagating the wave field over a varying bathymetry.

Table 3. Test program for the coupling methodology implementation in varying bathymetry.

Test Number Numerical Models Wave Type H (m) T (s) Water Depth d (m)

13 NEMOH-MILDwave REG 2 6 VAR
14 NEMOH-MILDwave REG 2 8 VAR
15 NEMOH-MILDwave REG 2 10 VAR

16 NEMOH-MILDwave IRREG 2 6 VAR
17 NEMOH-MILDwave IRREG 2 8 VAR
18 NEMOH-MILDwave IRREG 2 10 VAR

Figure 9. Depth view showing the location of the 9-WEC array. x–z plane (side) profile. The coastline is
located at the right side of the figure. The 9-WEC array is located at the center of the domain.

4. Results

4.1. Coupling Methodology Implementation for Constant Bottom Bathymetry

In this section, the accuracy of the NEMOH-MILDwave coupled model using the presented coupling
methodology is discussed. First, the benchmark for the coupling methodology comparison is obtained
calculating the total wave field around the 9-WEC array for the BEM model NEMOH. Then, the same
simulation is performed using the NEMOH-MILDwave coupled model. Finally, a comparison study
between NEMOH and the NEMOH-MILDwave coupled model results is performed by comparing
the KD.
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4.1.1. NEMOH Wave Field

The KD for NEMOH is illustrated in Figure 10. A diffracted-radiated pattern of waves interacting
with the WEC array is observed. In front of the WEC array, there is a wave reflection pattern, while,
in the lee of the WEC array, there is a wake effect with reduced values of KD. The diffracted wave
pattern does not differ substantially for the three different wave periods both for regular waves and
irregular waves. This is due to the fact that the size of the WEC modelled (WEC radius = 5 m) is smaller
relative to the incoming wave length. In contrast, the magnitude of the diffracted wave over the
radiated wave is increased when the wave period is reduced. As a result, there is almost no wave
reflection observed for the case of T = 10 s and Tp = 10 s, while for T= 6 s and 8 s and Tp = 6 s and 8 s
the wave reflection pattern is enhanced close to the center of the array, where more WECs are present.

Finally, a comparison between regular and irregular waves shows that less wave reflection occurs
in front of the WEC array and reduced wake effect in the lee of the WEC array for smaller wave periods
and irregular waves. This decreasing effect possibly originates from the superposition of 20 different
frequencies resulting in the total wave field. The superposition of high frequency components will
have a major contribution in modifying the incident wave. Due to the type of WEC modelled with a
fixed BPTO, a larger effect of wave diffraction over wave radiation is observed for higher frequencies.
On the contrary, low frequency components will contribute to reduce the wave diffraction and wave
radiation effect due to irregular waves as they barely affect the incident wave field. This results in a
reduction of both effects when modelling irregular waves leading to smaller values of KD compared to
regular waves.

Figure 10. NEMOH results of KD for a 9-WEC array for regular waves (top) with T = 6 s (left), T = 8 s
(middle) and T = 10 s (right) and for irregular waves (bottom) with Tp = 6 s (left), Tp = 8 s (middle)
and Tp = 10 s (right). Contour levels are set at an interval 0.04 m. The white solid circles indicate the
location of the WECs

4.1.2. NEMOH-MILDwave Coupled Model Wave Field

The KD values for the NEMOH-MILDwave coupled model are illustrated in Figure 11. As reported
before, there is a reflection pattern in front of the 9-WEC array while there is a reduction of KD values in
the lee of the WEC array. In contrast to the NEMOH simulations, the numerical domain in MILDwave
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has now been increased considerably. As a result, it is possible to study the extent of these wave
reflection and wake effects in a larger domain overcoming the size limitations of the wave-structure
interaction solver. Qualitatively, the wave reflection and wake effects are larger for regular waves than
for irregular waves.

Figure 11. NEMOH-MILDwave couple model KD values of a 9-WEC array for regular waves with
T = 6 s, T = 8 s and T = 10 s and for irregular waves with Tp = 6 s, Tp = 8 s and Tp = 10‘s. Contour levels
are set at an interval 0.04 m. The water depth is 40 m. Waves are propagating from left to right.
The coupling region is masked out using a white circle and includes the WECs. The NEMOH numerical
domain is limited by black square.

4.1.3. Comparison of the Total Wave Field Generated by NEMOH and the NEMOH-MILDwave
Coupled Model

The KD for NEMOH and the NEMOH-MILDwave coupled modes results are depicted in
Figures 10 and 11, respectively. The observed KD close to the internal coupling generation line
is slightly different in Figures 10 and 11. In front of the WEC array, there is a positive difference in
KD of 0.02 between NEMOH and the NEMOH-MILDwave coupled model, while, in the lee of the
array, there is a negative difference in KD of −0.01. Despite these small differences, on a region of
800 m × 800 m around the 9-WEC array, the obtained correspondence of the results is very good.

In Figure 12, six plots show the relative % difference in KD between the two models for the wave
periods studied for regular and irregular waves. The coupling region is masked out in a white circle as
the total wave field in this region corresponds to the NEMOH results.
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The largest observed relative % difference in KD between the NEMOH-MILDwave coupled model
and the NEMOH model is located in the region in front of the array for all cases. These relative
% differences in KD never exceed 7% for all cases. Moreover, the difference in the observed total
wave field is higher for regular waves than for irregular waves, being maximized for smaller periods.
Thereafter, there is an overestimation in the NEMOH-MILDwave model when propagating the internal
prescribed perturbed wave. This overestimation is concentrated locally close to the coupling region up
to a maximum value of 3% and is reduced when moving away from it. Subsequently, an assumption
can be made that the NEMOH-MILDwave coupled model is accurate when propagating the wave
field on a large domain.

To have a better look at the agreement between the NEMOH-MILDwave coupled model and
NEMOH, longitudinal cross-sections are taken at two different locations: S1 at the center of the
domain, y = 0 m (Figure 13), and S2 with an off-set of 200 m along the y-axis, y = 200 m (Figure 14).
The cross-sections shown on the left side of the figures correspond to regular waves, while the cross
sections shown on the right side of the figures correspond to irregular waves. The near field region
that is modelled with NEMOH and is not part of the coupling methodology analysis is masked out in
gray between two black vertical lines. Both coupled models show a good correlation as the values of
KD obtained are close to each other. As it has already been mentioned, for irregular waves, the wake
behind the WEC array is increased in both magnitude and distance but is narrower, in contrast to the
higher wave reflection values in front of the WEC array given for regular waves.

Figure 12. Relative difference (%) in KD between NEMOH-MILDwave coupled model and NEMOH.
Regular waves (top) and Irregular waves (bottom). For regular waves with T = 6 s, T = 8 s and T = 10 s
and for irregular waves with Tp = 6 s, Tp = 8 s and Tp = 10 s. The coupling region is masked out using a
white circle.
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Figure 13. Cross-section S1 of the KD for a 9-WEC array at y = 0 m for regular waves (left) and irregular
waves (right) for regular waves with T = 6 s, T = 8 s and T = 10 s and for irregular waves with Tp = 6 s,
Tp = 8 s and Tp = 10 s. The coupling region is masked out in gray between two vertical black lines.

Figure 14. Cross-section S2 of the KD for a 9-WEC array at y = 200 m for regular waves (left) and
irregular waves (right) for regular waves with T = 6 s, T = 8 s and T = 10 s and for irregular waves with
Tp = 6 s, Tp = 8 s and Tp = 10 s.

4.2. Coupling Methodology Validation for Constant Bottom Bathymetry against Experimental Data

The comparison between the NEMOH-MILDwave coupled model and the experimental data is
shown in Figure 15. Overall, there is a good agreement between the NEMOH-MILDwave coupled
model and the experimental data as it can be seen in Figure 15. However, it can be noticed that wave
gauges 1, 10, 20, 32 and 33 show small differences on the surface elevation pattern.

The error of the free surface elevation for each wave gauge is included in Figure 16. It can be seen
that the best agreement is obtained in front of the WEC array (WG 1-5) and in the wake of the array
(WG 11) with an error ranging from 3–5%. The biggest difference is also obtained in the wake of the
array (WG10) close to the WEC array with an error of 11%. While evaluating this biggest difference,
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it has to be considered that experimental data is intrinsically nonlinear [24]. Nonlinear effects such
as viscosity or the friction between the shaft an the WECs cannot be modeled with the coupling
methodology employed as it is based on linear wave theory. This cannot be modeled with the coupling
methodology employed as it is based on linear wave theory. When the wave propagates further from
the WEC, these nonlinearities are reduced and therefore the agreement between experimental and
numerical data is better. Finally, on the sides of the coupling region the error ranges from 6 to 9%
showing that the numerical model is not accurately representing the wave diffraction around the
WEC array.

It has to be noted, however, that, within this numerical validation, a linear model is compared
with experimental data that has nonlinear effects. Therefore, it can be seen that further away from the
location of the WEC array, a better agreement in the free surface elevation is obtained.

Figure 15. Surface elevations η for the NEMOH-MILDwave coupled model and the WECwakes
experimental data for a total of 15 wave gauges shown in Figure 8.
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Figure 16. Root Mean Square Error (RMSE) values for the free surface elevation η for the 15 wave
gauges analyzed from the data set (see Figure 8).

4.3. Coupling Implementation for Varying Bathymetry

The KD are given in Figure 17 for both regular and irregular waves. Again, a wave reflection
pattern is formed in front of the WEC array and a reduction in KD values appears in the lee of the
WEC array. However, the presence of the bathymetry is changing the magnitude of the wave radiation
and wave diffraction effects. As mentioned in Section 4.2, there is a reduction in the extent of the
wake effects for higher periods and for irregular waves. In contrast to the constant bathymetry case,
the extension of the wake effect tends to disappear with an increasing wave period for a varying
bathymetry. Furthermore, there is a reduction in the wave reflection pattern up-wave. This is due to
the shoaling effect that is expected to be bigger on waves with a larger wave length and consequently
has a higher impact in higher wave periods than the generated wake behind the WEC array which is
lower. Only for T = 6 s does the array total wave field modification outweigh the shoaling effects and
thus the WEC array has an impact both up-wave and down-wave. For the other two wave periods
modelled, the effect of the WEC array is practically nil in the region down-wave the WEC array where
the shoaling effects are much greater than the wake effects.

To have a closer look at the effects of shoaling over the wave field generated around the WEC array,
a longitudinal cross-section S1 is taken at the center of the domain, y = 0 m (Figure 18), for the constant
and irregular bathymetry test cases. The cross-sections shown on the left side of the figures correspond
to regular waves, while the cross sections shown on the right side of the figures correspond to irregular
waves. The coupling region is masked out in gray between two vertical black lines, as the results
between NEMOH and the NEMOH-MILDwave coupled model cannot be compared. Consistently, the
influence of shoaling over wave reflection and wave diffraction effect of the WEC array is reduced with
a reduction in the wave period. It can be observed that the changes in the wave reflection magnitude
are due to the reduction of the incident wave caused by bottom induced propagation effects in the
wave propagation model MILDwave. On the contrary, the reduction of the extent of the wake effects is
generated by the increase of the wave height as the shoaling effect takes over.
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Figure 17. NEMOH-MILDwave couple model KD values of a 9-WEC array for regular waves (left)
with T = 6 s, T = 8 s and T = 10 s and for irregular waves (right) with Tp = 6 s, Tp = 8 s and Tp = 10 s
with a slopping bathymetry. Contour levels are set at an interval 0.04 m. Waves are propagating from
left to right. The coupling region is masked out with a white circle.

Figure 18. Cross-section S1 of the KD for a 9-WEC array at y = 0 m for regular waves (left) with T = 6 s,
T = 8 s and T = 10 s and for irregular waves (right) with Tp = 6 s, Tp = 8 s and Tp = 10 s at a constant
depth and a sloping bathymetry. The coupling region is masked out in gray between two vertical
black lines.
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5. Discussion

In Section 4.1, it can be seen that the NEMOH-MILDwave coupled model can accurately propagate
the total wave field around a WEC array according to linear wave theory. Nevertheless, there are
some discrepancies for KD between NEMOH and the NEMOH-MILDwave coupled model close to the
coupling region. These relative differences for KD remain under 3%. Moreover, when moving away
from the coupling region these relative differences in KD are reduced. These reductions in the error are
showing that the complexity of the hydrodynamic interactions when modelling the far field effects is
not that influential, as wave diffraction and wave radiation effects diminish with distance. As a result,
it can be concluded that the NEMOH-MILDwave coupled model is able to replicate the numerical
NEMOH simulation and extend it to a larger domain. Furthermore, the simulations in Section 4.1 have
been extended including a varying bathymetry in Section 4.3. Those simulations have given good
results, showing the effect of bottom induced propagation effects over the wave reflection and wake
effects caused by the WEC array in the incident wave. Subsequently, it has been demonstrated that the
NEMOH-MILDwave coupled model can be used to analyze the impacts of a WEC array in a wave
field over a varying bathymetry over a large coastal zone.

However, coupling NEMOH and MILDwave has some limitations. Firstly, despite the fact that
the time spent to compute a small WEC array in this study is not very long, it can increase considerably
when increasing the number of WECs present. The NEMOH simulations are performed for nine
WECs with one degree of freedom (DOF) and one direction. For an array of J WECs with six DOFs,
the computational time of a BEM model increases as σ6J , with increased simulation time in larger
domains. Consequently, the maximum number of WECs that can be used is limited. Secondly, NEMOH
calculations can only be performed on a constant bathymetry. This assumption is valid for closely
spaced WECs in deep water. However, when the WECs are placed in intermediate or shallow waters,
the effects of the bathymetry are significant as shown in Section 4.2 and according to [18]. It is necessary
to study the influence of the bathymetry in closely space WEC arrays in order to define the extent of the
WEC array that can be modelled. Thirdly, irregular waves are calculated as a superposition of regular
waves. To increase the accuracy of the results, an increase in the number of regular wave components
is required, resulting in more computational time. Finally, a heaving buoy modelled with a passive
resistive PTO has an effect on the surrounding areas that is highly influenced by wave diffraction and
not so much by wave radiation. This clearly shows the importance of the frequency distribution in
the WEC array effects and the need for a realistic modelling of the WEC PTO to maximize the power
output and thus quantify its effect on the surrounding wave field [37].

In terms of limitations of the proposed coupling methodology, these depend each time on the type
of models that are coupled. Specifically for coupling between two linear models such as NEMOH and
MILDwave which are used here, the resulting coupled model will provide conservative results in study
cases when nonlinear phenomena are dominating. Moreover, MILDwave is applied for mild-slope
bathymetries. On the other hand, the above limitations can be overcome when applying the proposed
coupling methodology, if, for instance, nonlinear models are coupled (which however often introduce
computational instability and high computational cost).

6. Conclusions

In this paper, a generic coupling methodology has been presented to calculate far field effects
of floating structures. The wave propagation model MILDwave and the wave structure interaction
solver NEMOH are combined to model the wave field propagating around a WEC array under regular
and irregular waves over a constant or varying bathymetry. Pairing models with different resolutions
enables the modeler to obtain accurate results within a reasonable computational time. It has been
demonstrated that there is a good agreement between the NEMOH-MILDwave coupled model and
the NEMOH solution in the close proximity of the coupling region for both regular and irregular
waves. As a result, it can be assumed that the NEMOH-MILDwave coupled model can be extended
to larger domains. Furthermore, a good agreement is obtained between numerical and experimental
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results. Even though there are some discrepancies between the numerical and experimental results,
these discrepancies are mainly caused due to non-linear effects during the experiments. The numerical
results have been extended to a varying bathymetry. It is seen that the bathymetry highly influences the
total wave field around the WEC array and thus the coupling methodology presented provides itself
as a useful numerical tool for wave energy studies assessing the coastal impact of WECs arrays within
linear wave theory. The numerical results have also shown some limitations regarding computational
time, the number of WECs modelled and the accuracy of PTO modelling. Regardless of this limitations,
the NEMOH-MILDwave coupled model introduced has proven to be a reliable tool that can be applied
in a fast and efficient way to calculate far field effects of WEC arrays. The next steps in our modelling
work is to extend the methodology to real bathymetries in the MILDwave domain to study the effect of
WEC arrays on a real case scenario. As MILDwave correctly models coastal transformation processes,
this will allow for calculating the impact of a wave farm on any particular coastal area given any type
of WEC. Different array and PTO configurations will be tested in order to accurately represent the
wave absorption of commercially viable WECs.
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WG Wave Gauge
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Abstract: Wave power conversion systems are nonlinear dynamical systems that must endure strong
uncertainties. Efficiency is a key issue for these systems, and the application of robust control
algorithms can improve it considerably. Wave power generation plants are typically built using
variable speed generators, such as the doubly fed induction generator (DFIG). These generators,
compared with fixed speed generators, are very versatile since the turbine speed may be adjusted
to improve the efficiency of the whole system. Nevertheless, a suitable speed controller is required
for these systems, which must be able to avoid the stalling phenomenon and track the optimal
reference for the turbine. This paper proposes a sliding mode control scheme aimed at oscillating
water column (OWC) generation plants using Wells turbines and DFIGs. The contributions of the
paper are (1) an adaptive sliding mode control scheme that does not require calculating the bounds of
the system uncertainties, (2) a Lyapunov analysis of stability for the control algorithm against system
uncertainties and disturbances, and (3) a validation of the proposed control scheme through several
simulation examples with the Matlab/Simulink suite. The performance results, obtained by means
of simulations, for a wave power generation plant (1) evidence that this control scheme improves
the power generation of the system and (2) prove that this control scheme is robust in the presence
of disturbances.

Keywords: renewable energy; wave energy; adaptive SMC; DFIG; lyapunov methods

1. Introduction

During the last decade, the use of renewable energy sources (mainly wind and solar) have gained
increasing attention for several reasons such as the reduction of pollution caused by traditional sources
of energy (mainly fossil fuels) and the removal of dependence on exhausted resources. Nowadays,
the scientific community is focusing on wave energy due to its potential for supplying a considerable
part of the electricity demand in some countries [1–5].

The wind over the ocean surface is a major cause of the waves. In many areas of the world,
the wind generates continuous waves that may be converted into power in a consistent way.
Following diverse approaches, several devices are being designed to harness the massive energy
of the waves, either by extracting energy from the waves motion over the ocean surface or by
benefiting from the pressure fluctuations below the surface [6–8]. In this work, a Wells turbine-based
oscillating water column (OWC) device is used for converting the energy of the waves into mechanical
energy [9]. The obtained mechanical energy depends on the wave characteristics—mainly height,
speed, wavelength, and water density [10,11].

The doubly fed induction generator (DFIG) is used at many renewable power generation plants
(e.g., wind turbines and wave energy plants) since they are able to adapt to sudden changes [12–16].
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In these machines, the stator is connected directly to the grid, but the rotor is connected to the grid
by means of a variable frequency converter (VFC). This configuration benefits from the fact that the
VFC only manages a fraction, around (25–30%), of the nominal power for controlling the generator.
Typically, one voltage source of the VFC is located at the grid side, the so-called grid-side converter
(GSC), another is located at the rotor side, the so-called rotor-side converter (RSC), and a capacitor is
used to connect back to back both converters [17–19].

The most frequent strategy to control these systems is a combination of vector control
with cascaded PI control for current and power [20]. However, the nonlinear nature of these
systems and their uncertainties suggest that the use of a more robust controller could improve the
system performance.

One alternative is considering the sliding mode control (SMC) technique. SMC has proven to be
suitable at systems in which a precise model is known. In addition, it reduces the sensitivity to variation
parameters and rejects external disturbances [21,22]. During the last decade, the SMC techniques have
been applied to control several types of electrical devices obtaining good results [23–26].

Traditionally, in OWC systems, the rotational speed of the turbine is adjusted taking into account
the maximum pneumatic energy level available to the turbine [27–29]. However, in the control scheme
proposed in this work, a new reference for the turbine speed, based on the airflow velocity, is proposed.

This work presents an SMC scheme aimed at improving the generation of power in an OWC
system that incorporates a Wells turbine in order to transform the pneumatic energy into mechanical
energy. The proposed approach is aimed at tracking the speed of the turbine in order to maximize
power extraction. SMC theory and DFIG rotor current regulation were used to control the turbine
speed. By regulating the speed of the turbine, the flow coefficients are optimized in order to maximize
power generation even when there are uncertainties in the model or variations in the wave power.

The design of the traditional SMC scheme requires calculating an upper bound for the system
uncertainties since the value of the sliding gain used must be higher. This value is directly related
to the control effort, so a high sliding gain value implies a high control effort possibly causing the
chattering problem. This problem arises because the sliding control signal is discontinuous across
the sliding surfaces, so this kind of signal involves high control activity and may also excite the high
frequency dynamic of the system. Therefore, the system uncertainties should be bounded accurately.
In order to avoid this problem, the proposed control scheme includes an adaptive law to calculate the
sliding gain.

The closed loop stability of the proposed control scheme was proven using the Lyapunov stability
theory. The performance of this control scheme is validated by means of the Matlab/Simulink software.
The conditions of operation, as well as the simulation results, are discussed in detail.

This paper is organized as follows: Section 2 presents a model for the plant used, the OWC.
Section 3 introduces the design of the adaptive sliding mode control scheme. Section 4 presents the
simulation results obtained. Section 5 presents the conclusions.

2. OWC Plant Model

In this work, an OWC system with a Wells turbine and a DFIG is considered.
Figure 1 shows how the OWC device uses the hydraulic energy of the waves to create an oscillating

air flow that moves the turbine.
In an OWC system, the chamber collects the flow of air generated by the ocean waves. At the

top of this chamber, there is a turbine, which is connected to a generator by means of a gear box. The
airflow in the chamber is bidirectional since it depends on whether the waves hit or reflect. However,
the Wells turbine rotates always in one direction, independently of the air flow direction, which has
proven very useful to be used in maritime energy. This turbine was designed by Prof. Alan Arthur
Wells of Queen’s University Belfast at the end of the 1970s.
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The power that can be extracted from the airflow in the chamber of the OWC is determined by [30]

Pin =

(
dP +

ρv2
x

2

)
vxa (1)

where vx(m/s) is the speed of the airflow, dP(Pa) is the pressure drop at the turbine, and a(m2) is the
area of the turbine duct.

It should be noted that the equations for the OWC system are quite similar to the equations
obtained for the wind turbine systems. The term ρv3

xa/2, that also appears in the wind turbines,
takes into account the kinetic energy. The other term dPvxa takes into account the air pressure in the
chamber and appears owing to an OWC chamber.

Figure 1. The oscillating water column (OWC) wave power system.

In this work, the turbogenerator module of the OWC is used with a Wells turbine, which is
connected to a DFIG by means of a gearbox.

The DFIG is an induction machine typically used in renewable electric generation devices, such
as wind turbines. A VFC is used to connect the rotor circuit of the DFIG to the grid, whereas the stator
is directly connected. In order to deliver active power to the grid, regarding the frequency and voltage
stability requirements of the grid, the flow between rotor and grid must be controlled in magnitude
and direction. However, these machines are designed to operate at an extended range of rotational
conditions, from subsynchronous to supersynchronous speed.

The use of this configuration allows that the power electronic converters deliver electrical power
to the grid by managing a fraction of the nominal power, typically between 25 and 30%. The power
generated at the stator goes directly to the grid, whereas the power obtained at the rotor is delivered
by means of a VFC. As a result, the power converters needed can be relatively smaller when compared
with other configurations. Moreover, this configuration provides additional benefits, such as improving
the performance and reducing the cost of the equipment.

Typically, at this type of systems an inertia wheel drive is included for smoothing the curve of the
output power delivered by the generator. This component facilitates the application of SMC schemes
at these systems, since some phenomena that may appear, such as the chattering problem, can be
absorbed by the inertia wheel.

This work assumes the use of Wells turbines for extracting the energy of the airflow. These
turbines are designed to always turn in the same direction, independently of the sense of the airflow
that moves the turbine, providing a robust behavior. The key at these turbines is the design of the
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blade, which is simple and symmetrical. The mathematical model for these turbines is given by the
following equations [31]:

dP = Ca kt
1
a

[
v2

x + (r w)2
]

(2)

Tt = Ct kt r [v2
x + (r w)2] (3)

Tt =
Ct r a

Ca
dP (4)

kt = ρ b n
l
2

(5)

φ =
vx

rw
(6)

q = vx a (7)

η =
Tt w
q dP

(8)

where Tt(Nm) is the generated torque at the Wells turbine, φ is the flow coefficient, Ca is the power
coefficient, Ct is the torque coefficient, kt(Kg · m) is a turbine specific constant, r(m) is the radius or the
turbine, vx(m/s) is the speed of the airflow, w(rad/s) is the rotational speed of the turbine, b(m) and
l(m) are constants related to the blades—respectively, the blade height and the blade chord length—n
is the number of blades, q(m3/s) is the flow rate, a(m2) is the cross-sectional area of the turbine, and η

is the efficiency of the turbine.
According to the equations of the presented model, both the torque and power generated by a

Wells turbine can be obtained from the torque and power coefficients, respectively. The characteristic
curves of the Wells turbine show the relationship between the torque and power coefficients versus
the flow coefficient.

The performance of a Wells turbine decreases severely when the speed of the airflow goes beyond
a critical value, which depends on the rotational speed of the turbine [31]. This phenomenon is known
as stalling, since the Wells turbine stalls when the relative angle formed by the axial speed of the input
airflow and the tangential velocity of the turbine surpasses a specific value. This value is typically
close to 14◦.

Figure 2 depicts the torque versus flow coefficients (φ = vx
rw ) for a specific Wells turbine. It can be

seen in the figure that the value of Ct, the torque coefficient of the turbine, decreases severely when the
turbine stalls (due to the stalling phenomenon). Even though this figure was obtained for a specific
turbine and in general the behavior depends on some constructive parameters, the characteristic curves
for diverse turbines present similar features.

Figure 2. Torque coefficient versus flow coefficient.
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For this specific turbine, Figure 2 illustrates that, when the flow coefficient reaches the value of
φ = 0.3, stalling occurs. As remarked above, the value for the flow coefficient differs depending on
the characteristic curve for a specific Wells turbine. It may be concluded from the picture that a value
for the flow coefficient of around φopt = 0.29 is a good alternative. On one side, this value avoids the
phenomenon of stalling and maximizes the value for torque Ct.

Since the movement of the airflow is caused by the ocean waves, which have an oscillatory nature,
the value of the flow coefficient is consequently oscillating between zero and a positive value. Thus,
the optimal zone of operation for the turbine is located from zero to the point at which the stalling
phenomenon appears.

Taking into account the previous considerations and using Equation (6), the reference value for
the turbine speed that maximizes the power extraction from the ocean waves can be obtained from

w∗ = vx

r · φopt
. (9)

Therefore, the flux coefficient in the Wells turbine may be optimized using an adequate turbine
speed regulation that follows the reference value given by Equation (9).

3. Adaptive Sliding Mode Control Scheme for an OWC

In a DFIG-based OWC wave energy converter, the extracted power may be maximized by
regulating the rotational speed of the Wells turbine. Thus, the value for the flux coefficient can be
optimized while avoiding the stalling phenomenon. This objective may be achieved by means of an
adaptive SMC scheme that controls the rotational velocity at the DFIG, which may be achieved using
the quadrature component of the current at the rotor.

In the discussion about the model of the OWC system, it was pointed out that the shaft speed for
the turbogenerator should be adjusted below the stalling phenomenon. Thus, the flow coefficient φ

value provides an optimum value that extracts the maximum power from the sea waves. This would
produce the maximum value for the torque coefficient Ct while avoiding stalling.

For a given pressure drop input dP, there is only a unique value for the speed reference that
satisfies the condition for finding the optimum flow coefficient that maximizes the extraction of energy
from the waves. This value can be obtained from the characteristic curve supplied by the manufacturer
of the turbine. Obviously, this procedure is valid for any Wells turbine since they always present a
similar stalling phenomenon.

This approach for designing the control scheme is quite similar to other well-established
DFIG-based applications. The control strategies aimed at extracting the maximum power in wind
turbines follow a similar approach. In such applications, the controller should follow the tracking
reference in order to control the speed of the turbine. The tracking reference depends on the maximum
variation of the power with the angular velocity for the DFIG. Obviously, the reference should differ
since the aerodynamic characteristics for every turbine are also different, provided that different
characteristic curves form the power coefficient versus the tip speed ratio [32].

The design of the adaptive SMC is based on the dynamics of the turbogenerator. Consequently, a
dynamic model for the turbogenerator must be obtained. The dynamics of the turbogenerator involves
both mechanical and electrical areas.

The following equation models the dynamics for the mechanical part of the turbogenerator:

Jẇ + Bw = Tt − γTe (10)

where Tt is the turbine torque, generated by the airflow induced by the waves, B is the viscosity
coefficient, Te is the torque generated by the generator, J is the moment of inertia, w is the rotational
velocity for the turbine, and the gear ratio γ = we/w yields the ratio between the rotational speeds for
the turbine, w, and the generator rotor, we.
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The use of vector control techniques simplifies the DFIG model, since all expressions are referred
to the stator flux reference frame. The d-axis is aligned with the stator flux linkage vector ψs; thus, ψds
= ψs and ψqs = 0. The following expressions are thus obtained [33]:

iqs = − Lmiqr

Ls
(11)

ids =
Lm(ims − idr)

Ls
(12)

ims =
vqs − rsiqs

wsLm
(13)

Te = −3p
4

L2
mimsiqr

Ls
(14)

vqr = rriqr + σLr
diqr

dt
+ sws

(
σLridr +

L2
mims

Ls

)
(15)

vdr = rridr + σLr
diqr

dt
− swsσLriqr (16)

where iqs and ids are the q-d components for the current at the stator, iqr and idr are the q-d components
for the current at the rotor, Ls, Lr, and Lm are the stator inductance, rotor inductance, and mutual
inductances, respectively, ims is the current for magnetizing the stator, ws is the angular velocity of
the synchronous reference, sws = ws − we is the slip frequency, we is the velocity for the rotor at the

generator, vqr and vdr are the q-d components of the voltage at the rotor, σ = 1 − L2
m

Ls Lr
and p is the

pole numbers.
The current for magnetizing the stator (ims) may be taken as a constant value due to that the stator

resistance has small influence and the stator is directly connected to the grid [17]. Accordingly, the
electromagnetic torque can be calculated as follows:

Te = −KTiqr (17)

where the torque constant value KT is calculated below:

KT =
3p
4

L2
mims

Ls
. (18)

Substituting Equation (17) into Equation (10), a new expression for the dynamics is obtained.
This expression includes the uncertainty terms:

ẇ = −(c1 +�c1)w + ( f +� f )− (c2 +�c2)iqs (19)

where c1 = B
J , c2 = γKT

J , f = Tt
J , and the terms �c1, �c2, and � f represent the uncertainties of the

terms c1, c2, and f , respectively.
The dynamic Equation (19) can then be rewritten as

ẇ = −c1w + f +−c2iqs + Δ(t) (20)

where all terms related to the uncertainty have been represented as Δ:

Δ(t) = −�c1 w(t) +� f (t)−�c2 iqr(t). (21)

Considering the properties of the SMC scheme, the proposed adaptive sliding mode compensates
the uncertainties of the system.
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The tracking error for the rotational velocity is defined with the following expression:

e(t) = w(t)− w∗(t) (22)

where w∗ is the reference for the turbine speed that maximizes power extraction from ocean waves.
The time derivative of the previous expression is

ė(t) = ẇ − ẇ∗ = −c1w(t) + f (t)− c2iqr(t)− ẇ∗(t) + Δ(t). (23)

An adaptive SMC scheme aimed at tracking the reference for the turbine velocity is then proposed.
This controller is able to extract the maximum power from the waves in spite of the uncertainties at
the plant.

The sliding variable S(t) may be set as

S(t) = e(t) +
∫ t

0
k e(τ) dτ (24)

where k represents a positive constant value for the gain.
The sliding surface proposed is as follows:

S(t) = e(t) +
∫ t

0
k e(τ) dτ = 0. (25)

As a consequence, the sliding mode controller for the velocity is obtained:

i∗qr(t) =
1
c2

[
k e + β̂ γ sgn(S)− c1 w − ẇ∗ + f

]
(26)

where β̂ is the estimated switching gain, k is the gain defined previously, S is the sliding variable
defined in Equation (24), sgn(·) is the signum function, and γ is a positive constant.

It should be noted that the control Equation (26) includes some terms that compensate the
known dynamics of the system (c1 w − ẇ∗ + f ) and other terms that compensate the uncertainties
(k e + β̂ γ sgn(S)).

The updating law for the switching gain β̂ is defined as

˙̂β(t) = γ |S(t)| β̂(0) = 0 (27)

where the adaptation speed for the switching gain can be selected using the positive parameter γ.
The following condition should be fulfilled to obtain the tracking signal for the speed reference:

(C 1) There are a finite and positive switching gain, β, which verifies the following:

β > Δmax

where Δmax ≥ |Δ(t)| ∀ t.

Note that further knowledge is not required for the upper bounds for the uncertainties. This
assumption implies that the system uncertainties are bounded.

The Lyapunov stability theory will be used for ensuring the closed loop stability of the proposed
control scheme for the wave power plant that moves the DFIG. This scheme implements the control
law of Equation (26) using the value of Equation (27) for obtaining the switching gain. The dynamics
for the DFIG is provided by (19).

Proof. The Lyapunov function candidate may be declared as
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V(t) =
1
2

S(t)S(t) +
1
2

β̃(t)β̃(t) (28)

where β̃(t) = β̂(t)− β and S(t) is the previously defined sliding variable.

The time derivative of the previous Lyapunov function candidate is

V̇(t) = S(t)Ṡ(t) + β̃(t) ˙̃β(t)

= S · [ė + ke] + β̃(t) ˙̂β(t)

= S · [−c1w + f − c2iqr − ẇ∗ + Δ + k e
]
+ β̃ γ|S|

= S · [−c1w + f − (k e + β̂ γ sgn(S)− c1 w − ẇ∗ + f )− ẇ∗ + Δ + k e
]

+(β̂ − β)γ|S|
= S · [Δ − β̂γ sgn(S)

]
+ β̂γ|S| − βγ|S|

=Δ S − β̂γ|S|+ β̂γ|S| − βγ|S| (29)

≤ |Δ||S| − βγ|S|
≤ |Δ||S| − Δmaxγ|S|
≤ 0. (30)

It should be indicated that in this proof the condition (C 1) and the Equations (23), (24), (26), and
(27) have been used.

Based on the previous results, it can be stated that V̇(t) is a negative definite function. Hence, V(t)
is a positive definite function, and, when S(t) tends to infinity, V(t) tends to infinity. Consequently, it
can be concluded that the equilibrium at the origin S(t) = 0 is globally asymptotically stable by means
of the stability theory of Lyapunov. Accordingly, when time tends to infinity, S(t) goes to zero. This
means that the trajectories that start out of the sliding surface will reach it and must remain in this
sliding surface. This behavior is commonly called sliding mode [34].

When the sliding surface, Equation (25), is reached, both S(t) and Ṡ(t) decrease to zero.
At that time, the dynamic behavior of this system tracking problem can be represented by the
following equation:

Ṡ(t) = 0 ⇒ ė(t) = −k e(t). (31)

Considering that k is a positive constant it can be concluded that e(t) converges exponentially
to zero.

Therefore, the presented sliding mode control scheme can be employed in order to regulate the
speed of the Wells turbine for wave power generation plants. This control scheme has been designed in
order to extract the maximum power from the ocean waves under some uncertainties in the parameters
of the system and under unmodeled dynamics.

4. Simulation Results

In this section, the performance of the proposed adaptive SMC scheme designed to regulate the
turbine speed in an OWC wave power generator system is analyzed by means of some simulation
examples. The goal of this control scheme is to obtain the maximum electrical power using the
mechanical power extracted from the waves. For that, the optimal turbine speed command (that yields
the maximum mechanical power) should be tracked by the turbine speed. In the following simulations,
the proposed optimum tracking control scheme (that tracks the oscillating dynamics of the air flow in
order to optimize the flow coefficient value) is compared with a control scheme without this optimum
tracking control (the controller does not track the air flow variations in order to optimize the flow
coefficient value).
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Figure 3 shows the block diagram of the proposed adaptive SMC scheme designed to regulate
the speed of the turbine. In this figure, the block “Reference Generator” gives the reference for the
turbine speed in order to obtain the optimum flow coefficient and accordingly the maximum power.
This block is implemented by Equation (9). The block “SMC” is the proposed adaptive SMC that
provides the rotor current control designed to track the reference speed. This block is implemented by
Equation (26).

Figure 3. Block diagram of the proposed sliding mode control (SMC) scheme.

The Wells turbine used in the simulations has the following parameters:

• n = 5 (number of blades);
• k = 0.7079 Kg m (turbine torque coefficient);
• r = 0.7285 m (turbine radius);
• a = 1.1763 m2 (turbine cross-sectional area);
• b = 0.4 m (turbine blade height);
• l = 0.3 m (turbine blade chord length).

The DFIG has the following parameters that are given in the per unit system:

• Pnom =27 kW (nominal power);
• p = 4 (number of poles);
• Ls = 0.18 pu (stator inductance);
• rs = 0.023 pu (stator resistance);
• Lr = 0.16 pu (rotor inductance);
• rr = 0.016 pu (rotor resistance);
• Lm = 2.9 pu (mutual inductance);
• H = 3.65 s (inertia constant);
• b = 0.01 pu (friction factor).

Simulations were developed with the Matlab/Simulink software and the SimPowerSystems
library [35].

In this control scheme validation, an uncertainty of 20% in the parameters of the system was
considered. However, the simulation results show that the proposed control approach is able to cope
with this uncertainty without deteriorating the system performance.

The next values for the parameters of the controller are selected: k = 1.56 and γ = 2.34.
These values have been tuned experimentally considering their influence in the performance of
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the proposed control scheme. In this sense, the following rules should be considered in the selection
of these parameters. An increase in the parameter k yields a decrease in the speed error convergence
time. Unfortunately, this also increases the initial values of the control signal, because in the initial
state the error is high, and this is undesirable in real applications. On the other hand, an increase in
the parameter γ provides a faster adaptation dynamic for the sliding gain. Unfortunately, this also
increments the final value of the sliding gain, which is not desirable in real applications.

In the first simulation example, it is considered that the ocean waves produce an oscillation in
the pressure drop given by dP = |7000 sin(0.1πt)| (Pa). This pressure variation is shown in Figure 4.
This value for the pressure drop is considered low because it provides a flow coefficient values below
the stalling behavior.

Figure 4. Low pressure drop for the first simulation example.

Figure 5 shows the turbine mechanical power produced by this pressure drop using the proposed
adaptive sliding mode control in order to track the turbine speed command that provides the optimum
flow coefficient value and hence the maximum power extraction. As can be observed, the average
value of the mechanical power produced is 14.2 kW (green line). Figure 6 shows the electrical power
generated whose average value is 10.7 kW (green line). Figure 7 shows the generator speed whose
value is regulated using the proposed adaptive SMC that has been designed in order to optimize the
flow coefficient and hence the mechanical power extraction from the Wells turbine system. Figure 8
shows the flow coefficient for this SMC. This figure shows that the speed regulation of the Wells turbine
improves the flow coefficient values in order to maximize the mechanical power generation, because
the flow coefficient is maintained, almost all of the time, close to the optimum value, φopt = 0.29, which
provides the maximum torque coefficient. It should be noted that the flow coefficient always have to
decay to zero due to the oscillatory dynamics of the pressure drop that also decays to zero. However,
the SMC tracking control increments the time in which the flow coefficient is maintained close to the
optimum value. Figure 9 shows the time evolution of the sliding gain value, which is adapted online in
order to overcome the system uncertainties. As can be seen in this figure, the sliding gain value starts
from zero increasing its value until the sliding gain is high enough to compensate the uncertainties
of the system. Figure 10 shows the sliding variable and Figure 11 shows the control signal. As can
be observed, the control signal presents the chattering phenomenon that, as is well known, usually
appears in the SMC schemes. However, this chattering will be filtered by the mechanical system inertia
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and it does not present a big problem in this case. Nevertheless, this chattering can be reduced by
replacing the sing function with the saturation function [18].

Figure 5. Turbine mechanical power for SMC tracking and low pressure drop.

Figure 6. Electrical power generated for SMC tracking and low pressure drop.
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Figure 7. Generator speed for SMC tracking and low pressure drop.

Figure 8. Flow coefficient for SMC tracking and low pressure drop.
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Figure 9. Sliding gain adaptation for SMC tracking and low pressure drop.

Figure 10. Sliding variable for SMC tracking and low pressure drop.

Figure 12 shows the turbine mechanical power produced by this pressure drop for this system
without optimum tracking control; that is, in this case the turbine speed does not follow the reference
value that provides the optimum flow coefficient. The average value of the mechanical power produced
in this case is 10.8 kW (green line). Figure 13 shows the electrical power generated whose average value
is 8.2 kW (green line). Figure 14 shows the flow coefficient obtained for this system without optimum
tracking control. In this figure, it can be observed that the flow coefficient is not optimized in order to
increment the mechanical power generation, and the flow coefficient is therefore not maintained close
to the optimum value φopt = 0.29. In this case, without optimum tracking control, the dynamics of the
flow coefficient follows the oscillatory dynamics of the pressure drop.
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Therefore, comparing Figures 6 and 13, it can be observed that the electrical power generated by
an OWC-based wave power generation plat can be improved by controlling the generator speed in
order to obtain the optimum flow coefficient value for the Wells turbine that produces the maximum
wave energy extraction.

Figure 11. Control signal (iqr) for SMC tracking and low pressure drop.

Figure 12. Turbine mechanical power without tracking and low pressure drop.
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In the second simulation example, it is considered that the ocean waves produce an oscillation in
the pressure drop given by dP = |10, 000 sin(0.1πt)| (Pa). This pressure variation is shown in Figure 15.
This value for the pressure drop is considered high because it provides a flow coefficient that reaches
the stalling behavior.

Figure 13. Electrical power generated without tracking and low pressure drop.

Figure 14. Flow coefficient without tracking and low pressure drop.
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Figure 16 shows the turbine mechanical power produced by this pressure drop using this adaptive
SMC. The average value of the mechanical power produced is 24.9 kW (green line). Figure 17 shows
the electrical power generated whose average value is 18.3 kW (green line). Figure 18 shows the
generator speed whose value is regulated by this adaptive sliding mode control in order to optimize
the mechanical power extraction from the Wells turbine system.

Figure 15. High pressure drop for the second simulation example.

Figure 16. Turbine mechanical power for SMC tracking and high pressure drop.
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Figure 17. Electrical power generated for SMC tracking and high pressure drop.

Figure 18. Generator speed for SMC tracking and high pressure drop.

Figure 19 shows the flow coefficient for the SMC case where the flow coefficient is maintained close
to the optimum value. This figure shows that the speed regulation of the Wells turbine improves the
flow coefficient values and hence optimizes the mechanical power generation. Moreover, the proposed
speed regulation also avoids the stalling behavior that usually happens in the Wells turbine because the
flow coefficient is maintained below the critical value φ = 0.3. Figure 20 shows the sliding gain value
that is adapted online in order to compensate the system uncertainties. As in the previous example, the
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sliding gain value is incremented until the value of the sliding gain can compensate the uncertainties
of the system. Figure 21 shows the sliding variable and Figure 22 shows the control signal.

Figure 19. Flow coefficient for SMC tracking and high pressure drop.

Figure 20. Sliding gain adaptation for SMC tracking and high pressure drop.
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Figure 21. Sliding variable for SMC tracking and high pressure drop.

Figure 22. Control signal (iqr) for SMC tracking and high pressure drop.

Figure 23 shows the turbine mechanical power produced by this pressure drop for this system
without optimum tracking control. Unlike the previous optimum tracking SMC, the undesirable
stalling behavior that produces power losses can be observed in this figure. The average value of the
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mechanical power produced in this case is 17.3 kW (green line). Figure 24 shows the electrical power
generated whose average value is 12.9 kW (green line).

Figure 25 shows the flow coefficient for the case without optimum tracking control. In this figure,
it can be seen that the flow coefficient exceeds the critical value φ = 0.3, and the stalling behavior
therefore appears in the dynamics of the Wells turbine because the flow coefficient is not optimized in
order to increment the mechanical power generation.

Comparing Figures 17 and 24, it can be observed that the electrical power generated by an OWC
system can be improved in two ways by means of the generator speed control. On the one hand, the
optimum speed tracking improves the OWC system performance providing an optimum value of
the flow coefficient for the Wells turbine that produces the maximum mechanical energy extraction
from the ocean waves. On the other hand, the optimum speed tracking can also be used to avoid the
stalling behavior in the Wells turbine dynamics, because the flow coefficient can be maintained below
the critical value φ = 0.3.

In the next simulation example, the proposed control scheme is evaluated under irregular waves.
In this case, these irregular waves produce the pressure drop profile shown in Figure 26.

Figure 27 shows the turbine mechanical power produced by this pressure drop using the proposed
control scheme. In this figure, the green line shows the average value of the produced mechanical
power. Figure 28 shows the electrical power generated, and the average value of this power is also
shown in the green line. Figure 29 shows the generator speed whose value is regulated by this adaptive
SMC in order to optimize the mechanical power extraction from the Wells turbine system.

Figure 30 shows the flow coefficient for the SMC case under irregular waves scenario. This figure
shows that the speed regulation of the Wells turbine improves the flow coefficient values and hence
optimizes the mechanical power generation. Moreover, the proposed speed regulation also avoids the
stalling behavior that usually happens in the Wells turbine because the flow coefficient is maintained
below the critical value φ = 0.3.

Figure 23. Turbine mechanical power without tracking and high pressure drop.
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Figure 24. Electrical power generated without tracking and high pressure drop.

Figure 25. Flow coefficient without tracking and high pressure drop.
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Figure 26. Pressure drop for the case of irregular waves.

Figure 27. Turbine mechanical power for SMC tracking and irregular waves.
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Figure 28. Electrical power generated for SMC tracking and irregular waves.

Figure 29. Generator speed for SMC tracking and irregular waves.
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Figure 30. Flow coefficient for SMC tracking and irregular waves.

5. Conclusions

In this work, an adaptive SMC scheme for OWC wave power generation plants is proposed. It is
assumed that the OWCs use Wells turbines and DFIGs. The SMC technique is inherently robust, so its
application in such plants may reduce the effect of the uncertainties caused by the errors in the model
of the plant as well as the disturbances of the system. However, in traditional SMC control schemes,
it is necessary to calculate an upper limit for the system uncertainties in order to obtain an adequate
value for the sliding gain. The SMC control scheme proposed in this work copes with this drawback
by means of an adaptive switching gain value that can be calculated online. This work also analyzes
the response and robustness of the proposed adaptive SMC, and it is concluded that the SMC is robust
and presents a good dynamic response under system disturbances and modeling uncertainties.

Since the closed-loop stability of the proposed control scheme must be ensured, the Lyapunov
stability theory was employed. The proposed design for the controller was successfully validated
through several simulation examples with the Matlab/Simulink suite. Moreover, this work introduces
a method to achieve the optimal flow coefficient value, while avoiding the stalling behavior. As a result,
the Wells turbine is able to maximize the extraction of mechanical power from the ocean waves and,
consequently, generate the maximum electrical power, improving the performance of the OWC-based
wave power generation plans. The results of the simulations proved that the proposed adaptive SMC
scheme adequately regulates the turbine speed command and therefore the optimum flow coefficient
value; hence, the maximum power extraction can be obtained.
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Abbreviations

The following variables and symbols are used in this manuscript:

vx Airflow speed
dP Pressure drop across the turbine
a Area of turbine duct
φ Flow coefficient
Tt Torque generated by the Wells turbine
Ct Torque coefficient
Ca Power coefficient
kt Turbine constant
vx Air flow velocity
r Turbine radius
w Turbine angular velocity
n Number of blades
b Blade height
l Blade chord length
a Turbine cross-sectional area
q Flow rate
η Turbine efficiency
B Viscous friction coefficient
Te Generator torque
J Inertia moment
w Angular velocity of the turbine shaft
we Angular velocity of the generator rotor
iqs and ids q-d components of the stator current
iqr and idr q-d components of the rotor current
Ls, Lr, and Lm Stator inductance, rotor inductance and mutual inductances
ims Stator magnetizing current
ws Rotational speed of the synchronous reference frame
sws = ws − we Slip frequency
we Generator rotor speed
vqr and vdr q-d components of the rotor voltage
p Pole numbers
β̂ Estimated switching gain
S Sliding variable
k Positive constant (controller parameter)
γ Positive constant (controller parameter)
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Abstract: A linear electrical generator can be used on wave energy converter for converting the
kinetic energy of a floating structure to the electricity. A wave farm consists of multiple wave energy
converters which equipped in a sea area. In the present paper, a numerical model is proposed
considering not only the interference effect in the multiple floating structures, but also the controlling
force of each linear electrical generator. In particular, the copper losses in the electrical generator is
taken into account, when the electrical power is computed. In a case study, the heaving motions and
electrical powers of the multiple wave energy converters are estimated in the straight arrangement and
triangle arrangement. In addition, the average electrical power is analyzed in different distances of
the floating structures. The aim of this paper is to clear the relationship between the interference effect
and electric powers from wave energy converters. This will be useful for deciding the arrangement
of multiple wave energy converters.

Keywords: wave energy converter; interaction effect; array condition

1. Introduction

Converting wave energy to electricity from ocean waves is one of the greatest attractions in
ocean engineering. Till date, many different concepts have been proposed with the goal to convert
the kinetic and potential energy of ocean waves [1,2]. Some significant types are given as follows:
oscillating water column (OWC), over-topping device, hinged multi-module converter, point absorber
etc. OWC is proposed based on the principle of wave induced air pressurization. Rezanejad, K. et al. [3]
investigated the hydrodynamic performance of an OWC wave energy device using boundary integral
equation method (BIEM) simulation and small scale model experiment. Viviano A. [4] discussed the
scale effects of OWC by a small scale and a similar large scale device. Additionally, the feasibility
study for a green touristic infrastructure by the installation of an OWC system in the port of Giardini
Naxos [5]. An over-topping device captures sea water of incident waves in a reservoir above the
sea level, then releases the water back to sea through turbines. An example of such a device is the
Wave Dragon [6]. A hinged multi-module converter is made up of connected sections which flex and
bend as waves pass, this motion is used to generate electricity. The effect of structural flexibility on
the maximum wave energy conversion by two interconnected floaters is investigated [7]. A point
absorber is a device that heave up and down on the surface of the water. Because of their small size,
wave direction is not important for these devices [1]. A point absorber includes three technical parts:
floater system which catches the wave energy, power take-off system and electrical energy generation
system [8].

Floater system moves up and down on the water surface converting the wave energy into kinetic
energy. Nagulan S. [8] provided the information on front end energy conversion of point absorber type
wave energy converters. They indicated that the front end energy converter is the only responsible

Energies 2018, 11, 2964; doi:10.3390/en11112964 www.mdpi.com/journal/energies284



Energies 2018, 11, 2964

stage to capture as maximum energy as possible from the incoming wave and the natural frequency
of the device should match with the wave frequency. Power take-off system converts the kinetic
energy into electrical energy, and various control methods have been proposed. Method include
resistive loading control (RL) [9], approximate complex-conjugate control (ACC) [10], model-predictive
control (MPC) [11] and approximate complex-conjugate control considering generator copper losses
(ACL) et al. Jorgen H. [12] and Dan-EI M.A. [13] compared some of these control methods performance
by simulation. The experiment study of PTO systems was carried out by T. Taniguchi [14]. In his
research, the motion of floating structure and electrical powers by different control systems have been
investigated. Electrical energy system can be divided into linear generation, rotary generation and
electro active polymer. Most of the PTO systems produce mechanical rotation but a few of them produce
linear motion to energize linear generators [8]. Apart from these active control methods, nonlinear
power capture mechanism such as bistable mechanism [15], tristable mechanism [16], snap through
PTO system [17], negative stiffness [18] has also been researched as a hot spot in the recent years.
These nonlinear power capture mechanism will assist the efficiency of the energy converter.

On the other hand, a wave farm includes multiple wave energy converters in a certain configuration.
By using multiple wave energy converters, the wave conditions of them are varied because of the
interference effect. The interaction phenomena is that the scattering waves from a floating body induces
to the others. So, the interaction of waves effects to both in diffraction and radiation problem of the
floating body. This means that the interference affects the performance of the effect generated electricity
by the multiple WECs. In addition, the amount of the degree of the effect is changed by wave period and
an arrangement of WECs. Several numerical methods have been proposed to analyze the response of
arrays of wave energy converters to the incident wave climate and the resulting modification of wave
conditions, particularly down-wave of such arrays [19]. Reviews of available modelling approaches and
their applications are discussed in [20,21]. B. Borgarino [22] assessed the influence of distances between
generic point-absorber WECs, and cleared that the electrical power increased in some distance compare
to single one because of interference effects. His models include 9–25 cylinders arranged in squares, all of
them have the same PTO characteristics. The experimental arrangement and the obtained database are
presented by Vasiliki S. et al. [23]. They focus on the wave height in the arrangement.

In the present study, a point absorber WEC with a linear generator which proposed by
“Linear-driving type Wave Energy Converter Project” of NEDO Japan is assumed. A numerical
model is proposed to calculate the electrical power, considering both the controlling force and the
interference effect in multiple floating structures. Especially, the copper loss in the linear electrical
generator is taken into account. In the numerical model, the Three-dimensional Singularity Distribution
Method (3D-SDM) and the dynamic equation of motions with controlling force are used. At first, the
diffraction and radiation wave exciting forces from itself and other floating structures are calculated by
3D-SDM respectively. In addition, then, the motions of each floating structure are computed by the
dynamic simultaneous equations of motions, here, the same and different PTO characteristics of each
WEC will be discussed. Finally, the electrical power is computed by an absorbed power apart from a
copper loss.

In past studies [22–24], the controlling force of each WEC in arrangement are the same to it
in single condition. Thus, the interference effect is only considered in the transformation of wave
energy to the motion of floating bodies, but the conversion from the motion to electric power is not
optimized. In this simulation, each WEC in arrangement could be controlled in different controlling
force following its position and wave condition. The total electric power of all WECs in arrangement
will be discussed as an evaluation parameter. As an example of the proposed numerical model results,
the electrical powers of the single model and three models in arrangement condition will be compared.
In this paper, not only do we discuss the electrical powers, but we consider the controlling force
coefficients, the heaving motions and absorbed powers as well.

We can take advantage of the numerical model to estimate the heaving motion and the expected
electrical power of each wave energy converter in different relative positions and different controlling
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force. It can be used to find the best distance and relative position between floating structures. On the
other hand, it can help us decide the range of controlling force in the design of the control system.
The electrical power result computed by the present numerical model is an expected value, which is a
target value that can be used to estimate different controlling methods.

2. Formulation and Solution Method

2.1. Hydrodynamic Forces

Three-dimensional Singularity Distribution Method (SDM) is a general method for analysis
of hydrodynamic forces on offshore structure. The methodology of the SDM was introduced by
W.D.Kim [25] and Garrison [26], and it has since been successfully applied to a variety of shapes by
Faltinsen et al. [27], Oortmersen [28].

All the motions of floating body are assumed to be sinusoidal in time with circular frequency
ω, and the velocity potential of the first-order incident wave progressing to x positive direction is
expressed in the form

Φ(x, y, z, t) = Re[φ(x, y, z)e−iωt] (1)

The velocity potential which satisfies the governing equation and linearized boundary conditions,
is summarized as follows:

[L] ∇2φ = 0 for z ≤ 0 (2)

[F]
∂φ

∂z
− Kφ = 0 on z = 0 (3)

[B]
∂φ

∂z
= 0 as z = −h (4)

[H]

⎧⎪⎨⎪⎩
∂φD
∂n

= 0

∂φ

∂n
= ξ̇an

on SH (5)

Here, n is the normal vector and ξa denotes the amplitude of incident wave. (2) is the Laplace
equation in the fluid domain; (3) is the linear free-surface condition (K = ω2/g); (4) is a condition on
the sea bottom and (5) is the conditions on the wetted body surface SH . The diffraction potential φD
in (5) is defined as the sum of the incident-wave potential φ0 plus the scattering potential φd.

The velocity potentials which satisfy these boundary conditions can be calculated by free-surface
Green function G(P; Q) as

φ(P) =
∫∫

SH

σ(Q) · G(P; Q)ds (6)

where P = (x, y, z) is the field point, Q(x′, y′, z′) is the source point and σ(Q) is the source density
on the body surface. The Green function has been well studied and various expressions are known,
and the source density could been solved by the SDM.

Once the velocity potentials φ on the body surface are obtained, it is straightforward to compute
the radiation and diffraction forces. The radiation force FR can be expressed as follows:

FRi,j = mi,j Z̈j + Ni,j Żj, (7)

mij and Nij is added mass and damping coefficient, which are given by
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mij = −ρRe[
N

∑
m=1

φjm · nim · Sm] (i, j = 1 ∼ J) (8)

Nij = −ρωIm[
N

∑
m=1

φjm · nim · Sm] (i, j = 1 ∼ J) (9)

i, j in the FRi,j, mij and Nij is defined the coefficient of i-mode which is influenced by j-mode.
nim is the i-mode normal vector on m-th mesh, Sm is the mesh area of m-th. The floating bodies at
wave move in 6 modes of motion: surge, sway, heave, roll, pitch and yaw, the mode numbers (i and j)
are changed from 1 to 6 respectively, if the body number is one. J denotes the 6 modes times body
number. For example, i or j = 3 is the heave motion of 1st body, 7 is the surge motion of 2nd body and
9 is the heave of 2nd body.

Using the incident wave amplitude(ξa), the diffraction force can be expressed as follows:

FDi = fDiξa. (10)

Here, the fDi defined is the diffraction force coefficient as follows:

fDi = iωρ
N

∑
m=1

(φ0m + φdm)nimSm (11)

As a result, the coefficient of added mass, damping coefficient and diffraction force coefficient are
established by the velocity potentials which are computed by SDM and can be applied to calculate the
radiation and diffraction force.

2.2. Hydrodynamic Model of Multiple Floating Bodies

It is assumed that there are N floating bodies in array condition. All floating bodies can only
move in the heaving motion (i = 3, 9 · · · 3 + (N − 1)× 6) in Equations (7) and (10), the other degrees of
freedom ideally restricting. Denoting the mass matrix and heaving acceleration of the n-th body with
Mn and Z̈n, and using (7) and (10) for the radiation and diffraction forces on the n-th body, the dynamic
equation which describes the n-th floating body motion with a single degree of freedom in the time
domain, oscillating in heave is:

MnZ̈n(t) = FDn(t) +
N

∑
n′=1

FRnn′ (t) + FSn(t) + Fgn(t) (12)

The aim of this article is to estimate the expected electrical power of wave energy converters.
Therefore, the model in the frequency domain ω is used. Thus, Equation (12) results are adjusted
applying the Fourier Transform as below:

MnZ̈n(ω) = FDn(ω) +
N

∑
n′=1

FRnn′ (ω) + FSn(ω) + Fgn(ω) (13)

where FDn(ω) is the wave diffraction force which is the sum of pressure forces on n-th body surface
due to incident and diffracted waves. It can be written as follows:

FDn = −iωρ
∫∫

SHn
(φ0 + φd)n(3,n)dSξa (14)

FRnn′(ω) is the wave radiation force of n-th body in the heaving motion due to the radiated wave
when the n′-th body moves, and can be obtained as follows:

FRnn′ = −iωρ
∫∫

SHn
φ(3,n′)n(3,n)dSŻn′ (15)
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Here, ξa is the amplitude of incident wave; Żn′ means the speed of n′-th body and SHn is the
mesh number of n-th body. Assuming the inviscid and incompressible flow, the velocity potential φ is
introduced. φ(3,n′) means the heaving radiation velocity potential in n′-th body; φ0 is the incident-wave
potential and φd is the scattering potential from n-th body. The velocity potentials are calculated by
the Three-dimensional Singularity Distribution Method (3D-SDM) in the study. The normal vector n
is defined as positive when directing into the fluid from the body surface, n(3,n) denotes the normal
vector of n-th body in heave direction.

FSn is the restoring force, which is written as:

FSn = −ρgAwn Zn (16)

where, Awn and Zn is the water-plane area and heaving motion of n-th body; g is the gravitational
acceleration.

Fgn is the controlling force provided by the linear generator, which can be derived as

Fgn = Cgn Żn + Kgn Zn (17)

Here, Cgn and Kgn are the coefficients for heaving velocity Żn and heaving motion Zn respectively,
which could be produced by linear wave energy converter.

Using Euler’s formula in complex number, heaving velocity Żn and heaving acceleration Z̈n can
be expressed as heaving motion

Zn = znė−iωt (18)

Żn = −iωzn · e−iωt = −iωZn (19)

Z̈n = −ω2zn · e−iωt = −ω2Zn (20)

As a result, the heaving motion Zn of floating structures may be calculated by the dynamic
equations of motions which are written as:

⎡⎢⎢⎢⎢⎢⎣
−ω2 M1 + fR3,3 + ρgAw,1 − (Kg,1 − iωCg,1) fR3,9 . . . fR3,3+(N−1)∗6)

fR9,3 −ω2 M2 + fR9,9 + ρgAw,2 − (Kg,2 − iωCg,2) . . . fR6,3+(N−1)∗6
...

...
. . .

...
fR3+(N−1)∗6,3 fR3+(N−1)∗6,9 . . . −ω2 MN + fR3+(N−1)∗6,3+(N−1)∗6 + ρgAw,N − (Kg,N − iωCg,N)

⎤⎥⎥⎥⎥⎥⎦

·

⎡⎢⎢⎢⎢⎢⎣
Z1

Z2
...

ZN

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
− fD3 · ξa

− fD9 · ξa
...

− fD3+(N−1)∗6 · ξa

⎤⎥⎥⎥⎥⎥⎦ (21)

where fRnn′ and fDn denote as

fDn =
∫∫

SHn
(φ0 + φd)n(3,n)dS (22)

fRnn′ =
∫∫

SHn
(φ(3,n′))n(3,n)dS (23)

2.3. Electric Power

The mechanism of the wave energy converter in this paper is based on the linear electrical
generator system in which the floating body heaves up and down on the water surface and the
dynamic energy is converted to electrical energy. There are two parts needed to consider in the energy
conversion. One part is the absorbed power from the heave motion of the floating body, which is
determined as:

Pn = Fgn × Żn (24)
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The other part is the copper loss in the electrical generator, which can be written as follows:

PCn = R × (Fgn /Kt)
2 (25)

The copper loss is generated by heat produced in the linear electrical generator and decided by
controlling force (Fg), R and Kt. R and Kt are winding resistance and force constant of linear electrical
generator, which decide the performance of the linear electrical generator. In present study, we the
assume that R is 0.6 Ω and Kt is 90 N/A for the model scale, which are the parameters of the linear
electrical generator(GLM24-M-2530) made in THK CO., LTD. For the actual scale, R and Kt assume
0.3 Ω and 900 N/A as reasonable values.

The electrical power is denoted P′
n given below:

P′
n = Pn − PCn (26)

Then, the absorbed power (Pn) and the copper loss (PCn ) can be integrated in the wave period T,

P̃n = 1
T
∫ T

0 Pndt = 1
T
∫ T

0 (Cgn Żn + Kgn Zn)Żndt = 1
2 ω2Cgn Z2

n (27)

˜PCn = 1
T
∫ T

0 PCn dt = 1
T

R
K2

t

∫ T
0 (Cgn Żn + Kgn Zn)2dt = 1

2
R
K2

t
Z2

n(ω
2C2

gn + K2
gn) (28)

P̃′
n = P̃n − ˜PCn = 1

2 ω2Cgn Z2
n − 1

2
R
K2

t
Z2

n(ω
2C2

gn + K2
gn) (29)

which is an expected value within one wave period, and it is named Expected Electrical Power of n-th
body. This expected value do not consider a specific kind of control strategy, because most classical
control strategies can be expressed by controlling force coefficients Cg and Kg, such as the resistive
loading control giving without Kg, the resonance control including Cg and Kg, and approximate
complex-conjugate control (ACL control) considering the generator copper losses.

Furthermore, in order to discuss the relationship between interference effect and the electrical
power, the average electrical power ( ˜Pave) of multiple floating bodies are computed as

˜Pave =
∑N

n=1 P̃′
n

N
(30)

3. Wave Energy Converter

3.1. Linear-Driving Type Wave Energy Converter

This study is a part of NEDO project which is named “Linear-driving type Wave Energy Converter”.
A point absorber device is proposed in the project as Figure 1. It generally consists of two separate
parts: a spar part which is attached or moored to the seafloor, and a float part which oscillates with
the waves. A linear generator is installed in the spar part and the resultant relative motion between
two parts is used to generate electricity via a PTO system.

3.2. Simulation Model

The image picture and mesh picture of the WEC model is shown in Figure 2. Table 1 shows the
principal particulars of the WEC model. The model scale is assumed 1/7 in the simulation in order to
support the experiment.

3.3. Controlling Force Coefficients Cg and Kg for Single Model

To make clear the controlling force coefficients (Cg and Kg) effect to motion, the heaving motion
of single model is calculated in wave period T from 0 s to 9.0 s. As shown in Figure 3, the resonance
period of the floating structure is about 2.0 s without controlling force, and the Response Amplitude
Operator (RAO) reached to 3.73.
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Power generation output : 200kW
Maximum thrust :500kN
Heaving motion limit : 6m

Float

Spar

Weight

Mooring
and Anchor

Performance

Shape : Hollow cylinder
Outside diameter : 7m
Height : 6m~10m

Inside diameter : 2m
Height : 40

About 180 ton

Anchor : Suction anchor  
Mooring : TLP type

Float

Spar

Support float

Suction anchor  

Mooring 

Cables

Specification

Figure 1. The image of a point absorber wave energy converter proposed in “Linear-driving type Wave
Energy Converter Project”.

HF2

HS

HF1

DS

DF

Figure 2. Simulation model.

Table 1. Principal particulars of WEC model.

Main Dimensions Units Model Scale Actual Scale

Diameter of float (DF) m 1.00 7.00
Height-1 of float (HF1) m 0.55 3.36
Height-2 of float (HF2) m 0.30 2.10
Diameter of spar (Ds) m 0.40 2.80

Height of spar (Hs) m 2.70 17.67
Volume of float (Vol) m3 0.48 99.58

Water area of float (Aw) m2 0.66 29.59
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Figure 3. RAO of floating structure.

Next, we kept Kg = 0 N/m and changed Cg. Figure 4 shows the results of RAO in different Cg for
each wave period. As shown in this figure, when the Cg in particular range, the RAO increase rapidly
in the resonance period and the maximum value is 4.43, which is bigger than 3.73 (max RAO without
controlling force). The resonance frequency could be changed by chose the appropriate Cg. On the
other hand, we kept Cg = 0 Ns/m and changed Kg. As shown in Figure 5, the Kg can be used to change
the resonance period of the floating body. By giving large Kg acting as reducing the restoring force as
shown in Equation (21), the resonance period can be changed to large period, and the RAO became
huge. The number of RAO is only a theoretical calculating number, the heaving motion limitation
must be decided according to the mechanical structure of wave energy converter. According to the
results, it could be understood that the function of control force coefficients (Cg and Kg) can change the
resonance frequency and resonance period.

Figure 4. RAO of the floating structure in different Cg (Cg = −5000–5000 [Ns/m], Kg = 0 [N/m]).

Figure 5. RAO of the floating structure in different Kg (Cg = 0 [Ns/m], Kg = −15,000–10,000 [N/m]).
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4. The Results of Multiple WECs in Regular Wave

The results as the solution method will be shown and discussed in this section. The objective of
the present study is shown as follows:

1. How to decide the controlling force to the linear generator in arrangement.
2. The relationship between the interference effect and electric power from WECs.
3. How to decide the arrangement of multiple WECs.

We cover these 3 objects to discuss the simulating results. At first, wave period, wave amplitude
and WECs arrangement condition are changed as the parameter in the regular wave. Then, basis on
the results in the regular wave, the estimation in the real sea wave condition are proceed. In the study,
three kinds of arrangement will be discussed. They are single arrangement, straight arrangement
and triangle arrangement as shown in Figure 6a–c, respectively. In a case study, three wave energy
converter models are used in the straight and triangle arrangement. The limit of the heave motion
is decided 0.2 m. As show in Figure 6, the models are set in the head-wave condition. The distances
of each models are changed from 1.5 to 8.0 times diameter of the model in the straight and triangle
arrangement. The reason of choosing this range of the distance is; the adjacent model may not contact
each other in waves and it is not too far to appear clearly the hydrodynamic interaction effect among
the models. In the simulation, the wave amplitude changes from 0.01 to 0.15 m, in every 0.01 m,
and the wave period is from 0.6 to 5.0 s, in every 0.1 s. The depth of the water is assumed 4.5 m.

(a) Single condition

(b) Straight arrangement

(c) Triangle arrangement

Figure 6. Arrangement of multiple wave energy converters.

4.1. Investigation of Controlling Force in Arrange Condition

As the proposed method, the controlling force coefficients Kg and Cg are changed for wave
periods, and the optimal values found by searching Cg in 0–2500 [Ns/m] and Kg in −5000–6000 [N/m]
considering the controlling force limitation. We suppose that the controlling force coefficients of each
floating body can be controlled commonly and independently. Controlled commonly means the Kg

and Cg are the same in every WEC and decided only in wave condition. On the other hand, controlled
independently purports that in addition to wave condition the interference effect are also considered
to decide the controlling force coefficients. To compare these two method, we discuss the relationship
between the controlling force of each WECs in arrangement and interference effect.

When the total expected electrical power (P′
1 + P′

2 + P′
3) became maximum, the results of

Kg, Cg, Z, P and P′ of each floating body are exported. Figure 7 shows the results of 3 floating bodies in
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controlled commonly. Figure 8 shows the results in controlled independently. In addition, the results of
the single body are also shown in the same figure, to compare with the variation. The wave amplitude
is 0.1 m and the distances of each models are 3 times diameter (3 m) in straight arrangement.

At first, it will be easy to observe the difference of the two ways by comparing the curves of
Cg in Figures 7b and 8b. It is imagined that this Cg’s difference will directly affect the total power
generation and the interference effect cannot be ignored in the certain range. We discuss the details of
the interference effect by comparing with the two ways through Figures 7 and 8 as follows.

Kg of three models in two methods are similar to the single condition, as shown in Figures 7a
and 8a. As the introduction in Section 3.3, Kg is used to change the resonance period of the floating
body, and it is not changed belong to interference effect. However, the Cg of 1, 2 and 3 bodies in
the straight arrangement are different to single’s condition, from 1.2 s to 4.6 s. We can understand
that the interference effect in the short and long wave period is not obvious. When the Cg controlled
independently, heave motion Z of three WECs reach to the limitation, as shown in Figure 8c. On the
other hand, when the Cg controlled commonly, a part of Z cannot reach to the limitation. Because
of the difference of Z, the expected electrical power (P′) of each WEC are different. As shown in
Figures 7e and 8e, the generated electric power under controlling independently is better than that
used the controlling parameters commonly in the array. Figures 7d and 8d show the absorbed power,
and the copper loss could be calculated by generated electric power differenced absorbed power.
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Figure 7. Cont.
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Figure 7. The results of multiple WECs in regular wave (3.0D, Amp = 0.10 [m], Use common parameters)
(a: Kg, b: Cg, c: heave motion Z, d: the absorbed power, e: generated electric power).
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Figure 8. The results of multiple WECs in regular wave (3.0D, Amp = 0.10 [m], Use independent parameters)
(a: Kg, b: Cg, c: heave motion Z, d: the absorbed power, e: generated electric power).
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Next, in order to compared the electric power results in controlled by the common parameters
with in controlled independently much more clearly, the rate of change Eave are calculated as follows:

Eave =
P̃ave (Controlled independently)

P̃ave (Controlled commonly)
(31)

Figure 9 shows the Eave as different color, the vertical line shows the distance between the WECs
and the horizontal one the wave periods. As shown in this figure, around the resonance period
(2.0 s) Eave is bigger than “1”, it is means the average electric power of three WECs in controlled
independently is bigger than in controlled commonly. However, in the short and long wave period
Eave is “1”.
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Figure 9. The rate of change of the two methods Eave.

As a result, the Cg of each wave energy converter needs change independently following the wave
period, especially around the resonance period. In addition, the average electric power in controlled
independently is 10–20% bigger than in controlled commonly. On the other hand, Kg in two methods
are similar to the single condition, and it is not changed belong to interference effect.

Therefore, the controlling force coefficients of each floating body controlled independently are
used in the next calculation.

4.2. The Influence of Interference Effect to Electric Power

In preceding section, we cleared how to decide the controlling force of multiple WECs in arrangement.
In this section, the electric power is focused on different wave periods, wave amplitude and distance
between WECs considering the interference effect. As a case study, the expected electric power of
each WECs are calculated in the single condition and in the straight arrangement (the distances of
each bodies are 3 m). Here, besides the wave period, the wave amplitude is changed from 0.01 m to
0.15 m in every 0.01 m. In the calculation of changing wave amplitude, the wave forces are based on
linear theory as Section 2.2, and the analysis mechanism of choosing the optimal values of Cg and Kg is
comparison the expected electrical power on all Cg and Kg to find the best values within the allowable
range. Therefore, the best controlling parameters are changed by not only a wave period but also an
amplitude of waves.
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Figure 10 shows the distribution map of single floating body in different the wave period and
amplitude. X-axis shows the wave period, Y-axis shows the wave amplitude and Z-axis shows the
number of electrical power. Moreover, the peak power and its happened period are also shown in the
figure. It can be observed that the expected electrical power is increased following the wave amplitude,
especially around the resonance period. However, there is no electricity power when the wave period
is less than 1.2 s and the wave period is larger with small wave amplitude.

Figure 11 shows the power distribution map of each floating body when they are in the straight
arrangement. The power distribution map and the peak power of each WECs in arrangement is
different to the single condition. Therefore, the spacing between two absorbers are relatively small (for
this case, L = 3D), the interference effect must be considered when the total electric power of multiple
WECs in arrangement are calculated.
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Figure 11. Electric power on straight condition in different wave period and amplitude.

Next, in order to estimate the interference effect, the changing ratio of electric power are defined
as follows:

Eratio =
P̃′

total/N
P̃′

single
(32)

When the changing ratio of electric power Eratio greater than "1", the interference effect help the
electric power increase. However, the Eratio is a value which only use for estimating the interference
effect, it does not mean that much more electric power can be obtained. Moreover, the triangle
arrangement (Figure 6c) will be added to discuss.

The results of Eratio in different non-dimensional parameter Wave-Length/Diameter (λ/D) are
show in Figures 12–14. Figure 12 shows the results when the distance between WECs is 1.5D, Figure 13
is 3.0D and Figure 14 is 5.0D. For comparing the straight arrangement and triangle arrangement,
the results in the same distance are shown in the same figure. We can confirm that the changing ratio
of expected electrical power is increased and deceased in some area following the wave condition.
In addition the increased and deceased area is changed for different distance. Therefore, the positive
and negative influence of interference effect could be changed following the wave length (or period)
and the distance between WECs.
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Figure 12. Eratio in 1.5D (Left: Straight arrangement; Right: Triangle arrangement).
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Figure 13. Eratio in 3.0D (Left: Straight arrangement; Right: Triangle arrangement).
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Figure 14. Eratio in 5.0D (Left: Straight arrangement; Right: Triangle arrangement).

4.3. Decide the Distance between WECs

To evaluate the relationship between distance and electrical power, the changing ratio of electrical
power Eratio in straight arrangement and triangle arrangement is calculated to compare with the single
one. Here, the distance between the adjacent bodies is changed from 1.5 m to 8.0 m every 0.5 m,
the Amp kept in 0.1 m.

Figure 15a shows the Eratio in straight arrangement. The relatively high electrical power performance
range is shifted to the longer λ/D, when the distance becomes longer. The electrical power performance
increase more than 10–15% in some wave condition, in different wave period as the different distance.
Figure 15b shows the Eratio in triangle arrangement. The trend is same to straight arrangement.
The electrical power performance increment is larger than straight arrangement reached to more than
15%. Therefore, it can be said that the triangle arrangement is better than the straight arrangement for
use interference effect in this case.

For showing the relationship between distance and Eratio clearly, we organize that the vertical line
shows the Distance/Wave-Length and the horizontal shows the Eratio, as shown in Figure 16. The Eratio
fluctuate periodically as the Distance/Wave-Length. The peak in the graph means that high average
electric power could be obtained by interference effect. Using this figure, the best distance could be
choice following the wave condition characteristic of sea area.
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Figure 15. Eratio in different distances in Amp = 0.1 m (Left: Straight arrangement; Right: Triangle arrangement).
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Figure 16. Eratio as Distance/Wave-Length in Amp = 0.1 m (Left: Straight arrangement; Right: Triangle arrangement).

5. The Electrical Power Estimation of Multiple WECs in Real Sea

5.1. Formulation and Solution Method

We discussed multiple WECs in regular wave. However, a lot of different wave periods and
amplitudes are fixed in the real sea, therefore the calculation in the irregular wave is necessary.
In this section, the electric power of multiple WECs will be computed in the irregular wave and the
interference effect in real sea will be discussed. To predict the response of floating body in the irregular
wave, the response spectrum Sqq could be calculated by response in regular wave H(ω) and wave
spectrum SQQ as follows

Sqq(ω) = H(ω)2 · SQQ(ω) (33)

which introduced in [29]. Here, the H(ω) is computed by the electric power divided by significant
wave height, JONSWAP (Joint North Sea Wave Observation Project) spectrum [30] are used to show
wave spectrum SQQ.

To estimate the electric power in the real sea basic on the Sqq, the representative value of electric
power is denoted σ given below:

σ =

√∫ ∞

0
Sqq(ω) dω (34)

Then, in order to discuss the electric power in certain sea area, the electric power distribution
are calculated by using the H-T joint probability distribution P (Figure 17), as P × σ[W]. Moreover,
the summation of expected electric power in certain sea area could be calculated, which can be written
as follows:

PWsea =
I

∑
i=1

J

∑
j=1

Pijσij (35)
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Here, i, j is calculating point of wave period (i = 1 ∼ I) and wave height (j = 1 ∼ J), respectively.
The representative value of electric power σ and the summation of expected electric power PWsea are
used to discuss the WECs performance in the real sea area. Proposed method flow chart in real sea is
presented in Figure 18.
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Figure 17. H-T joint probability distribution P in the bay of KAMAISHI.

Start

Wave Condition
(ω )

Shape and Arrange 
of Floting Body

Wave Force
( , , )

Heave Motion of
Fl otingbodyies ( )

Electrical Power
( )

Response Spectrum of
Electrical power in Irregular Wave

( )

Significant Wave 
Condition( ⁄ )

Ocean Wave 
Spectrum( )

Maxi mum Response Spectrum of
Electrical Power in Irregular Wave

( )

Electrical Power in
Specific Sea area

(  )

Control Force (Fg)
(

)

Probability Distribution
in Specific Sea area

( )

If  < max

Figure 18. Simulation flow chart in the real sea.

299



Energies 2018, 11, 2964

Actual scale model which set in triangle arrangement and the distance 3.0D, is used in the real sea
calculation. As an assumption sea area, the bay of Kamaishi where is located in northeast of Japan are
used. The H-T joint probability distribution P of this sea area is shown in Figure 17, which is published
in Web [31]. Here, the wave conditions shown by appearing frequency, so the totally frequency in the
sea area is 1. The computational condition in real sea shown as Table 2.

Table 2. Computational condition in real sea.

Parameters Units Value

Wave period (T) s 1.00–18.00 (every 0.25)
Significant wave height (H1/3) m 0.25–7.75 (every 0.25)

Significant period (T1/3) s 1.50–14.50 (every 1.00)
Controlling force coefficient Cg Ns/m 0.000–500,000
Controlling force coefficient Kg N/m −250,000–300,000

Deep of water (H) m 31.5
Motion limit of floating part (Zmax) m 2.00

Winding resistance (R) ω 0.3
Force constant (Kt) N/A 900

5.2. Compute Result

Figure 19 shows the result of electrical power distribution in single condition. It can be understood
that the electrical power increases following the wave period and amplitude became bigger, because
there is much more energy in a large wave’s period and large amplitude. Whereas, the result of
expected electric power PWsea is almost 0 when the wave condition is large wave period and large
amplitude. The PWsea only can be obtained in the high appearing frequency of wave height and
wave period.

Figure 20 shows the average result of 3 WECs in triangle arrangement. As the same to single
condition, PWsea only can be obtained in the high appearing frequency of wave H-T. The totally average
PWsea reach to 221 [kW], 7% bigger than 207 [kW] in single condition.

To compare the electric power of WEC in single condition and in arrangement condition from the
viewpoint of wave period, Figure 21 shows the distribution map of them. By using the interference
effect, the average electrical power in arrange condition increase from wave period 6.5 s, but decrease
under 5.5 s compare with single condition. It could be said that, WECs in appropriately arranged
conditions could obtain much more electrical power than single’s, and the appropriate arranged
conditions must be matched to the wave condition of the installed sea area.
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Figure 19. Single condition (Distribution map of electric power σ on the left, and distribution map of
electric power in a sea area P × σ on the right.)
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Figure 20. Arrange condition (Distribution map of electric power σ on the left, and distribution map
of electric power in a sea area P × σ on the right.)
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Figure 21. Electric power comparison in single condition and in arrange condition.

6. Conclusions

In general, the controlling force of WEC is optimized in single condition, and the same forces are
used for each WEC in arrangement. Thus, the interference effect between the WECs is only considered
in the transformation of wave energy to the motion of floating bodies, but the conversion from the
motion to electric power is not optimized. In present paper, the interference effect of WECs is taken
into account in motion calculation and motion-electric power conversion by appropriate arrangement
for independently controlled WECs. The maximum electric power of multiple WECs is calculated and
discussed in regular waves and real sea condition.

The following conclusions are obtained through the numerical consideration:

1. In arranged condition, the controlling force coefficient Cg needs change independently for each
wave energy converter following the wave period.

2. The generated electric power under independent control is better than that used the controlling
parameters commonly in the array.

3. In a case study of three WECs, the average electric power controlled independently is 10%–20%
bigger than in controlled commonly.
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4. The interference effect can be used to increase the electric power. In a case study of three WECs,
the electrical power performance increases more than 10%–15% in straight arrangement and it
reaches to more than 15% in triangle arrangement. The triangle arrangement is better than the
straight arrangement for use interference effect.

5. Distance/Wave-Length determines the performance of WECs and the performance is changed
cyclically along the parameter. It should be care that the interference effect appears even the
distance of adjacent WEC is far.

6. WECs in appropriate arranging conditions could obtain much more electrical power than single’s,
and the appropriate arranging conditions must be match to the wave condition of the install sea area.

In the other our research it is suggested that the interference effect is increased by the number of
consisted WECs. So, determining the parameters independently will be more important to the electric
power maximization of huge number of WEC array. In that case, the knowledge obtained through this
work will contribute much to the future work on it.
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Abstract: Energy originating in tidal and ocean currents appears to be more intense and predictable
than other renewables. In this area of research, the Tidal Stream Generator (TSG) power plant is
one of the most recent forms of renewable energy to be developed. The main feature of this energy
converter is related to the input resource which is the tidal current speed. Since its behaviour is
variable and with disturbances, these systems must be able to maintain performance despite the
input variations. This article deals with the design and control of a tidal stream converter system.
The Fuzzy Gain Scheduling (FGS) technique is used to control the blade pitch angle of the turbine, in
order to protect the plant in the case of a strong tidal range. Rotational speed control is investigated
by means of the back-to-back power converters. The optimal speed is provided using the Maximum
Power Point Tracking (MPPT) strategy to harness maximum power from the tidal speed. To verify
the robustness of the developed methods, two scenarios of a disturbed tidal resource with regular
and irregular conditions are considered. The performed results prove the output power optimization
and adaptive change of the pitch angle control to maintain the plant within the tolerable limits.

Keywords: disturbed tidal resource; fuzzy gain scheduling; fuzzy supervisor; proportional integral
derivative controller; pitch angle control; tidal energy; tidal stream generator

1. Introduction

Renewable energy consumption is predicted to grow in the range of 2.6% per year between 2012
and 2040 [1]. The increase in economic and structural changes will impact world energy consumption.
Furthermore, with the development of countries and improvement of living conditions, the need for
energy will increase rapidly [2,3]. The consumption of energy grew in the International Energy Outlook
(IEO) 2016 Reference case [1]. The impact of fossil fuel dangers on the human environment and rising
oil prices has prompted an expanded use of non-fossil renewable energy converters [4]. The worldwide
energy demand is constantly increasing due to the evolution of modern society. Conventional energy
sources, such as oil, gas, coal, and nuclear, are either at, or near the limits of their ability to grow in
annual supply and will dwindle as the decades go forward [5]. The depletion of fossil fuel reserves,
global warming due to CO2 emissions, the spread of health problems and increasing political tensions
are some of the reasons why renewable energy should be promoted [6]. Research works have recently
focused on renewable energy scavenging technologies which produce energy with small scale power.
These technologies include triboelectric, nanogenerator and piezoelectric [7,8]. On large scale power,
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the switch to renewable energy sources should be done while fostering an evolution of personal,
institutional and national values. These steps recognize the ultimate limits of the earth’s carrying
capacities which are presently being dramatically exceeded.

Tidal current energy, which harnesses the kinetic energy contained in tidal streams, is emerging
as a great potential energy source [9,10]. It has a number of advantages compared to other renewable
energies. The resource predictability, the minimal visual impact and land occupation, its high load
factor and sustainability are some of the noteworthy features [11,12]. The benefits include reduced
reliance on imported fuels, uninterrupted and affordable energy supplies, long-term price stability,
decoupling hydrocarbon and resource risks, and environmental security [13]. However, realistic tidal
locations are very perturbed with high range and disturbances are site-specific [14,15]. The swell
considers the crucial phenomenon to be taken into account which affects the maritime structures [16].
The propagation of the submarine swell has the greatest influence on the marine current and the origin
of the disturbance in small time scales for the tidal turbine. One can note that the harnessed output
power will be affected in the case of a disturbed input. The turbulence must be estimated from field
observations of the flow, which are inherently sparse and noisy [17].

Many studies concentrated on the optimization of the generated power in the case of high tidal
speed using the angular position of the rotor’s blades [18,19]. The pitch and stall angle controls
have been developed in [20]. The work points out that the blade pitch angle control leads to more
valuable responses concerning the energy yields than the stall regulated system. Some studies used
the pitch angle control with several techniques [21]. Artificial intelligence has been used to handle
renewable energy systems [22–24]. An artificial neural network is a designed method which is
considered to solve many tasks of fitting applications. As detailed in [25], an artificial neural network
has been conceived for the Tidal Stream Generator (TSG) to find the appropriate angle for each
tidal speed variation. The study shows favourable results when compared with a conventional
controller. The fuzzy reasoning approach is motivated by the flexibility in decision-making processes
[26]. Interest in fuzzy logic has shown good results in the field of automatic control and the aim to
extended it to renewable energy converters. This paper introduces a fuzzy rule-based scheme for gain
scheduling of the pitch angle controller in power limitation mode. An adaptive fuzzy Proportional
Integral Derivative (PID) controller with a gains scheduling mechanism is proposed. The fuzzy
supervisor provides the gains to the controller in order to govern the blade pitch angle. The Maximum
Power Point Tracking (MPPT) technique is used to generate the adequate trajectory to the rotational
speed controller.

The remainder of this paper is structured as follows; Section 2 defines the realistic tidal site as
a site evaluation tool for the tidal stream generator. Then, the design of the TSG system in a digital
environment including the hydrodynamic, mechanical and electrical parts of the power plant is given
in Section 3. Section 4 is devoted to the control objectives and strategies and presents the FGS-PID
controller for the pitch angle control. Two study cases have been considered to test the investigated
control approaches as presented in Section 5. Section 6 ends the paper with concluding remarks.

2. Alderney Race Tidal Site Profile

The Alderney Race is a straight located between the Channel Island of Alderney and Cap de la
Hague on the West coast of France. The site is four meters wide and lies between Race rock (49◦42′ N,
2◦08′ W) and a rocky bank with a minimum depth of 17 m over it, which lies approximately 3.5 m
from Cap de la Hague. The tides run in a northwesterly direction for a period of six hours starting
at six hours before Dover High Water (DHW). After that, it switches direction to flow southeast for
approximately six hours. The highest velocities are found on the east side. As an example, in the west
of the La Foraine light buoy the spring current speed of the north going stream can reach 5 m/s and
that of the south going stream is about 3.5 m/s [27].

This tidal site is an important profile for extracting marine energy because the density is large and
the depths are suited for installing tidal stream turbines. One can note that the deployment of a TSG
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plant will have a huge load factor to generate electricity for a high time scale. Also, there are locations
where the depth is about 30, 35 and 40 m which represents a suitable value for placing TSG plants.
The local strength of the current is due to the acceleration of the tidal flow between the Alderney Island
and La Hague cape (France). The average power density is around 5 kW/m2 and depths varying
between 30 and 60 m can be over a surface higher than 10 km2 [27]. In this site, the data measurement
of tidal velocities is provided by SHOM (French Navy Hydrographic and Oceanographic Service).
As depicted in Figure 1, the propagation of tidal currents are spread over a wide range of values where
high velocities can even exceed 4.5 m/s [28].

Figure 1. Tidal current speed in Alderney Race in the French western coast.

Fluctuation aspects of tidal power are based on two forms of energy disturbance: On a high time
period corresponding to the neap and spring marine current changing each day, and on a small time
period relating to swell effect phenomenon [29].

3. Model Statement

The development of high-efficiency tidal energy conversion systems requires multiple testings
and continuous modifications to rapidly rectify and correct the behavior of the developed model.
Therefore, it is better to perform these testings and rectifications in software in the loop framework.
The structure of the TSG plant is illustrated in Figure 2. The tidal turbine is connected to the Doubly Fed
Induction Generator (DFIG) via the drive train shaft. The hydrodynamic part is connected to the grid
using the back-to-back power converters. In this sense, the dynamic modeling of the system requires
the use of a computational tool including these nonlinear sub-models with a different timescale.

Tidal current
Tidal Stream Turbine

Power converter

Transformer GridDoubly Fed Induc�on Generator

Rotor Side 

Converter

Direct 

Current 

link

Drive train
current

Choke
Grid Side 

Converter

Figure 2. Scheme of the tidal stream generator system [30].
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3.1. Tidal Turbine Model

The power generation from the marine current speed needs the hydrokinetic energy conversion
to produce electrical power. It is described by the following equation [31]:

Pt =
1
2

Cp(λ, β)ρπR2V3 (1)

where V is the tidal current speed in (m/s), Pt is the harnessed power from marine current (W), R is
the rotor blade radius defined in (m), and ρ is the density of water (kg/m3).

The kinetic power is corresponding to the speed of water V which passes through the channel
section A as shown in Figure 3.

V
A

Figure 3. Tidal flow through the swept area of a rotor disk.

Bearing in mind that the TSG system can only extract a fraction of this available energy, so the
power coefficient Cp characterizes the level of performance of the tidal stream turbine. Such a coefficient
is defined as function of the pitch angle β in (deg) and the tip-speed ratio λ, given as [32,33]:

λ =
ωtR
V

(2)

where ωt is the rotor speed in (rad/s).
The hydrodynamic torque of the tidal turbine, defined in (Nm), is expressed as follows:

Ttst =
Pt

ωt
(3)

3.2. Mechanical Shaft Model

The mechanical transmission is used to transform the low rotational speed at the rotor to high
one at the generator side. The high rotational speed of the generator is necessary to apply compact
constructed generators. The model of the shaft is chosen so as to regroup the hydrodynamic loads
of the tidal turbine since they represent an important factor relating to the extracted output power.
Therefore, the rotor shaft is assumed an important aspect of the Tidal Stream Turbine (TST) which has
an impact on the power fluctuations. The two-mass model is used to describe the rotor shaft dynamics
as follows [34]:

Ttst − Tt = 2Ht
dωt

dt
(4)

Tt = Dsh(ωt − ωg) + Ksh

∫
(ωt − ωg)dt (5)
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Tt − Tem = 2Hg
dωg

dt
(6)

where Ksh in (Nm/rad) and Dsh in (Nms/rad) are the stiffness and damping coefficients, respectively.
Tt is the torque of the rotor shaft in (Nm), Tem is the electromagnetic torque in (Nm), and ωg is the rotor
speed in (rad/s). Ht and Hg are the inertia constants for the turbine and the generator in s, respectively.

3.3. Electrical Model

The hydrodynamic turbine should be able to operate over a wide range of tidal velocities in order
to achieve optimum efficiency by tracking the optimal tip-speed ratio. Therefore, the DFIG system
operates in both sub- and super-synchronous modes with a rotor speed range around the synchronous
speed [35].

The model of the DFIG is given in the d–q synchronous frame using the Park’s transformation
as defined in [36]. The equations of the stator voltages and flux, in (V) and in (Wb) respectively, are
written as follows: {

Usd = Rs Isd +
dϕsd

dt − ωs ϕsq

Usq = Rs Isq +
dϕsq

dt − ωs ϕsd
(7)

{
ϕsd = Ls Isd + Lm Ird
ϕsq = Ls Isq + Lm Irq

(8)

The expressions of the rotor voltages and flux are given by the following equations:{
Urd = Rr Ird +

dϕrd
dt − ωr ϕrq

Urq = Rr Irq +
dϕrq

dt − ωr ϕrd
(9)

{
ϕrd = Lr Ird + Lm Isd
ϕrq = Lr Irq + Lm Isq

(10)

The equation of the electromagnetic torque is defined as follows:

Tem =
3
2

pLm
(

Isq Ird − Isd Irq
)

(11)

where Isd, Isq are the stator currents given in (A), Ird, Irq are the rotor currents in (A), Rs and Rr are
the resistances of the stator and rotor in (Ω), ωs and ωr are the pulsations of the stator and rotor in
(rad/s), Ls and Lr are the inductances of the stator and rotor in (H), respectively, Lm is the magnetizing
inductance in (H), and p is the number of the poles pairs.

3.4. Power Converters Model

Tidal stream converters aim to generate power and to guarantee cost reduction. For that reason,
these systems use back-to-back power electronic converters since they ensure the connection with the
grid [37]. These types of equipment ensure the conversion from a variable output frequency from the
generator to a fixed one related to the grid [38]. The used back-to-back power converter includes the
Rotor Side Converter (RSC) and the Grid Side Converter (GSC) which have been connected through
the DC-link. This configuration has the advantage of applying the vector control method for both
sides. The RSC is intended to control the operation of the generator. The aim of the GSC is to maintain
constant voltage of the DC-link regardless of the magnitude and the direction of the rotor power.

The expressions of the active and reactive powers of the DFIG-based TST, in (W) and (VAR)
respectively, are defined as:

Pg =
3
2

(
Udg Idg − Uqg Iqg

)
(12)
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Qg =
3
2

(
Uqg Idg − Udg Iqg

)
(13)

where Udg, Uqg in (V) and Idg, Iqg in (A) are the voltages and currents of the grid.
In order to achieve the voltage oriented control, the vectors of the d-axis and the grid voltage are

aligned, Udg = Ug and Uqg = 0. So, the equations of the active and reactive powers are rewritten as:

Pg =
3
2

Ug Idg (14)

Qg = −3
2

Ug Iqg (15)

The expression between the power stored in the DC-link and the power transferred to the grid is
described as follows:

Pg =
3
2

Ug Idg = Udc Idc (16)

where Udc and Idc are the voltage and current of the DC-link.

4. Control Strategies

When the tidal stream generators are subjected to turbulent tidal current speed and strong swells,
the pitch angle control is investigated to limit the generated power and maintain the system safe from
overload. For that reason, it’s important to study the system to optimize the extracted output power
and to improve the efficiency. In this mode of operation, the pitch angle controller is set to regulate the
pitch actuator when the marine current exceeds the threshold value, and thus maintain the generated
power at its nominal condition. In each variable marine speed, the controller sends the adequate
control signal in order to rotate the rotor blades to the desired angular position.

The power may be limited hydrodynamically using pitch control. The control scheme of the TSG
power plant is depicted in Figure 4. Advanced control approaches are proposed in order to ensure
better performances, especially to guarantee robustness under uncertainties. In this sense, the pitch
angle control is investigated using the fuzzy logic approach in order to find the adaptive gains of
the controller. Moreover, the rotational speed control is based on the MPPT strategy for which the
maximum output power will be attained.

Tidal current
TST

Full power converter

Transformer GridDFIG

RSC GSC
DC link

Drive train

V ref
ω

Rota�onal

speed control

GSC control

dc
U

*
abc
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U
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*
abc

U

current

Choke
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K
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control
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Figure 4. Tidal stream generator control scheme. TST , Doubly Fed Induction Generator (DFIG), Rotor
Side Converter (RSC), Grid Side Converter (GSC), Maximum Power Point Tracking (MPPT).
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4.1. Pitch Angle Control

The proposed control scheme is illustrated in Figure 5. The pitch angle control loop is designed
using a fuzzy gain scheduling method because it represents a robust control technique regarding model
uncertainties [39,40]. The investigated Fuzzy Gain Scheduling (FGS)-based PID control is used to
generate and tune the gains in order to keep the required performance. The input of the PID controller
is the error between the maximum power supported by the system which is 1.5 MW and the measured
generated power.

+
−

1

z

e

eΔ

-
+

t
P

maxP

TST PID

V

t
w

β

∗β

Satura�on Rate limiter

i
Kp

K

Fuzzy gain scheduling

d
K

Figure 5. Fuzzy Gain Scheduling (FGS)-Proportional Integral Derivative (PID) based pitch angle
control scheme.

The approach taken here is to exploit fuzzy rules and reasoning [41,42]. The variation of the
studied tidal turbine under different values of the pitch angle β is depicted in Figure 6. One can note
that as the angle β increases as the output power Pt decreases. The threshold value of the tidal velocity
is calculated at 3.2 m/s. Over this value, the limitation mode will be used to protect the system.

The equation of the controller in the discrete-time domain is expressed as follows [39]:

u(k) = KpΔe(k) + Ki Ts e(k) + KdΔe(k) + u(k − 1) (17)

where e(k) is the error between Pmax and Pt, Δe(k) = e(k)− e(k − 1) is the change of the error, Ts is
the sampling time and Kp, Ki and Kd are the PID controller parameters.

Figure 6. Output power versus the rotor speed for different blade pitch angles.
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The gains Kp, Ki and Kd are normalized applying the linear transformation by the Equation (18) [43]:⎧⎪⎨⎪⎩
K′

p = (Kp − Kp min)/ (Kp max − Kp min)

K′
i = (Ki − Ki min)/ (Ki max − Ki min)

K′
d = (Kd − Kd min)/(Kd max − Kd min)

(18)

where
[
Kp min , Kp max

]
, [Ki min , Ki max] and [Kd min , Kd max] are the prescribed domains of the

controller parameters.
The gain scheduling of the PID controller is calculated by means of the fuzzy rules given as follows:

i f e(k) is Ai and Δe(k) is Bi
then K′

p is Ci and K′
i is Di and K′

d is Ei
(19)

where Ai, Bi, Ci, Di and Ei are the fuzzy sets on the relating linguistic variables where i = 1, 2, ..., m.
The types of membership functions used are triangular uniformly distributed and symmetrical in

the universe of discourse. The corresponding linguistic levels are Negative Big (NB), Negative (N),
Zero (Z), Positive (P) and Positive Big (PB) as shown by Figures 7 and 8.

The fuzzy rules proposed in this study are defined in Tables 1–3. The set of rules are proposed to
fit the behavior of a PID conventionnel controller regarding the error and the error variation.
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Figure 7. The inputs membership functions. Negative Big (NB), Negative (N), Zero (Z), Positive (P)
and Positive Big (PB).
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Table 1. Fuzzy rules for Kp gain [30].

e(k)/Δe(k) NB N Z P PB

NB NB NB NB N Z
N NB N N N Z
Z NB N Z P PB
P Z P P P PB

PB Z P PB PB PB

Table 2. Fuzzy rules for Ki gain [30].

e(k)/Δe(k) NB N Z P PB

NB PB PB PB N NB
N PB P P Z NB
Z P P Z N NB
P Z P N N NB

PB Z N NB NB NB

Table 3. Fuzzy rules for Kd gain.

e(k)/Δe(k) NB N Z P PB

NB NB NB NB P PB
N N N N Z PB
Z Z N Z P PB
P Z N P P PB

PB Z P PB PB PB

The equation of the defuzzification is described as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

K′
p =

m
∑

i=1
μiμCi

K′
i =

m
∑

i=1
μiμDi

K′
d =

m
∑

i=1
μiμEi

(20)

The decision-making output is calculated using a Max-Min fuzzy inference where the real outputs
are calculated by the method of defuzzification center of gravity as:⎧⎪⎨⎪⎩

Kp = Kp min + (Kp max − Kp min)K′
p

Ki = Ki min + (Ki max − Ki min)K′
i

Kd = Kd min + (Kd max − Kd min)K′
d

(21)

By designing the fuzzy supervisor of the pitch controller based on the proposed fuzzy rules,
the resulting fuzzy surfaces related to the gains Kp, Ki and Kd are illustrated in Figures 9–11, respectively.
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Figure 9. Fuzzy surface for Kp gain.
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4.2. Rotational Speed Control

4.2.1. RSC Control Design

The control scheme related to the RSC component is illustrated in Figure 12. The stator flux
oriented control is used in this study. The design of the control scheme includes one control loop to
regulate the rotor speed and two control loops to regulate the currents.
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Figure 12. RSC control scheme design.

The MPPT generating the desired rotor speed to the outer loop is designed for the tidal turbine.
It takes into account the characteristic curve shown in Figure 13 to follow the maximum power [44].

Figure 13. Extracted power as a function of the rotor speed for different tidal speeds.
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In this sense, the MPPT will generate the optimum rotational speed depending on the tidal current
speed. Using the developed MPPT for TSG, ωre f is defined as the rotational speed control for which
a reference signal is set to the rotor current q-axis i∗qr. The current control loops calculate the reference
signal of the rotor voltage defined in d–q synchronous frame. The expressions of the rotor voltages and
currents are given by the following equations as defined in [45]:{

Udr = Rridr + σLr
didr
dt

Uqr = Rriqr + σLr
diqr
dt

(22)

where σ is the leakage factor.
Also, the parameters of decoupling are added to the equations of the direct and quadrature

component of the rotor voltages so as to improve the response of the system [46]. Therefore, the
voltage references are given as follows:{

U∗
dr = −ωslipσLriqr + (KPied + KIi

∫
ed dt)

U∗
qr = ωslip(Lmim + σLridr) + (KPied + KIi

∫
ed dt)

(23)

where ωslip is the angular frequency of the slip given in (rad/s) and im is the current of stator
magnetizing kept constant. KPi and KIi are the Proportional Integral (PI) controller parameters.

The PI controllers blocks are designed using the well-known Ziegler-Nichols method [47]. Also,
a modification of the tuning on the first value of the parameters of the controller has been applied
by means of the method robust response time algorithm [48]. The voltage references of the rotor are
converted to the abc frame which will affect the RSC component through the Pulse Width Modulation
(PWM) block.

4.2.2. GSC Control Design

The control scheme design of the GSC component is illustrated in Figure 14. The used method
is the voltage oriented control. This strategy consists of two PI controllers for the current and one
PI controller for the voltage. The investigated block design controls the voltage Udc and the reactive
power Qg. In order to extract the phase of the input signal θg, the Phase Locked Loop (PLL) method is
used in this study. The direct and quadrature components of the currents and voltages are obtained
using Park’s transformation method.

The expressions of the grid voltages given in the d − q synchronous frame as:{
Ugd = idsRg + Lg

dids
dt − ωsLgiqs + Ugd1

Ugq = iqsRg + Lg
diqs
dt − ωsLgids + Ugq1

(24)

where Rg is the resistance of the grid given in (Ω), Lg is the inductance of the grid in (H), Ugd1 and
Ugq1 are the two phases of the terminal voltages.

The active and reactive powers are controlled via the currents synchronous frame dq.
The controllers of the currents are identical and give the grid reference voltages U∗

ds and U∗
qs. In order

to enhance the system response, the compensator parameters and feed-forward voltages are added to
the control signals [49]: {

U∗
gd = Ugd + ΩgLgiq − (KPied + KIi

∫
ed dt)

U∗
gq = Ugq − ΩgLgid − (KPieq + KIi

∫
eq dt)

(25)

The voltage controller is conceived to control the DC-link voltage in the way to maintain it at
its reference. The iqs current is intended to regulate the reactive power. The reference signal of the
current in q-axis is considered zero. As the case of the RSC component, the PI controller parameters
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are calculated by means of the Ziegler-Nichols technique. Furthermore, the reference signals of the
voltages are transformed to the abc frame and will give the PWM signals for the GSC component.

Grid

C

abc

dq

g
θ

1bgU

1cgU

ag
U

bg
U

cg
U

ds
U

qs
U

ag
i

abc

dq

ds
i

qs
i

g
θ

bg
i

cg
i

+−

dc
U

*

dc
U

GSCDC link

PI + −

*

ds
i

ds
i

PI
+
−
+

ds
U

s g qs
L iω

+
−

*

qs
i

qs
i

PI
+
−−

qs
U

s g ds
L iω

dq

abc

g
θ

PWM

*

ds
U

*

qs
U

*

as
U

*

bs
U

*

cs
U

g
R

g
L

ag
U

bg
U

cg
U

PLL

g
θ

1agU
ag

U

bg
U

cg
U

Figure 14. GSC control scheme design.

5. Validation Results and Discussion

In this section, based on the realistic tidal site Alderney Race profile two study cases were
used to test the robustness and the effectiveness of the investigated control methods. The adaptive
FGS-PID based control was analyzed regarding the disturbance in the tidal speed under regular and
irregular profiles. The numerical implementation of the TSG in a digital environment including the
hydrodynamic, mechanical and electrical parts of the power plant is shown in Figure 15 using the
model parameters listed in Table 4.

Table 4. Tidal Stream Generator (TSG) system parameters.

Turbine Drive-Train DFIG Converter

ρ = 1027 kg/m3 Ht = 3 s Pn = 1.5 MW Vdc = 1150 V
R = 8 m Hg = 0.5 s Urms = 690 V C = 0.01 F

Cp max = 0.44 Ksh = 2 × 106 Nm/rad freq = 50 Hz
λopt = 6.96 Dsh = 3.5 × 105 Nms/rad Rs = 2.63 mΩ

Vn = 3.2 m/s Rr = 2.63 mΩ Choke

Ls = 0.168 mH Rg = 0.595 mΩ
Lr = 0.133 mH Lg = 0.157 mH
Lm = 5.474 mH

p = 2
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Figure 15. Model implementation of the TSG power plant.

In this first case, the sensibility of the proposed FGS-PID based pitch angle control was tested
under a long time fluctuation of the tidal resource in the case of turbulence as depicted in Figure 16.
The input considered has the shape of a regular neap and spring tides with a pic values of about 4 m/s
and 4.5 m/s, respectively.
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Figure 16. Case 1: Regular turbulent tidal resource speed.

The TSG control performances are illustrated in Figure 17. The power coefficient and the blade
pitch angle curves are time varying for compensating to input disturbance. The FGS-PID based control
provides the adaptive parameters of the pitch controller to respond to the behavior of the input change.
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Figure 17. Control performances of case 1: (a) power coefficient variation; (b) pitch angle variation.

The generator speed response and the reference signal following the MPPT block are given in
Figure 18. A zoom into the response within 1.2 s shows that the investigated control approach is robust
regarding the speed tracking.
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Figure 18. Case 1: Rotational speed and its reference curves.

The generated power variation is illustrated in Figure 19. The resulting power changes according
to the variation of the marine velocity. It can be noted that the control schemes are able to limit the
extracted power within a specific limit of about 1.497 MW.
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Figure 19. Case 1: Output power variation.

In the second case, the investigated control approach was analyzed regarding the swell effect
disturbance which represents a short time fluctuation regarding the current speed input. The turbulent
resource characteristic is shown in Figure 20. The average value taken is approximately about 3.7 m/s.
The fluctuated tidal input admits a minimum value of 2.312 m/s and a maximum value of 5.022 m/s.
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Figure 20. Case 2: Irregular disturbed tidal speed input.

Figure 21 shows the power coefficient and the pitch angle variations. It is obvious that the system
adapts well to the short-time fluctuations. At high tidal speed reached, the power coefficient decreases
and consequently the pitch angle signal increases.
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Figure 21. Control performances of case 2: (a) power coefficient variation; (b) pitch angle variation.

The response of the rotor speed and the reference gathered from the developed MPPT method
are given in Figure 22. The controller shows a good tracking performance of the reference signal.
This demonstrates that the FGS-PID based control has a reduced steady-state error due to the fact that
the integral action is adequately changing regarding the variation of the tidal input.
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Figure 22. Case 2: Rotational speed and its reference curves.

The response of the generated power is illustrated in Figure 23. It can be seen that the power is
limited to 1.496 MW. So, the system is able to optimize the extracted power in the case of the disturbed
input under the swell effect phenomenon.
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Figure 23. Case 2: Output power variation.

6. Conclusions

In this paper, a TSG system has been modeled and controlled. A fuzzy supervision has been
conceived to the pitch controller in order to properly modify the gains of the PID in accordance with
the variation of the tidal input. The MPPT strategy has been used to give the adequate rotational speed
for the RSC control.

To test the robustness of the novel FGS-PID-based control the realistic tidal site Alderney Race
site was investigated. The first experiment was performed using regular tidal speed under disturbance
conditions. The results demonstrate that the control strategies successfully deal with these fluctuations
which enable the plant to optimize the generated power.

A second case of study was used which considers a turbulent tidal profile under the swell effect
disturbance. Simulation results show that the proposed control strategies are effective in terms of
speed tracking and power regulation. Moreover, the sensitivity of the proposed fuzzy-based control
strategy has been analyzed regarding the swell effect. The investigated control schemes seem to be
a good solution when the resource is not well-known and even if the resource is heavily disturbed.

The dynamic performances of the tidal stream generator system have been evaluated versus
intelligence control technique. The proposed fuzzy supervisor ensures the regulation of the blade pitch
angle for the high marine currents. The sensitivity of the proposed control strategy has been analyzed
regarding the swell effect. Indeed, any variation of the fluid speed consequently induces a variation of
the rotor speed reference which is deduced from the MPPT strategy.
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Abstract: This paper validates a simulation model that couples an electrical model in Simulink with
a hydrodynamic vortex-model by comparing with experimental data. The simulated system is a
vertical axis current turbine connected to a permanent magnet synchronous generator in a direct
drive configuration. Experiments of load and no load operation were conducted to calibrate the losses
of the turbine, generator and electrical system. The power capture curve of the turbine has been
simulated as well as the behaviour of a step response for a change in tip speed ratio. The simulated
results agree well with experimental data except at low rotational speed where the accuracy of the
calibration of the drag losses is reduced.

Keywords: marine current energy converter; control system; vertical axis turbine; permanent magnet
synchronous generator; load control; vortex model; coupled model

1. Introduction

Ocean energy is a field of growing interest when it comes to renewable energy thanks to its
high density of energy per unit area, and to the high predictability. Waves and ocean currents
conversion is being investigated through different concepts [1]. Hydrokinetic energy conversion
implies use of the energy in free-flowing water for conversion to electric energy. There are many
types of hydrokinetic conversion systems being investigated, from different turbine configurations to
non-turbine systems [2–4]. Resource characterization, developing the power conversion technology
and the design of arrays are some of the biggest areas to develop if marine current energy will become
economically viable [5,6]. Numerical modeling is often used to study marine current conversion. A
full Computational Fluid Dynamics (CFD) model is computationally demanding for simulating
the flow in and around turbines. Instead, other approaches to simplify model of the flow has
been developed, and many of these models originate from wind turbine research that has been
modified for water environment. The most commonly used models are the double multiple streamtube
(DMST) [7], vortex [8,9] and Actuator Line Model (ALM) [10]. Since the goal of the energy conversion
is to generate electricity, it could be a big advantage to have a simulation model that can simulate
both the hydrodynamic behaviour as well as the electrical output. This paper presents a coupled
model of an electrical system with an hydrodynamic free vortex model. The model is validated with
experimental data.

The Marine Current Power project at Uppsala University is investigating the possibilities of using
a Vertical Axis Current Turbine (VACT) connected to a Permanent Magnet Synchronous Generator
(PMSG) in a direct drive configuration, see Figure 1. The system has many similarities with a wind
power system but one of the main differences is that the converter is rotating slower, subjecting the
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turbine and generator to a higher torque. A prototype turbine and generator has been deployed in the
river Dal (Dalälven) in Söderfors, Sweden [11]. Water speeds in the river are usually in the interval of
0.4–1.5 m/s [12]. The output voltage and rotational speed of the generator can be controlled using an
electrical system comprising a load control using a passive diode-bridge rectifier connected via a DC
bus to a resistive dump load trough a switch, described in more detail in [13]. Using the coupled model,
different discharge scenarios in the river can be simulated that cannot be tested at the experimental
site. Control strategies and electrical systems can be optimized for maximum power capture and
safe operation.

Figure 1. The Marine Current Energy converter rated at 7.5 kW, that can be placed on the river or
sea bed. A five-bladed fixed pitch Vertical Axis Current Turbine is connected directly (no gearbox) to
a Permanent Magnet Synchronous Generator. The radius, r, is 3 m and the height is 3.5 m to give a
projected cross sectional area of 21 m2.

2. The Söderfors Experimental Station

The experimental station has two acoustic doppler current profilers (ADCP), a turbine, a generator
and a measurement cabin (housing control and measurement systems). The turbine and generator are
placed approximately 800 m downstream of a conventional hydro power plant, at a depth of 7 m. The
experimental station is fully described in [12,14].

2.1. The Turbine, the Generator and Load Control

The power in free-flowing water that reaches a turbine with cross-sectional area A is described by
Pwater =

1
2 Aρv3 where v is the water speed and ρ is the density of water. For a vertical axis turbine the

projected area is the diameter of the turbine times the height. The fraction of power absorbed by the
turbine is called power coefficient, CP, defined as CP = Pturbine

Pwater
. CP is a function of the tip speed ratio

(TSR or λ), i.e., the ratio of blade tip speed to undisturbed water speed, λ = ωr
v , where ω is the angular

speed of the turbine in rad/s and r the turbine radius in meters. The CP(λ)-curve for the turbine has
been experimentally verified in [15] to have a maximum power coefficient at tip speed ratio 3.1 for a
power coefficient of 0.26. The turbine parameters can be found in Table 1.

Power for a rotating body can be described as P = ωT where T is torque. When the generator
and turbine are rotating, the difference between torque delivered by the turbine, Tt, and the
electrocmagnetic torque, Te will determine the acceleration of the rotor, dω/dt, written as

dω

dt
J = Tt − Te (1)

where J is the inertia of the rotating body. The electrical torque can be influenced by changing the
magnitude of the resistive load. For a given water speed and resistive load, the rotational speed of
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the turbine and generator will settle at some value, resulting in a Tt and Te. This is called load control
because the magnitude of the resistive load is used for changing λ and thus controlling the power
capture of the turbine.

For a Permanent Magnet Generator, the voltages of the generator are proportional to the rate of
change of the magnetic flux established by the magnets, flux linkage, and to the rotational speed. For a
slow-turning generator such as this one, the iron losses cannot be neglected as they can for the more
common fast-turning generators. The efficiency of the generator was measured in [16] to be at least
80% in the range of 5–17 RPM. The parameters of the generator can be found in Table 1. After assembly
of the turbine and generator, the iron losses and the losses in the seals and the bearings were estimated
to be 350 ± 10 Nm times the rotational speed, presented in [17].

Table 1. Turbine and generator specifications at rated operation.

Turbine and generator rating 7.5 kW
Estimated iron, seal and frictional losses 350 Nm
The Vertical Axis Current Turbine
CPmax 0.26 at λ = 3.1
Rated water speed 1.35 m/s
Rated rotational speed 15 RPM
Number of blades 5
Blade pitch Fixed at 0◦
Blade profile NACA0021
Rotor Radius 3 m
Rotor Height 3.5 m
Chord length 0.18 m
The Permanent Magnet Synchronous Generator
Minimum efficiency 80 %
Nominal electrical frequency 14 Hz
Poles 112
Rated Line-to-line rms voltage 138 V
Rated stator rms current 31 A
Stator phase resistance 0.335 Ω
Armature inductance 3.5 mH

2.2. Electrical Layout and Control System

An enclosure containing all electrical components is located in the measurement cabin, see
Figure 2. The entire system is controlled from LabVIEW using a CompactRIO and a FPGA module.
The DC load operates at a switching frequency of 500 Hz and consists of a resistive load, a rectifier
with a capacitor bank and an IGBT with a snubber circuit in parallel. The generator is connected to the
measurement cabin by a three phase AC-power cable ∼200 m long with a resistance of 0.08 Ω/phase.

LabView

DC Load ControlRectifier
200m Three-phase AC cable

Measurement and control cabin

Figure 2. The turbine and generator are connected to the on-shore measurement and control cabin
where the rectifier and DC load control is placed.

The DC load components are explained in more detail in [13]. This section will give a summary of
the load control. The Target DC voltage aims to keep the DC bus voltage within a user defined range
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using a P-regulator loop that uses the error of measured DC bus voltage minus set DC bus voltage as
input. The loop has three states depending on the size of the error. If the error is negative, the duty
cycle is set to 0%, which means it is operating without load, to accelerate the turbine. If the error is
more than 5 V, the duty cycle is set to 100%, full load operation, to decelerate the turbine. In between
0 V and 5 V the loop enforces a linear relationship between error and duty cycle. Experimental results
presented in [13] shows that the rotational speed can be set to operate with a variance of 4%. Further
details of the control and measurement system can be found in [18].

2.3. Water Speed Measurements

The ADCPs are placed about 15 m upstream and 15 m downstream of the turbine. The ADCP
devices are Workhorse Sentinel 1200 kHz with an accuracy of 0.3% of the water speed. Measurements
are taken every 3.6 s and give a velocity profile from one meter above the bottom of the river to one
meter below the surface. Since the upstream ADCP is placed 15 m upstream from the turbine there
will be a 10–15 s delay, depending on the water speed, between the measurement of the water speed
and when water reaches the turbine. For this paper the speed of the water at the ADCP is assumed to
remain constant until reaching the turbine. In reality, since the cross sectional area of the river increases
downstream of the first ADCP, the water speed at the turbine will be a few percent lower. For all water
speed measurements in the paper, the average water speed will be given. The variance in water speed
was less than 1% of the mean for all measurements unless otherwise stated.

3. Coupling of the Electrical and the Hydrodynamic Vortex Model

The model of the electrical system is made in Simulink and the vortex model is imported to
Simulink as a function with rotational speed and water speed as inputs, and gives the turbine torque
as output.

3.1. Electrical Model in Simulink

The electrical system consists of Power Electronics components, which includes fast switching
of devices to control voltages and currents. Such fast switching puts demands on the simulation to
be able to compute continuous states at small time steps. When the measured voltage is far from the
target voltage it leads to a long state of transition for many steps in the simulation. In this transitional
phase the rotational speed and the voltages of the generator may be changing rapidly, to then change
slower as they settle around the respective target values. The switching frequency will be much higher
than that of any simulated big physical change in the system which leads to many consecutive steps
of little change until the next switching state. This type of system is called a stiff system. The setup
was modelled using Matlab SIMULINKTM because of its powergui blocks that have stiff solvers. Since
the vortex code and the rest of the system updates at different time steps a variable step solver is best
suited in order to maximize simulation speed and retain solver accuracy.

The Simulink model can be seen in Figure 3. The rectifier is modelled as a three phase passive
diode bridge and the switch is an IGBT with a snubber circuit, see parameters in Table 2. The PWM
duty cycle is determined by the size of the error described in Section 2.2.

The generator is modelled as a Permanent Magnet Synchronous Generator with a round rotor. It
is a three phase machine with a sinusodial back electromotive force. The block is set to use torque as
input and the outputs are three phase voltages and currents as well as rotational speed. The generator
model does not account for the iron losses in the generator, and is instead included in the estimation of
the losses related to the rotational speed, as discussed in Section 2.1.
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Figure 3. The Simulink model with the block Vortex simulation that imports the vortex code as a function.
The DC load with rectifier block has been replaced with three resistors for the AC-load simulations.

Table 2. Rectifier and DC load parameters in Simulink.

The PMSG Generator block
Flux linkage 1.28 Vs
Estimated moment of inertia 3000 kgm2

DC load parameters
Rectifier on-resistance 1 mΩ
Rectifier forward voltage drop 0 V
IGBT on-resistance 0.1 mΩ
IGBT forward voltage drop 1 V
Snubber resistance 47 kΩ
Snubber capacitance 470 nF

3.2. Hydrodynamic Vortex Model for Vertixal Axis Turbines

The hydrodynamic part of the simulation model is implemented using a two-dimensional free
vortex method. The vortex method is a time dependent mesh-free method where the vorticity generated
from the blades are used as the discretization variable. The method is designed for infinite domains
with no external boundaries, which considering the width of the river at the current site should be
considered a reasonable approximation. As the method already is well described in literature, only a
brief summary of the method will be given here. For more general information regarding the vortex
method, see e.g., reference [19], and for a detailed description of the model implemented in the current
work, see e.g., references [20–22].

The vortex method is combined with a force model for the hydrodynamic forces to avoid having
to solve the boundary layer flow of the blades, which is computationally demanding. Instead, the
flow velocities are calculated at the blade positions. This gives the local Reynolds number and the
local angle of attack for each blade, which can be used to calculate the forces. Due to the unsteady
nature of the flow, as the angle of attack is constantly changing for vertical axis turbines, experimental
data for lift and drag coefficients [23] are combined with a Leishman Beddoes type dynamic stall
model for the force calculations, see references [21,24]. The forces are used to determine the vorticity
that is released from the blades, and with the current method, one vortex is released from each blade
at each time step. The vortex propagation can be evaluated using the fast multipole method (the
current implementation uses the CPU version of the code described in reference [25]), which makes
the evaluation time approximately linear with the number of vortices in the simulation.

The current vortex method has been validated for wind turbine applications in references [21,22].
It can be noted that the accuracy of the force calculation model decreases as the angle of attack increases,
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which means that the accuracy of the simulation model can be expected to decrease for low tip speed
ratios of the turbine, which correspond to high angles of attack.

As support arms and their attachments to the blades are not properly modelled in the
two-dimensional vortex model, a correction model has been applied to account for these losses.
By assuming that the drag force generated by these parts can be given by

FD =
1
2

CDρAV2
rel ≈

1
2

CDρA (rΩ)2 (2)

where CD is the drag coefficient, Vrel is the relative water speed to the blade and Ω is the rotational
speed, one can approximate the torque as

T = rFD ≈ CΩ2 (3)

where C is a constant. This constant will be experimentally determined by allowing the turbine to
rotate without any load to determine its freespin velocity. The turbine is then simulated using this
rotational velocity, and the constant has been adapted to make the simulation model give zero torque
at the freespin velocity.

With the current implementation of the vortex method, it is possible to take much larger time
steps for the hydrodynamics than for the electrical system, too small time steps should be avoided
for the hydrodynamics to maintain reasonable computational speeds. To account for the difference in
required time steps, the vortex method will use Heuns method for the time stepping, and for force
evaluations between two time steps, the values are linearly interpolated between the value from the
start of the time step, and the intermediate value in Heuns method, which is an approximation of the
value at the end of the time step.

For each simulation the turbine will rotate at least 60 revolutions, around 500 s, in order for the
vortex code to establish a wake. The hydrodynamic model is imported to Simulink as a function in a
block. It receives the water speed and rotational speed of the turbine and returns the computed torque.

4. Calibrating the Simulation Model

Data from operation of the turbine and generator at the experimental site will be used to separately
calibrate the generator and turbine models.

4.1. Calibration of Generator and Electrical System Losses

The generator model was implemented using the flux linkage, generator stator resistance and
armature inductance from Table 1. The output voltage of the generator was calibrated by comparing
the simulated generator voltage at no load operation with the measured output voltage of the generator.
The RMS Line-to-Line voltage from six 30 m experiments during 2014 at different water speeds was
recorded. The experimental and simulation results can be seen in Figure 4. The error between the
measured and the simulated voltage was less than 1 %.

The model of the generator losses was calibrated using data from AC-load operation at the
experimental site. Six load cases with resistive loads varying from 2.54 Ω to 13.0 Ω were carried out
for 30 m each on the 20 and 21 January 2014 at around 1.3 m/s. The generator is given a fixed torque
in the simulation that results in the same rotational speed for the generator as in the experiment. The
simulated and measured power in the load is plotted in Figure 5a and the voltage over the load in
Figure 5b. The simulations show good agreement except at the lowest rotational speed where the
simulated power in the load is 2.2% lower and the simulated generator voltage 2.6% higher, showing
that most probably the iron losses are overestimated at low rotational speed.
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Figure 5. Calibration of the generator model using AC-load operation; (a) Power in the load;
(b) Generator line-to-line RMS-voltage.

4.2. Calibration of Drag Losses

Freespin operation data at the experimental site will be used to calibrate the drag losses in
Equation (2) of the turbine using a one parameter study. As discussed in Section 2.1, the iron losses
and the losses in the seals and the bearings are set to 350 Nm. The turbine at the experimental site
was operated without load for 30 m on 4 March 2014 at 1.42 m/s that resulted in a rotational speed of
20.5 RPM. This water speed and rotational speed was used as input to the vortex simulation where drag
losses of 1000 Nms2 was shown to give zero torque from the turbine. The hydrodynamic, electrical
and mechanical torque giving losses dependent on the rotational speed are therefore estimated to be
350 + 1000ω2 Nm. The accuracy of the estimation of the drag losses will decrease the further away
from this calibration point. The calibrated model of the turbine and generator was now simulated
at free spin operation for a range of water speeds between 1 m/s and 1.5 m/s. The simulation is
compared with experimental data recorded on 8 seperate occasions where the turbine operated for
30 m without load. The results are shown in Figure 6a,b. The simulation is able to predict the rotational
speed of the turbine at free-spin around the rated water speed of the turbine (1.35 m/s). The rotational
speed is 0.8% lower than the experiment around 1.35 m/s and 15.9% higher at low water speed. λ

is 0.9% lower around 1.35 m/s and 15.9% higher at low water speed. The difference in simulated
and measured rotational speed at low water speed is explained by the loss of accuracy of the turbine
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calibration since these points are far away from the calibration point. At high water speed, there is a
sudden drop in the measured rotational speed. The authors have no explanation for this behaviour
other than something exterior affecting the performance of the turbine. Before each measurement at
the experimental site, there is no possibility of a visual inspection of the status of the turbine. On some
occasions, the turbine was showing some unexpected behaviour. For instance, it could be unusually
difficult to start the turbine and not be able to free spin at water speeds where it can usually do so,
for only the problems to disappear the next day at the same water speed. These occasions have been
written off as something exterior temporarily affecting the turbine, but could not be verified since
there is no visual inspection equipment available on site. This could explain the discrepancy of the
two rotational speeds measured at just below 1.0 m/s.
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Figure 6. Simulated and experimentally measured free-spin operation of the turbine: (a) rotational
speed vs water speed; (b) Tip-Speed-Ratio vs water speed.

5. Validating the Simulation Model

Using the calibrated generator and turbine models from Section 4, the CP-curve for the turbine
and step responses of DC-loads control can be simulated and compared with experimental results
from the test site.

5.1. Simulations of the Power Capture of the Turbine

Experimental data at a range of water speeds and resistive AC-loads are in [15] used to investigate
the performance of the turbine. In the study, the power produced by the turbine is estimated
using the rotational speed of the turbine and by assuming that the power from the iron losses and
mechanical losses in the generator are 180*ω plus the electrical power dissipated in the load. Hence the
performance does not display only the hydrodynamic performance of the turbine. The results from the
paper will be used to compare with the simulated CP-curve and referred to as the CPturbine . The power
capture curve of the turbine for water speeds 1.1 m/s to 1.5 m/s and AC loads from 1 Ω to 9 Ω at steps
of 1 Ω has been simulated. The simulation has been plotted together with the experimentally obtained
fitted curve presented in [15] in Figure 7a. The experimentally measured efficiency of the total system,
including all losses in the turbine and generator, is plotted in Figure 7b. The simulated CPturbine -curve
shows good agreement with the experimental results. The power capture of the turbine increases as
the water speed increases, because the Reynolds number increases that in turn reduces the drag losses.
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5.2. Step Response of Change in Target DC Bus Voltage

The simulation model will also be evaluated on how well it can emulate the step response of the
dc bus voltage and rotational speed for a change in λ. The torque output of the turbine will depend on
the hydrodynamic model and the generator voltage and current will depend on the electrical model.
The rise time and the overshoot will reveal how well the estimation of 3000 kgm2 for the moment of
inertia fits.

The experiment was carried out during 826 seconds of operation on 20 January 2014. The target
value was changed with discrete steps and kept for a time period of at least one minute. The water
speed interval of 1.1–1.25 m/s, seen in Figure 8a, and a DC bus voltage range of 75 V up to 180 V, seen
in Figure 8b, covers operation in high and low λ and close to λopt. At the lowest DC voltage setting, in
the experiment, the turbine reached a too low TSR for the turbine to absorb power, so it stopped. That
water speed is far away from the calibration point used to estimate the drag losses for the simulation,
see Figure 6a, where the rotational speed is overestimated by the simulation so the TSR is high enough
to absorb power.
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Figure 8. Experimental data that was used as input for the step response simulation: (a) Measured
water speed in the river; (b) Set target DC bus voltage.
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The first step response of the Target DC voltage and the rotational speed can be seen in Figure 9.
λ is increased from 3.3 to 3.6 and the simulation and the experiment show good agreement. The second
step response can be seen in Figure 10 where λ is decreased from 3.5 to 2.7. The simulated target DC
voltage and the experiment shows good agreement, but the simulated rotational speed is lower. This is
probably because the generator model overestimates the iron losses at low rotational speeds, causing
more electrical power to be extracted from the generator.
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Figure 9. Simulated and experimental step response of turbine operation close to λopt, with a step
corresponding to an increase of λ: (a) DC bus voltage; (b) Rotational speed of the turbine.
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Figure 10. Simulated and experimental step response of turbine operation close to λopt, with a step
corresponding to a decrease of λ: (a) DC bus voltage; (b) Rotational speed of the turbine.

Taking a closer look at the rotational speed and the DC voltage during the two steps, in Figure 11,
it can be seen that the voltage reaches the set point value much faster than the rotational speed settles
at the new operating point. When a higher target voltage is set, the DC control will disconnect the
load causing the generator to accelerate. During the time the load is disconnected, there is no voltage
drop over the transmission cable and the full generator voltage will reach the DC load control quickly
charging the capacitor. When a lower target voltage is set, the voltage drop over the transmission line
will be increased.
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Figure 11. Simulated DC voltage and turbine rotational speed during (a) step one and (b) step two.

The sixth step is a big change in tip speed ratio from λ = 2.2, passing λopt, up to λ = 3.9, see
Figure 12. Since the no-load voltage of the generator is lower than the target DC voltage set point, the
DC control has to wait for the generator to accelerate in order to produce a higher voltage. Once the
desired target voltage has been reached, the control system needs to brake the accelerating generator.
Both in the simulation and in the experiment, there is an overshoot in rotational speed. The capability
of the control system to brake the generator once it reaches the set point depends on the maximum
power the load can extract. In the experiment it took less time to reach the target voltage, seen in
Figure 12a, which is probably a result of the simulation predicting a lower rotational speed at the
start of the step, see Figure 12b. At a lower rotational speed the turbine is operating at a lower power
capture, so it needs more time to absorb the energy needed to reach the set point. Moreover, since
the turbine starts at a lower rotational speed and accelerates freely, it will have a higher dω/dt and
requires more power to brake. This results in a bigger overshoot in the simulation. It has been shown
in [26] that the forces on the turbine blades during runaway (overshoot related to lost control of the
turbine) can be up to 2.7 times the forces during nominal operation. It is, therefore, of great importance
that the control system can brake the turbine at high rotational speeds. By increasing the magnitude of
the DC load the control system has a bigger load to brake the turbine with, and the overshoot could be
reduced faster. However, controlling the rotational speed directly with a PI or PID regulator is a safer
choice, since it can significantly reduce or completely remove the overshoot.
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Figure 12. Simulated and experimental step response of turbine operation close from low to high λ:
(a) DC bus voltage; (b) Rotational speed of the turbine.
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6. Conclusions

A simulation model that couples the electric and hydrodynamic parts of a vertical axis marine
current energy converter has been validated. The hydrodynamic model is calibrated using a one
parameter study of the drag losses at the rated water speed of the turbine. Compared to experimental
data, the simulation predicts a higher rotational speed at low water speeds. The electrical model is
calibrated by comparing the efficiency of the generator to experimental data. The model overestimated
the losses at low rotational speeds. The simulated power coefficient curve of the turbine agrees well
with experimental data. The model has been shown to describe the behaviour of the turbine and
generator for different water flow conditions by predicting the step response of the DC bus voltage
and rotational speed for a change in λ. The simulation agrees overall well with experimental data
except for a big change from low to high λ where the predicted rotational speed at the start of the
step is lower causing the simulation to overestimate the rise time and overshoot. The ability of the
DC voltage control system to brake the turbine depends on the size of the load available. Control of
the turbine at high rotational speed is of great importance to ensure a safe operation of the turbine.
Controlling the rotational speed directly with a PI or PID regulator instead of the DC voltage is a safer
choice since it can remove the overshoot.
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Abstract: The main objective of the present study is to quantify the recent past and explore the near
future wind power potential in the Black Sea basin, evaluating the possible changes. Furthermore,
an analysis of the wind climate in the target area was also performed. The wind resources have
been assessed using the wind fields provided by various databases. Thus, the wind power potential
from the recent past was assessed based two different sources covering each one the 30-year period
(1981–2010). The first source is the ERA-Interim atmospheric reanalysis provided by the European
Centre for Medium-Range Weather Forecasts (ECMWF), while the second source represents the
hindcast wind fields simulated by a Regional Climate Model (RCM) and provided by EURO-CORDEX
databases. The estimation of the near future wind power potential was made based on wind fields
simulated by the same RCM under future climate projections, considering two Representative
Concentration Pathways (RCPs) scenarios (RCP4.5 and RCP8.5) and they cover also a 30-year time
interval (2021–2050). Information in various reference points were analyzed in detail. Several
conclusions resulted from the present work. Thus, as regards the mean wind power potential in
winter season, in 51% of the locations a significant increase is projected in the near future (both
scenarios). Besides providing a detailed description of the wind conditions from the recent past over
the Black Sea basin considering two major sources, the novelty of the present work consists in the
fact that it gives an estimation of the expected wind climate in the target area for the near future
period and at the same time an evaluation of the climate change impacts on the wind speed and wind
power potential.

Keywords: wind speed; wind power; Black Sea; EURO-CORDEX; ERA-Interim

1. Introduction

The global context generated by the rapid population growth and by the development of new
technologies implies an increase in the energy needs. By combining this aspect with the actual energy
producing capability, which uses mainly conventional methods (natural gas, lignite, petroleum, etc.)
and has a negative impact to the environment, it results that it is urgently required to find effective
methods of counteraction. From this perspective, the topic of energy remains an extremely important
one [1]. Globally, many policies aiming to put into practice, on medium and long-term, methods for
the energy sector development were adopted. In this way, the energy sector will become more efficient
and sustainable. Developing and implementing energy policies is also an important condition in order
to achieve strategic goals, which will propagate further in the economic development.

Various studies show that the feed-in tariff policy mechanism is really effective in fostering
the sustainability transition of the energy sector and also to promote the investments in renewable
energy [2,3]. Thus, the growth of renewable resource extraction (wind, wave, geothermal, photovoltaic,
and hydro, etc.) for generating electricity is pursued in the detriment of the conventional methods.
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For example, the European Union sets very specific targets for 2020 and 2030, as part of its long-term
energy strategy, which covers the improved energy efficiency, emission reductions, and an increased
share of renewables. An energy roadmap for the year 2050 has been also devolved. This aims to
reduce the greenhouse gas emissions by 80–95% until 2050 when compared to the 1990 level. Through
these energy policies, the European Union desires to ensure its citizens that they can access secure,
affordable and sustainable energy supplies [4,5].

An example of good practice is followed by the Romanian Ministry of Energy, thought the energy
policies. The Romanians energy strategy, according to the Ministry of Energy [6], covers a 15-year
interval (2016–2030), with an outlook to 2050. According to this document, the energy policy covers
the strategic goals, principles, main areas of state intervention and new directions for development.
This trend is followed not only by the members of the European Union as Bulgaria [7] but also by
countries like Georgia, Russia, Tukey, Ukraine, etc. The principles that all countries consider are:
energy security, competitive market, consumer interests of first priority, transparency, smart grids and
energy storage, smart buildings with energy self-sustainability and the most important is represented
by the clean energy [8–12].

One of the most permanent and sustainable renewable resources is the wind energy. According to
the European Wind Energy Association (EWEA), the wind energy potential extraction has gained more
and more ground. By analyzing the EWEA annual reports it can be observed a substantial growth of
the energy volume extracted. Since 2014, when the installed wind power capacity was 142 GW (about
92.2% onshore and only 7.8% offshore), to 2017 the onshore and offshore cumulative wind power
installation grew by 18.8% (about 16.8% onshore and only 43.6% offshore). According to this statistic,
Germany (56.1 GW), Spain (23.2 GW) and the United Kingdom (18.9 GW) together represent 58% of
all the cumulative installed capacity of the European Union. In the middle of the rank are countries
as: Romania (3 GW), Belgium (2.8 GW), Austria (2.8 GW), Greece (2.7 GW), Finland (2.1 GW) and
Bulgaria (0.7 GW) [13].

However, a deep discrepancy between the EU countries can be observed, and this also regards
the onshore versus offshore capabilities. In order to grow the offshore, wind energy exploitation it
is required that researchers should find first the best new locations to exploit this green energy. The
amount of land still available for the wind energy exploitation is becoming limited and there are also
significant environmental issues. On the other hand, the offshore locations present some advantages,
especially brought by the existence of large marine areas suitable for the wind farm development.
The increase in wind speed with the distance from the coastline, together with the existence of less
turbulence, allow for the turbines more energy extraction than the similar operating onshore [14,15].

The results of various previous researches indicate the fact that the Black Sea wind power potential
cannot be neglected, especially for the countries located in the proximity of the sea [16]. From this
perspective, the objective of this paper is to present a more complete picture of the wind energy
potential of the Black Sea during the present and near future periods, by using two different data
sources. The novelty of the present study also arises from the fact that such a detailed analysis has not
yet been carried out for this area. A significant amount of researchers studied the green energy potential
of the enclosed and semi-enclosed seas by using various techniques as reanalysis data, satellite data
and climate models [14,17–22].

Davy et al. [23] carried out an analysis of the climate change impacts on wind energy potential
in the European domain. The study was focused on the Black Sea and conducted by using a
single-model-ensemble. The authors show that in the near future the wind intensity pattern in
the Black Sea basin will not suffer relevant negative impact due to climate change. This feature would
make the offshore wind-farms in the Black Sea to be a viable source of energy for the neighboring
countries. Another important work that illustrates the wind power potential over the Mediterranean
and the Black seas is performed by Koletsis et al. [24]. The authors analyzed by exploring six regional
climate model simulations for the present period and two for the future periods. These models were
produced in the framework of the ENSEMBLES project. The results for the Black Sea show that this
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basin is a suitable environment for the green energy extraction (average wind power being estimated
in the range 500–900 W/m2, with a deviation of ±50 W/m2 during the future periods).

Onat et al. [25] conducted an analysis of the wind climate and of the wind energy potential for
several regions in Turkey. The authors analyzed also a small region of the Black Sea, located in the
west (Amasra) by using a five-layer Sugeno-type ANFIS model developed with MATLAB-Simulink
software. The relationship between the wind speed and other climate variables was also determined
and the resulted data confirm that the Amasra region is a location with a good potential for the wind
energy extraction. According to this study, the average power density at 10 m height is 232 W/m2

(nearly good), at 50 m height is 603 W/m2 (good) and at 80 m height is 1300 W/m2 (very good).
The wind pattern of the Black Sea was also evaluated by Onea and Rusu [17], considering 12 years

of data from the U.S. National Centers for Environmental Prediction (NCEP). In that study, the authors
analyzed the wind power distribution taking into account the diurnal versus nocturnal variations.
According to the above mentioned study, the northwestern and northeastern sectors of the Black
Sea are the most suitable for wind energy extraction. The northwestern sector of the Black Sea was
also analyzed by Lin-Ye et al. [26]. Their approach considered a hybrid methodology involving
the Simulating WAve Nearshore (SWAN) spectral wave-model to produce wave-climate projections.
The wave model was forced with wind-fields corresponding to the two climate change scenarios.

From this perspective, the present study aims to characterize the offshore wind power potential
of the Black Sea during the present and the near future, by analyzing four databases. Following this
objective, the structure of the proposed work includes first a presentation of the materials and methods
considered, focused on the description of the target area and of the databases taken into account.
The next section presents the results providing in some reference points the wind speed and also
the wind power. These relate both the 30-year period considered from the past (1981–2010) and that
estimated for the near future period analyzed (2021–2050). Finally, a discussion of the results was also
carried out. Thus, the novelty of this paper can be summarized as follows:

1. A detailed description of the wind conditions over the Black Sea basin from two major sources
(Era-Interim and Euro-Cordex) covering the recent past (1981–2010).

2. An estimation of the expected wind climate in the near future (2021–2050) under two different
RCP scenarios (RCP4.5 and RCP8.5).

3. Evaluation of the climate change impacts on the wind speed and wind energy potential by
performing comparisons between the past and the future projections.

2. Materials and Methods

2.1. Target Area

In this study, the target area is the Black Sea. The Black Sea basin is under the influence of the
NAO (North Atlantic Oscillations) mechanism, which causes, due to the influence of the cold air
arriving from the northern regions, significant storm events during the winter [27].

Figure 1 illustrates the Black Sea basin and the geographical locations of the reference points
further considered. In this study, the wind speed at 100 m height was evaluated in twenty-four points.
The reference points are divided into two different categories. The first category includes the shallow
water locations. More precisely, these points are in the range 29–39 m water depth (average depth
being 34.9 m) and the distance to shore in the range 1.5 to 56 km (average distance to shore being
11.8 km). The second category refers to the deep water locations. These points are relatively close to
shore in the range 3.6 to 109 km (the average distance to shore being 35.7 km) and a depth in the range
114 to 140 m, with an average value for the depth of 125.8 m.

Taking into account some previous studies that showed the existence of various areas in the Black
Sea presenting different wind conditions, the target area was divided into five geographical zones
with similar characteristics/patterns, labeled from A to E. Zone A contains seven points related to the
coastlines of Romania and Ukraine (shallow water: A.n.1 to A.n.4 and deep water: A.o.1 to A.o.3),
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zone B contains six points (shallow water: B.n.1 to B.n.4 and deep water: B.o.1 and B.o.2) related to
the coasts of Bulgaria’s and the northwest of Turkey. Zone C contains two shallow water points C.n.1
and C.n.2 and only one deep water point C.o.1 located in the north and northeast of Turkey, zone
D contains five points associated to the coastal environment of Georgia and Russia (shallow water:
D.n.1 to D.n.3, deep water points: D.o.1 and D.o.2) and zone E with three points close to the Crimea
Peninsula (shallow water: E.n.1 and E.n.2, deep water: E.o.1) (see Tables 1 and 2).

(a) 

 
(b) 

 
(c) 

Figure 1. The geographical locations of the reference points corresponding to the 5 zones considered:
zone A (shallow water points: A.n.1 to A.n.4 and deep water points: A.o.1 to A.o.3), zone B (shallow
water points: B.n.1 to B.n.4 and deep water points: B.o.1 and B.o.2), zone C (shallow water points
C.n.1 and C.n.2 and deep water point C.o.1), zone D (shallow water points: D.n.1 to D.n.3, deep water
points: D.o.1 and D.o.2) and zone E (shallow water points: E.n.1 and E.n.2, deep water point: E.o.1);
(a) Overview of the target zones; (b). The location of the points corresponding to zones A, E and a
section of zone D; (c) The location of the points corresponding to zones B, C and a section of zone D.

341



Energies 2018, 11, 3198

Table 1. The geographical locations and the characteristics of the shallow water points.

Zone Shallow Water Points Latitude Longitude Sea Depth [m] Distance to Shore [km]

A

A.n.1 45.75 31.50 38 56
A.n.2 45.00 30.00 36 28.5
A.n.3 44.50 29.40 39 33
A.n.4 44.00 28.75 35 6.6

B

B.n.1 42.75 28.00 34 8.4
B.n.2 42.06 28.06 36 5.6
B.n.3 41.25 29.30 32 3.2
B.n.4 41.65 32.15 39 2.3

C
C.n.1 42.11 35.00 39 2.9
C.n.2 41.03 40.38 37 1.6

D
D.n.1 42.60 41.45 30 4.6
D.n.2 43.85 39.35 37 3.2
D.n.3 44.75 37.35 33 2

E
E.n.1 44.75 34.62 30 2.7
E.n.2 45.00 33.35 29 16

Table 2. The geographical locations and the characteristics of the deep water points.

Zone Deep Water Points Latitude Longitude Sea Depth [m] Distance to Shore [km]

A
A.o.1 44.75 31.50 128 101
A.o.2 44.10 30.50 120 109
A.o.3 43.35 29.15 114 47

B
B.o.1 41.70 28.75 123 13
B.o.2 41.40 31.50 140 4.6

C C.o.1 41.82 35.65 125 19

D
D.o.1 43.20 40.23 132 3.6
D.o.2 44.34 38.30 125 5.6

E E.o.1 44.25 34.10 126 18.3

2.2. ECMWF Dataset

One set of the data considered was obtained from the ERA-Interim database. This is a reanalysis
project conducted by the European Centre for Medium-Range Weather Forecasts (ECMWF) [28].
ECMWF uses forecast models and data assimilation techniques that include a 4D analysis that has 12 h
analysis windows to describe the atmosphere and oceans [29,30].

ERA-Interim is an ongoing project that comprises datasets with a various number of marine and
atmospheric parameters from 1979 to the present. Among many data, it contains information about
the wind speed components (u—zonal velocity and v—meridional velocity) at 10 m height. The wind
speed at 10 m will be denoted as U10. The data considered have a spatial resolution of 0.75◦ × 0.75◦,
cover a period of 30-years (1 January 1981 to 31 December 2010) and are dived in four hourly intervals
(corresponding to 00:00:00, 06:00:00, 12:00:00, 18:00:00) for each day.

2.3. EURO-CORDEX Database

The Coordinated Regional Downscaling Experiment (CORDEX) initiated by the World Climate
Research Program (WCRP), produces high-resolution ‘downscaled’ climate data through a global
partnerships. EURO-CORDEX is the European branch of this project, where results from several RCMs
were jointed to cover the European continent [31,32]. The data available have the spatial resolutions of
0.11◦ and 0.4◦, respectively.

The EURO-CORDEX wind fields used in this study have a maximum range of 27◦ N ÷ 72◦ N
and 22◦ W ÷ 45◦ E, with a spatial resolution of 0.11◦. These data contain information about the wind
speed components at 10 m height and are dived in four hourly intervals (corresponding to 00:00:00,
06:00:00, 12:00:00, 18:00:00) for each day. From this database, three types of wind fields were used in
the present study. First, the evaluation (hindcast) wind fields that cover a period of 30-years (1 January
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1981 to 31 December 2010) are analyzed. The wind fields are simulated by the Rossby Centre regional
climate model—RCA4 model at the Swedish Meteorological and Hydrologic Institute (SMHI) and
forced with initial and lateral boundary conditions provided by ECMWF ERA-Interim reanalysis data.
The second and third datasets cover the 30-year interval 1 January 2021 to 31 December 2050, and
there are wind fields simulated by the RCA4 model under future climate projections, considering two
Representative Concentration Pathways (RCPs) emission scenarios, RCP4.5 and RCP8.5. More detailed
information regarding the CORDEX scenarios for the European areas, as provided by the Rossby
Centre regional climate model RCA4, are given in [33,34]. These two scenarios were simulated with
the same RCM model as in the case of evaluation data, but forced by a Global Climate Model (GCM),
namely EC-EARTH. In the global climate models, the related temporal evolution of atmospheric
greenhouse gas and aerosol concentrations are prescribed, which then simulate the response of the
climate system to the forcing. Thus, a range of potential future climate evolutions can be projected.

2.4. Data Evaluation

First, the data used in this study were evaluated in terms of daily, seasonal and yearly average.
Both ERA-Interim and EURO-CORDEX databases provide the wind speed at 10 m height in terms
of its components. For all the sites available and for all time scales various statistical analyses of the
wind speed are conducted. Also, for each time series of the wind speeds the 5th and 95th percentiles
were computed. The statistical parameters considered are the root mean square error, bias and
the Pearson correlation coefficient. The root mean square error and bias are computed with the
following relationships:

RMSE =

√
∑n

i=1 (xi − yi)
2

n
, (1)

Bias = ∑n
i=1(xi − yi)

n
(2)

where n is the total number of data pairs, x is the wind speed provided by ERA-Interim, while y is the
evaluation wind speed value.

Maintaining the same notation of the data, the Pearson correlation coefficient is computed with
the next equation:

r =

n
∑

i=1
(xi − x)(yi − y)√

n
∑

i=1
(xi − x) · n

∑
i=1

(yi − y)

, (3)

where x and y are the mean values of the analyzed datasets.
The linear trend of the wind speeds was also estimated from a linear regression whose y dependent

variable is represented by the wind speed time series, while the independent one is the time (x variable).
The linear regression line has the following equation:

y = a + bx (4)

where b is the slope of this line, and a is the intercept. The slope indicates the linear rate of wind speed
change and its values can be positive or negative. A positive value corresponds to increasing trends
while the negative value indicates a decreasing trend.

Taking into account that consistent wind speed measurements over the Black Sea basin are not
available, a comparison between the present wind climate simulated by the RCM model with that
resulted from a widely used reanalysis database is performed. In this way, the skill of the RCM wind
fields to represent the present wind climate in the Black Sea basin can be determined.

Thus, the evaluation (hindcast) wind fields from EURO-CORDEX are compared with the wind
fields from ERA-Interim reanalysis. The evaluation wind fields being provided by a RCM model,
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only statistical comparisons can be performed [35,36]. Near the Romanian coast, the wind speeds
are recorded at an offshore platform, and the evaluation wind speeds were compared with these
measurements by Rusu et al. [37].

3. Results

3.1. Wind Speed Analysis

This section provides a detailed analysis of the wind speed at 10 m height. First, comparisons
between the present wind climate simulated by the RCM model with that resulted from a widely
used reanalysis databases ERA-Interim were performed to evaluate the skill of the RCM model. Also,
some comparisons between the wind fields simulated under RCP4.5 and RCP8.5 scenarios were
performed in order to identify the differences induced by these two different scenarios. Actually, these
are the most studied greenhouse gas concentration scenarios. Thus, RCP4.5 describes an intermediate
concentration scenario with radiative forcing stabilized at around 4.5 W/m2, while RCP8.5 describes a
high concentration scenario under which the radiative forcing is expected to be higher than 8.5 W/m2

by the end of the year 2100 [38,39]. On the other hand, the comparisons between the evaluation
data and those obtained under various scenarios are indicating the possible further evolution of the
wind conditions.

3.1.1. Hindcast Data

Figure 2 illustrates a comparative analysis in terms of maximum values, averages, 5th and 95th
percentiles (lower than 5% and 95%) for the total time interval. In Figure 2a the values computed in
each point for the present period are compared, considering the evaluation and ERA-Interim wind
speeds. Some differences are observed between the magnitudes of the wind speeds. With the exception
of the point B.n.3, located near the Bosporus Strait, the EURO-CORDEX Evaluation wind speeds are
higher than those from ERA-Interim. The resulted values show that the difference is in average about
17% regarding the maximum computed values. At the same time, significant differences can be noticed
regarding the total interval averages (12%) and for 95th (lower 95%) percentile analysis (14%).

 
(a) (b) 

Figure 2. Analysis of the wind speed at 10 m (U10) height in terms of maximum values
(max.total), average values (av.total), 5th percentile (lower.5%) and 95th percentile (lower.95%) values,
corresponding to the reference points. (a) Comparison between ECMWF ERA-Interim (ERA.Int.) and
EURO-CORDEX Evaluation (Eval.) wind speeds, for the 30-year period (1981–2010); (b) Comparison
between EURO-CORDEX wind speeds corresponding to RCP4.5 and RCP8.5 scenarios for a 30-year
period (2021–2050).

The analysis of the annual average values illustrated in Figures 3–6 (see also Figures A1 and A2)
shows the fact that wind speed at 10 m height had and it is expected to have a different evolution in
the areas considered. For instance, the data resulted in zone A (shallow water data, Figure 3) show
that in the time interval 1981 to 2010, the wind speed has values varying in the range 4 to 7 m/s.
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It can be noticed that the evaluation wind speed average values from RCM are higher than those from
ERA-Interim. The difference is in a range of about 9% (point A.n.1) to 26% (point A.n.4).

Figure 4 illustrates two of the most representative shallow water points, close to the coastline
of Bulgaria. By analyzing the data resulted for this area, it can be observed that in two points, the
evaluation data are higher than ERA-Interim (point B.n.1: ∼= 26% and point B.n.2, not shown here
∼=21%). In the case of the point B.n.3, the Evaluation data are lower with ∼= 16%. Regarding the point
B.n.4, not shown here, both models (ECMWF ERA-Interim and EURO-CORDEX Evaluation) present
similar behavior of the wind speed annual pattern evolution. According to the linear tendency, the
annual means of the wind speeds show a different evolution for the period 1981 to 2010. As in zone A,
in this zone the near future scenarios assess differently the wind speed pattern. Comparing the data
from 1981–2010 with the near future interval for point B.n.1 it can be noticed a substantial increase of
the wind speed. It is expected that the mean wind will reach values in the range of 5.7–6.6 m/s.

The wind speed analysis of two of the most representative deep water points located in zones A
and B (A.o.1) and B (B.o.1) is presented in Figure 5. Regarding the deep water locations for zone A, the
Evaluation wind speeds for the interval 1981–2010 are higher with approximately 9–12% than those
from ERA-Interim. If zone B is analyzed, the difference between both data grows at about 15% to 29%.
The data corresponding to the points associated with the coastline of Turkey are presented in Figure 6.
By analyzing the data for the interval 1981–2010, in comparison with the data previously presented, it
can be noticed that the wind is less intense in this area. Figure 6 also shows that according to both
ERA-Interim and the Evaluation data, the mean wind speed has the tendency to increase from 1981 to
2010. No great variability of the annual averages along the entire 30-year interval is observed.

The wind pattern for the points D.n.3 and D.o.2 located in shallow water and deep water coastline
of Russia, for the time interval 1981 to 2010 and 2021 to 2050 are illustrated in Figure A1. In this zone,
there were analyzed initially five points (three in shallow water and two in deep water). In contrast with
the previous cases, for the point located in shallow water (D.n.3), both ERA-Interim and Evaluation
determined the same pattern for annual average values. This has not occurred in the case of the other
points (D.n.1, D.n.2, D.o.1, and D.o.2). In these cases, the Evaluation data estimate higher wind speeds
with about 8% (D.n.1), 17% (D.n.2), 47% (D.o.1) and 28% (D.o.2). By comparing the wind intensity for
zone D with zone A, B, and C, here the lowest intervals in which the annual average wind speeds vary
were encountered (D.n.1: 2.5–3.6 m/s, D.n.2: 2.5–4.1 m/s and D.o.2: 2.7–4.1). The wind speed at 10 m
height was more intense in points D.n.3 (4.3–5.2 m/s) and D.o.2 (3.7–6.2 m/s).

 

Figure 3. Annual averages of the wind speed at 10 m height for two of the most representative points
located in the Romanian nearshore of. ERA.Int and Eval data, time interval 1981–2010, RCP4.5 and
RCP8.5 data, time interval 2021–2050.
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Figure 4. Annual averages of the wind speed at 10 m height for two of the most representative points
located in the Bulgarian nearshore. ERA.Int and Eval data, time interval 1981–2010, RCP4.5 and RCP8.5
data, time interval 2021–2050.

 

Figure 5. Annual averages of the wind speed at 10 m height annual averages for two of the most
representative points located in deep water Bulgaria (B.o.1) and Romania (A.o.1). ERA.Int and Eval
data, time interval 1981–2010, RCP4.5 and RCP8.5 data, time interval 2021–2050.

 

Figure 6. Annual averages of the wind speed at 10 m height for two of the most representative points
located in shallow water (C.n.1) and in deep water (C.o.1) of Turkey. ERA.Int and Eval data, time
interval 1981–2010, RCP4.5 and RCP8.5 data, time interval 2021–2050.

High wind speed values are encountered in the nearshore and offshore of the Crimea Peninsula.
In this area, the wind speed at 10 m height was assessed for three locations, but here only the most
representative results are presented. Thus, Figure A2 illustrates the annual averages of the wind
speeds at 10 m height of two points located in shallow water (E.n.2) and deep water (E.o.1) of the
Crimea Peninsula. By analyzing the time interval 1981–2010, it can be noticed that the wind has an
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uptrend evolution. Small differences are observed between both data. In the case of the point E.n.1, the
Evaluation wind is higher with about 2.8%, for point E.n.2 with 7.1%, while for point E.o.1 with 7.3%.

The seasonal distributions of the wind intensity (total, winter, spring, summer, and autumn) are
presented in Figures 7 and 8. By looking at these data, it can be noticed that during the winter the
magnitude of the wind speed average is higher. In almost 90% of the cases presented, the wind speeds
during the summer interval have the lowest values. For example, the points C.n.1 and C.o.1, which are
located north of Turkey, have during summer wind speed averages almost as high as in the winter
interval. However, it can be noticed that in these regions the difference between the seasonal averages
is small.

 
(a) 

 
(b) 

Figure 7. Seasonal wind speed averages at 10 m height compared with the total time averages for
some representative points located in shallow water and deep water of Bulgaria and Romania coasts;
(a) ERA.Int and Eval data, time interval 1980–2010; (b) RCP4.5 and RCP8.5 data, time interval 2021–2050.

 
(a) 

 
(b) 

Figure 8. Seasonal wind speed averages at 10 m height compared with the total time averages for
some representative points located in shallow water and deep water of Crimea Peninsula, Russia and
Turkey coasts; (a) ERA.Int and Eval data, time interval 1981–2010; (b) RCP4.5 and RCP8.5 data, time
interval 2021–2050.

The correlation level between the data provided by the ECWMF ERA-Interim databases and
the EURO-CORDEX Evaluation climate model results is presented in Table 3 through the Pearson
correlation coefficient. This analysis was performed considering the daily averages. By analyzing the
data, it can be observed that the Pearson coefficient varies in the range 0.51–0.92. In order to evaluate
the differences between the daily values, the root mean square error (RMSE) and the mean error (Bias)
were also computed. The data presented in Table 3 show that RMSE is in the range 0.25–0.5 m/s.
As regards the bias values, in all points they are negative (ranging from −0.25 to −0.06 m/s) indicating
that the mean Evaluation wind speeds are higher than those computed for ERA-Interim.

According to the correlation levels defined in Table 4, it can be noticed that the correlation between
both data ranges from a reasonable correlation to a very high correlation. More precisely, 71% of the
data are in the interval of very high correlation, 25% are in the interval of high correlation and only
4% indicate a reasonable correlation. Thus, the lower RMSE and Bias values, together with the higher
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values of the correlation indexes, show that between the data provided by ERA-Interim and those
from the RCM model there is a good agreement.

Table 3. Statistical evaluation in terms of the correlation coefficient (r) and RMSE for all 24 points.

Point A.n.1 A.n.2 A.n.3 A.n.4 A.o.1 A.o.2 A.o.3 B.n.1 B.n.2 B.n.3 B.n.4 B.o.1
r 0.88 0.88 0.88 0.80 0.89 0.90 0.89 0.83 0.82 0.64 0.77 0.81

RMSE 0.43 0.43 0.42 0.38 0.45 0.44 0.43 0.40 0.40 0.37 0.27 0.50
Bias −0.19 −0.19 −0.18 −0.14 −0.20 −0.19 −0.18 −0.16 −0.16 −0.14 −0.07 −0.23

Point B.o.2 C.n.1. C.n.2 C.o.1 D.n.1 D.n.2 D.n.3 D.o.1 D.o.2 E.n.1 E.n.2 E.o.1
r 0.76 0.51 0.88 0.65 0.80 0.92 0.88 0.91 0.90 0.68 0.87 0.90

RMSE 0.37 0.36 0.29 0.40 0.25 0.31 0.39 0.29 0.50 0.46 0.38 0.44
Bias −0.14 −0.13 −0.09 −0.16 −0.06 −0.10 −0.15 −0.08 −0.25 −0.21 −0.14 −0.20

Table 4. Levels of interpretation of the Pearson correlation coefficient (r).

r∈[0.8;1] r∈[0.6;0.8) r∈[0.4;0.6) r∈[0.2;0.4) r∈[0;0.2)

1
very high
correlation

0.79
high

correlation

0.59
reasonable
correlation

0.39 poor
correlation

0.19 very poor
correlation0.9 0.7 0.5 0.3 0.1

0.8 0.6 0.4 0.2 0

Based on the annual averages of the wind speeds, the linear trend in each point was computed
and presented in Table 5. The ERA-Interim data shows a slight increasing (ranging from 0 to 0.132 m/s
per decade) or decreasing (ranging from −0.054 to −0.002 m/s per decade) trends. The decreasing
trends are found only in the western part of the Black Sea basin. These values of the linear trend are in
line with those computed by Torralba et al. [40]. As regards the Evaluation data, in 23 points the linear
trend has positive values from 0.004 to 0.119 m/s per decade.

Table 5. Linear trend (m/s per decade) values computed for all 24 points for recent past data.

Point A.n.1 A.n.2 A.n.3 A.n.4 B.n.1 B.n.2 B.n.3 B.n.4 C.n.1 C.n.2 D.n.1 D.n.2
ERA-Interim −0.041 −0.014 0.000 0.020 0.007 −0.021 −0.054 0.023 0.044 0.065 0.081 0.090
Evaluation −0.012 0.024 0.050 0.024 0.029 0.019 0.004 0.007 0.034 0.065 0.086 0.107

Point D.n.3 E.n.1 E.n.2 A.o.1 A.o.2 A.o.3 B.o.1 B.o.2 C.o.1 D.o.1 D.o.2 E.o.1
ERA−Interim 0.039 0.053 0.031 0.006 0.005 −0.002 −0.047 0.024 0.056 0.132 0.064 0.042

Evaluation 0.065 0.088 0.095 0.047 0.065 0.050 0.014 0.032 0.055 0.119 0.144 0.047

3.1.2. Future Projections

Another comparative analysis between the wind speeds projected by two of the future scenarios
available in the framework of the EURO−CORDEX project, RCP4.5 and RCP8.5, is presented in
Figure 2b. By analyzing Figure 2b it can be noticed that between both data no significant differences
appear in terms of average values, 5th and 95th percentiles. On the other hand, major differences in the
evaluation of the maximum wind speed values in the shallow water areas of Bulgaria and Romania
are observed.

According to the near future data, both scenarios present approximately the same values in terms
of annual averages, but with a lag of several years between the peaks. As previously presented, a
slight difference occurs between the data from RCP4.5 and RCP8.5. In the case of zone A (deep water
locations), the data for RCP4.5 scenarios are on average with 1% higher, while for zone B with almost
1% smaller than the 8.5 data. By conducting a comparative analysis of the shallow water and deep
water locations for both zones A and B it can be concluded that there is no notable difference in terms
of wind intensity.

The near future projections (time interval 2021–2050) near to the Turkish coast (see Figure 6)
present similar average values of the wind speeds as those computed from the EURO-CORDEX
Evaluation data for the present climate. The near future annual wind speed analysis does not highlight
any trend. Moreover, the differences between the annual averages are lower than the previous cases.
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Although the data for the interval 1981–2010 show an increase of the wind speed near to the Russian
coastline (see Figure A1), both estimates an approximate constant pattern for the 30-year interval of
the near future. Both RCP4.5 and RCP8.5 scenarios predict for the Crimea Peninsula region an increase
of the wind at 10-m height (Figure A2).

Regarding the linear tendency, for the 2021–2050 time period, the RCP4.5 scenario shows that the
wind speed will have a low decrease while the RCP8.5 a small increase. The values of the linear trends
computed for near future data are presented in Table 6.

Table 6. Linear trend (m/s per decade) values computed for all 24 points for near future data.

Point A.n.1 A.n.2 A.n.3 A.n.4 B.n.1 B.n.2 B.n.3 B.n.4 C.n.1 C.n.2 D.n.1 D.n.2
RCP4.5 −0.026 −0.026 −0.040 −0.039 −0.013 −0.016 −0.022 −0.028 −0.021 −0.013 −0.013 −0.011
RCP8.5 0.016 0.023 0.016 0.015 0.025 0.018 0.044 0.016 −0.037 −0.027 0.008 0.010

Point D.n.3 E.n.1 E.n.2 A.o.1 A.o.2 A.o.3 B.o.1 B.o.2 C.o.1 D.o.1 D.o.2 E.o.1
RCP4.5 −0.009 0.006 −0.023 −0.044 −0.042 −0.040 −0.018 −0.042 −0.012 −0.018 −0.011 0.002
RCP8.5 0.034 0.044 0.031 0.009 0.011 0.023 0.044 0.022 −0.041 −0.013 0.023 0.024

3.1.3. Directional Analysis

The four datasets analyzed contain information about the zonal and meridional velocities needed
for analyzing the wind main directions from which the winds are blowing. From the wind roses
presented in Figure 9, it can be observed the dominant direction and also the predominant wind speed
range for all five zones studied. At a first sight, the data show that over the Black Sea there are two
main wind patterns. The first pattern is more spread and it is observed in the northwest and west of
the Black Sea basin. According to all the models considered, the main directions for these zones are
north, northeast and southwest. However, it can be noticed that all three data from EURO-CORDEX
show also that the wind blows quite often from the west. Moreover, the most frequent values of the
wind speeds are in the interval 0 to 12 m/s.

(a) (b) 

(c) (d) 

Figure 9. Wind roses corresponding to 30-year of data (1981–2010) coming from: (a) ECMWF
ERA-Interim and (b) EURO-CORDEX Evaluation; 30-year interval (2021–2050) coming from:
(c) EURO-CORDEX RCP4.5 scenario and (d) EURO-CORDEX RCP8.5 scenario.
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The second dominant wind pattern is narrower and occurs in the north, east, south, and southwest.
However, in these zones, the wind has different directions. It can also be observed that the ERA-Interim
datasets show a different wind direction pattern in comparison with the other three models for
the points located north and northeast of Turkey, east of Russia and south of Crimea Peninsula.
Nevertheless, the four datasets show an identical pattern for the point located in deep water, near the
Bosporus Strait.

3.2. Wind Power Analysis

The near future projections of the wind power potential of the Black Sea for the time interval
2021–2050 were also computed and compared with those corresponding to the time interval 1981–2010.
Nowadays, the typical hub heights for the offshore wind turbines are ranging about 100 m [41], and
for this reason, the wind data at 10 m height need to be recompiled. In order to adjust the wind speed
to a level of 100 m for assessing the wind energy potential and output energy generated by a certain
turbine, a logarithmic method is used. This method assumes neutral stability conditions [42,43]:

U100 = U10 ·
ln z100

z0

ln z10
z0

, (3)

where U100 represents the wind speed at 100 m height (in m/s), U10 is the wind speed at 10 m height,
z0 = 0.0002 m is the surface roughness of the sea surface [44,45], while z100 and z10 are the reference
heights at 100 m and 10 m, respectively.

Assessing the wind energy potential implies using several key parameters as wind power density
generated by a certain wind turbine [46]. The wind power density [W/m2] potential per unit of swept
area can be determined as follows:

Pwind100 =
ρ · U3

100
2

, (4)

where ρ is the air density (1.22 kg/m3).
Figures 10 and A3 illustrates the annual wind power and the total time averages [W/m2] for 12 of

the most representative points considered in the Black Sea basin. As expected, for the present period
(1981–2010), the wind power values computed considering the EURO-CORDEX Evaluation data are
higher than those based on the ERA-Interim data, the difference ranging between 12 W/m2 (D.n.3) to
285 W/m2 (D.o.2). The graphs presented in Figures 10 and A3 show that, in general, the evolution of
the annual averages for both emission scenarios considered presents a similar pattern, while the wind
power average values computed for the entire interval are very close.

In order to evaluate the near future evolution of the wind power averages, a comparison between
the values computed based on data from RCP4.5 and RCP8.5 scenarios and those that represent the
present data (Evaluation data) is performed. An increase of the averages is observed in the near future,
except in the case of the point B.n.3. At this point, besides the fact that the average will decrease, the
variability of the annual averages along the entire 30-year interval is lower by comparison with the
1981–2010 data. In Figures 10 and A3, the wind power potential computed in 4 points (A.n.4, B.n.1,
D.o.2, and E.o.1) shows a significant increase for the near future, while in the case of 7 points (A.n.1,
A.o.1, B.o.1, C.n.1, C.o.1, D.n.3, and E.n.2) a slight increase is noticed.

According to the wind power averages computed for the near future, it results that the most
energetic zones of the Black Sea seem to be located in the northwest (points A.n.1 and A.o.1), southwest
(point B.o.1), east (point D.o.2) and the Crimea Peninsula (point E.o.1). More precisely, in these points,
the averages computed for the 30-year period are higher than 500 W/m2. Regarding zone A, the higher
increase of the average wind power in the near future is observed in point A.n.4 (Figure 10b), where
this will pass the level of 400 W/m2, while in the present it is below this threshold.
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(a) (b) 

(c) (d) 

(e)  (f) 

(g) (h) 

Figure 10. Annual wind power averages at 100 m height for 8 representative points: (a) A.n.1; (b) A.n.4;
(c) A.o.1; (d) B.n.1; (e) B.n.3; (f) B.o.1; (g) C.n.1; (h) C.o.1.ERA.Int and Eval data, time interval 1981–2010;
RCP4.5 and RCP8.5 data, time interval 2021–2050. For each dataset, the average of the wind power
corresponding to the entire time interval is indicated in the box.

Regarding the zone B, two opposite cases are noticed. The averages for the points B.n.1 and
B.o.1 present a significant increase. Thus, the wind power average for B.n.1 (Figure 10d) exceeds the
value of 400 W/m2, while in the case of the point B.o.1 (Figure 10f) this will be higher than 500 W/m2.
As above mentioned, an opposite behavior is found in the point B.n.3 (Figure 10e), which is located
near Bosporus Strait. In the case of zone C, points C.n.1 (Figure 10g) and C.o.1 (Figure 10h), no major
changes seem to be encountered in terms of the wind power averages. They will be maintained near
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the threshold of 200 W/m2. As regards the reference points from the zone D, the higher increase in the
average wind power is observed at the point located in deep water, D.o.2 (Figure A3b). This point
represents in fact one of the most energetic locations in the Black Sea basin.

Another zone that can have a significant impact on the wind energy exploitation is zone E, situated
near the Crimea Peninsula. Here, the data in the points E.n.2 (Figure A3c) and E.o.1 (Figure A3d) were
studied in more detail. By analyzing these data, it can be observed that even though these two points
are relatively close, the growth of the average value is higher in the deep water point E.o.1 (about
100 W/m2), than in the shallow water point E.n.2.

The wind power averages at 100 m computed for the entire 30-year period and corresponding
to the 12 reference points are now compared with the seasonal values, the results being presented in
Figure 11. In this analysis, the four datasets available are also considered. The results clearly show
that the winter averages are the highest, while the least energetic season is the summer. The other two
seasons present almost equal values of the wind power averages.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 11. Seasonal wind power averages at 100 m height compared with the total time averages for
12 points considered the most representative. ERA.Int and Eval data, time interval 1981–2010; RCP4.5
and RCP8.5 data, time interval 2021–2050. Points A.n.1, A.n.4, A.o.1, B.n.1, B.n.3 and B.o.1: (a) ERA.Int
and Eval data, (b) RCP4.5 and RCP8.5 data; Points C.n.1, C.o.1, D.n.3, D.o.2, E.n.2 and E.o.1: (c) ERA.Int
and Eval data, (d) RCP4.5 and RCP8.5 data.

4. Conclusions

From the comparative analysis of the wind speed at 10 m over the sea level simulated by RCM
from EURO-CORDEX, the RCA4 model respectively, against the data existent in ERA-Interim database,
a good correlation was noticed between these two datasets in the Black Sea area. On the other
hand, probably due to the fact that the spatial resolution of the RCM model is higher than that from
ERA-Interim, the wind speeds provided by RCA4 in the reference points considered in the Black Sea
basin are slightly higher than those indicated by ERA-Interim.

The analysis of the wind speed annual averages shows that the wind speeds at 10 m height have
a different evolution in the areas considered in the Black Sea. In general, for the present period, it was
observed that the Evaluation wind speed averages are higher than those from ERA-Interim with values
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ranging from 0.06 to 0.25 m/s. Through the linear trend, it was observed that in 75% of the cases both
data have the same trend (upward trend—the maximum value is 0.144 m/s per decade).

The daily averages of the wind speeds provided by both databases present a very good correlation.
The Pearson correlation coefficient varies in the range 0.51 to 0.92. More precisely 71% of the data are
in the interval of very high correlation, 25% are in the interval of high correlation and only 4% have
a reasonable correlation. The differences between the daily values were assessed by the analysis of
the root mean square error and Bias. The results of the analysis show that RMSE is in the range 0.25
to 0.50 m/s, while the bias values, in all points they are negative (ranging from −0.25 to −0.06 m/s).
Thus, the low RMSE and Bias values together with the higher values of the correlation indexes show
that there is a good agreement between the data provided by ERA-Interim and those from the RCM
model (Evaluation data).

As the results of the present work show, in most of the cases there are no relevant differences
in the average wind speeds (smaller than 0.4 m/s) simulated under both scenarios. This is probably
due to the fact that until the mid-century the differences between the two RCPs considered are not
very high. According to the near future data, both scenarios present approximately the same values in
terms of annual averages. Regarding the linear tendency for the period 2021–2050, the RCP4.5 scenario
shows that the wind speed will have a low decrease in 92% of the points (values ranging from −0.044
to −0.009 m/s per decade) while the RCP8.5 a small increase in 83% of the cases (values ranging from
0.008 to 0.044 m/s per decade).

As regards the average wind power potential in winter season, for 51% of the reference points
a significant increase was observed for the near future (both scenarios) compared with the present
values, while for 41% only a slight growth. For both scenarios, a small decrease was noticed only in the
point B.n.1. The most energetic zones of the Black Sea are the western part of the basin (northwest and
southwest areas) and also in the east and south of the Crimea Peninsula. More precisely, in these points,
the total wind power averages for the 30-year time interval are higher than 500 W/m2. As expected, in
the winter time the higher wind speeds and wind powers are encountered, while the lower values are
found in the summer.

The fact that it was noticed an increase of the mean values of the wind resources in 95.6% of the
reference points considered in the Black Sea, either under the RCP4.5 or RCP8.5 scenarios, can be
considered beneficial from the perspective of the wind projects and this can give momentum to the
installation of the wind farms in the areas already identified as having a good potential, as for example
the western side of the basin. From this perspective, it is well known that some European areas are
affected by a decrease of the wind resources (see for example [35,47,48]).
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Nomenclature

av.total average value
CORDEX Coordinated Regional Downscaling Experiment
ECMWF European Centre for Medium-Range Weather Forecasts
ERA.Int. ERA-Interim wind fields from ECMWF
EURO-CORDEX European branch of CORDEX
Eval. EURO-CORDEX Evaluation wind fields
EWEA European Wind Energy Association
GCM Global Climate Model
lower 5% 5th percentiles analysis
lower 95% 95th percentiles analysis
max. total maximum values
NAO North Atlantic Oscillations
NCEP US National Centers for Environmental Prediction
Pwind100 wind power at 100 m height
r Pearson correlation coefficient
RCA4 Rossby Centre regional climate model
RCM Regional Climate Model
RCP Representative Concentration Pathways
RMSE root mean square error
u zonal wind velocity
U10 wind speed at 10 m height
U100 wind speed at 100 m height
v meridional wind velocity
z10 reference height at 10 m
z100 reference height at 100 m
WCRP World Climate Research Program
WMO World Meteorological Organization

Appendix A

 

Figure A1. Annual averages of the wind speed at 10 m height for two of the most representative points
located in shallow water (D.n.3) and in deep water (D.o.2) of Russia. ERA.Int and Eval data, time
interval 1981–2010, RCP4.5 and RCP8.5 data, time interval 2021–2050.
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Figure A2. Annual averages of the wind speed at 10 m height for two of the most representative points
located in shallow water (E.n.2) and in deep water (E.o.1) of Crimea Peninsula. ERA.Int and Eval data,
time interval 1981–2010, RCP4.5 and RCP8.5 data, time interval 2021–2050.

(a) (b) 

(c) (d) 

Figure A3. Annual wind power averages at 100 m height for the points: (a) D.n.3, (b) D.o.2, (c) E.n.2
and (d) E.o.1. ERA.Int and Eval data, time interval 1981–2010; RCP4.5 and RCP8.5 data, time interval
2021–2050. For each dataset, the average of the wind power corresponding to the entire time interval is
indicated in the box.
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