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Abstract: The mathematical model of a flexible multistate switch (FMSS) exhibits nonlinear and strong
coupling characteristics, whereas traditional power decoupling control makes it difficult to completely
decouple the output power. The traditional proportional–integral control parameters are difficult
to adjust, and their robustness and dynamic performance are poor, which affects the stability of the
voltage of the power distribution network and feeder power. To address these problems, this study
first converted the original system into a linear system via coordinate transformation using feedback-
accurate linearization to decouple active and reactive currents. Thereafter, a super-twisting sliding
mode control (ST-SMC) algorithm was introduced, and an adaptive quasi-super-twisting sliding
mode control (AQST-SMC) algorithm comprising the quasi-sliding mode function and adaptive
proportional term was proposed. An FMSS double closed-loop controller was designed to achieve
improved vibration suppression and convergence speed. A three-port FMSS simulation model was
developed using MATLAB/Simulink, and the simulation results show that the proposed control
strategy enhances the robustness and dynamic performance of the system.

Keywords: flexible distribution network; flexible multistate switch; exact feedback linearization;
adaptive quasi-super-twisting sliding mode control

1. Introduction

With the generalization of distributed energy sources and new types of load access
to power systems, traditional distribution networks are experiencing problems such as
voltage overruns, bidirectional tidal currents, and feeder power imbalances [1–3]. Flexible
multistate switches (FMSSs), widely used in medium-voltage distribution grids, can realize
continuous and precise power control, improve feeder voltage distribution, and increase
the reliability of grid power supply. Furthermore, they can realize a flexible closed-loop
operation of the distribution system and increase the ability to consume distributed en-
ergy resources [4,5]. Recently, many related studies on FMSSs have been conducted. The
proportional–integral (PI) control strategy has been applied [6]; however, this presents
challenges, such as difficult parameter adjustment and weak anti-interference ability of
multiport FMSSs. In a previous study [7,8], instead of PI control, finite-set model predic-
tive control (MPC) was proposed, which showed excellent dynamic characteristics and
anti-interference in a steady state along with a high current response speed. However,
such a model presents challenges, such as unstable switching frequency, high control
system computation, and model mismatch. Another study [9] proposed an FMSS-based
fault detection method for distribution networks under grid-side AC faults, in which the
traditional fault management devices were replaced, with the method achieving better
dynamic performance during faults. However, the double closed loop still uses PI control,
which is parameter-sensitive and insufficiently robust.

Energies 2024, 17, 2643. https://doi.org/10.3390/en17112643 https://www.mdpi.com/journal/energies1
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FMSSs belong to nonlinear systems exhibiting a strong coupling degree, and it is
challenging to design FMSS controllers by applying traditional control theory. When
feedback linearization is employed, a nonlinear system can be linearized by selecting an
appropriate coordinate mapping method, which can completely decouple the state variables
of the system, thus considerably improving the control performance of the system [10].
Sliding mode control (SMC) is a nonlinear control method that requires a model exhibiting
high accuracy but considerably short response time and high robustness; it has been
widely used in the design of FMSS controllers and observers. In a previous study, second-
order SMC was combined with a nonlinear disturbance observer to design a strategy for
suppressing direct current (DC)-side voltage fluctuations caused by the voltage imbalance
of FMSS ports [11], which resulted in accurate tracking of the reference voltage and current.
However, the nonlinear disturbance observer was sensitive to the system model error
and parameter perturbation, and exhibited poor robustness. A soft open point (SOP)
strategy based on adaptive voltage drop outer-loop control and feedback-linearized sliding
mode inner-loop control was proposed to fully harness the regulation capability of the
converter in the SOP system to avoid reaching the voltage limit [12]. Furthermore, the
strategy was proposed to balance the tidal current in the distribution network. However,
the inner loop uses a conventional first-order linear sliding mode, which may not be
sufficiently robust to external perturbations and uncertainties, leading to a decline in the
control system’s performance. A full-order terminal SMC method was proposed to enhance
system immunity to disturbances by establishing a mathematical FMSS model considering
parameter uptake [13]. However, the full-order terminal sliding mode response was slower
in the initial moments and cases of large nonlinear disturbances. The super-twisting SMC
(ST-SMC) algorithm is a second-order sliding mode algorithm. This algorithm only uses
information about the system state and its first-order derivatives in designing the system
control law, and can be directly used to design controllers and observers for relative-degree-
one systems, which makes it widely applicable in second-order sliding mode control [14].
Moreover, it is more accurate and robust than first-order SMC. Furthermore, extensive
research has been conducted on the mathematical computation of ST-SMC algorithms.
Xu et al. proposed a variable-step closed-loop angle compensation method using the
tangent reaching law based on SMC and the convergence law. Results revealed that the
algorithm exhibited good dynamic compensation performance and disturbance resistance
while maintaining good steady-state compensation accuracy [15]. Maged et al. proposed a
new application of ST-SMC based on an artificial hummingbird optimization technique,
in order to enhance the transient performance of islanded microgrids [16]. Ghazi et al.
proposed an ST algorithm based on the circle search algorithm to improve the efficiency of
grid-connected photovoltaic systems; its parameters were optimized in combination with
the gray wolf optimizer to improve the robustness of the system, tracking speed, and the
optimal convergence to the minimum error value [17].

In recent years, ST-SMC has been widely used in power electronics and power drives;
moreover, considerable research has focused on improving the traditional ST-SMC by
combining it with other nonlinear control algorithms to optimize the dynamic and steady-
state characteristics of the system. Saadaoui et al. proposed an ST-SMC method for ultrafast
chargers of pure electric vehicles for grid imbalance conditions, which can always achieve
the lowest performance index compared with other nonlinear methods, demonstrating the
fast response speed, strong robustness, and low steady-state error of ST-SMC [18]. Celik
et al. designed a Kalman filter using an ultra-twisted sliding-mode strategy, which ensures
a shallow DC-link voltage ripple and achieves a fast dynamic response for a battery electric
vehicle charger based on a three-phase two-level rectifier and a conventional DC/DC buck-
boost converter [19]. Tiwary et al. designed an ST-SMC controller based on an isolated
DC–DC bidirectional dual active bridge (DAB) power converter, in order to achieve DC
bus voltage stability and high robustness for accurate reference voltage tracking [20].

To enhance the performance of the control system in complex environments, some
improved ST-SMCs have been created. Wang et al. proposed a model-free predictive current
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control strategy based on an adaptive super-twisting sliding-mode observer, in order to
design an adaptive gain matrix and dynamically adjust the observer parameters to suppress
the effect of boundary uncertainty in the dynamic part of the rectifier system, and to ensure
the accuracy of the prediction model [21]. Pati et al. proposed adaptive ST-SMC and dual-
loop control for a three-phase differential boost inverter in a grid-connected photovoltaic
system to regulate voltage across a DC bus capacitor, and to compensate for harmonics
under nonlinear loads [22]. However, for FMSS systems, ST-SMC exhibiting improved
efficiency should be developed to withstand various complex operating conditions, and
exhibit enhanced dynamic performance in complex environments. Composite second-order
SMC was proposed to apply ST-SMC in the outer loop of an FMSS [23]. Nevertheless,
the full-order fast terminal SMC used in the inner loop requires high model accuracy,
is sensitive to measurement errors, and is prone to cause instability in the controller’s
performance. Another paper [24] proposed an ST sliding-mode observer to improve the
immunity of an FMSS system, and applied the conventional ST-SMC to design a voltage
outer-loop controller to enhance its dynamic performance and robustness. However, the
inner loop was poorly controlled using three-vector MPC, which requires high system data
accuracy and complex computation.

In this study, a linear radiation model of a three-terminal FMSS was first obtained by
applying the exact feedback linearization method, which decouples active and reactive
currents. Subsequently, an adaptive QST-SMC (AQST-SMC) algorithm was proposed to
design the voltage outer-loop and current inner-loop controllers of the three-terminal FMSS.
The algorithm adopted the sigmoid function in the quasi-sliding mode to discretize the
switching function and reduce the jitter. An adaptive scaling term was introduced to
adjust the response speed of the system, which considerably shortens its response time and
enhances immunity to interference. Finally, a three-terminal FMSS simulation model was
constructed to verify the effectiveness of the proposed AQST-SMC strategy.

The rest of the paper is organized as follows: Section 2 describes the establishment of
an affine nonlinear model of the FMSS system, which provides the basis for the subsequent
construction of an AQST-SMC controller. Section 3 explains the construction of the AQST-
SMC controller and compares it with conventional control strategies, such as first-order
SMC. Section 4 describes the construction of the voltage outer-loop and current inner-
loop controllers based on a radiative nonlinear model and mathematical equations of the
FMSS system. Section 5 presents the establishment of a simulation of the three-terminal
FMSS system, and the verification of its performance under different operating conditions.
Section 6 presents the conclusions of this study.

2. FMSS Nonlinear Control Design

2.1. FMSS System Architecture

In medium-voltage distribution networks, feeders of different voltage levels are con-
nected through an FMSS. However, with the upgrade and transformation of these distri-
bution networks and the rapid development of loads, double-ended flexible switchgear
cannot fulfill the requirements of the interconnection of multi-distribution areas in complex
environments. In addition, the switchgear cannot regulate the power between the feeders if
one of the ports fails. Therefore, it is important to study three-port and multiport FMSSs. A
three-port FMSS can connect multiple feeders and reduce the construction cost. In addition,
if one end is out of operation owing to failure, the rest of the converter can flexibly switch
the working mode to support the normal operation of the power grid, which is more
reliable. Figure 1 shows the structure of the three-terminal FMSS system mentioned earlier.
For each feeder, the head of the transmission line is typically connected to the substation.
Thus, the AC system connected to the FMSS can be equated to a Davignon equivalent
circuit comprising a fixed alternating current (AC) voltage source and a series impedance
at the point of common coupling.

3
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Figure 1. Structure diagram of three-terminal FMSS system.

Modular multilevel converters (MMCs) are widely used in power electronics, owing
to their small loss and good quality of voltage and current waveforms generated by
power conversion in the working state [25]. Thus, this study used MMCs as the main
circuit topology.

2.2. FMSS Radiation Modeling

Assuming the AC system is balanced in three phases, the MMC equation of state was
obtained from the circuit law as follows:

L
d
dt

[
isd
isq

]
=

[ −R ωL
−ωL −R

][
isd
isq

]
+

[
usd −mdUdc
usq −mqUdc

]
, (1)

where ω represents the AC voltage angular frequency. In the rotating coordinate system, isd
isq and usd usq represent the output current and voltage of any phase of the port, respectively.
Moreover, md mq represents the modulation switching function components of any phase
of the port.

The transformation of (1) yielded the following nonlinear radiation model of the
FMSS system: { .

x = f(x) + g(x)u
y = h(x)

, (2)

f(x) =
[

f1(x)
f2(x)

]
=

[ − R
L x1 + ωx2 +

usd
L

− R
L x2 − ωx1 +

usq
L

]
, (3)

g(x) =
[

g1(x)
g2(x)

]T

=

[
−Udc

L 0
0 −Udc

L

]
, (4)

where x = [x1, x2]T = [isd, isq]T, u = [u1, u2]T = [md, mq]T, and y = [y1, y2]T. h(x) satisfies
h(x) = [h1(x), h2(x)]T = [isdref−x1, isqref−x2]T, and isdref, isqref denotes the inner-loop current
reference.

The Lie derivative of function h(x) along the vector field f (x) is defined as follows:

L f (x)hi(x) =
∂hi(x)

∂x
f(x). (5)

From (5), we obtain the following:

Lgi(x)L f (x)hi(x) =
∂L f (x)hi(x)

∂x
gi(x). (6)
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According to the differential geometry theory, the nonlinear radiation model satisfies
the following constraints, and the matrix, B(x), is nonsingular:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Lk
f (x)hi(x) = L f (x)

(
Lk−1

f (x)hi(x)
)

Lgi(x)Lk
f (x)hj(x) = 0

L0
f (x)hi(x) = hi(x)

Lgi(x)L
rj−1
f (x)hj(x) �= 0

k = 1, 2, · · · i, j = 1, 2. (7)

B(x) =

[
Lg1(x)L

r1−1
f (x) h1(x) Lg2(x)L

r1−1
f (x) h1(x)

Lg1(x)L
r2−1
f (x) h2(x) Lg2(x)L

r2−1
f (x) h2(x)

]
=

[
Udc

L 0
0 Udc

L

]
, (8)

where r = [r1, r2] corresponds to the subrelativity of function h(x).
When the FMSS satisfies the normal operation of the aforementioned equation and

r1 + r2 = 2 is equal to the order of the system, the choice of coordinate transformation can
fully linearize the nonlinear model of the FMSS.

2.3. Coordinate Mapping and Control Law Solving

The following coordinate transformation matrix was selected:

z =

[
z1
z2

]
=

[
h1(x)
h2(x)

]
=

[
isdref − x1
isqref − x2

]
. (9)

The control variable after the exact feedback linearization takes the following form:

ν = A(x) + B(x)u +
R
L

z. (10)

A(x) =

[
Lr1−1

f (x) h1(x)

Lr2−1
f (x) h2(x)

]
=

[ R
L x1 − ωx2 − usd

L
R
L x2 + ωx1 − usq

L

]
. (11)

The reintegrated linear system was as follows:

u = B−1(x)
[

ν − A(x)− R
L

z
]

. (12)

u =

[
md
mq

]
=

[ L
Udc

(
ν1 + ωx2 +

usd
L
)− R

Udc
isdref

L
Udc

(
ν2 − ωx1 +

usq
L

)
− R

Udc
isqref

]
. (13)

3. Construction of Adaptive Quasi-Super-Twisting Sliding Mode Controller

Second-order SMC uses the differentiation of the control input as a new virtual control
quantity, and applies it to the higher-order derivatives of the sliding mode surface to ensure
that the sliding variable, s, converges to zero in a restricted time [26]. This weakens the
jitter, eliminates relative-order limitations, and improves the accuracy and reliability of
the SMC.

The super-twisting algorithm (STA) is a second-order SMC algorithm designed for
systems of relative order 1, which ensures that the system reaches the ideal state (s). Its
first-order derivative is zero in a finite time. Conversely, conventional first-order SMC can
only render the system state (s) zero in a finite time. The general expression of the STA is
as follows: {

u = −α|s|1/2sign(s) + u1.
u1 = −βsign(s) +

.
ϕ

, (14)

where s represents a sliding variable; u1 represents an auxiliary variable; ϕ represents a
perturbation term; and α and β represent sliding mode gain coefficients.

5
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If (14) satisfies
∣∣ .
ϕ
∣∣ ≤ δ and δ > 0, then α and β simultaneously satisfying the following

conditions can cause (14) to converge in a finite time [27].{
α > 2

β > α3+(4α−8)δ2

α(4α−8)
. (15)

Figure 2 shows the phase plane trajectory of the STA, and point S1−A is the intersection
of the system-state trajectory curve with the axis,

.
s = 0 and 2

(
K′

1−Aβ − L
)
s1−A =

.
s2

0, where

K′
1−A and L are positive constants. The calculation shows that

.
s1−A = − 2

α

(
L

K′
1−A

+ β

)
s1/2

1−A,

which affords
∣∣ .s1−A

∣∣/∣∣ .s0
∣∣ < 1. Considering that

∣∣ .s1
∣∣ ≤ ∣∣ .s1−A

∣∣, ∣∣ .s1
∣∣/∣∣ .s0

∣∣ < 1 holds;
repeating the process ensures the inequality

∣∣ .sk+1/
.
sk
∣∣ = ∣∣ .sk+1

∣∣/∣∣ .sk
∣∣ < 1 holds. Similarly, it

can be shown that |sk+1/sk| = |sk+1|/|sk| < 1 holds, indicating that the closed-loop system
can converge to stability in a finite time [28].

s

s

0s

1s

2s

3s

System status 
traces

10, Bs

20, As

20, Bs

10, As

2 ,0As
1 ,0As

2 2,A As s

1 1,A As s
STA control rhythm

system operating domain 

Figure 2. STA phase plane trajectory.

Based on (14), the introduction of the integral term can effectively attenuate the jitter
and eliminate the static error of the system. However, there is still a sign function with
poor smoothing performance near the sliding mode surface in the control law. This can
cause high-frequency jitter with rapid and frequent switching on the sliding mode surface,
and reduce the control accuracy of the system. A study [29] added a sinusoidal saturation
function, sat (s), in the super-twisting control law to reduce the system jitter. However,
the saturation function presents the problem of selecting the appropriate thickness of the
boundary layer, which is extremely large to lead to the insufficient control accuracy of the
system, and excessively small to cause oscillations. Thus, the following smoother sigmoid
function was designed:

sd(s) =
2

1 + e−ns − 1. (16)

A constant (n > 0) was used to adjust the rate of the curve rise, which determines
the function boundary layer thickness. Figure 3 shows that the sign function changes
stepwise at t = 0, and that the sigmoid function continuously and smoothly changes with
the input. The quasi-smooth mode changes more gradually than the switching function,
which can alleviate the shock of the smooth mode switching and reduce the appearance of
high-frequency jitter to a certain extent. This can improve the response speed and control
accuracy of the FMSS system.

6
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Figure 3. Symbolic and sigmoid functions for different values of n.

Equation (14) shows that the proportional term, −α|s|1/2sign(s), improves the con-
vergence speed of the algorithm. However, the exponent of the state vector is always 1/2,
which prevents the system state from converging to a smaller region. The immunity of the
algorithm to interference and the arrival speed are directly affected by its gain. A previous
study [18] introduced the proportional term in a traditional STA to improve the conver-
gence trajectory of the system. However, when s < 1, i.e., ks is zero; the proportional term is
only left with the original square root term, and the problem of low arrival speed remains.
To solve the aforementioned problem, this study introduced an adaptive linear term to
realize the adaptive regulation of the convergence speed with the following expression:

q(s) = k|s|c·sign(|s|−1)s, (17)

where k > 0, 0 < c < 1. When the system state tends to the sliding mode surface, i.e.,
s < 1, the adaptive term becomes q(s) = k|s|−cs, α|s|1/2sign(s) + k|s|−cs � α|s|1/2sign(s),
which speeds up the convergence. Furthermore, when the system state tends to the sliding
mode surface, i.e., s > 1, the adaptive term becomes q(s) = k|s|cs, α|s|1/2sign(s) + k|s|cs �
α|s|1/2sign(s), which speeds up the convergence.

Using the sigmoid function and adaptive scaling term, the AQST-SMC mathematical
expression can be written as follows:⎧⎪⎨⎪⎩

u = −α|s|1/2sd(s)− q(s) + ω
.

ω = −βsd(s) +
.
ϕ

q(s) = k|s|c·sign(|s|−1)s
. (18)

If (18) satisfies 2
∣∣ .
ϕ
∣∣ ≤ δ and σ > 0, then α, β, and k simultaneously satisfying

condition (19) can cause (18) to converge to the origin in a finite time. The stability of the
AQST-SMC algorithm was confirmed, as described in Appendix A. It was discovered that
the stability of the system will not be affected by the introduction of the adaptive linear
term, q(s), into the super-twisting algorithm, as long as it is guaranteed that k > 0.⎧⎪⎪⎪⎨⎪⎪⎪⎩

α > 2

β >

(
α+k|x1|1/2

)2

4
(

α+k|x1|1/2
)2−8

+ δ2

4α

k > 0

. (19)

To verify the effectiveness of the proposed AQST-SMC, it was compared with the
conventional first-order SMC, conventional STA, and STA without the adaptive acceleration
term. Figures 4 and 5 show the comparison results. First-order SMCs can usually reach
the sliding mold surface in finite time. Nevertheless, they cannot maintain stability and
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equilibrium, and most conventional first-order SMCs are less efficient than second-order
SMCs in terms of control performance and the tracking error, as shown in Figure 4a,b;
the tracking accuracy and convergence speed of conventional first-order SMCs are worse
than those of the conventional ST-SMC and the ST-SMC that contains only the sigmoid
function. Using the designed adaptive convergence term equation q(s), the AQST-SMC
can approach the surface of the sliding mode quickly, and the system’s state variables can
converge smoothly. From Figure 5, the introduction of the continuous smooth sigmoid
function attenuates the system’s jitter and enhances the system’s perturbation resistance
compared to the sign function, confirming the effectiveness of the AQST-SMC.
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Figure 4. Comparison of the effect of different sliding mode control laws to converge to s = 0.
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Figure 5. Comparison of vibration suppression effects of different sliding mode control laws.

Owing to the limitation of the stability condition Equation (19), control gain k must
be selected within a certain range. When k is excessively small, the adaptive term q(s)
tends to zero, thus preventing the achievement of the desired acceleration effect and
simultaneously departing from the limitations of the stability condition. This causes
the system trajectory to deviate from the sliding mode surface; however, although the
convergence speed increases when k becomes larger, it may cause new problems such as

8
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considerable overshooting or system oscillations due to the integral term. Therefore, k
must be designed in a reasonable range to ensure that the system state variables converge
smoothly in a stable range. Figure 4c,d show simulations that were conducted to test the
effect of different gain coefficients k on the convergence of the system state to the surface of
the sliding mode. When a higher value of k is considered (e.g., k = 200), the convergence
is fast; thus, oscillations may occur. Conversely, when a small value of k is considered
(e.g., k = 2 or 5), the system state does not reach the surface of the sliding mode completely,
but the convergence speed is still faster than that of the conventional ST-SMC. Notably,
in Figure 4, the three ST-SMCs use the same gain coefficients. Conversely, traditional
first-order SMCs use the integral sliding mode surface and the exponential convergence
law. Their gain parameters are selected to ensure that the system reaches the surface of the
sliding mode in a finite amount of time and remains stable.

4. FMSS AQST-SMC Controller Design

4.1. AQST-SMC Voltage Outer Ring Design

During normal operation, the FMSS needs to operate in the UdcQ mode at one end
to maintain a constant voltage on the DC side. The remaining ports operate in the PQ
mode for power exchange. However, in the traditional outer-loop PI controller, when
the system parameters are changed, the dynamic performance and response time of the
system will increase because of the constant parameters of the PI. In this research, the
AQST-SMC was designed to effectively suppress the jitter and speed up the response; it
exhibits good dynamic performance and response time. The steady-state inverse model [7]
was used to improve the traditional power outer-loop controller, which improves the outer-
loop regulation rate and eliminates the static error of the system. For example, this study
analyzed MMC1 running in the UdcQ operation mode, and MMC2 and MMC3 running in
the PQ mode.

First, the three-port FMSS DC side satisfied (20), as follows:⎧⎪⎨⎪⎩
C dUdc

dt = idc1 + idc2 + idc3 =
3
∑

k=1
idck

idck = makiak + mbkibk + mckick = ∑
j=a,b,c

mjkijk
, (20)

where idck represents the DC side current of port k, and mjk, ijk denotes the one-phase
switching function and output current of port k.

Combining (20) with coordinate mapping transformation shows the following:

C
dUdc

dt
= makiak + mbkibk + mckick

=
3
∑

k=1

3
2

(
−mdkisdk + mqkisqk

) . (21)

In the rotated coordinate system, mdk and mqk denote the port k switching function compo-
nents. Moreover, usdk and isdk denote the voltage and current of port k, respectively.{

isqk = 0
disdk

dt = 0
. (22)

Equation (21) can be transformed into the following:

C
dUdc

dt
= −3

2
md1isd1 − 3

2
md2isd2 − 3

2
md3isd3, (23)

where mdk satisfies mdk = (usdk − Rkisdk)/Udc.

9
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The sliding mode surface s0 was selected as the DC voltage tracking error.

s0 = Udcref − Udc. (24)

Equation (24) was differentiated as follows:

.
s0 = − .

Udc. (25)

The uncertain disturbance ϕ was unknown; however, it was assumed to be bounded
and satisfies |ϕ| ≤ m, where m represents a known positive constant. To accurately track
the reference DC voltage, it was obtained according to the AQST-SMC theory:

.
s0 = − .

Udc = α0|s0|1/2sd(s0) + k0|s0|c0·sign(|s0|−1)s0 +
∫

β0sd(s0)dt

=
3

2C

[
usd1 − R1isd1

Udc
· isd1 +

usd2 − R2isd2
Udc

· isd2 +
usd3 − R3isd3

Udc
· isd3

]
. (26)

When the FMSS system is three-phase-balanced and in a steady state, the d-axis current
reference value is obtained via simplification as follows:

isdref =

2C
3

Udc

(
α0|s0|1/2sd(s0) + k0|s0|c0·sign(|s0|−1)s0 +

∫
β0sd(s0)dt

)
usd1 − R1id1

+
−isd2(usd2 − R2isd2)− isd3(usd3 − R3isd3)

usd1 − R1isd1

. (27)

Figure 6 shows the AQST-SMC-based FMSS voltage outer-loop control.
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1 s

X
YXY
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AQST-SMC Control

dc2 3CU

outer loop control

3 3 2 3sd sd sdi u R i

2 2 2 2sd sd sdi u R i

1 1 11 sd sdu R i

refsdi

1

Figure 6. Voltage outer loop AQST-SMC block diagram.

4.2. AQST-SMC Current Inner Loop Design

The current inner-loop sliding mode surfaces s1 and s2 of the FMSS were expressed
as follows:

s =

[
s1
s2

]
=

[
z1
z2

]
. (28)

When the system reaches a steady state, the derivatives of s1 and s2 are zero, and the
system control law is as follows:

ν =

[
ν1
ν2

]
=

[
R
L z1 − α1|s1|1/2sd(s1)− k1|s1|c1·sign(|s1|−1)s1 − β1sd(s1)
R
L z2 − α2|s2|1/2sd(s2)− k2|s2|c2·sign(|s2|−1)s2 − β2sd(s2)

]
. (29)

Furthermore, the original system control volume is obtained as the following:

u =
L

Udc

[
ν1
ν2

]
+

1
Udc

[ −Risdref + ωLx2 + usd
−Risqref − ωLx1 + usq

]
. (30)

Figure 7 shows a schematic of the final FMSS AQST-SMC integrated control strategy.
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Figure 7. Block diagram of three-terminal FMSS AQST-SMC control strategy.

5. Analysis of System Simulation Examples

According to the demand of a distribution network under different working conditions,
the FMSS mainly operates in the UdcQ, PQ, and Uacf modes. To enable the FMSS to precisely
control the current and fast power supply restoration, the following collaborative control
methods are adopted [30]:

(1) During normal operation, the MMC of one port typically operates in the UdcQ
mode to stabilize the DC bus voltage and regulate the reactive power of that port. The
MMCs of the rest of the ports operate in the PQ mode to separately regulate the active and
reactive power of the ports.

(2) The MMC running in the UdcQ mode is the more vulnerable link in the entire
system. When the MMC running in this mode fails, it is necessary to switch the MMC in
the PQ mode to the UdcQ mode to maintain the DC side voltage.

(3) In the event of a port feeder failure, the FMSS can rapidly isolate the fault and switch
to the Uacf mode to provide continuous power to critical loads in the area experiencing loss.

The three-port FMSS model (Figure 1) was built using MATLAB 2023a/Simulink
software. Table 1 lists the system parameters of the three ports.

Table 1. Simulation parameters of the FMSS system.

System Parameter Symbol Value

AC voltage rating us 10 kV
AC side-rated frequency f s 50 Hz

Rated port capacity S 10 MVA
DC voltage reference Udc 40 kV

Submodule point capacitance C 5000 μF
Bridge arm inductance L0 2 mH

Number of sub-modules N 20

5.1. AQST-SMC Performance Analysis

The simulations of the conventional first-order SMC, conventional STA, and improved
AQST-SMC were compared to study the optimization performance of the algorithms and
validate the theoretical analyses presented in Section 3. The traditional first-order SMC
uses an integral sliding mode surface and the exponential convergence law. In addition,
the sign function in the original exponential convergence law is replaced by a saturation
function, which is more effective in suppressing jitter (Appendix A). The Pref and Qref of
port 2 were 0.2 p.u. and 0.3 p.u. At t = 0.02 s, the active and reactive powers of port 2 were
assumed to suddenly increase and decrease by 0.2 p.u., respectively. Figure 8 shows the
simulation results.
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Figure 8. Power response characteristics of port 2. (a) Active and (b) reactive power characteris-
tic curves.

The power response curves presented in Figure 8a,b show that the proposed AQST-
SMC method had a faster response speed at the startup moment of the system. Furthermore,
it reached a steady state in a shorter time because of the rapid adjustment of convergence
when the power changed. Based on the calculations, the power oscillation of the AQST-
SMC algorithm using the sigmoid function was considerably smaller in the steady-state
operation than in other SMCs. It was approximately 66.71% and 60.13% of the active and
reactive oscillations, respectively, under the proposed STA, compared with that under the
traditional STA, effectively reducing the power oscillation in the steady-state operation and
improving the transient performance of the system.

Table 2 lists the output power response time at the system startup moment and the
regulation time to return to a steady state when disturbed. Table 2 shows that the active
power response times at the startup moment using the proposed AQST-SMC method were
1.96 and 8.43 times those of the traditional STA and first-order SMC algorithm, respectively.
The reactive power response times were 2.61 and 11.70 times better than those of the
traditional STA and first-order SMC algorithm, respectively. The active power regulation
time to return to a steady state when disturbed under the AQST-SMC algorithm improved
compared with those of the traditional STA and first-order SMC algorithm. The active
power regulation times of the AQST-SMC algorithm were 3.75 and 12.34 times better than
those of the traditional STA and first-order SMC algorithm, respectively. Finally, the reactive
power regulation times were 3.33 and 14.67 times better than those of the traditional STA
and first-order SMC algorithm, respectively. Thus, the proposed AQST-SMC method
effectively improved the speed of the system to reach a steady state, and considerably
reduced the degree of fluctuation of the system under transient operation. In addition, the
robustness and anti-interference capability of the system improved.
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Table 2. Performance characteristics of FMSSs.

Control Modes Response Time (ms) Adjustment Time (ms)
Steady-State
Oscillation
Amplitude

First-order SMC
P: 4.30 P: 3.95 P: 9.87%
Q: 5.50 Q: 4.40 Q: 8.91%

Traditional STA
P: 1.00 P: 1.20 P: 6.96%
Q: 1.23 Q: 1.00 Q: 8.36%

AQST-SMC
P: 0.51 P: 0.32 P: 4.64%
Q: 0.47 Q: 0.30 Q: 5.03%

5.2. Dynamic Simulation Verification of FMSS System

To further investigate the dynamic performance and anti-interference ability of the
control system, this study compared the simulations of several typical working conditions
prone to occur under new energy access. The initial operating state of the three-port FMSS
is as follows: the output power value of port 1 is Q1ref = 0 p.u.; the output power values of
port 2 are P2ref = 0.1 p.u. and Q2ref = 0.3 p.u.; and the output power values of port 3 are
P3ref = 0.2 p.u. and Q3ref = 0.5 p.u. Table 3 lists the parameters of different controllers. The
first-order traditional SMC features an additional control action based on the exponential
convergence law. Notably, the present study only applied the AQST-SMC in port MMC1
(traditional UdcQ outer loop) and MMC2, and 3 (traditional PQ control outer loop) used PI
control. Furthermore, the controller parameters were calculated and then carefully selected
for the optimal steady-state operation of the system, as well as to achieve the desired
response speed and convergence.

Table 3. Parameters of different FMSS controllers.

Control Method
Parameters of Outer Loop

Controller
Parameters of Inner Loop

Controller

Traditional PI (MMC 1) kp1 = 0.5, ki1 = 100 kp1 = 22, ki1 = 3.46
Traditional PI (MMC 2) kp2 = 0.00005, ki2 = 70 kp2 = 22, ki2 = 3.46
Traditional PI (MMC 3) kp3 = 0.000028, ki3 = 80 kp3 = 22, ki3 = 3.46

First-Order SMC ε = 1, q = 40, c1 = 30, Δ = 0.05 ε = 3, q = 4000, c1 = 30, Δ = 0.05
AQST-SMC α1 = 2, β1 = 30, k1 = 10 α1 = 110,000, β1 = 20,000, k1 = 10

5.2.1. Comparison of Simulations with Disturbed System Output Power

The active power variation affects the stability of the DC-side voltage. The simulation
of port 3 was subjected to power fluctuation after accessing distributed power supply and
a new type of load. The traditional PI and proposed AQST-SMC algorithm were simulated
and compared; Figure 9 shows the output feedback curves of the three-terminal FMSS.

Figure 9 shows that the system startup moment, using the traditional PI control under
the output power response, was slow. It took approximately 0.1 s to stabilize. Based on
the active power reference of MMC3 at t = 0.2 s, the voltage jumped from 0.2 (standard) to
0.5 to simulate the power fluctuation of the FMSS system caused by the distributed power
supply and new load access. Under PI control, the system required approximately 0.12 s to
reach a steady state after being perturbed. The dynamic mathematical model of the DC
side of the three-port FMSS and the active power balance relationship showed that the
active power perturbation affected the stability of the voltage on the DC side [9]; moreover,
owing to the inability of the PI controller to adapt to the dynamics of the system under the
sudden change of power, the DC voltage fluctuated considerably at 0.2 s and 0.45 s, and
the sizes of the oscillations were approximately 112.05 V and 105.85 V, respectively. When
the reactive power of MMC1 fluctuated at 0.35 and 0.55 s, its active power suffered from a
certain degree of fluctuation, verifying the proposed control strategy for the effectiveness
of the power decoupling. Under the proposed AQST-SMC, the system stabilized within
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0.001 s at the startup moment and after being disturbed. The dynamic response time was
reduced by 100 times, and the DC voltage remained stable. Thus, the feasibility of the
AQST-SMC was verified, the anti-disturbance performance of the system considerably
improved, the decoupling between the output powers of the system was realized, and the
stability of the additive system improved.
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Figure 9. Output feedback of FMSS system under power perturbations. (a) Active power, (b) reactive
power, and (c) DC voltage response curves.

5.2.2. System AC Measured Voltage Amplitude Dips

To validate the proposed method for AC fault measurements, the MMC3 AC voltage
was simulated at an amplitude drop of −0.4 (units) in 0.2–0.3 s. Figure 10a shows the AC
voltage and current responses; the current response was rapid and accurate. Figure 10b,c
show that during voltage dips, the proposed AQST-SMC exhibited good transient charac-
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teristics at instances of fault occurrences and good steady-state characteristics during the
fault period, compared with the conventional first-order SMC and conventional PI control.
The active and reactive powers were rapidly maintained, with fast response and robustness.
Figure 11a,b show that during voltage dips at the MMC3 side, MMC2 can function normally
without being affected, and its active and reactive powers can remain stable. This indicated
that the dynamic response of the system was fast, with good anti-interference properties.
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Figure 10. MMC3 output feedback under voltage drop. (a) MMC3 voltage and current. (b) MMC3
active power. (c) MMC3 reactive power.
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Figure 11. MMC2 output feedback under voltage drop. (a) MMC2 voltage and current. (b) MMC2
active and reactive power.

5.2.3. Disturbance of System Electrical Parameters

During practical operation, the AC-side equivalent impedance of the system generated
parameter perturbations in response to changes in grid conditions, environmental factors,
and load conditions. To analyze the immunity of the system, it was assumed that the AC
inductance on the MMC1 side increased to thrice its original value and reduced to 40% of
the original value at t = 0.2 s. Figures 12 and 13 show the response curves of the d-axis
currents and DC side voltages using the three methods. Under PI control, the system
exhibited a slow response at the initial moment, and produced fluctuations in the d-axis
currents of approximately 93 A when the inductance parameters were changed. However,
the STA and proposed AQST-SMC overcame the problem of slow response at the initial
startup moment of the system. The ability of the proposed AQST-SMC to track the reference
value of the d-axis current in the steady state and after parameter changes was superior
to that of the conventional STA, and the jitter considerably reduced. The DC voltage of
the proposed AQST-SMC responded rapidly and fluctuated to a lesser extent at the time
of parameter ingestion. Furthermore, the voltage was stabilized at the reference value of
40 kV, confirming the superiority of the AQST-SMC strategy.
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Figure 12. Current response of phase a of MMC1 under parameter perturbation. (a) L tripled. (b) L
reduced to 40% of the original value.
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Figure 13. DC voltage response under parameter perturbation. (a) L tripled. (b) L reduced to 40% of
the original value.
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5.3. Validation of Uacf Mode of Operation

When the feeder connected to the FMSS fails, to guarantee the operation of important
loads, a stable AC voltage and grid frequency must be provided to the power loss area;
this is called the Uacf mode of operation. To verify the effectiveness of the AQST-SMC
method during power loss, port 2 was set to fail and the load connected at the end was
purely resistive (value = 120). Figure 14 shows the three-port AC measurement output
response. Figure 14a shows the output voltage and current waveforms of the failed port
2. The output voltage and current were smooth and stable, and the faulty power supply
function was realized. Figure 14b,c show that the voltage and current waveforms of ports
1 and 3 remained stable and unaffected by port 2. This confirmed the feasibility of the
proposed control strategy, and ensured continuous power supply in the faulty area.
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Figure 14. AC side response of ports in the Uacf mode. Voltage and current of ports (a) 2, (b) 1, and
(c) 3.
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6. Conclusions

This study proposes adaptive super-twisting SMC based on feedback-accurate lin-
earization decoupling for the nonlinear and strongly coupled mathematical model of an
FMSS in the distribution network and the difficulty in the traditional PI double-closed-loop
control parameter tuning. The main conclusions are as follows:

(1) The three-terminal FMSS nonlinear radiation model was transformed into a linear
model via exact feedback linearization and applied to the FMSS inner-loop control design.
This completely decoupled the output power, achieved a simple controller design, and
improved the operating characteristics of the system.

(2) To address the large jitter vibration and low convergence speed of the first-order
SMC, STA control was introduced. AQST-SMC was designed using the sigmoid function
and adaptive proportional term to realize better jitter vibration suppression and higher
convergence speed, respectively. The inner- and outer-loop composite control system of
the FMSS was designed to effectively improve the dynamic response speed, robustness,
and steady-state characteristics of the system.

(3) The proposed method improved the transient and steady-state characteristics of
the system, with good anti-interference ability under several working conditions with high
incidence rates. This can provide insights into innovative solutions for the application of
FMSSs in smart distribution networks and new power systems.

Although this study implemented the AQST-SMC algorithm in the UdcQ and PQ oper-
ating modes with the corresponding validation analyses, the dynamic process of switching
between different operating modes has not yet been considered. In the future, the different
operating conditions of FMSSs should be investigated from the perspective of mode switch-
ing. In addition, the proposed AQST-SMC should be applied to the virtual synchronous
control of new grid-type energy sources to improve its robustness and response speed.
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Appendix A

For the actual situation of the system, the constant-value disturbance can be a special
case of the time-varying disturbance [31]. Simultaneously, the adaptive term evolved from
the proportional term, ks; thus, the quadratic-like Lyapunov function was used to perform
the STA stability proofs in terms of the time-varying perturbation.

First, (17) was replaced using the following variables:⎧⎪⎪⎨⎪⎪⎩
x1 = s
.
x1 = u = −α|x1|1/2sd(x1)− kx1 + x2
x2 = ω
.
x2 = −βsd(x1) +

.
ϕ

. (A1)

The following class of quadratic Lyapunov functions [32] was selected:

V(x1, x2) = ζTPζ, (A2)
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where ζT =
[
ζ1 ζ2

]
=
[
|x1|1/2sd(x1

)
x2

]
; real symmetric positive definite matrices P

and ζ satisfy the following:

P =

⎡⎣4β +
(

α + k|x1|1/2
)2 −

(
α + k|x1|1/2

)
−
(

α + k|x1|1/2
)

2

⎤⎦, (A3)

.
ζ =

[
1
2 |x1|−

1
2
(
−α|x1|

1
2 sd(x1)− kx1 + x2

)
−βsd(x1) +

.
ϕ

]
= 1

2|ζ1| (Aζ + Bφ)

, (A4)

where A =

[
−
(

α + k|x1|1/2
)

1
−2β 0

]
, B =

[
0
1

]
, φ = 2|ζ1| .

ϕ.

According to (17), V(x1, x2) is a radially unbounded continuous positive definite
function, and V(x1, x2) is differentiable to any point except the set {x1 = x2 = 0}, for which
the following derivation was obtained:

.
V(x1, x2) =

.
ζ

T
Pζ + ζTP

.
ζ

= 1
2|ζ1|
[
(Aζ)T + (Bφ)T

]
Pζ + ζTP 1

2|ζ1| (Aζ + Bφ)

= 1
2|ζ1|
[
ζT ATPζ + φTBTPζ + ζTPAζ + ζTPBφ

]
= 1

2|ζ1|

[
ζ
φ

]T[ ATP + PA PB
BTP 0

][
ζ
φ

] . (A5)

φ is a scalar, and an expansion of BTPζ reveals that it is also a scalar; therefore, we
obtain the following:

BTPζ =
(

BTPζ
)T

= ζTPT
(

BT
)T

= ζTPB. (A6)

Taking n = BTPζ = ζTPB and n2 = ζTPBBTPζ, this follows from the inequality
shown below:

(n − φ)2 = n2 − 2nφ + φ2 ≥ 0, ∀n, φ ∈ R. (A7)

Through (A7), the following results:

ζTPBBTPζ ≥ φTBTPζ + ζTPBφ − φ2. (A8)

By (19), the perturbation term was assumed to be Lipschitz continuous 2
∣∣ .
ϕ
∣∣ ≤ δ and

δ > 0.
Combined with φ = 2|ζ1| .

ϕ, this can be obtained by simplifying the following inequal-
ity operation:

δ2ζ2
1 − φ2 ≥ 0. (A9)

At C = [1 0], the following can be obtained:

δ2ζ2
1 = δ2ζTCTCζ. (A10)
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Combining (A5) through (A10), the following conclusions were drawn:

.
V(x1, x2) = 1

2|ζ1|

[
ζ
φ

]T[ ATP + PA PB
BTP 0

][
ζ
φ

]
≤ 1

2|ζ1|

{[
ζ
φ

]T[ ATP + PA PB
BTP 0

][
ζ
φ

]
+ δ2ζ2

1 − φ2

}
≤ 1

2|ζ1| ζ
T[ATP + PA + δ2CTC + PBBTP

]
ζ

= − 1
2|ζ1| ζ

TQζ

. (A11)

Let
[
ATP + PA + δ2CTC + PBBTP

]
= −Q < 0; therefore, according to Equation (A11),

we obtain the following:
.

V(x1, x2) = − 1
2|ζ1| ζ

TQζ < 0. (A12)

Equation (A12) shows that the Lyapunov function of the system satisfies the stability
conditions in the Lyapunov stability theory, which is radially unbounded, and a < b.
However, when a time-varying perturbation exists, it is not guaranteed that a symmetric
positive definite matrix P can be found to satisfy the algebraic equations for any positive
definite matrix, Q. However, the idea of (15) can be used to find the range of values of the
control parameter that ensures the finite time convergence of the system, such that Q is
positive definite.

By solving the calculation for the Q matrix, the following expansion was obtained:

Q = −[ATP + PA + δ2CTC + PBBTP
]

=

⎡⎢⎣ 2
(

α + k|x1|1/2
)3 −

(
α + k|x1|1/2

)2
+ 4β

(
α + k|x1|1/2

)
− δ2 2

(
α + k|x1|1/2

)
− 2
(

α + k|x1|1/2
)2

2
(

α + k|x1|1/2
)
− 2
(

α + k|x1|1/2
)2

2
(

α + k|x1|1/2
)
− 4

⎤⎥⎦ . (A13)

If Q is nonnegative, then
.

V < 0; it can be deduced that a sufficient condition for Q to
be a symmetric positive definite matrix is the following:⎧⎪⎨⎪⎩

α + k|x1|1/2 > 2

β >

(
α+k|x1|1/2

)3
+δ2
(

α+k|x1|1/2
)
−2δ2

4
(

α+k|x1|1/2
)[(

α+k|x1|1/2
)
−2
] . (A14)

Considering that k > 0, and there must be |x1|1/2 ≥ 0 in the FMSS system, (A14) can
be transformed as follows: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

α > 0

β >

(
α+k|x1|1/2

)2

4
(

α+k|x1|1/2
)
−8

k > 0

+
δ2

4α
. (A15)

According to Lyapunov’s stability theorem, the system is stable when the conditions
in (A15) are satisfied, and there is a symmetric positive definite matrix Q in that

.
V < 0.

The traditional first-order SMC used in this paper is the exponential convergence law
and the integral slip mode surface, the expression of which is shown below:⎧⎨⎩

ν1 = Udcref − Udc
s1 = ν1 + c1

∫
ν1dt

.
s = −εsat(s1)− qs1 ε, q > 0

. (A16)

where s1 represents the sliding-mode surface, c1 is the sliding-mode surface control param-
eter, ν1 is the DC voltage error signal of the FMSS system, and ε and q are the exponential
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convergence law control parameters. Saturation function sat(s1) was selected for reducing
the system jitter.
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Abstract: Solar generation systems with battery energy storage have become a research hotspot in
recent years. This paper proposes a grid-forming control for such a system. The inverter control
consists of the inner dq-axis current control, the dq-axis voltage control, the phase-locked loop
(PLL) based frequency control, and the DC voltage control. The proposed control embeds the PLL
into the grid-forming inverter control, offering the advantages of better synchronization and fault
current-limiting capability. With the proposed control, the battery energy storage is able to provide
inertial and primary frequency support during the grid frequency disturbance. Simulation models
are established in PSCAD/EMTDC, and the results during the active power variation and AC voltage
variation, the grid frequency disturbance, grid fault, and mode switch validate the effectiveness of
the proposed control.

Keywords: battery energy storage; frequency control; grid-forming control; inverter control; solar
generation

1. Introduction

The use of fossil energy sources and air pollution issues drive the fast development of
renewable energy. Among all the renewable energy sources, wind power generation and
solar generation are the most attractive ones. In the US, wind generation accounts for 10%
of the total electrical generation while solar generation will take up 5% of the total electrical
generation by the end of 2023. China has set the goal that before 2030 carbon emissions
will reach their peak value and before 2060 carbon neutrality will be achieved. By the first
quarter of 2023, solar generation in China will exceed 228 GW while wind generation in
China will exceed 310 GW. It has been reported that China is now the leader in renewable
energy installation capacity worldwide and holds around 50% of the total wind and solar
capacity.

However, the high penetration of renewable energy sources raises some concerns
about power system stability. For the wind and solar energy sources, they are all connected
to the power grid through power-electronic converters. These converters generally cannot
provide the same inertial or damping as the traditional synchronous generators. In [1,2], the
grid-connected converters for renewable generation sources are classified as grid-following
converters and grid-forming converters.

Among the renewable generation sources in commission, they generally operate on
the grid-following mode [3]. However, with the increased integration of the grid-following
renewable generation sources and the decrease in the grid strength, the converter-driven
oscillation becomes a serious and annoying issue. In [4], a small signal state space model
is established for VSC-HVDC, and eigenvalue results show that the maximum power
generated is significantly affected by the PLL and the system finds it difficult to maintain
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stability when the short circuit ratio is smaller than 1.3. Based on the work in [4], the authors
of [5,6] establish the small signal model for doubly fed induction generator (DFIG)-based
wind turbines and fully rated converter-based wind turbines, finding that the PLL and rotor-
side converter power control has a noticeable effect on the DFIG connected system stability,
while the weak grid, high wind power export, low voltage, and low PLL bandwidth are
the main causes for the stability issues in the latter system. In [7], the harmonic state–space
model considering the PLL under the asymmetrical grid is established and it is observed
that the stability region of the system is reduced during the increase in the impedance
asymmetrical index. In [8,9], an impedance model is built, and a generalized Nyquist plot is
used to determine the system stability. It is observed that the negative resistor characteristic
of qq impedance, which is mainly caused by the PLL, reduces the system stability margin.
In [10], an improved feedforward control method considering PLL dynamics is proposed
to improve the stability of the grid-following converter connected to a weak grid. In [11], a
current error-based compensation control is proposed, where a magnitude compensation
is implemented with a proportional controller whose input is the reactive current, and
an angle compensation is realized with a proportional and integral (PI) controller whose
input is the active current. Both eigenvalues and simulation results show the above control
increases the system stability, especially when the short circuit ratio of the system is small.
In [12], another advanced vector control is proposed for the grid-following converter, where
the error between the active power reference and the measured one is not only the input of
the active power PI controller but also the input of the reactive power PI controller. Such a
control improves the system stability but suffers from the multi-parameter tuning.

An alternative way to increase the system’s small signal stability is to change the
grid-following control to the grid-forming control. In [13,14], a power synchronization
control is proposed using the internal synchronization mechanism in AC systems and tries
to emulate a synchronous machine with the converter and the results show that the control
enables the converter to provide a strong voltage support to the weak grid. In [15,16],
the virtual synchronous generator and droop control-based grid-forming converter are
compared, and the results show the virtual synchronous generator has larger inertia than
the droop control, but when a proper lead–lag component is embedded in the active
power droop control, the same small signal model has been derived with the virtual
synchronous generator model. In [17,18], the sequence impedance model of the virtual
synchronous generator is provided, and the stability analysis of the voltage-controlled
virtual synchronous generator is compared to the current-controlled virtual synchronous
generator. It is concluded that the voltage-controlled virtual synchronous generator is more
similar to the traditional synchronous generator and is more stable under a weak grid
when compared with the current-controlled virtual synchronous generator. In [19,20], the
inertial support and primary frequency support from different types of the grid-forming
converter are compared, and the simplified virtual synchronous compensator shows the
advantage of providing frequency support and damping during the active power change
and frequency variation.

In all, current research focuses on the control and stability analysis of the grid-forming
converters without the PLL, and the synchronization is implemented through the power
control during the power generation mode. But the reality is that the PLL still plays a key
role for the grid-forming converter. The main reasons are as follows: (1) when the offline
renewable generation sources try to connect to the grid, the phase of the grid needs to be
known for smooth connection; (2) when a fault happens, the current limiting control needs
a PLL. Thus, in this paper, a grid-forming control with a reserved PLL is proposed for the
converters for solar generation.

The rest of this paper is organized as follows. Section 2 describes the topology of
the solar generation. Section 3 presents the proposed grid-forming control for the solar
generation converter. Section 4 presents the simulation under the power and voltage
variation, during the grid frequency change, AC fault, and the mode switch from the
grid-connected mode to the islanded mode. Finally, Section 5 draws the conclusion.
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2. Topology of the Studied System

Figure 1 shows the studied grid-connected solar generation, which mainly consists of
the following parts: (1) a photovoltaic (PV) array; (2) a front boost converter; (3) a battery
energy storage system (BESS); and (4) an inverter. The PV array transforms the solar
energy to the electricity, the DC power is injected to the front boost converter, the battery is
connected to the DC bus through a bidirectional DC/DC converter, the DC power collected
from both the PV and the BESS is then converted to AC power through the grid-connected
inverter. The AC voltage at the inverter terminal is filtered by the LC circuit and is increased
to a collection level through the transformer.

i

iBESS

UBESS

u

LBESS

L
C u

i

C
C

S

u
i i

RBESS

Figure 1. Topology of the studied system.

3. Proposed Grid-Forming Control for Solar Generation

This section presents the control of the solar generation, mainly includes the control of
the front boost converter, control of the BESS, and the proposed grid-forming control of
the inverter.

3.1. Control of the Front Boost Converter

The dynamics of the capacitor and the inductance of the PV front boost converter can
be expressed as {

Cpv
dupv

dt = ipv − ipvL

Lpv
dipvL

dt = upv − (1 − dpv)udc
(1)

where Cpv and Lpv are the capacitor and inductance value, upv and ipv are the voltage
and current of the PV array, ipvL is the inductance current, udc is the DC voltage of the
grid-connected inverter, and dpv is the duty cycle of the front boost converter. Based on the
dynamics of the capacitor and the inductance of the PV front boost converter, the control
of the front boost converter for the maximum power point tracking (MPPT) is shown in
Figure 2 and can be expressed as

dpv =

(
kpb +

kib
s

)(
u∗

pv − upv

)
(2)

where u∗
pv is the voltage reference for the upv, which is obtained from the MPPT, and kpb

and kib are the proportional and integral parameters of the controller.
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Figure 2. Control of the front boost converter.

3.2. Control of the BESS

For the BESS, the control structure consists of the two layers, as shown in Figure 3. The
upper-level control takes the Deblock signal, state of charge (SOC), and discharge/charge
mode as the input and outputs the signal Enboost, Enbuck, and PrefBESS. Figure 4 shows
the flow chart of the control logic. “Enboost” works under the following conditions: (1) The
Deblock signal is equal to 1, which indicates the DC/DC converter is not blocked. (2) The
SOC is larger than 5%, which indicates the battery has enough stored energy to support
the AC grid. (3) The discharge signal is equal to 1, which indicates the power needs to be
transmitted from the battery to the grid and the DC/DC converter should operate on the
boost control mode. On the other hand, “Enbuck” works under the following conditions:
(1) The Deblock signal is equal to 1, which indicates the DC/DC converter is not blocked.
(2) The SOC is less than 100%, which indicates the battery has the capacity to absorb
the energy. (3) The charge signal is equal to 1, which indicates the power needs to be
transmitted from the grid or solar generation to the battery and the DC/DC converter
should operate on the buck control mode.
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Figure 3. Control of the BESS.
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Figure 4. Flow chart of the control logic.

The dynamic of the resistor and the inductance can be expressed as

LBESS
diBESS

dt
= uBESS − ut + RBESSiBESS (3)

where LBESS and RBESS are the inductance and resistance of the BESS, uBESS is the voltage of
the battery, and iBESS is the output current of the battery. The control for the bidirectional
DC/DC converter in the BESS is expressed as{

uref1 = (PBref − PBESS)(kpdc1 +
kidc1

s ) Boost/discharging mode
uref2 = (PBref + PBESS)(kpdc2 +

kidc2
s ) Buck/charging mode

(4)

where PBESS is the active power of the BESS, PBref is the active power reference of the BESS,
kpdc1 and kidc1 are the proportional and integral parameters for the power control in the
boost/discharging mode, kpdc2 and kidc2 are the proportional and integral parameters for
the power control in the buck/charging mode, and uref1 and uref2 are the voltage references
for the pulse modulation width (PMW) in the two different modes, respectively.

When the grid frequency changes, in order to support the system inertia and primary
frequency, the BESS active power reference PBref is determined by the upper-level control as

PBref = H
d f
dt

+ D( f − f0) + P0 (5)

where H is the inertial time constant, D is the parameter coefficient for the primary fre-
quency support, f is the grid frequency, f 0 is the nominal frequency, and P0 is the active
power feedforward term.

3.3. Grid-Forming Control of the Inverter

The inverter control mainly consists of the inner current control, inner voltage control,
PLL-based frequency control and the DC voltage control, as shown in Figure 5.
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Figure 5. Proposed grid-forming control of the inverter.

For the grid-connected inverter, the dynamic of the inductance in the dq frame is
expressed as {

Lf
diwd

dt = ucd − ufd + ωLfiwq − Rfiwd

Lf
diwq

dt = ucq − ufq − ωLfiwd − Rfiwq
(6)

where Lf and Rf are the inductance and resistance of the grid-connected converter, ucd and
ucq are the dq-axis voltage at the inverter terminal, ufd and ufq are the dq-axis voltage at the
inverter filter, iwd and iwq are the dq-axis converter current, and ω is grid angular frequency.

Thus, the inner current control is designed as{
u∗

cd = (kpi +
kii
s )
(
i∗wd − iwd

)− ωLciwq + ufd

u∗
cq = (kpi +

kii
s )
(

i∗wq − iwq

)
+ ωLciwd + ufq

(7)

where ucd
* and ucq

* are the dq-axis inverter voltage references, iwd
* and iwq

* are the active
and reactive current references, iwd and iwq are the dq-axis inverter current, kpi and kii are
the parameters of the inner current control.

On the other hand, when the inverter behaves like an AC voltage, the active power
and the reactive power Pinv and Qinv can be expressed as{

Pinv = UfE sin(θf−θe)
Xac

Qinv = (Uf−E cos(θf−θe))Uf
Xac

(8)

where Uf is the RMS value of the line-to-line voltage of the inverter, E is the RMS value
of the line-to-line voltage of the grid, θf and θf are the phase angles of the voltages at the
inverter filter and the AC grid, respectively, and Xac is the inductance between the inverter
and the grid.

Considering that the relationship between the active power and reactive power and
the dq-axis inverter current is{

Pinv = 1.5ufdiwd + 1.5ufqiwq
Qinv = −1.5ufdiwq + 1.5ufqiwd

(9)

and the θf is mainly determined by the ufq, as shown in Figure 6, the d-axis current can
be used to adjust the ufq, while the q-axis current can be used to adjust the ufd, thus the
voltage control of the inverter is designed as{

i∗wd = (kpv1 +
kiv1

s )
(

u∗
fq − ufq

)
i∗wq = (kpv2 +

kiv2
s )
(
u∗

fd − ufd
) (10)
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where ufd
* and ufq

* are the dq-axis inverter voltage references, kpv1 and kiv1 are the pa-
rameters of the q-axis voltage control parameters, and kpv2 and kiv2 are the parameters
of the d-axis voltage control parameters. Generally, the values of kpv1, kiv1, kpv2, and kiv2
are chosen to ensure that the bandwidth of the voltage control loop is smaller than that
of the current control loop for the sake of better system stability. In this paper, the inner
current control bandwidth is designed as 300 Hz, which is smaller than f s/10, where f s is
the sampling frequency of the inverter and the voltage control bandwidth is designed as
one forth of the inner current control bandwidth.

q

  dv

v

E

v

Figure 6. Voltage vector of the inverter and grid.

For the PLL-based frequency control, it is designed as

u∗
fq = kf( f ∗ − f ) (11)

where f * is the frequency reference, kf is the proportional parameter for the frequency
control. The frequency f obtained from the PLL is expressed as{

ωpll = kppufq +
kip
s ufq

f =
ωpll
2π

(12)

where kpp and kip are the parameters of the PLL and ωpll is the frequency of the PLL. When
the inverter frequency reference is larger than the measured one, the ufq

* is larger than 0.
With the combined action of the ufq control loop and the PLL, the frequency and the phase
angle will be increased. Thus, more active power can be exported. In contrast, when the
inverter frequency reference is less than the measured one, the ufq

* is smaller than 0. With
the combined action of the ufq control loop and the PLL, the frequency and the phase angle
will be decreased. Thus, less active power will be exported.

For the inverter DC capacitor, the dynamic can be expressed as

Cdc
dudc

dt
= idcT − idc (13)

where Cdc is the DC capacitor value of the inverter, idcT is the DC current from the PV and
BESS, and idc is the DC current of the inverter. As seen, the DC voltage is highly related to
the DC current, which is related to the active power. Considering the connection between
the frequency and the active power, the DC voltage control for the inverter is expressed as

f ∗ =
(

kpdc + kidc
1
s

)
(u∗

dc − udc) + f0 (14)

where u∗
dc is the inverter DC voltage reference and kpdc and kidc are the parameters of the

DC voltage control.
When a fault happens, the inverter switches from the grid-forming mode to the

current-limiting mode automatically. The dq-axis current references of the inverter are
based on the look-up table. The surplus power is absorbed by the BESS and when the
DC voltage of the inverter is higher than the threshold value, the chopper inside the
inverter will be triggered and the power will also be consumed partly by the resistor in
the chopper. When the studied system is disconnected with the AC grid, the inverter is
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able to work on the islanded mode, as the control provides the frequency and AC voltage
establishment capability.

Compared with the existing grid-forming control without the PLL, the proposed
control strategy reserves the PLL. The main advantages of the proposed control are (1) when
the offline renewable generation sources try to connect to the grid, the phase of the grid
can be easily obtained for smooth connection and (2) when a fault happens, the current
limiting control can be achieved smoothly through the automatically switching from the
grid-forming control to the inner current control loop combined with PLL.

4. Simulation Result

In order to validate the effectiveness of the proposed control, a simulation model is
established in PSCAD/EMTDC, as shown in Figure 7. The solar generation is modelled as
aggregated model, which is rated at 300 MW. The battery energy storage (BES) is connected
to the DC side of the solar generation through a buck/boost converter. The DC voltage of
the battery is at 0.5 kV and the inverter DC voltage is at 1.25 kV. The rated capacity of the
BES is 16.7 (kA·h). The other detailed parameters are presented in Table 1.

Figure 7. Simulation model in PSCAD/EMTDC of the studied system.

Table 1. Parameters of the system.

Parameters Values

BESS

DC voltage 0.5 kV
Rated Capacity 16.7 (kA·h)
Resistive Drop 0.001 pu

Voltage at Exponential Point 1.03 pu

Inductance and capacitor in DC/DC
0.2 μH
3000 mF
0.5 μH

Inverter

Rating 300 MVA
DC voltage 1.25 kV
AC voltage 0.69 kV

DC capacitor 30,000 mF
Transformer ratio 0.69/33 kV

Transformer inductance and resistor 0.08, 0.002 pu
Converter reactance and resistor 0.15 pu, 0.0015 pu

Filter capacitor and resistor 0.10 pu, 0.001 pu

4.1. Performance Evaluation of the Grid-Forming Control during Power Variation and AC
Voltage Variation

The performance of the grid-forming control is evaluated during the solar power
generation variation and AC voltage variation. The timeline of the simulation is presented
in Table 2.
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Table 2. Sequence of simulation.

Time Events

0–3 s Solar power generation at 0.1 pu, BES operation off
3–3.5 s Solar power generation increases from 0.1 pu to 1 pu

4.5–4.6 s Solar power generation decreases from 1 pu to 0.2 pu
6–6.2 s Inverter AC voltage decreases from 1 pu to 0.98 pu
8–8.2 s Inverter AC voltage increases from 0.98 pu to 1.02 pu

Figure 8 shows the results of the system during such variations. As can be seen from
Figure 8a, the solar power is initially generated at 30 MW before 3 s, and from 3 s to 3.5 s,
the power is increased from 30 MW to 300 MW. During the active power increase, the
inverter DC voltage and AC voltage can both be maintained at 1 pu, as shown in Figure 8c,d.
The reactive power from the inverter sees a small increase during the power variation
and is maintained at 8 MVar after 3.5 s. The magnitude of the AC current is increased
from 0.035 MA to 0.35 MA, as presented in Figure 8e,f, which shows the DC current of the
inverter, and the DC current is increased from 0.024 MA to 0.24 MA during 3 s to 3.5 s.

From 4.5 s to 4.6 s, the active power generation is decreased from 300 MW to 60 MW,
as can be seen in Figure 8a. The DC current of the inverter is correspondingly decreased
from 0.24 MA to 0.048 MA, as can be seen in Figure 8f. Figure 8c,d shows the DC voltage
and AC voltage can be maintained at 1 pu after such an active power variation, although a
small voltage oscillation is observed during the active power variation. Figure 8b shows
the inverter reactive power. As can be seen, the reactive power is decreased from 8 MVAr
to 0 MVAr from 4.5 s to 4.6 s. The magnitude of the inverter AC current decreases from
0.24 MA to 0.07 MA, as seen in Figure 8e.

From 6 s to 6.2 s, the inverter AC voltage reference decreases from 1 pu to 0.98 pu. As
seen in Figure 8d, the measured AC voltage follows the reference and reaches 0.98 pu at
6.6 s. The measured AC voltage follows the reference decrease and shows the over-damped
dynamic, indicating the strong stability of the voltage control. With the voltage variation,
the inverter reactive power is decreased from 0 MVar to —100 MVar, as shown in Figure 8b.
The inverter AC current magnitude is increased from 0.07 MA to 0.145 MA, as shown in
Figure 8e. From 8 s to 8.2 s. the inverter AC voltage reference is increased from 0.98 pu to
1.02 pu, and the measured AC voltage follows the reference increase and is controlled at
1.02 pu after 8.5 s, as presented in Figure 8d. The inverter reactive power is increased from
−100 MVAr to 105 MVAr, as shown in Figure 8b. The results are matched by the fact that
when the AC voltage magnitude is increased, the inverter will output more reactive power.
During the AC voltage variation, the AC current sees the initial decrease and then increase,
as presented in Figure 8e. Such a performance is caused by the change in the absolute value
of the reactive power. Figure 8a,c,f shows the performance of the inverter’s active power,
DC voltage, and DC current, respectively. As can be seen, all these variables experience
little change during the inverter AC voltage variation.
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Figure 8. Simulation results during power variation and AC voltage variation: (a) inverter active
power; (b) inverter reactive power; (c) inverter DC voltage; (d) inverter AC voltage (RMS); (e) inverter
instantaneous AC current; (f) inverter DC current.

4.2. Performance Evaluation of BESS during the Grid Frequency Change

The performance of the BESS is evaluated during the grid frequency change and
the corresponding results are presented in Figure 9. It is worth mentioning that the time
sequence of this part is different from that of Section 4.1, so the simulation time in Figure 9
can be different from Figure 8.

From 2 s to 3 s, the grid frequency is decreased from 60 Hz to 59.6 Hz, as shown in
Figure 9a. Due to the inertial and frequency support capability of the BESS, the inertia time
constant of the system is 10 s and the primary frequency coefficient is 50 MW/Hz, and the
active power from the BESS is increased from 0 MW to 20 MW, as presented in Figure 9b.
Figure 9c,d shows the voltage of the BESS and the current of the BESS, respectively. As
can be seen, the voltage is decreased from 556.8 V to 551 V and the current of the BESS is
increased from 0 kA to 39 kA. Due to the discharging of the BESS, the SOC of the battery
is decreased from the initial value of 94.98% at 2 s to 96.96% at 3 s, as shown in Figure 9e.
With the power support from the BESS, the active power of the inverter is increased from
the initial value of 150 MW to 170 MW, as shown in Figure 9f. It should be noted the initial

33



Energies 2024, 17, 3642

power of 150 MW before 3 s is exported by solar generation. During the power increase
from the BESS, the inverter DC voltage is increased from 1.25 kV to 1.272 kV, as shown in
Figure 9g. Figure 9h shows the AC voltage of the inverter. As can be seen, the AC voltage
is maintained at a constant value.

 

 

P B
E

S
V B

E
SS

I B
E

SS
P

V
f

t

V

t

Figure 9. Simulation results of BESS during the grid frequency change: (a) grid frequency; (b) battery
power; (c) battery voltage; (d) battery current; (e) state of charge; (f) inverter active power; (g) inverter
DC voltage; (h) inverter AC voltage.

After 3 s, the grid frequency is constant at 59.6 Hz, as shown in Figure 9a. At this stage,
the BESS keeps providing the active power for the primary frequency regulation and the
exported active power is at 20 MW, as presented in Figure 9b–d, which demonstrates the
voltage of the BESS and the current of the BESS, respectively. As can be seen, the voltage
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and the current are maintained at a constant value of 551 V and 39 kA. The SOC of the
battery keeps decreasing and is at 94.84% at 5 s, as shown in Figure 9e–h, which shows that
the inverter active power, DC voltage, and AC voltage can all operate stably after 3 s, at
170 MW, 1.25 kV, and 1 pu, respectively.

4.3. Performance Evaluation of System during the Grid Fault

The performance of the system during the grid fault is assessed and the results are
presented in Figure 10. Before 3 s, the system operates at rated values with the active
power at 300 MW, while the reactive power from the inverter is around 0 MVAr, as shown
in Figure 10d,e. At 3 s, a three-phase fault happens and the voltage of the converter is
decreased to 0.13 pu, as shown in Figure 10a,b, which shows the grid side instantaneous
voltage, the magnitude of the voltage decreases from 27 kV to 3.4 kV, and the voltage
is dominated by the fundamental frequency component. After the severe AC fault, the
converter operates on the current-limiting control mode, and the converter AC current
magnitude is controlled at 0.59 MA, as shown in Figure 10c. After 200 ms, the fault is
cleared. As can be seen in Figure 10a,b, the voltage recovers to 1 pu. The inverter is no
longer working on the current-limiting mode and recovers to transmit the active power. As
seen in Figure 10d, the active power generation is quickly restored after the fault clearance.
Figure 10e shows the reactive power recovery performance, which can also be restored to
0 MVAr, although its recovery speed is slower than the active power generation.

Figure 10. Simulation results of the system during the grid fault: (a) grid PCC voltage (RMS); (b) grid
PCC instantaneous voltage; (c) inverter current; (d) inverter active power; (e) inverter reactive power.
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4.4. Performance of System during the Transition from the Grid-Connected Mode to Islanded Mode

The performance of the system during the transition from the grid-connected mode
to the islanded mode is evaluated and the results are presented in Figure 11. Before 3 s,
the system works on the rated value, with the AC voltage at 1 pu, frequency at 60 Hz,
DC voltage at 1.25 kV, active power at 300 MW, and reactive power at 3 MVar, as shown
in Figure 11a–e. At 3 s, the inverter is disconnected from the grid. As can be seen in
Figure 11a,b, the voltage and frequency experience some oscillation after the operation
mode switch but can stabilize after 0.8 s. Figure 11e shows the reactive power output from
the inverter. As seen, before and after the mode switch, the reactive power is decreased
from 3.3 MVAr to 2 MVAr. Figure 11f shows the inverter current. As can be seen, the
current is not disturbed by the mode switch.

V

t

V
f

Figure 11. Simulation results during the transition from the grid-connected mode to islanded mode:
(a) inverter AC voltage; (b) inverter frequency; (c) inverter DC voltage; (d) inverter active power;
(e) inverter reactive power; (f) inverter AC instantaneous current.
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4.5. Performance of System during Phase Jump and Grid Impedance Variation

The performance of the system during phase jump is evaluated and the results are
presented in Figure 12. At 3 s, the phase of the grid experiences a sudden jump, with a
relatively large variation value at 30◦, as seen in Figure 12a. The active power and reactive
power of the inverter drift away from the initial steady-state value after such a disturbance
but can stabilize after 0.1 s, as shown in Figure 12b–e, which shows the DC voltage and AC
voltage, respectively. As presented, the DC voltage decreases after the AC grid phase jump
while the inverter AC voltage sees a small oscillation, but both can become stable again
after the disturbance. Figure 12f shows the inverter AC instantaneous current. Due to the
disturbance, the three-phase current sees some harmonic components in the first place but
is able to become symmetrical quickly after 40 ms.
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P
Q

V
V

Figure 12. Simulation results during phase jump: (a) grid instantaneous AC voltage; (b) inverter
active power; (c) inverter reactive power; (d) inverter DC voltage; (e) inverter AC voltage; (f) inverter
AC instantaneous current.

The performance of the system during grid impedance variation is presented in
Figure 13. At 3 s, the grid impedance is increased from 0.2 pu (SCR = 5) to 0.33 pu
(SCR = 3), and at 4 s, the grid impedance is further increased to 0.5 pu (SCR = 2). As can be
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seen in Figure 13a,b, the proposed control has the capability to control the inverter active
power and inverter AC voltage during different grid impedances.

P
V

Figure 13. Simulation results during grid impedance ratio variation: (a) inverter active power;
(b) inverter AC voltage.

5. Conclusions

This paper proposes a grid-forming control for solar generation systems with battery
energy storage. The inverter control consists of the inner current control, voltage control,
the PLL-based frequency control, and the DC voltage control. With the proposed control,
the battery energy storage is able to provide inertial and primary frequency support during
the grid frequency disturbance. Simulation models are established in PSCAD/EMTDC,
and the results during the active power variation and AC variation, the grid frequency
disturbance, grid fault, and mode switch validate the effectiveness of the proposed control.
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Abstract: Traditional proportional–integral–derivative (PID) controllers are often utilized
in industrial control applications due to their simplicity and ease of implementation. This
study presents a novel control strategy that integrates the Groupers and Moray Eels
Optimization (GMEO) algorithm with a Dual-Stream Multi-Dependency Graph Neural
Network (DMGNN) to optimize PID controller parameters. The approach addresses key
challenges such as system nonlinearity, dynamic adaptation to fluctuating conditions, and
maintaining robust performance. In the proposed framework, the GMEO technique is
employed to optimize the PID gain values, while the DMGNN model forecasts system
behavior and enables localized adjustments to the PID parameters based on feedback.
This dynamic tuning mechanism enables the controller to adapt effectively to changes in
input voltage and load variations, thereby enhancing system accuracy, responsiveness,
and overall performance. The proposed strategy is assessed and contrasted with existing
strategies on the MATLAB platform. The proposed system achieves a significantly reduced
settling time of 100 ms, ensuring rapid response and stability under varying load conditions.
Additionally, it minimizes overshoot to 1.5% and reduces the steady-state error to just
0.005 V, demonstrating superior accuracy and efficiency compared to existing methods.
These improvements demonstrate the system’s ability to deliver optimal performance
while effectively adapting to dynamic environments, showcasing its superiority over
existing techniques.

Keywords: buck-boost converters; proportional integral derivative; Schottky diode; error
signal; control signal; steady-state error; tuning methods

1. Introduction

The simplicity, convenience of use, and typically satisfactory performance of
proportional–integral–derivative (PID) controllers make them popular in industrial appli-
cations [1]. These controllers are often employed in power electronic systems, like DC–DC
converters and inverters, for voltage, current, and power regulation [2]. DC–DC converters
are especially important in modern energy systems due to their role in efficiently man-
aging and converting power from renewable sources like solar panels and batteries [3].
They enable voltage regulation and energy transfer across different subsystems, improving
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overall energy efficiency and system reliability [4]. These converters are integral in electric
vehicles, smart grids, and portable electronic devices, where consistent and adaptive power
delivery is critical. Their capacity to provide controlled voltage levels makes them essential
for integrating intermittent and variable energy sources into stable usable outputs [5]. The
traditional PID tuning methods like Ziegler–Nichols and Cohen–Koon often yield subopti-
mal results in these nonlinear systems, as they are designed for linear or time-invariant
conditions [6]. Consequently, conventional PID controllers, which are typically tuned for
steady-state performance [7], may fail to provide an adequate transient response or stability
in applications where load or input voltage fluctuates [8]. Moreover, in the presence of
high-frequency switching noise, which is characteristic of buck-boost converters, improper
PID tuning can lead to performance degradation such as overshooting or instability [9].
The control process can become more complicated when the system is subjected to fluc-
tuating load conditions, making it crucial to adjust PID parameters to maintain optimal
performance [10]. Recent advancements have focused on adaptive PID control strategies,
which dynamically adjust the controller parameters to handle the system’s nonlineari-
ties and improve its robustness [11]. One approach is using optimization techniques like
particle swarm optimization or genetic algorithms, which fine-tune PID parameters to
achieve better performance in nonlinear and time-varying environments [12]. An addi-
tional promising strategy involves incorporating artificial intelligence or machine learning
models to dynamically adjust PID gains, enhancing the controller’s adaptability [13]. De-
spite these advancements, traditional PID control still faces limitations in achieving optimal
performance under highly dynamic and nonlinear conditions [14].

In buck-boost converters, the PID controller must maintain a delicate balance between
stability, transient response, and steady-state accuracy, which is often challenging due to the
varying dynamics of the system [15]. A key challenge lies in selecting PID gains that remain
effective across a variety of operational circumstances, including different load levels and
input voltages [16]. In order to improve the performance of PID controllers in buck-boost
converters, current research is still investigating hybrid and adaptive control techniques [17].
The importance of continuous adjustment and fine-tuning of PID parameters becomes
evident as the converter’s dynamic response must be matched with external changes,
requiring constant optimization [18]. High-frequency noise from the switching operation
of the converter can further complicate the controller’s performance, leading to higher
overshoot and instability unless properly addressed [19]. Therefore, more sophisticated
approaches that integrate global optimization and adaptive feedback mechanisms are
crucial for improving the overall stability and efficiency of PID-controlled buck-boost
converters under dynamic conditions [20].

In the literature, various research works are available based on PID controller optimiza-
tion, adaptive control strategies, and performance enhancement in buck-boost converters
using various techniques and aspects. A few of these works are reviewed as follows.

1.1. Optimization Techniques

S Sangeetha et al. [21] suggested a hybrid technique for fractional-order propor-
tional integral derivative (FOPID) controller performance analysis of buck converters. The
Capuchin Search Algorithm (CapSA) and the Golden Jackal Optimization (GJO) were
integrated into this hybrid technique. The Capuchin Search Algorithm was used to im-
prove the Golden Jackal Optimization’s update behavior, resulting in the enhanced GJO
(IGJO) approach. Because power converters were nonlinear, they were difficult to regu-
late, and there was a constant quest for efficient and effective controllers. Recently, it has
been demonstrated that fractional-order controllers are more efficient in power electronic
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systems. The best design for a fractional-order PID controller for the buck converter was
found using the IGJO approach.

P Warrier et al. [22] presented a complex-order PI controller for DC–DC buck and
boost converter control that combines a complex-order integrator. Four parameters in the
intricate PID controller require adjustment. The Metaheuristic Cohort Intelligence method
was used to optimize the design of the complex-order PI controller. The outcomes were
contrasted with those of a PID controller of fractional order. The results showed that the
complex PI controller provided a better response than the FOPID controller and was more
robust to parameter changes.

N F Nanyan et al. [23] presented an improved Sine Cosine Algorithm (ISCA) for the
optimization of a DC–DC buck converter using a PID controller. Through two distinct im-
provements, the limitations of the traditional Sine Cosine Algorithm (SCA) were addressed,
resulting in a synergistic usage of nonlinear equations in the instrumental mechanism to
revise the average location. To address the problem of local optima, the initial revision
included an instrumental function to update the average location. The second change
applied a nonlinear equation to the algorithm’s reducing position-updating mechanism,
coordinating the traditional SCA’s disproportional exploration and exploitation phases.

L.K. Fong et al. [24] proposed the Archimedes Optimization Algorithm (AOA) as
a metaheuristic method for optimizing a PID controller in a closed-loop DC–DC buck
converter. The primary duty of the converter was to control output voltage, ensuring
stability in the face of input voltage variations and load variations. The performance of
the converter heavily depends on the PID controller’s gain settings, which need to be
optimized for robust operation. AOA helps identify the optimal integral, proportional,
and derivative gains, improving the controller’s ability to minimize voltage errors, reduce
overshoot, and enhance response time across varying load conditions. However, AOA may
require significant computational resources for complex systems.

1.2. Controller Structure

S M Ghamari et al. [25] designed a Lyapunov-based model reference PID controller
for a DC/DC buck converter using their approach. For more dependable functioning, the
parameters must be returned, and the PID approach is unsuitable for real-world applica-
tions due to a variety of disruptions. To solve this, the PID approach used an adaptive
mechanism based on the Lyapunov definition, which improved the stability of the system
and resilience to a range of shocks. The system was also handled as a “black-box”, which
removes the requirement for precise mathematical modeling and eases installation and
computing load. As a contemporary adaptive algorithm, the Lyapunov notion may provide
optimum solutions more quickly while maintaining dependable stability and accuracy.

P. Sharma et al. [26] suggested an optimized FOPID controller, designed to generate
optimal switching signals for the converter based on input voltage. The controller’s
performance was evaluated for both buck and boost modes of operation. It was verified that
zero voltage switching (ZVS) and zero current switching (ZCS) are achieved under boost
mode, enhancing efficiency and reducing switching losses. However, the implementation of
the FOPID controller can be complex and requires high computational resources, especially
in systems with varying load conditions.

D M Acevedo et al. [27] have presented an adaptive speed control strategy for DC
motors using a DC/DC converter (in buck and boost modes) based on the inverse opti-
mal control (IOC) method. Their method ensures stability and optimal performance of
nonlinear systems through Lyapunov theory, minimizing a specified cost function. An
integral action enhances performance, ensuring asymptotic stability without affecting
convergence properties. The strategy was implemented on buck and boost converter/DC

42



Energies 2025, 18, 2034

motor systems. However, the IOC approach can be computationally intensive and may not
be ideal for systems with rapidly changing dynamics. Table 1 displays the summary of the
research work.

Table 1. The summary of research work.

Authors Methodology Advantages Limitations

S Sangeetha et al. [21]
Improved Golden Jackal
Optimization (IGJO) for

PID control

Efficient in power
electronic systems,

improved
fractional-order control

Nonlinear nature of power
converters, complexity in

controller tuning

P Warrier et al. [22] Cohort Intelligence
Algorithm for PID control

More robust to
parameter variations

Higher parameter
complexity, challenging for
practical implementation

N F Nanyan et al. [23]
Improved Sine Cosine
Algorithm (ISCA) for

PID control

Better local optima
handling, enhanced

PID tuning

Limited to specific types of
systems, less efficient for
highly nonlinear systems

L.K. Fong et al. [24] Genetic Algorithm-based
PID control

Effective for optimizing
PID parameters in
complex systems

Requires significant
computational effort

and time

S M Ghamari et al. [25] Lyapunov-based model
reference PID control

Improved stability,
robustness

under disturbances

May not work efficiently
for rapid dynamic changes

P. Sharma et al. [26] Firefly Algorithm for
PID control

Global optimization,
effective for

nonlinear systems.

Require fine-tuning
of parameters

D M Acevedo et al. [27] Ant Colony Optimization
for PID control

Effective in finding optimal
PID gains, suitable for

complex systems

High computational cost,
sensitivity to

initialization parameters

The generic review of recent research highlights various optimization techniques
designed to enhance the control systems’ performance, particularly in buck-boost convert-
ers, by optimizing PID controllers for better stability, efficiency, and dynamic adaptation
under varying load conditions. The existing techniques include Improved Golden Jackal
Optimization (IGJO) optimized PID, Improved Sine Cosine Algorithm (ISCA) optimized
PID, Cohort Intelligence Algorithm (CTA) optimized PID, and Lyapunov-based adaptive
PID (L-Based Adaptive PID). The IGJO-Optimized PID suffers from slow convergence,
high overshoot, higher steady-state error, and sensitivity to initial conditions, making it
less suitable for precision-critical applications. It also struggles to maintain stability in
systems with significant variations in load or input, reducing its reliability in dynamic
environments. The ISCA-Optimized PID faces challenges with response speed and preci-
sion, and its optimization process can be computationally expensive, limiting scalability for
larger or more complex systems. Additionally, it may not handle nonlinearities effectively.
The CTA-Optimized PID has limited adaptation to highly dynamic conditions, resulting
in slower adjustments in unpredictable systems, and reduced robustness under external
disturbances, leading to performance degradation. The L-Based Adaptive PID relies on
Lyapunov functions, limiting its application to specific system types. It also exhibits slower
adaptation in dynamic environments, higher computational complexity, and reduced effec-
tiveness in nonlinear systems, making it less practical for fast-changing or highly nonlinear
applications. Very few approach-based studies are offered in the literature to deal with this
problem; these issues and disadvantages served as the impetus for this study work.
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The proposed GMEO-DMGNN method was chosen due to its unique ability to ad-
dress the complex optimization challenges in PID controllers for buck-boost converters.
This combination overcomes existing drawbacks by offering better adaptability, faster
convergence, and enhanced stability compared to conventional methods. Advantages
include improved stability, reduced overshoot, minimized steady-state error, and faster
settling times under varying loads. The novelty lies in integrating the GMEO with the
DMGNN model for fine-tuning PID parameters, ensuring superior performance. The
method works by leveraging GMEO for global search and DMGNN for localized fine-
tuning of PID parameters, enhancing efficiency in dynamic systems. Compared to existing
techniques, the GMEO-DMGNN method ensures better adaptability, responsiveness, and
optimal performance in buck-boost converters under changing conditions, making it a
more robust and efficient solution.

The following are the paper’s primary contributions:

• This work uses GMEO and DMGNN to create an adaptive tuning mechanism for
PID-controlled buck-boost converters, evaluated across dynamic loads, disturbances,
and diverse signal profile;

• The proposed system utilizes a standard PID controller designed specifically for buck-
boost converters, with enhancements that focus on optimizing its parameters for
improved performance. The proposed method effectively addresses the nonlinear
behavior and feedback noise commonly present in buck-boost converters;

• Through the integration of GMEO and DMGNN, the control system achieves a notable
reduction in settling time of 100 ms, delivering an efficient response even under rapidly
shifting operational conditions;

• The proposed method effectively stabilizes the nonlinear voltage gain characteristics of
the buck-boost converter, which vary with the duty cycle, ensuring consistent output
regulation across a wide range of input conditions and operating modes.

The remainder of the document is structured as follows: Section 2 clarifies the configu-
ration for Optimizing PID Controllers in buck-boost Converters. Section 3 discusses the
Simulation Configurations and Setup. Section 4 discusses the proposed GMEO-DMGNN.
The results and discussion are clarified in Section 5, and Section 6 contains the conclusions.

2. Configuration for Optimizing PID Controllers in Buck-Boost Converters

Figure 1 illustrates the block diagram for optimizing PID controllers in buck-boost
converters. It shows that the reference voltage is compared with the output voltage through
a feedback loop to regulate the system. Subtracting from Vre f creates the error signal, which
is then sent to the PID controller. Based on the error signal, the PID controller modifies the
control signal u(t), which is then used to regulate the buck-boost converter’s output voltage
Vout. The PID controller’s performance is improved by optimizing the PID parameters
through the integration of the proposed GMEO-DMGNN technique. The error signal and
the control signal are dynamically adjusted through the GMEO-DMGNN method, which
fine-tunes the PID parameters for optimal performance under varying load conditions.
The system’s stability and efficiency are increased by the integration of GMEO-DMGNN,
which makes sure that the output voltage is kept at the intended set point while adjusting
to dynamic changes. The GMEO-DMGNN method works by continually fine-tuning the
PID parameters, allowing the system to adapt to these changing conditions. As a result,
the system is able to maintain a steady output voltage (Vout) that is as close as possible
to the reference voltage (Vre f ), while also improving the entire stability, efficiency, and
performance of the converter. Through this method, the proposed system not only ensures
precise voltage regulation but also reduces overshoot, improves settling time, and enhances
system robustness under various operating scenarios.
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Figure 1. Block diagram of optimizing PID controllers in buck-boost converters.

2.1. Modeling of the Buck-Boost Converter

A buck-boost converter is a type of DC–DC converter that integrates the fundamental
principles of both bucks and boost converters in one circuit as shown in Figure 2. The
output voltage of this converter might be more or lower than the input voltage. The
modeling used in this study is adapted from [28].

Figure 2. Buck-boost converter.

The energy balance method may be used to find the optimal value for the load resistor
RL, assuming the converter runs in boost mode with optimal efficiency.

RL =
V2

max
Pmax

(1)

The boost converter’s voltage gain equation while it operates in continuous conduction
mode (CCM) may be used to determine the duty cycle, while the energy balance concept is
used to calculate the load resistor.

D =
Vmax

Vmax + VPmax
(2)

where Vmax, the input voltage, is given, and the duty cycle D is then calculated. The output
voltage is defined in Equation (3)

Vout =
Vin · D
1 − D

(3)
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where Vout is the output voltage. Once the duty cycle has been established, the inductor is
made to restrict the input current ripple ΔIL_Pmax.

L =
VPmax × D

ΔIL_Pmax × f s
(4)

where the current ripple ΔIL_Pmax and the switching frequency f s are established, the
input inductor’s inductance is then calculated. The subsequent equation may be used to
determine the input capacitor, Cin, as follows:

Cin =
ΔIL_Pmax

ΔVin_Pmax × f s
(5)

ΔVin_Pmax is the minimum input voltage. The output capacitor is given in Equation (5)

Cout =
Imax × D

ΔVmax × f s
(6)

ΔVmax is the maximum output voltage. This guarantees a thorough and accurate
depiction of the converter’s operation at different load levels. The transfer function from
the control input (duty ratio D) to the output is expressed as follows:

Gs =
VOS
DS

=
K′

(Ls + R) + (CS + 1)
(7)

where R represents the load resistance, L is inductance, and C represents the capacitance of
the converter.

2.2. PID Controller Design

The standard PID controller is favored for its simplicity and reliability, making it
suitable for a wide range of industrial applications. Compared to more complex controllers
such as sigmoid-PID, FOPID, and Bandwidth-Enhanced Linear Bias Integral Controller
(BELBIC), the standard PID controller offers easier implementation, reduced computational
burden, and greater compatibility with existing systems. While advanced controllers
may provide improved performance in specific scenarios, their complexity and tuning
challenges often limit their practical use.

A feedback control loop is used by a PID controller to make clear linkages between
the system variables, minimize the impact of disturbances, and guide the system toward
the desired state [29]. The error at time t, represented by et, is sent into the controller. The
discrepancy between the measured and reference values is known as this error. The action
applied to the system or plant is represented by the PID controller’s output, at. The integral
gain Ki multiplied by the error’s integral, the proportional gain Kp multiplied by the error
magnitude, and the derivative gain Kd multiplied by the error’s derivative are the three
terms that make up the control signal or actuation. Some of these terms may be set to zero.

u(t) = Kpet + Ki

∫ t

0
etdt + Kd

det

dt
(8)

The control signal u(t), which is the total of the P, I, and D terms, is returned by the
PID controller. In this case, Kp denotes proportional gain, Kd stands for derivative gain,
and Ki denotes integral gain.

The PID controller’s transfer function is described in Equation (9), as follows:

C(s) = Kp +
Ki
s
+ Kds (9)
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C(s) is the transfer function of the PID controller in the Laplace domain.
The frequency response of the PID controller is given in Equation (10)

C(jω) = Kp +
Ki
jω

+ Kd(jω) = Kp − jKi
jω

+ jKd(jω) (10)

C(jω) is the PID controller’s frequency response. ω is the input signal’s angular
frequency in radians per second.

Shortly, the controller can be shown with its gain and phase values, as follows:

C(jω) = |C(jω)|ej<C(jω) (11)

ej<C(jω) iseuler’s formula representation of a phase shift.
The gain value of the PID controller’s frequency response is given in Equation (12)

|C(jω)| =
√

K2
p + (−Ki

ω
+ Kdω)

2
(12)

The phase value of the controller’s frequency response is given in Equation (13)

< C(jω) = arctan

(
−Ki

ω + Kdω

Kp

)
(13)

where arctan is the inverse tangent function that calculates the phase shift. Thus, the
frequency response of the PID controller is obtained. The initial values of the PID parameter
are given in Table 2.

Table 2. The initial values of the PID parameter.

PID Parameter Range

Kp 0.8 to 1.5

Ki 1000 to 3000

Kd 0.0001 to 0.001

3. Simulation Configurations and Setup

The buck-boost converter is developed with suitable properties before incorporating
optimization techniques into a PID controller. The converter can handle the desired input
and output voltages, loads, and switching frequencies, and certain characteristics and factor
values are given in Table 3. An essential part of a buck-boost converter, the inductor (L), is
responsible for both storing and transferring energy.

Table 3. The system specifications.

Parameters Values

Input Voltage Range (Vin) 5 V to 15 V

Output Voltage (Vout) 12 V

Maximum Output Current (Iout) 2 A

Switching Frequency (fs) 100 Khz

Duty Cycle (D) 0.2 to 0.8
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The value of the inductor has significant effects on the converter’s performance and
efficiency. The Equation (14) is used to obtain the inductance value.

L =
�Vin(1 − D)�

fsΔL
(14)

Here, IL indicates the highest output current that can pass through the inductor,
usually set between 20% and 40% of the total allowable ripple current. The assumption
that (for 40% ripple) ΔIL = 0.4IOutL is given Equation (15).

L =
�15V(1 − 0.6)�

100 Khz 0.4 × 2A
≈ 150 μH (15)

The selected value of L is 150 μH. An output capacitor is required to lessen voltage
ripple at the buck-boost converter’s output. This helps stabilize the output by reducing
voltage swings and removing high-frequency switching noise. Using the Equation (16),
the capacitance value is determined based on the permitted ripple voltage, inductor ripple
current, and switching frequency.

Cout =
ΔIL

8 · fsΔout
≈ 1.25 μf (16)

The output voltage remains stable with the correct capacitance, ensuring reliable
converter performance. In a low-side switching setup, a MOSFET (e.g., IRF540N, 100 V,
33 A) handles the maximum input voltage and current. A Schottky diode (1N5822) is
selected for its fast recovery time and high current handling with minimal forward voltage
drop. The LM5118 IC controls Pulse Width Modulation (PWM) switching and feedback.
Resistors set the output and reference voltages and feed back to the control loop. After
initial tuning, the GMEO algorithm combined with the DMGNN model adaptively refines
the PID constants to enhance control efficiency and system performance.

Gs =
VOS
Ds

=
Vin(1 − D)

(L · C · S2) + (R · C · s) + 1
(17)

The initial values for Kp, Ki, and Kd are obtained using the Ziegler–Nichols method
and further fine-tuned through simulation to finalize the PID controller design. To ensure
optimal performance across varying operating conditions, machine learning techniques
using the GMEO-DMGNN framework are employed to dynamically adjust these parame-
ters. The proposed controller continuously updates the gains based on system data, such as
fluctuations in input voltage or load changes, effectively minimizing output voltage errors.

4. Proposed GMEO-DMGNN Method for Enhancing PID Control in
Buck-Boost Converters

This section outlines the integration of a Dual-Stream Multi-Dependency Graph Neural
Network (DMGNN) with the Groupers and Moray Eels (GMEO) for optimizing PID
controller parameters. GMEO is used to optimize PID gains (Kp, Ki and Kd), while the Dual-
Stream Multi-Dependency Graph Neural Network (DMGNN) predicts and locally adjusts
these parameters to enhance performance. GMEO explores large solution spaces, maintains
diversity to avoid local optima, and handles nonlinear systems to improve PID controller
performance by enhancing stability, reducing overshoot, and optimizing response time.
DMGNN further refines optimization by capturing complex dependencies and learning
both global and local patterns, which accelerates convergence and improves performance
in dynamic systems like buck-boost converters. The combination of GMEO’s global search
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with DMGNN’s local adjustments optimizes PID parameters more efficiently, improving
system stability, response time, and adaptability while ensuring faster convergence in
complex dynamic systems. Figure 3 depicts the flowchart of the GMEO-DMGNN approach.

 

Figure 3. Flowchart of GMEO-DMGNN.

4.1. Optimization Using Groupers and Moray Eels (GMEO)

In this section, the GMEO is described [30] and utilized to optimize the controller
parameters of PID gains, such as, Kd, Kp, and Ki. The GMEO algorithm offers a robust
global search mechanism, efficiently optimizing PID parameters to enhance performance
in nonlinear dynamic systems, ensuring improved stability, faster response, and better
adaptability in buck-boost converters. In buck-boost converters, it increases overall system
stability and performance by improving the PID controller’s capacity to adjust to changing
system circumstances, lowering overshoot, settling time, and steady-state error. GMEO was
chosen for its ability to effectively handle the complexities of nonlinear dynamic systems
by offering a balanced global search approach, optimizing PID parameters for improved
control and performance in buck-boost converters.

Step 1: Initialization
Set the input variables to first values. In this instance, the input variables are the PID

parameters, which are specified as Kd, Kp, and Ki.
Step 2: Random Generation
In matrix form, the input variables were generated at random.

q =

⎡⎢⎣k1,1 k1,2 . . . k1,m

k2,1 k2,2 . . . k2,m

k3,1 k3,2 . . . k3,m

⎤⎥⎦ (18)
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where q indicates the random generation, k indicates the system parameters, and m indicates
the count of decision variables.

Step 3: Fitness Function
The fitness was evaluated, which was described by

F = min(J) (19)

J =
∫ T

0
t|et|dt (20)

where J refers to an Integral of Time-Weighted Absolute Error (ITAE), t specifies the time
variable, and et specifies the error signal at time t.

Step 4: Primary Search (PS) Phase
GMEO agents explore the search space for optimal PID controller parameters (Kd, Kp,

and Ki), mimicking the zigzag swimming pattern of groupers hunting prey. This random
exploration ensures thorough coverage of the solution space, aiming to find the optimal
controller gains that minimize performance errors like transient response, steady-state
error, and overshoot.

Xinitial
ij = lowj + rand · (upper j − lowj), i

= 1, 2, 3 . . . N,j = 1, 2, 3, . . . D
(21)

Here, Xinitial
ij specifies the first location of ith search agent of jth dimension, upperj and lowj

specify the search space’s upper and lower bounds, D specifies the overall count of dimensions,
N specifies the number of search agents, and rand specifies a random vector that follows a
uniform distribution, with values ranging from 0 to 1.

Step 5: Pair Association (PA) Phase
In this phase, the best-performing agents (groupers) collaborate with other high-

quality agents (moray eels) to improve search efficiency. This cooperative interaction
enhances the exploration of promising regions in the solution space. By leveraging the
strengths of both agents, the search process becomes more targeted, accelerating conver-
gence toward the optimal PID parameters. The agents dynamically adjust their positions
based on the most promising solutions, ensuring a balance between global exploration and
local refinement for improved accuracy in optimizing the PID controller.

Step 6: Encircling or Extended Search (ES) Phase
Agents refine their search by adaptively adjusting their positions toward promising

regions. This phase enhances local exploration, allowing agents to dynamically focus
on areas with higher potential for optimal PID parameters. The cooperative movement
mimics the coordinated behavior of groupers and moray eels, ensuring a balance between
exploitation and exploration. This adaptive search approach improves the likelihood of
finding the global optimum and helps avoid premature convergence.

cmj = Xgmj +
L

dis
(XEmj − Xgmj) (22)

Here, cmj denotes the coordinates of the mth prey in each dimension, Xgmj specifies
the location of a grouper, XEmj specifies the location of an eel, L specifies the separation
between the prey and the grouper, and dis specifies the distance between the grouper and
the eel.

Step 7: Attacking and Catching Phase
Agents converge on the best solution by intensifying the search around the optimal

PID gains. This phase improves convergence accuracy by gradually reducing the search
radius, ensuring precise identification of the optimal controller parameters. The shrinking
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mechanism enables a finer search around the most promising solution, refining the PID
gains for better system performance. This stage also helps to reduce the steady-state
error and enhances system stability by continuously updating the solution based on the
best-performing agents.

Ri+1 = (1 − μ) ∗ Ri (23)

where i = 1, 2, 3, . . . AB − 1 and μ specifies the shrinking ratio and R refers to the radius.
Step 8: Termination Criteria
The procedure ends if the answer is ideal; if not, it goes back to step 3 for fitness

assessments and keeps processing the next steps until the best answer is discovered. Thus,
GMEO effectively optimized the controller parameters of PID gains. The flowchart of
GMEO is illustrated in Figure 4.

 

Figure 4. Flowchart of GMEO.

4.2. Dual-Stream Multi-Dependency Graph Neural Network (DMGNN)

In this section, the prediction using a Dual-Stream Multi-Dependency Graph Neural
Network (DMGNN) is discussed [31]. DMGNN enhances optimization by efficiently
predicting and adjusting PID parameters, capturing complex dependencies in dynamic
systems. It was chosen for its ability to model both global and local patterns through its
dual-stream architecture, making it well-suited for optimizing PID parameters in nonlinear
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and time-sensitive systems like buck-boost converters. This capability ensures faster
convergence and significantly improves performance.

GCN(X, A) = δ(D− 1
2 AD− 1

2 XW) (24)

where the trainable weight matrix for feature transformation is specified by Dij = ∑j Aij

and W.
DMGNN captures the complex dependencies and relationships between the PID

parameters and the system’s dynamic behavior. Its dual-stream architecture learns both
global patterns (long-range dependencies) and local patterns (short-range dependencies)
between the system states, improving PID parameter adjustment.

AWs = (sigm(W1F + b1) · tanh(W2F + b2))W3 + b3 (25)

Here, the learnable transformation matrix and bias is specified by W and b, correspond-
ingly, while sigm indicates the sigmoid function. The DMGNN refines the parameters Kp,
Kd, and Ki by adjusting them locally, ensuring that the PID controller performs optimally
under different load conditions and varying operational environments.

MAM = α + (1 − α) · sigm(AWs)× sigm(AWs)
T (26)

F = so f tmax(β
AFM × AWs√

dk
+ (1 − β)AWs)× [F1, F2] (27)

where a pre-defined hyper-parameter and reduction to 0 as the training proceeds is specified
by α, β is the pre-defined hyper parameter, the features from the two branches are specified
by F1 = FUB(F) and F2 = GAB(F), and the concatenation operation is specified by [, ].
The adjusted PID parameters are used to control the buck-boost converter, ensuring that the
system’s output voltage is maintained at the desired set point while adapting dynamically
to load variations.

fsurv(yj, Fj) =

yj

∏
i=0

(1 − fhazard(i, Fj)) (28)

where F and yj variables related to the system’s performance and state, respectively, while
fhazard represents the computation process of hazard rates. DMGNN dynamically adjusts
the ideal PID parameters Kd, Kp, and Ki based on system conditions by learning both global
and local patterns in the system’s behavior.

5. Result and Discussion

The proposed method’s performance is demonstrated in this section using the findings
of the simulation. The GMEO-DMGNN approach for buck-boost converter PID controller
optimization was proposed in this study. Using the MATLAB R2022b environment, the
proposed method is assessed and contrasted with other current methods. The proposed
method’s simulation is shown below. All simulations begin with an initial capacitor
voltage of 12 V to simulate a realistic steady-state start-up scenario rather than zero-
state initialization.

Figure 5 depicts the voltage response over time using the IGJO-Optimized PID con-
troller. The voltage reaches a peak of approximately 13.6 V, overshooting the setpoint by
around 1.4 V. It then takes about 1000 ms to settle within a 0.2 V band around the setpoint.
The larger overshoot and prolonged oscillations highlight a key drawback, leading to a
less stable and slower response. Figure 6 depicts the voltage response over time using the
ISCA-Optimized PID controller. The voltage rapidly increases, reaching a peak of approxi-
mately 13.2 V within the first second, with an overshoot of 1.2 V. The system then settles in
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about 500 ms; although the settling time is relatively high, the overshoot of 1.2 V suggests
that further optimization could improve system stability and reduce peak voltage. Figure 7
depicts the voltage response over time using the CTA-Optimized PID controller. The initial
voltage rise shows a peak of 13.6 V, with a substantial overshoot of 1.6 V above the set point.
After the peak, the voltage begins to oscillate but stabilizes within approximately 200 ms.
However, the significant overshoot and the time taken to stabilize highlight a drawback of
the CTA-Optimized PID system, as it results in slower settling and takes longer to reach
steady-state performance.

Figure 5. Performance evaluation of the IGJO-Optimized PID controller.

Figure 6. Performance evaluation of the ISCA-Optimized PID controller.

Figure 8 illustrates the voltage response over time using the L-Based Adaptive PID.
Initially, the voltage rises quickly, peaking at around 13.3 V, with an overshoot of 1.3 V
above the set point. After the peak, the voltage starts to oscillate, but these oscillations
dampen over a period of about 150 ms, allowing the system to settle around the set point,
with the persistence of oscillations leading to a slower stabilization process that takes
several seconds to fully settle.
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Figure 7. Performance evaluation of CTA-Optimized PID controller.

Figure 8. Performance evaluation of L-Based Adaptive PID.

Figure 9 depicts the performance comparison of different control strategies. It com-
pares the performance of various PID control strategies, including IGJO-Optimized PID,
ISCA-Optimized PID, CTA-Optimized PID, L-Based Adaptive PID, and the proposed
GMEO-DMGNN method. Each strategy shows an initial overshoot followed by oscillations
before stabilizing. The IGJO-Optimized PID controller reaches a peak of approximately
13.6 V, overshooting the set point by around 1.4 V, and takes about 1000 ms to settle within
a 0.2 V band around the set point. ISCA-Optimized PID reaches a peak of 13.2 V, with a
similar overshoot of 1.2 V, and settles in about 500 ms seconds. CTA-Optimized PID shows
a peak of 13.6 V, with a substantial overshoot of 1.6 V, and takes approximately 200 ms to
stabilize. L-Based Adaptive PID peaks at around 13.3 V with an overshoot of 1.3 V, settling
in about 150 ms. The proposed GMEO-DMGNN method shows a peak of 12.9 V, with a
more controlled overshoot of 1.1 V, and settles within approximately 100 ms, demonstrating
faster convergence and less oscillation. Therefore, the GMEO-DMGNN method outper-
forms the other techniques, providing a more stable, faster, and more efficient response for
controlling buck-boost converters.
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Figure 9. Performance comparison of various control strategies.

Figure 10 depicts the dynamic response characteristics of various control algorithms
under different input signals of step and ramp. In subplot (a), under the step input
condition, the proposed GMEO-DMGNN method achieves a settling time of 100 ms,
an overshoot of only 1.5%, and an extremely low steady-state error of 0.005 V. These
values clearly outperform all other compared algorithms. This superior transient response
demonstrates GMEO-DMGNN’s ability to stabilize the system significantly faster, with
minimal overshoot and highly accurate voltage regulation. The improvement is due to the
integration of the GMEO optimization algorithm with the DMGNN model, which allows
the system to identify optimal PID gains and adaptively refine them based on system
behavior. In subplot (b), under the ramp input condition, the GMEO-DMGNN controller
maintains a smooth and accurate tracking response with error oscillations confined within
±20, showing stable behavior and precise adaptation to gradual input changes. The
smoother slope and absence of sudden fluctuations highlight the method’s ability to track
dynamic inputs effectively, confirming its superior adaptability over other algorithms.

 

Figure 10. Dynamic response characteristics of various control algorithms under different input
signals: (a) step input and (b) ramp input.

Figure 11 depicts a comparative analysis of the anti-interference performance of var-
ious algorithms based on MSE under different iteration counts, indicating convergence
behavior and different SNRs. In subplot Figure 11a, the proposed GMEO-DMGNN method
demonstrates superior convergence behavior with a significantly lower MSE of 0.020 at
100 iterations compared to IGJO’s 0.060, highlighting its faster and more precise opti-
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mization capability. This indicates that GMEO-DMGNN consistently outperforms other
methods in minimizing error across iterations. In subplot Figure 11b, the proposed GMEO-
DMGNN method demonstrates superior anti-interference performance under varying
noise conditions. Even at a low SNR of 0 dB, it maintains a low MSE of 0.050. This indi-
cates its strong noise resilience. Compared to algorithms like ISCA, which records a high
MSE of 0.185 at 0 dB, GMEO-DMGNN shows significantly better robustness and stability,
effectively handling signal disturbances with minimal performance degradation.

Figure 11. Comparative analysis of the anti-interference performance of various algorithms based
on MSE under (a) different iteration counts, indicating convergence behavior, and (b) different
Signal-to-Noise Ratio (SNR).

5.1. Case Studies

Case 1: Trajectory Tracking Analysis
Figure 12 illustrates the trajectory tracking performance of the GMEO-DMGNN under

a complex time-varying voltage. Despite rapid changes in the input, the controller accu-
rately tracks the trajectory, with the voltage stabilizing at approximately 12.5 V by 8 s. The
peak overshoot reaches close to 13.8 V around 1 s, yet the system quickly compensates
and settles without prolonged oscillations. This performance confirms the controller’s
capability to manage dynamic voltage references with minimal error and fast recovery,
thereby validating the effectiveness of the proposed method in complex trajectory tracking
scenarios beyond simple step inputs.

 
Figure 12. Trajectory tracking performance of the GMEO-DMGNN under a complex time-varying voltage.

Case 2: Disturbance Analysis
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Figure 13 depicts the disturbance rejection response when a sudden disturbance is
introduced at the converter output. The graph shows the output response of the converter
when a disturbance is injected at t = 6 s. Before the disturbance, the system maintains a
steady amplitude of approximately 12.5 V. This indicates stable operation under normal
conditions. After the disturbance, the GMEO-DMGNN-based PID controller quickly recov-
ers the output with minimal overshoot and fast settling, demonstrating strong disturbance
rejection capability.

Figure 13. Disturbance rejection response when a sudden disturbance is introduced at the converter
output.

Case 3: Uncertainty Analysis
Figure 14 presents the output voltage response of the converter under parameter

uncertainty conditions, where some nominal model parameters were deliberately varied.
At around t = 2 s and t = 6 s, noticeable disturbances occur due to the introduced parameter
changes. The system shows voltage deviations confined within ±0.5 V from the nominal
value of 12.5 V when model parameters deviate from their nominal values. Despite the
uncertainty, the controller demonstrates a quick recovery, stabilizing the output back to
steady state within approximately 1 s after each disturbance. These results confirm the
proposed controller’s strong robustness and adaptability in the presence of parameter
uncertainties, ensuring stable and reliable system performance.

Figure 14. Output voltage response of the proposed controller under parameter uncertainty.

Table 4 compares the performance of various PID optimization methods based on
settling time, overshoot, and steady-state error. The IGJO-Optimized PID method has the
longest settling time at 1000 ms, with a significant overshoot of 25% and a steady-state
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error of 0.15 V, indicating slower stabilization and moderate accuracy. With a settling
time of 500 ms, a 15% decrease in overshoot, and a lower steady-state error of 0.05 V, the
ISCA Optimised PID approach performs better in terms of stability and accuracy. The
CTA-Optimized PID method performs even better, with a settling time of 200 ms, a further
reduced overshoot of 5%, and a steady-state error of 0.02 V, showing faster convergence
and enhanced precision. The L-Based Adaptive PID method offers the fastest settling time
at 150 ms, with a minimal overshoot of 3% and an almost negligible steady-state error of
0.01 V, making it highly stable and precise. Finally, the GMEO-DMGNN (Proposed) method
outperforms all others with the fastest settling time of 100 ms, the smallest overshoot of
1.5%, and the lowest steady-state error of 0.005 V, providing superior performance in terms
of speed, accuracy, and stability. Therefore, the GMEO-DMGNN method stands out as the
most efficient and reliable optimization technique for PID controllers.

Table 4. Performance comparison of PID tuning methods.

Methods Settling Time (ms) Overshoot (%) Steady-State Error (V)

IGJO-Optimized PID 1000 ms 25% 0.15 V

ISCA-Optimized PID 500 ms 15% 0.05 V

CTA-Optimized PID 200 ms 5% 0.02 V

L-Based Adaptive PID 150 ms 3% 0.01 V

GMEO-DMGNN (Proposed) 100 ms 1.5% 0.005 V

Table 5 presents a comparison of statistical values between the proposed and existing
methods. The proposed method achieves the highest mean value of 4.9876 × 10−7 and
the highest standard deviation (SD) of 6.9452 × 10−12, surpassing the performance of the
existing systems. This indicates that the proposed method offers superior variability and
greater adaptability in comparison.

Table 5. The statistical performance comparison of proposed with existing techniques.

Methods Mean Standard Deviation

IGJO-Optimized PID 4.9876 × 10−7 6.9452 × 10−12

ISCA-Optimized PID 3.2344 × 10−7 5.4322 × 10−12

CTA-Optimized PID 3.9087 × 10−7 4.3322 × 10−12

L-Based Adaptive PID 3.2890 × 10−7 5.9880 × 10−12

GMEO-DMGNN (Proposed) 4.0345 × 10−7 5.4333 × 10−12

Table 6 compares ITAE and ISE. The proposed system achieves an ITAE of 2.09998998
× 10−13 and an ISE of 1.19052756 × 10−6. In comparison, existing methods show
higher ITAE and ISE values, with the IGJO-Optimized PID achieving an ITAE of
2.39850000 × 10−13 and an ISE of 2.73120000 × 10−6, the ISCA-Optimized PID yielding
an ITAE of 2.36580000 × 10−13 and an ISE of 2.62490000 × 10−6, the CTA-Optimized PID
showing an ITAE of 2.96550000 × 10−13 and an ISE of 3.52110000 × 10−6, and the L-Based
Adaptive PID resulting in an ITAE of 2.9 × 10−13 and an ISE of 2.43120000 × 10−6. These
results highlight the enhanced accuracy and prediction capability of the GMEO-DMGNN
method compared to other systems.
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Table 6. Comparison of Time-Weighted Absolute Error (ITAE) and Integral of Squared Error (ISE).

Methods ITAE ISE

IGJO-Optimized PID 2.39850000 × 10−13 2.73120000 × 10−6

ISCA-Optimized PID 2.36580000 × 10−13 2.62490000 × 10−6

CTA-Optimized PID 2.96550000 × 10−13 3.52110000 × 10−6

L-Based Adaptive PID 2.9 × 10−13 2.43120000 × 10−6

GMEO-DMGNN (Proposed) 2.09998998 × 10−13 1.19052756 × 10−6

A comparison of efficiency between the proposed and existing methods is displayed
in Table 7. The proposed method achieves the highest efficiency at 98.5%, showcasing
its ability to deliver optimal solutions quickly and effectively. The IGJO-Optimized PID
method follows with an efficiency of 82%, indicating slightly lower effectiveness. The
ISCA-Optimized PID method achieves an efficiency of 89%, while the CTA-Optimized PID
method has an efficiency of 89.6%. The L-Based Adaptive PID reaches an efficiency of 91%.
Overall, the proposed method stands out for its superior efficiency, making it the most
effective solution for optimal performance.

Table 7. Comparison of the efficiency of proposed and existing techniques.

Methods Efficiency (%)

IGJO-Optimized PID 82%

ISCA-Optimized PID 89%

CTA-Optimized PID 89.6%

L-Based Adaptive PID 91%

GMEO-DMGNN (Proposed) 98.5%

Table 8 compares the optimal PID controller parameters Kp, Ki, Kd for different meth-
ods. The proposed GMEO-DMGNN method has the highest Kp at 1.4, Ki at 1001, and
a relatively higher Kd at 0.0001, making it more responsive and adaptive compared to
existing methods. The way each algorithm tunes these parameters varies based on its
internal mechanism. IGJO adjusts gains using Levy flight-based exploration, enabling
wider search jumps and resulting in moderately high Kp and Ki but conservative Kd. ISCA
uses sinusoidal chaotic sequences for better diversity, which yields slightly lower Kp and
Kd. CTA introduces a threshold-aware mutation to refine tuning, leading to balanced gains
with a focus on higher Kd damping. The L-based adaptive method modifies gains based
on error trends prioritizing Ki for steady-state accuracy. GMEO-DMGNN dynamically
learns and adapts PID gains by combining evolutionary search with graph-based learning
of system behavior over time, which enables the most effective and balanced tuning among
all methods. This makes the GMEO-DMGNN approach more robust and better suited for
controlling nonlinear dynamics in the buck-boost converter.

Table 8. Optimal parameters of the PID controller.

Methods Optimal Kp Optimal Ki Optimal Kd

IGJO-Optimized PID 0.89 1766 0.0004

ISCA-Optimized PID 0.98 1733 0.0007

CTA-Optimized PID 0.67 1266 0.0003
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Table 8. Cont.

Methods Optimal Kp Optimal Ki Optimal Kd

L-Based Adaptive PID 0.88 1233 0.0009

GMEO-DMGNN (Proposed) 1.4 1001 0.0001

5.2. Discussion

The GMEO-DMGNN approach focuses on optimizing PID controller parameters in
buck-boost converters, enhancing their performance under dynamic load conditions. By
combining the global optimization capabilities of GMEO with the localized adjustment
strengths of DMGNN, the approach effectively fine-tunes PID controller parameters for
improved performance in buck-boost converters. The integration of both methods ensures
more accurate optimization of PID parameters, enhancing system stability, responsiveness,
and overall performance under dynamic conditions. This combined framework offers a
more robust and efficient solution for optimizing PID parameters, resulting in improved
adaptability, faster convergence, and better control performance in buck-boost converters.
The proposed method consistently outperformed existing PID optimization techniques,
achieving the fastest settling time of 100 ms, the lowest overshoot of 1.5%, minimal steady-
state error of 0.005 V, and the highest efficiency at 98.5%. It also demonstrated superior
statistical values with a mean of 4.9876 × 10−7 and a standard deviation of 6.9452 × 10−12,
along with the lowest error integrals, including an ITAE of 2.09998998 × 10−13 and an ISE
of 1.19052756 × 10−6. This result demonstrates that the proposed GMEO-DMGNN system
provides superior performance, exhibiting enhanced speed, accuracy, stability, and effi-
ciency compared to existing PID optimization techniques. This finding indicates the GMEO-
DMGNN method’s comprehensive superiority in PID optimization, achieved through a
combination of optimized performance metrics and enhanced hardware utilization, specifi-
cally the highest capacitance. Despite its strong performance, the GMEO-DMGNN method
may face a few practical limitations. While simulation results are promising, the lack
of real-time hardware validation limits immediate deployment insights. The method’s
reliance on simulated conditions may also result in issues when exposed to unforeseen
physical disturbances or sensor noise not captured in the modeling environment. However,
these drawbacks can be addressed with further development and real-world testing.

6. Conclusions

The proposed GMEO-DMGNN approach has been introduced to address the limi-
tations of traditional PID controllers in buck-boost converters. In this study, the GMEO-
DMGNN combines the global search capabilities of GMEO with the local adjustment
strengths of DMGNN to optimize PID controller parameters. Additionally, this method is
highly adaptable to dynamic load conditions, maintaining consistent performance across
varying operational environments. Unlike conventional methods that may struggle with
nonlinearities or varying conditions, the GMEO-DMGNN approach provides enhanced
robustness and adaptability. The proposed approach exhibits better performance, achieving
a settling time of 100 ms, 1.5% overshoot, and a steady-state error of 0.005 V. This approach
outperforms existing methods by offering better adaptability, stability, and efficiency in
dynamic and nonlinear environments, making it a robust solution for optimizing PID
controllers in buck-boost converters. It also achieves a high efficiency of 98.5% ensuring
optimal performance while maintaining system stability under varying conditions. The
proposed system reduces the ITAE to 2.09998998 × 10−13 and ISE to 1.19052756 × 10−6,
highlighting the proposed system’s superior efficiency in reducing error and improving
control performance. The proposed GMEO-DMGNN approach significantly enhances
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PID controller performance in buck-boost converters, improving stability, efficiency, and
adaptability under dynamic and nonlinear conditions. Future work should prioritize strate-
gies to enhance real-world implementation and reduce computational demands, ensuring
that the optimization process remains efficient and practical for practical applications in
power electronics.
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Abstract: The modular multilevel converter (MMC) plays an important role in large-scale renewable
energy integration and transmission, and it can also operate in standalone mode, powering AC
passive loads. This paper focuses on the impact of load variation on the stability of the MMC. First,
the impact of load variation on the MMC transfer function is analyzed in detail using the harmonic
state-space (HSS) modeling method. Then, by means of the impedance-based stability analysis
method, it is found that the MMC tends to become unstable with the increase in inductive loads. If
the controller is not well-designed, the system may fail when loads change. Therefore, the worst-case
design is used to guarantee the overall system’s stability under all load conditions. The impact of
traditional proportional resonant (PR) controller parameters on the system’s stability is analyzed,
revealing that the stability margin and control performance of the controller are limited. Thus, an
improved controller structure with an additional series of compensators is proposed. Extensive
simulation results in MATLAB/Simulink R2024a verify the analysis of this work and the effectiveness
of the proposed controller.

Keywords: controller design; load variation; modular multilevel converter; stability analysis

1. Introduction

Nowadays, high-voltage direct current systems based on modular multilevel con-
verters (MMC-HVDC) have been widely adopted owing to their advantages, such as low
switching frequency, high efficiency, and high performance [1–3]. However, stability issues
like wide frequency oscillation have been increasingly emerging. A number of incidents
have been reported in practical MMC-HVDC projects, e.g., 20~30 Hz sub-synchronous os-
cillation (SSO) was reported in the Nan’ao three-terminal MMC-HVDC system in China [4]
and a 1270 Hz resonance occurred in the Luxi back-to-back MMC-HVDC project [5]. There-
fore, the oscillation issues in the MMC-HVDC system have received a lot of attention.

In order to analyze the oscillation phenomenon, many small-signal modeling methods
have been developed, such as the dynamic phasor method [6–8], harmonic state-space (HSS)
method [2,9,10], and multi-harmonic linearization method [11,12]. Guo et al. developed
a comprehensive dynamic phasor-based small-signal model for MMC systems under
unbalanced grid conditions, which considered the internal dynamics of the MMC system as
well as the more complex controllers, and revealed the reasons for unstable oscillations [6].
Sakinci et al. developed a generalized dynamic phasor model to reduce the order of
the conventional dynamic phasor model using the natural frequency separation of the
variations, where the impacts of high-order harmonics on the small-signal stability of the
MMC were obtained [8]. The HSS modeling approach was first introduced to characterize
the multi-harmonic coupling behavior of the MMC in [2], where the accurate small-signal
impedance models were developed. Wu et al. established an HSS-based MMC small-signal
impedance model with the frequency-coupling dynamics considered, which was used for
analyzing the SSO phenomenon [9]. Xu et al. proposed a complete HSS-based MMC small-
signal impedance model considering the impedance of the grid, and the mechanism of
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MMC grid impedance coupling was illustrated in detail based on the proposed model [10].
Zhu et al. presented the sequence impedance model of MMC based on the multi-harmonic
linearization method and analyzed potential resonance modes, where the impact of the
circulating current controller on the MMC impedance and system stability was studied [11].
In ref. [12], a special form of the multi-harmonic linearization method was adopted to
reduce the complexity of the sequence impedance modeling of MMC depending on the
simpler harmonic spectra.

Moreover, many oscillation suppression solutions have also been proposed to enhance
the stability of the MMC, which can be divided into two categories: control parameter
optimization and control structure modification. Lyu et al. analyzed the impacts of the pro-
portional gain of the AC voltage controller on the AC-side impedance of MMC, confirming
that a larger proportional gain can cause a smaller magnitude of the MMC impedance but
hardly affected the resonant frequencies [2]. Huang et al. obtained the optimal controller
parameters by traversing all the values within the derived boundaries of the regulator
parameters, considering the delay generated by digital control [13]. Wang et al. investi-
gated the effects of different control loop parameters on the hybrid passivity property and
proposed a parameter design guideline based on the hybrid passivity criterion [14]. More-
over, many scholars also focus on the controller structure [15–21]. Wang et al. proposed a
full power decoupling strategy with a new closed-loop DC-bus current proportional (P)
controller for the direct-modulation-based MMC, which improved the stability of the MMC
system [15]. Gao et al. presented an improved virtual impedance control method, which
was the addition of the virtual resistance-inductance to ameliorate the virtual impedance
control that can be equivalent to the parallel connection of resistor and inductor, and it
was demonstrated that the proposed method showed better performance compared to the
traditional virtual resistance control and the phase lag compensation control method [17].
Guo et al. proposed a supplementary damping controller to mitigate the low-frequency os-
cillations in the MMC-HVDC system under low inertia conditions by introducing a reactive
power compensation signal into the reactive power outer loop control of the MMC [19]. Zhu
et al. proposed a damping method with virtual arm impedance by introducing common-
mode compensation terms in the insertion index to compensate for the stability defects
caused by the circulating current injection methods, reducing the submodule capacitor
voltage ripples [21].

Generally, MMC-HVDC systems can operate in grid-connected mode [22,23] and
standalone mode [9,16]. In grid-connected mode, the MMC connects directly to a power
grid, which can be either stiff or weak. In standalone mode, the MMC can connect to
renewable power plants and power other different AC loads. Up to now, the grid-connected
mode has been studied extensively. However, the standalone mode has not been examined
in detail.

In this operation scenario, the connected loads can be modeled as resistive load Rs
and inductive load Ls. Based on existing MMC stability analysis and controller design, the
system can achieve stable operation under certain load conditions. However, in practical
operation, the loads may vary according to the requirement, which changes the MMC
operation points. When the load variation is small, the system can remain stable. However,
with the increase in load variation, oscillations may appear, and in severe cases, the MMC
system could even fail. How the load variation impacts the MMC internal and external
small-signal characteristics still remains unknown. Therefore, it is of great importance to
find out the MMC stability evolution trend to assist in designing controller structure and
its parameters.

Moreover, the basic proportional resonant (PR) controller is commonly adopted for
the MMC in standalone mode to achieve AC voltage control. However, the control degrees
of freedom for the PR controller are limited. Given the complex harmonic interactions and
small-signal dynamics of the MMC, the traditional PR controller can hardly stabilize the
MMC system [9]. Additionally, the transient behavior also shows large voltage overshoot
and long settling time, which is unsatisfactory. To improve the stability margin and control
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performance, the existing controller structure needs to be redesigned with consideration of
the MMC internal and external small-signal characteristics.

To address the above issues, in this paper, the time-domain model and frequency-
domain model are first established based on the average topology of the MMC [4,10], which
can effectively reflect the dynamic information of the sub-synchronous frequency range. It
is worth noting that the delay generated by digital control affects the high-frequency range
dynamics of the MMC. But this paper focuses on the sub-synchronous frequency range,
so the delay effect is not considered. Then, the impact of load variation on the transfer
function of internal small-signal perturbation to state variables is analyzed in detail using
HSS. It is found that load variation significantly affects the transfer function of internal
small-signal perturbation to the AC voltage perturbation response. Furthermore, the AC
terminal impedance of the MMC is analyzed. It is shown that AC impedance varies along
with the AC load, and the system tends to be unstable with the increase in inductive load.
Therefore, the MMC controllers need to be well-designed. Otherwise, the system may fail
under certain load conditions. Based on the above analysis, the worst-case design for the
MMC controller considering load variation is discussed in this paper, which can ensure
overall system stability. In existing literature, the proportional resonant (PR) controller is
commonly used in the control loop of the MMC system [2,9,24–26]. However, given that
the traditional PR controller has limited control performance and is hard to further improve
the stability margin, an improved output voltage controller structure is proposed, which
introduces additional series compensators according to the MMC internal small-signal
dynamic nature. It is demonstrated that the proposed controller can suppress the resonant
peak and decrease the phase differences up to ~110◦.

The research highlights of this paper are concluded as follows:

(1) Based on the HSS method, the impact of load variation on the MMC internal (control
to state variable transfer function) and external (AC terminal impedance) small-signal
characteristics is studied in detail.

(2) The worst-case design for the MMC controller is adopted to ensure the overall system’s
stability. The control performance of the traditional PR controller is analyzed and
proven to be limited.

(3) An improved output voltage controller structure with additional series compensators
is proposed according to the actual MMC internal and external small-signal dynamic
nature, which improves both the stability margin and control performance.

The remainder of this paper is organized as follows: Section 2 reviews the time-domain
mathematical model and HSS-based small-signal model of the MMC. The impact of load
variation on the MMC transfer function is examined in Section 3. Then, MMC stability is
analyzed in detail in Section 4. Section 5 discusses the limitation of the PR controller and
proposes the improved controller structure. Section 6 concludes this paper.

2. Modeling of Modular Multilevel Converter

In this section, the topology and mathematical model of the MMC are reviewed.

2.1. Circuit Configuration

The topology of a three-phase MMC operating in standalone mode is depicted in Figure 1.
In each phase of MMC, there are two arms, namely the upper arm and the lower arm. Each
arm consists of N submodules (SMs) connected in series. and are the arm inductance and
resistance, respectively. The half-bridge SM structure is shown on the right-hand side, which
contains a floating capacitor and two switching devices. The induction motor, which is a
common industrial load, can be expressed as an inductor in series with a resistor [27]. Thus,
the AC load in Figure 1 is represented by an inductor Ls connecting with the resistor Rs.
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Figure 1. The topology of a three-phase MMC.

For simplification, Figure 2 gives the average model of one phase leg of the MMC, where
vcu ∑ and vcl ∑ are the sum capacitor voltages for the upper and lower arms, respectively [28].
Ceq represents the arm equivalent capacitance, where Ceq = CSM/N. mu(t) and ml(t) are
the control signals for upper and lower arms, which can be expressed as [2]⎧⎪⎨⎪⎩

mu(t) =
1
2
[1 − m(t)− m2(t) + ∑∞

n=3 mn(t)]

ml(t) =
1
2
[1 + m(t)− m2(t) + ∑∞

n=3 mn(t)]
(1)

where m(t) and m2(t) denote the fundamental frequency component for output control and
second-order harmonic component for circulating current control, respectively. Moreover,
for n ≥ 3, mn(t) in (1) is normally equal to zero [2].

Figure 2. The average model of one phase leg of the MMC.

The circulating current icm(t) and the AC output current ig(t) are defined as

icm(t) =
iu(t) + il(t)

2
(2)

ig(t) = iu(t)− il(t) (3)
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The equivalent arm output voltages can be expressed as

vu(t) = mu(t)vcu ∑(t) (4)

vl(t) = ml(t)vcl ∑(t) (5)

The capacitor charging and discharging dynamics can be expressed as [9]

Ceq
dvcu ∑

dt
= muiu (6)

Ceq
dvcl ∑

dt
= mlil (7)

Applying Kirchhoff’s law to the upper arm and the lower arm, two circuit equations
can be obtained as

vu(t) + Rarmiu(t) + Larm
diu(t)

dt
+ vg(t) =

Udc
2

(8)

vl(t) + Rarmil(t) + Larm
dil(t)

dt
− vg(t) =

Udc
2

(9)

where vg(t) = Rsig(t) + Ls[dig(t)/dt].
Applying the differential-mode (DM) and common-mode (CM) definitions [29], the

sum and difference in the control signals and equivalent SM capacitor voltages for the
lower and upper arms in Figure 2 can be defined as

ml(t) + mu(t) = 2mcm(t) (10)

ml(t)− mu(t) = 2mdm(t) (11)

vcl ∑(t) + vcu ∑(t) = 2uCcm(t) (12)

vcl ∑(t)− vcu ∑(t) = 2uCdm(t) (13)

Substituting (1) into (10) and (11), CM and DM control signals can be written as

mcm(t) =
1
2
[1 − m2 cos(2ω1t + θm2)] (14)

mdm(t) =
1
2

m cos(ω1t + θm1) (15)

where ω1 represents the fundamental angular frequency.
Substituting (2)–(5) and (10)–(13) into (6)–(9), MMC dynamics in DM and CM repre-

sentation are given as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dicm(t)
dt = − Rarm

Larm
icm(t)− mcm(t)

Larm
uCcm(t)− mdm(t)

Larm
uCdm(t) + 1

2Larm
Udc

dig(t)
dt = − Rarm+2Rs

Larm+2Ls
ig(t) +

2mdm(t)
Larm+2Ls

uCcm(t) +
2mcm(t)

Larm+2Ls
uCdm(t)

duCcm(t)
dt = mcm(t)

Ceq
icm(t)− mdm(t)

2Ceq
ig(t)

duCdm(t)
dt = mdm(t)

Ceq
icm(t)− mcm(t)

2Ceq
ig(t)

(16)
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2.2. HSS-Based MMC Steady-State Model

Based on (16), choosing the circulating current icm(t), output current ig(t), CM arm
capacitor voltage uCcm(t), and DM arm capacitor voltage uCdm(t) as state variables, the
time-domain state-space model of the MMC can be expressed as

.
x(t) = A(t)x(t) + B(t)u(t) (17)

where
.
x(t) = [icm(t), ig(t), uCcm(t), uCdm(t)]

T (18)

A(t) =

⎡⎢⎢⎢⎢⎢⎣
− Rarm

Larm
0 −mcm(t)

Larm
−mdm(t)

Larm

0 − Rarm+2Rs
Larm+2Ls

2mdm(t)
Larm+2Ls

2mcm(t)
Larm+2Ls

mcm(t)
Ceq

−mdm(t)
2Ceq

0 0
mdm(t)

Ceq
−mcm(t)

2Ceq
0 0

⎤⎥⎥⎥⎥⎥⎦ (19)

B(t) = diag(
1

2Larm
, 0, 0, 0) (20)

u(t) = [Udc, 0, 0, 0]T (21)

The detailed HSS modeling procedure can be found in [2,9]. Thus, it is not repeated
in this paper. Based on the Fourier series and harmonic balance theory, (17)–(21) can be
transformed into the frequency-domain HSS model, which is expressed as

sX = (A − Q)X + BU (22)

where
X = [X−h, . . . , X−1, X0, X1, . . . , Xh]

T (23)

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0 A−1 · · · A−h

A1
. . . . . . . . . . . .

. . . . . . A0 A−1
. . . . . .

Ah
. . . . . . A0 A−1

. . . A−h
. . . . . . A1 A0

. . .
...

. . . . . . . . . . . . A−1

Ah
. . . A1 A0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(24)

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B0 B−1 · · · B−h

B1
. . . . . . . . . . . .

. . . . . . B0 B−1
. . . . . .

Bh
. . . . . . B0 B−1

. . . B−h
. . . . . . B1 B0

. . .
...

. . . . . . . . . . . . B−1

Bh
. . . B1 B0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(25)

U = [U−h, . . . , U−1, U0, U1, . . . , Uh]
T (26)

Q = diag(−jhω1I, . . . ,−jω1I, 0, jω1I, . . . , jhω1I) (27)
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where A and B are called Toeplitz matrix. The subscripts h of the matrix elements represent
the harmonic order. For instance, Ah, Bh are the corresponding h th Fourier coefficients of
A(t) and B(t), respectively.

Letting the left-hand side of (22) be zero, the steady-state operation point of MMC can
be calculated by

Xss = −(A − Q)−1(BU) (28)

2.3. HSS-Based MMC Small-Signal Model

To derive the small-signal model of the MMC, the harmonic linearization principle
needs to be adopted. Applying the small perturbation to (17), the MMC small-signal
state-space equation can be obtained as

xp(t) = A(t)xp(t) + Ap(t)x(t) + B(t)up(t) (29)

where subscript p denotes the small-signal perturbation components.
In steady state, MMC contains ±h th (h ∈ Z) steady-state harmonics. According to

the operation principle of the MMC, the injected small-signal perturbation with angular
frequency ωp can be coupled with these steady-state harmonics, which generates a series
of harmonics with angular frequency ωp ± hω1 (h ∈ Z).

Applying the Fourier series and harmonic balance theory, (29) can be transformed into
the frequency-domain model as follows:

sXp = (A − Qp)Xp + ApX + BUp (30)

Xp = [Xp−h, · · · , Xp−1, Xp, Xp+1, · · · , Xp+h]
T (31)

Up = [Up−h, · · · , Up−1, Up, Up+1, · · · , Up+h]
T (32)

Ap =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ap Ap−1 · · · Ap−h

Ap+1
. . . . . . . . . . . .

. . . . . . Ap Ap−1
. . . . . .

Ap+h
. . . . . . Ap Ap−1

. . . Ap−h
. . . . . . Ap+1 Ap

. . .
...

. . . . . . . . . . . . Ap−1

Ap+h
. . . Ap+1 Ap

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(33)

Qp = diag[j(ωp − hω1)I, · · · , j(ωp − ω1)I, jωpI, j(ωp + ω1)I, · · · , j(ωp + hω1)I] (34)

However, in closed-loop control, the small-signal coefficient matrix Ap is related to the
small-signal state variables Xp. Therefore, (30) cannot be calculated directly, and a variable
separation is needed [30], where (30) can be further reorganized as

sXp = (A − Qp − G)Xp + GRp + BUp (35)

where G is the control matrix, which is composed of the product of the controller transfer
function and steady-state state variables, and Rp represents the small-signal perturbation
of the control reference.
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Letting the left-hand side of (35) be zero, the small-signal perturbation of the state
variables Xp can be calculated by

Xp = −(A − Qp − G)−1(GRp + BUp) (36)

Based on the MMC small-signal model, many scholars established the MMC terminal
impedance and transfer function model to investigate the system stability and controller
design issues.

3. Impact of Load Variation

In this section, the traditional controller structure is first introduced. Then, the transfer
functions of internal perturbation to AC voltage and circulating current are analyzed, respec-
tively. To support the analysis, an MMC simulation system is built in MATLAB/Simulink
R2024a. The main parameters of the MMC are given in Table 1. Table 2 shows the different
load conditions studied in this paper, where |Zs| remains the same but Rs/Xs varies.

Table 1. Parameters of the MMC model.

Parameters Symbols Values

Rated output power Po 100 MVA
Grid frequency fg 50 Hz
DC bus voltage Udc ±160 kV

AC L-L voltage (rms) Vgrms 166 kV
Number of the SM per arm N 200

SM capacitance CSM 2.5 mF
Equivalent SM capacitance Ceq 12.5 μF

Arm inductance Larm 0.18 mH
Arm resistance Rarm 4.06 Ω

Table 2. Parameters of the AC load.

Load Conditions Rs Ls

Case I 275.56 Ω 0
Case II 194.85 Ω 0.6202 H
Case III 123.23 Ω 0.7845 H
Case IV 87.14 Ω 0.8321 H
Case V 54.04 Ω 0.8601 H
Case VI 45.30 Ω 0.8652 H
Case VII 34.18 Ω 0.8704 H
Case VIII 0 0.8771 H

3.1. Traditional Controller Structure

The MMC always operates in closed-loop mode rather than open-loop mode. There-
fore, the traditional controller structure is introduced. In standalone mode, MMC commonly
uses the voltage-controlled closed-loop form, where the AC voltage controller structure
traditionally adopts the basic proportional resonant (PR) controller [2,9]. Additionally, the
circulating current controller is also added in the closed-loop configuration, where the PR
controller is used to suppress the second-order circulating current.

Figure 3 shows the block diagrams of the PR controllers for AC voltage and circu-
lating current control. The delay generated by digital control affects the high-frequency
range dynamics of MMC [13,31]. However, as this paper focuses on the sub-synchronous
frequency range, the delay effect is not considered. The corresponding transfer functions
are expressed as

Gvg(s) = KPvg +
2KRvgωcs

s2 + 2ωcs + ω2
1

(37)
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Gicm(s) = KPicm +
2KRicmωcs

s2 + 2ωcs + (2ω1)
2 (38)

where KPvg, KPicm, KRvg, and KRicm are the proportional and resonant gain for the AC voltage
and circulating current controller, respectively. Moreover, the resonant angular frequencies of
the AC voltage and circulating current controller are tuned at ω1 and 2ω1, respectively.

  
(a) (b) 

Figure 3. Block diagrams of the MMC controllers (a) AC voltage control; (b) circulating current control.

Based on the control theory, open-loop gain is crucial for analyzing the system stability,
which is composed of controller and control to state variable transfer function. Therefore,
in the following parts, the impact of AC load variation on the control to AC voltage and
circulating current transfer functions is studied in detail.

3.2. Transfer Function of Internal Perturbation to AC Voltage

The AC voltage is controlled by the DM control signal. Thus, the internal DM small-
signal perturbation mdm,p(t) at angular frequency ωp with amplitude Mdm,p in the MMC
control signal should be added, which can be expressed as

mdm,p(t) = Mdm,p cos(ωpt) (39)

The corresponding perturbation matrix consisting of internal DM small-signal per-
turbation can be expressed as Adm,p(t). Then, the state variable small-signal perturbation
response can be expressed by

Xp = −(A − Qp)
−1(Adm,pX) (40)

By solving (40), the corresponding AC current small-signal perturbation response
ig,p(t) can be obtained. The value of the injected internal DM small-signal perturbation to
AC current transfer function at angular frequency ωp can be calculated by

TMMC(jωp) =
Ig,p

Mdm,p
(41)

where Ig,p and Mdm,p represent the phase of the AC current small-signal perturbation and
the injected internal DM small-signal perturbation at angular frequency ωp, respectively.

The value of AC voltage small-signal perturbation at angular frequency ωp can be
obtained by

Ug,p = (Rs + jωpLs)Ig,p (42)

As a result, the value of the injected internal DM small-signal perturbation to the AC
voltage transfer function at angular frequency ωp can be calculated by

TMMC1(jωp) =
(Rs + jωpLs)Ig,p

Mdm,p
(43)

And the transfer function measurement process in simulation can be described as
follows: First, a DM small-signal perturbation mdm,p(t) = Mdm,p cos(ωpt) is injected at
angular frequency ωp into the control signal. Then, the fast Fourier transform (FFT) module
is used to obtain the magnitude and phase of the corresponding AC voltage small-signal
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response at angular frequency ωp. Change the perturbation frequency, and repeat the
whole process until the measurement needs are met.

Figure 4 shows the bode diagram of the injected internal DM small-signal perturbation
to AC voltage transfer functions under different AC load conditions. The solid lines and
marks represent the analytical and simulated results of TMMC1(jωp) in (43), respectively.
The analytical results clearly agree well with the simulation results. It can be observed that
the magnitude response is generally flat at lower frequencies. Then, a resonant peak occurs
at ~28 Hz, which is augmented greatly with the increase in inductive load. The magnitude
difference can reach up to 19 dB. Correspondingly, the phase response shows a significant
shift around the frequency where the magnitude peaks.

Figure 4. Model verification of internal DM perturbation to AC voltage transfer functions under
different load conditions.

3.3. Transfer Function of Internal Perturbation to Circulating Current

The circulating current is controlled by the CM control signal. Therefore, a predefined
internal CM small-signal perturbation mcm,p(t) can be injected into the control function,
whose expression can be written as

mcm,p(t) = Mcm,p cos(ωpt) (44)

where Mcm,p and ωp are the amplitude and angular frequency of internal CM small-
signal perturbation, respectively. Similarly, the corresponding state variables small-signal
perturbation can be calculated by

Xp = −(A − Qp)
−1(Acm,pX) (45)

Therefore, the transfer function of internal CM small-signal perturbation to circulating
current at angular frequency ωp can be calculated by

TMMC2(jωp) =
Icm,p

Mcm,p
(46)

The measurement process is similar except that an internal CM small-signal perturba-
tion is injected in simulation. Figure 5 shows the bode diagram of the injected internal CM
small-signal perturbation to circulating current transfer functions under different load con-
ditions. The solid lines and marks are the analytical and simulation results of TMMC2(jωp)
in (46), respectively. The analytical results agree well with the simulation results as well.
Compared with the AC voltage transfer function, both magnitude and phase responses

72



Energies 2024, 17, 5474

show weak correlation with different load cases. Phase differences can only be observed
below 10 Hz, while there is no obvious magnitude difference, indicating that the MMC
internal circulating current small-signal dynamics are hardly affected.

Figure 5. Model verification of internal CM perturbation to circulating current transfer functions
under different load conditions.

Based on the above analysis, the load variation has a larger impact on the transfer
function of internal DM small-signal perturbation to the AC voltage perturbation response. In
other words, it greatly affects the stability of AC voltage control. Therefore, in the next section,
a detailed discussion of the MMC stability under different load conditions is carried out.

4. MMC Stability Analysis Considering Load Variation

The analysis in the previous section verifies that load variation has a great impact on
MMC small-signal dynamics. In this section, MMC stability is discussed in detail based on
the impedance-based stability analysis method.

4.1. Impedance-Based Stability Analysis Method for the MMC System

To analyze the stability of closed-loop systems, the impedance-based stability analysis
method is adopted. Figure 6 shows the Thevenin equivalent circuit of the MMC operating
in standalone mode, where the current flowing from the MMC system to the load can be
written as [32,33]

I(s) =
vMMC(s)

ZLoad(s) + ZMMC(s)
(47)

which can be reorganized as

I(s) =
vMMC(s)
ZLoad(s)

· 1
1 + ZMMC(s)/ZLoad(s)

(48)

Figure 6. Thevenin equivalent circuit of MMC operating in standalone mode.
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It can be assumed that the MMC voltage is stable when unloaded and the load current
is stable when powered from an ideal source. Therefore, both vMMC(s) and 1/ZLoad(s) are
stable. Then, current stability depends on (49)

H(s) =
1

1 + ZMMC(s)/ZLoad(s)
(49)

By linear control theory, H(s) is stable if and only if ZMMC(s)/ZLoad(s) satisfies the
Nyquist stability criterion, where the details are as follows [34]:

“If and only if the total number of counterclockwise encirclements of (−1 + j0) by the
eigen-loci of ZMMC(s)/ZLoad(s) is equal to the total number of right-half-plane (RHP) poles
of ZMMC(s) and 1/ZLoad(s), the closed-loop MMC system shown in Figure 6 is stable”.

Considering that ZMMC(s) and 1/ZLoad(s) have no RHP poles, the above criterion can
be reorganized as follows:

“If and only if the eigen-loci of ZMMC(s)/ZLoad(s) does not encircle (−1 + j0) coun-
terclockwise, the closed-loop MMC system shown in Figure 6 is stable”.

4.2. Stability Analysis of the Closed-Loop MMC System Under Different Load Conditions

Figure 7a shows the bode diagram of Zclose0(s) and ZLoad(s) of load case II with
controller parameters in Table 3. The analytical results agree well with the simulation
results. It is observed that the phase difference at the intersection point of Zclose0(s) and
ZLoad(s) is much lower than 180◦, which satisfies the Nyquist stability criterion. Figure 7b
shows the time-domain waveforms of output voltage and current, indicating that the
system works stably. Figure 7c shows the time-domain waveforms of circulating current in
phase A, which fluctuates around 75 A, indicating stable system operation. And the sum
capacitor voltages for the upper and lower arms remain stable, as shown in Figure 7d. It is
noted that AC voltage controller parameters in Table 3 are designed based on load case II.

(a) (b)

(c) (d)

Figure 7. Bode diagrams and time-domain waveforms of load case II. (a) Zclose0(s) and ZLoad(s)
(solid lines: analytical results; cross markers: simulation results); (b) output voltage and current;
(c) circulating current; (d) sum capacitor voltages for the upper and lower arms.
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Table 3. Parameters of the traditional AC voltage PR controller.

Controller Parameters KPvg KRvg ωc

Values 0.8 900 π

Figure 8a shows the bode diagram of Zclose0(s) and ZLoad(s) of load case VI. It can be
seen that the phase difference at the intersection point is higher than 180◦, which dissatisfies
the Nyquist stability criterion. Figure 8b shows the corresponding time-domain waveforms
of output voltage and current, where harmonic components appear. As shown in Figure 8c,
the circulating current in phase A exhibits distortion. In Figure 8d, the sum capacitor
voltages for the upper and lower arms contain harmonic components.

(a) (b)

(c) (d)

Figure 8. Bode diagrams and time-domain waveforms of load case VI. (a) Zclose0(s) and ZLoad(s);
(b) output voltage and current; (c) circulating current; (d) sum capacitor voltages for the upper and
lower arms.

Figure 9a shows the bode diagram of Zclose0(s) and ZLoad(s) of load case VII. It is
observed that the phase difference at the intersection point is higher than 180◦, which
indicates the system dissatisfies the Nyquist stability criterion. Figure 9b shows the cor-
responding time-domain waveforms of output voltage and current, which contain large
harmonic components, confirming the analysis. The corresponding circulating current
contains harmonic components, as shown in Figure 9c. Similarly, in Figure 9d, harmonic
components also appear in the sum capacitor voltages for the upper and lower arms. The
waveforms in Figure 9c,d have already become distorted. Furthermore, time-domain
waveforms of load case VIII are not shown because the system is severely unstable.
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(a) (b)

(c) (d)

Figure 9. Bode diagrams and time-domain waveforms of load case VII. (a) Zclose0(s) and ZLoad(s);
(b) output voltage and current; (c) circulating current; (d) sum capacitor voltages for the upper and
lower arms.

Additionally, Figure 10 shows the Fourier analysis results of Figures 8b and 9b.
In Figure 10a, it can be seen that SSO appears in the AC output voltage and current,
where the resonant frequency is 7.5 Hz, which is close to the analytical resonant frequency
of 7.55 Hz obtained in Figure 8a. In Figure 10b, SSO of 7.9 Hz appears in the AC output
voltage and current. The resonant frequency of the simulation is close to the analytical
resonant frequency of 7.99 Hz obtained in Figure 9a.

(a) (b)

Figure 10. Fourier analysis results of load cases VI and VII. (a) Load case VI; (b) load case VII.

Based on the transfer functions shown in Figure 4 and the analysis above, the stability of
the MMC with the same AC voltage controller under different load conditions is varying. The
system tends to be unstable with the increase in inductive load. Thus, to guarantee the overall
stability, the worst-case design is adopted for the MMC AC voltage controller design.

4.3. Verification of the Worst-Case Design

The worst load condition is case VIII. Therefore, controller parameters in Table 3 need
to be adjusted according to its transfer function feature. The resonant gain KRvg is changed
to 30. Figure 11 shows the bode diagrams of Zclose0(s) and ZLoad(s) with all load conditions.
It can be seen that the phase difference at the intersection point of Zclose0(s) and ZLoad(s)
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in the worst case, VIII, is largest but lower than 180◦. The phase differences are generally
reduced with the decrease in inductive load, and all load conditions satisfy the Nyquist
stability criterion, which ensures the overall system stability.

Figure 11. Bode diagrams of Zclose0(s) and ZLoad(s) under different load conditions.

5. Controller Optimization

5.1. Controller Parameters Optimization

By changing controller parameters, the phase differences at the intersection point
of Zclose0(s) and ZLoad(s) vary as well. Therefore, the impact of controller parameters on
system stability is studied in this part.

When KRvg is set to 30, the bode diagram of Zclose0(s) and ZLoad(s) of load case VIII with
the tuned KPvg is shown as Figure 12a. The proportional gain KPvg = 0.8 of the AC voltage
controller guarantees that the phase difference is lower than 180◦. In addition, the increasing
KPvg reduces the phase differences, but its influence on system stability is quite small.

(a) (b)

Figure 12. Bode diagrams of Zclose0(s) and ZLoad(s) of load case VIII with different controller parame-
ters (Soid lines: Zclose0(s), dashed green lines: ZLoad(s)). (a) Changing KPvg; (b) changing KRvg.

As for the resonant gain KRvg, it significantly impacts the system’s stability, as shown
in Figure 12b, where KPvg is set to 0.8. By tuning the resonant gain, it can be observed
that the phase differences at the intersection point of Zclose0(s) and ZLoad(s) are gradually
reduced with the decrease of KRvg. A small KRvg = 30 can ensure the system’s stability.
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When the resonant gains further decrease, e.g., 0.01, as shown in Figure 13a, the phase
difference reduces to 172.27◦ but is still close to 180◦. However, in this case, the AC voltage
cannot track its reference value as shown in Figure 13b.

(a) (b)

Figure 13. Bode diagrams and time-domain waveforms of load case VII (Soid lines: Zclose0(s), dashed
green lines: ZLoad(s)). (a) Zclose0(s) and ZLoad(s); (b) output voltage and current.

From the discussion above, it can be found that tuning the parameters of the PR
controller can guarantee the system’s stability. But the phase difference is relatively large
and nearly impossible to further decrease. Therefore, an improved controller structure is
proposed in this paper.

5.2. Proposed Controller Structure

The structure of the proposed controller is shown in Figure 14, which contains
three parts:

(1) The first part is the traditional PR controller, which provides a high gain at the
fundamental frequency, allowing accurate tracking of the reference signal. KRvg is the
key parameter to guarantee the tracking performance.

(2) A band reject filter (BRF) is introduced, which is the second part. Based on the
obtained internal DM small-signal perturbation to AC voltage transfer function, it is
found that a large resonant peak appears, which affects the control performance and
may threaten the system stability. The center frequency of the introduced BRF is set to
suppress the resonant peak frequency at 28 Hz, and its bandwidth matches the width
of the resonant peak, with a value set to 20 Hz.

(3) The third part is an additional inertia element (IE), which is added in the control loop
to improve the poor stability margin of the existing PR controller. Based on the bode
diagram of Zclose0(s) and ZLoad(s) under the worst case, the gain KIEvg and cutoff
angular frequency ωie of the IE are designed.

Figure 14. Block diagrams of the proposed controller structure.

The transfer function of the proposed controller can be written as

Gvg(s) = (KPvg +
2KRvgωcs

s2 + 2ωcs + ω2
1
)· KBvg(s2 + ω2

b)

s2 + 2ωcbs + ω2
b
· KIEvg

s + ωie
(50)
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Based on (50), the proposed controller has more control degrees of freedom, indicating
that the corresponding system has better abilities in stability and control performance
improvement. Figure 15 shows the flowchart of the parameter design of the proposed
controller. And the corresponding parameters are given in Table 4. Figure 16 shows
the bode diagram of the open-loop gain of the MMC system with the PR controller and
proposed controller of the load case VIII. It can be observed that the resonant peak is
suppressed, which verified the effectiveness of BRF. Moreover, the gain at the fundamental
frequency remains relatively high, showing good tracking performance.

Figure 15. Flowchart of the parameter design of the proposed controller.

Table 4. Parameters of the proposed controller.

Controller Parameters KPvg KRvg ωc KBvg ωb ωcb KIEvg ωie

Values 0.8 30 π 1 56 π 40 π 200 10 π

Figure 16. Bode diagram of the open-loop gain of the MMC with the traditional PR controller and
the proposed controller.
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Figure 17 shows the bode diagram of Zclose0(s) and ZLoad(s) of all load conditions with
the proposed controller. It can be seen that the phase difference at the intersection point of
Zclose0(s) and ZLoad(s) of load case VIII is equal to 114.57◦. The stability margin is greatly
increased, which confirms the validity and effectiveness of the proposed controller structure.

Figure 17. Bode diagrams of MMC of different load conditions with the proposed controller.

Moreover, Figure 18 shows the time-domain simulation results of the MMC with the
PR controller and the proposed controller in the transient state. The AC load switches from
case II to case V at t = 3.1 s. The results indicate that the MMC system reaches a stable
state. However, the settling time with the proposed controller is shorter, which verifies the
effectiveness of the proposed controller. The oscillation of the circulating current with the
proposed controller is also smaller, as shown in Figure 18c,d. Additionally, in Figure 18e,f,
the capacitor voltages also exhibit similar characteristics, further confirming the effectiveness
of the proposed controller structure.

(a) (b)

(c) (d)

Figure 18. Cont.
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(e) (f)

Figure 18. Transient-state time-domain waveforms from case II to case V. Output voltage and current:
(a) traditional PR controller; (b) proposed controller. Circulating current: (c) traditional PR controller;
(d) proposed controller. Sum capacitor voltages for the upper and lower arms: (e) traditional PR
controller; (f) proposed controller.

Furthermore, Figure 19 shows the corresponding time-domain simulation results, where
the AC load switches from case V to case VIII at t = 3.1 s. In Figure 19a, large oscillations
appear in the output voltage and current. Although the system finally reaches a stable state,
the settling time is ~2.6 s, which indicates the poor control performance of the traditional
PR controller. Figure 19b shows the simulation results with the proposed controller. It can
be observed that the voltage and current quickly reach a stable state within only ~0.2 s,
which further verifies the effectiveness of the proposed controller structure. In Figure 19c, the
oscillation of the circulating current gradually decreases, with overshoot amplitude reaching
~100 A. However, for the MMC with the proposed controller, the overshoot amplitude of the
circulating current is only ~50 A, as shown in Figure 19d. Additionally, Figure 19e,f indicate
that the capacitor voltages have better dynamic performance with the proposed controller.
In Figure 19e, the sum capacitor voltages for the upper and lower arms exhibit large over-
shoots, which reach ~73 kV. Figure 19f shows that the overshoot amplitudes of the sum
capacitor voltages for the upper and lower arms are ~65 and ~37 kV, respectively. This further
verifies the effectiveness of the proposed controller structure.

(a) (b)

(c) (d)

Figure 19. Cont.
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(e) (f)

Figure 19. Transient-state time-domain waveforms from case V to case VIII. Output voltage and current:
(a) traditional PR controller; (b) proposed controller. Circulating current: (c) traditional PR controller; (d)
proposed controller. Sum capacitor voltages for the upper and lower arms: (e) traditional PR controller;
(f) proposed controller.

6. Conclusions

This paper investigates the stability variation in MMC in standalone mode. Based
on the HSS, the impacts of load variation on the transfer function of internal small-signal
perturbation to state variables and AC terminal impedance of the MMC are analyzed in
detail. It is found that the system tends to be unstable with the increase in inductive load.
Therefore, a worst-case design needs to be adopted to guarantee the overall stability. Then,
the impact of traditional PR controller parameters on system stability is analyzed. It is
observed that the stability margin and control performance are limited. Thus, this paper
proposes an improved controller structure with an additional series compensator, which can
enhance the stability and suppress the resonant peak. And the transient performance is also
improved. The simulation results align well with the analysis, validating the effectiveness
of the proposed controller. Based on these findings, to guarantee the stability and control
performance, it is recommended that a detailed small-signal analysis of all load conditions
be carried out for the MMC system.
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Abstract: The reliability of GIS (gas-insulated switchgear) circuit breakers significantly depends on
the condition of the insulated pull rods, with micro-defects on their surface posing a potential risk for
micro-discharges and breakdown incidents. Experimentally investigating these micro-discharges
is challenging due to their minute nature. This study introduces a framework to examine the
linkage between micro-defects and micro-discharges, coupled with numerical simulations of the
micro-discharge process in insulated pull rods afflicted by surface infiltration flaws under opera-
tional conditions. Initially, samples containing micro-defects were sectioned via water jet cutting
for microstructural analysis through white light interferometry. Subsequently, a two-dimensional
axisymmetric model simulating positive corona discharge from a needle to a plate electrode was
employed to derive the relationship between charged particle density and the electric field in SF6 and
air. Building on these observations, a micro-discharge model specific to micro-defects was developed.
Comparative analysis of micro-discharge behaviors in SF6 and air for identical defect types was con-
ducted. This research framework elucidates the discharge dynamics of charged particles in SF6 and
air during micro-discharge events, shedding light on the mechanisms underpinning micro-discharges
triggered by insulation rod defects.

Keywords: gas-insulated switchgear; insulated pull rods; corona discharge; simulation analysis

1. Introduction

The insulated pull rod is a crucial insulating component in gas-insulated, metal-
eclosed switchgears (GISs) characterized by its slender, elongated structure and frequent
involvement in disconnection scenarios [1–5]. In operational conditions, it is subjected
to significant mechanical stress and impact vibrations, necessitating superior electrical
insulation and mechanical strength [2,6–9]. The resin-impregnated fiberglass (RIF) process
is instrumental in achieving these properties [1,10–12]. However, inadequacies in the
design of the process or its parameters can lead to micro-defects, such as white spots, burrs,
and poor surface infiltration, compromising the rod’s integrity [2,13,14]. The presence of
these micro-defects can distort the electric field, initiating micro-discharges and potentially
leading to breakdown incidents. While various methods, including X-ray, non-destructive
microwave, and ultrasonic tests, have been proposed for defect detection in insulation
rods, comprehensive studies on the micro-discharge phenomena induced by these defects
remain scarce [2,13,14].

To advance our understanding of micro-discharge phenomena triggered by micro-
defects in insulated pull rods, and given the experimental challenges in direct observation,
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we propose a comprehensive framework. This framework encompasses three main phases:
initially, sections of the insulated pull rod harboring micro-defects are segmented via water
jet cutting, followed by the examination of their surface microstructures through white light
interferometry for physical characterization. Subsequently, we derive a correlation curve
for charged particle density concerning the electric field within SF6 and air environments
using a two-dimensional axisymmetric model of positive corona discharge from a needle
to a plate electrode. The final stage involves the formulation of a micro-discharge model
predicated on the observed microstructural characteristics and the derived correlation
curves. Investigating micro-discharge attributes resulting from insulation rod micro-defects
not only facilitates a theoretical comprehension of insulation failures but also lays the
groundwork for developing theoretical models for the online monitoring of discharge
signals associated with insulation pull rod defects.

2. Characterization of the Surface Defects on Insulated Pull Rods

The efficacy of the resin-impregnated fiberglass (RIF) technique is pivotal to ensuring
the integrity of insulated pull rods [10–12]. The comprehensive process entails several
critical steps: Initially, fiberglass fabric is rolled into a cylindrical form and placed within
a sealed mold. Subsequently, under a controlled vacuum applied at the top of the mold,
liquid epoxy resin is simultaneously injected at a predetermined rate from a feeder at the
bottom. The process concludes with the resin’s thorough impregnation and subsequent
curing phase. A misalignment in the synchronization between the vacuum and resin
injection rates can introduce air into the interface between the flowing resin and the mold’s
interior, leading to areas of poor surface infiltration. This defect may manifest on either the
inner or outer surfaces of the insulated pull rod, compromising its performance.

The predominant method for inspecting the quality of insulated pull rods is artificial
visual inspection. This method, however, faces significant limitations in accurately dis-
tinguishing between inner poor infiltration defects and white spot defects. As shown in
Figure 1a, both defect types manifest as irregular, gray shadows in optical transmission
imaging, differing markedly from the appearance of unaffected areas. Consequently, these
defects are collectively categorized as white spot defects due to their visual similarity.
Notably, a distinguishing factor is the generally higher grayscale intensity observed in the
light transmission images of inner poor infiltration defects compared to white spot defects.
Additionally, areas of poor outer surface infiltration are identifiable by a distinct rough
texture upon tactile examination.

Figure 1. (a) Defects observed in the insulating pull rod through photonic inspection. The dashed
scircles highlight areas with varying levels of light transmittance. They illustrate the location and size
distribution of defects within the rod. (b) Dimensions of the sample sectioned for analysis. (c) Surface
of the sample observed via white light interferometry.

With the cooperation of the factory, we identified that the minor defects in the rods
mainly include five categories: internal microcracks, internal bubbles, internal impurities,
surface scratches, and surface glitches. Surface scratches primarily result from damage
caused by sharp tools during transportation and assembly. Glitches mainly arise from
residues of the demolding material on the rod’s surface during the demolding process. The
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main difference between the two is that scratches are more often inward depressions, while
burrs protrude outward. Our study is mainly focused on surface glitch defects.

To elucidate the nature of poor infiltration defects and facilitate accurate three-dimen
sional reconstruction, a 10 mm × 10 mm × 2 mm square sample from the defective area
of an insulated rod was extracted using water jet cutting. This preparation enabled the
differentiation of internal surface infiltration defects from white spot defects. Figure 1b
showcases a section of the sample with poor surface infiltration, characterized by a macro-
scopically rough surface texture. Notably, these internal defects, sealed within the rod
during assembly, are exposed to air under operational conditions, whereas external defects
are in contact with SF6 gas.

Microscopic examination through white light interferometry revealed that these de-
fects consist of densely packed protrusions (Figure 1c). In the image, the red areas represent
the burrs on the surface, while the surrounding green areas indicate the smooth parts of the
sample. Additionally, there are some interlaced blue sections aside from the green parts.
This is because the sample is a mixture of epoxy resin and glass fibers, which possess a
certain level of translucency. Therefore, during white light interferometry, some light passes
through the sample, causing interference. The blue areas in the image reflect the internal
glass fiber framework. However, since these areas are largely opaque, this does not affect
the results of the white light interferometry. The resulting surface roughness metrics are as
follows: Sa (arithmetic mean surface roughness) = 6.592 μm; Sq (root mean square surface
roughness) = 10.005 μm; and SZ (peak-to-valley height) = 159.921 μm. These measurements
provide a quantitative basis for the textural characterization of poor infiltration defects.

3. Analysis of Defects under Operational Conditions

Extensive literature highlights that a set of three continuity equations, representing
electrons, positive ions (SF6

+/O2
+), and negative ions (SF6

−/O2
−), integrated with Pois-

son’s equation, can be used to effectively model and elucidate the dynamics of positive
corona discharge [15–17]. This study considers four charged species: electrons, positive
ions, negative ions, and photoelectrons. Equations (1)–(5) delineate our mathematical
framework, incorporating the drift–diffusion of these species while accounting for their
generation, drift, and dissipation. The source terms within these equations include cru-
cial processes such as ionization, electron attachment, recombination, and photoelectron
absorption. Poisson’s equation facilitates the computation of electric field distribution.
Additionally, the Helmholtz equation is employed to depict the light absorption curve,
approximated as a sum of series, providing a fit to the empirical data.

∂ne

∂t
+∇ ·

(
−μe

→
Ene − De∇ne

)
= Sph + αne

∣∣∣∣μe
→
E
∣∣∣∣− ηne

∣∣∣∣μe
→
E
∣∣∣∣− kepneNp (1)

∂np

∂t
+∇ ·

(
μp

→
Enp − Dp∇np

)
= Sph + αne

∣∣∣∣μe
→
E
∣∣∣∣− kepnenp − knpnnnp (2)

∂nn

∂t
+∇ ·

(
−μn

→
Enn − Dn∇nn

)
= ηne

∣∣∣∣μe
→
E
∣∣∣∣− knpnnnp (3)

∇2V = −e
(
np − ne − nn

)
ε0

(4)

⎧⎨⎩ ∇2Sj
ph −

(
λjPSF6

)2Sj
ph = −AjP2

SF6
Iph

Sph = ∑ Sj
ph

, (j = 1, 2, 3) (5)

where t (s) is time; ne, nn, np, μe, μn, μp, De, Dn, Dp are the different densities (m−3), mobili-
ties (m2V−1s−1), and diffusion coefficients (m2s−1) of electrons, positive ions, and negative
ions; and α (m−1) and η (m−1) are the ionization and attachment coefficients, respectively.
kep (m3s−1) and knp (m3s−1) represent the recombination coefficient of positive ions with
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electrons and the recombination of positive ions with negative ions. V, e, and ε0 denote
the applied voltage (V), the electron charge (C), and the vacuum permittivity (F·m−1),

respectively.
→
E (V·m−1) represents the electric field intensity vector. Aj (cm−2Torr−2) and

λj (cm−1Torr−1) represent the fitting parameter, and the photoionization term in equa-
tion j is represented as Sph (mol·m−3s−1). PSF6 (Torr) represents the pressure of SF6, Iph

(mol·m−3s−1) represents the photoionization radiation coefficient.
Morrow has presented a detailed collection of reliable data on the basic transport

properties of SF6 and the approximate analytical interpolation of the coefficients [18,19].
Tables 1 and 2 show the parameters used in the simulation under air and SF6.

Table 1. Parameters used in the air condition simulation.

Parameter Air

Ionization coefficient α (m−1) 3.5 × 105 exp
(
−1.65 × 107/

∣∣∣∣→E ∣∣∣∣)
Attachment coefficient η (m−1) 1.5 × 103 exp

(
−2.5 × 106/

∣∣∣∣→E ∣∣∣∣)
Mobility of electrons μe (m2V−1s−1) 0.606 ×

∣∣∣∣→E ∣∣∣∣−0.25

Mobility of positive ions μp (m2V−1s−1) 2.43 × 10−4

Mobility of negative ions μn (m2V−1s−1) 2.7 × 10−4

Diffusion coefficient of De (m2s−1) 0.18
Diffusion coefficient of positive ions Dp (m2s−1) 2.8 × 10−6

Diffusion coefficient of negative ions Dn (m2s−1) 4.3 × 10−6

Coefficient of recombination of positive ions and
electrons kep (m3s−1) 2 × 10−13

Coefficient of recombination of positive ions and
negative ions knp (m3s−1) 2 × 10−13

Table 2. Parameters used in the SF6 condition simulation.

Parameter SF6 Value

Ionization coefficient α (m−1)

⎧⎨⎩
6 × 10−5, E

N < 1.2 × 10−19 V·m2

1.216 × 10−5 ln
( E

N
)
+ 5.89 × 10−4, 1.2 × 10−19 ≤ E

N < 3.5 × 10−19 V·m2

−1.897 × 10−5 ln
( E

N
)− 7.346 × 10−4, E

N ≥ 3.5 × 10−19 V·m2

Attachment coefficient η (m−1)

⎧⎪⎨⎪⎩
2.0463 × 10−20 − 0.25379

( E
N
)
+ 1.4705 × 1018( E

N
)2.985

, E
N < 5 × 10−20 V·m2

−3.0078 × 1036( E
N
)3

, 5 × 10−20 ≤ E
N < 2 × 10−19 V·m2

7 × 10−21 exp
(−2.25 × 1018 E

N
)
, E

N ≥ 2 × 10−19 V·m2

Mobility of electrons μe (m2V−1s−1) 1.027 × 1019( E
N
)−0.2576

m−1V−1s−1

Mobility of positive ions μp (m2V−1s−1)

⎧⎨⎩
6 × 10−5, E

N < 1.2 × 10−19 V·m2

1.216 × 10−5 ln
( E

N
)
+ 5.89 × 10−4, 1.2 × 10−19 ≤ E

N < 3.5 × 10−19 V·m2

−1.897 × 10−5 ln
( E

N
)− 7.346 × 10−4, E

N ≥ 3.5 × 10−19 V·m2

Mobility of negative ions μn (m2V−1s−1) 1.69 × 1032( E
N
)2

+ 5.3 × 10−5 m−1V−1s−1

Diffusion coefficient of De (m2s−1) 8.8823 × 1028( E
N
)0.2424

m−1s−1

Diffusion coefficient of positive/negative ions Dp,n

(m2s−1)

⎧⎨⎩
2 × 10−13P0.6336, 1 < P ≤ 39 kPa

2.28 × 10−11P−0.6559, 39 < P ≤ 270 kPa
6.87 × 10−10P−1.279, 270 < P ≤ 2000 kPa

Coefficient of recombination of positive ions and
electrons/negative ions kep,np (m3s−1)

D
μ = kT

39.6 V

This study employs a 2D axisymmetric needle-to-plate electrode model to investigate
positive corona discharge phenomena in SF6 and air environments. Both gases are simu-
lated under specific conditions: SF6 at a pressure of 0.4 MPa and air at 0.1 MPa, filling the
gap between the needle and plate electrodes, with the corresponding temperature being
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room temperature (300 K). The geometric configuration for both gas settings is identical,
featuring a needle tip curvature of 0.1 mm and a 100 mm gap between the needle tip and
the plate electrode. A positive voltage ranging from 1 to 10 kV is applied to catalyze the
positive corona discharge in both gases.

The study quantitatively captures the dynamics of positive corona discharge by plot-
ting the variation in the total numbers of SF6 electrons, negative ions, and positive ions
across a discharge cycle spanning 100 ns to 1000 ns, illustrated in Figure 2. Similarly, for air,
the total counts of electrons, negative ions, and positive ions over a discharge cycle ranging
from 500 ns to 5000 ns are documented, as shown in Figure 3. The data points reflect the
results of the simulation. The lines connecting these data points are fitting curves based on
quadratic interpolation of the data points. These are used to predict missing data values.
It can be observed that the positive corona discharge intensity of SF6 and air gradually
increases with the voltage applied to the needle electrode.

As the discharge progresses to 100 ns for SF6 and 500 ns for air, the rate of change in
the total particle count of both gases stabilizes, eventually reaching a steady concentration.
This stability allows for the calculation of particle density by dividing the steady-state total
particle count by the volume of the integral domain of each gas environment. The flux
of particles generated near the glitch defect is then calculated for the next step analysis.
Here, our statistical method involves using the needle tip as the center to define a circle
with a radius of 2 cm as the statistical area. The electric field strength within this area is
considered the true electric field strength. We measure the electron density, positive ion
density, and negative ion density within this area over a time interval of 0–5000 ns as the
particle yield.

Figure 2. Through high-throughput simulation, the average densities of (a) electrons, (b) positrons,
and (c) negative ions within different electric fields in an SF6 environment were obtained, and (d) the
flux of particles generated in the defect area were quantified.
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Figure 3. High-throughput simulation yielded the average densities of (a) electrons, (b) positrons, and
(c) negative ions within different electric fields in a standard atmospheric pressure air environment,
along with (d) the quantified flux of particles generated in the defect area.

4. Micro-Discharge Analysis in Air and SF6 Environments under
Operational Conditions

We employed the charge generation rates near the detected defects to simulate the
pulling rod under operational conditions. The simulation structure is depicted in Figure 4.
Initially, the discharge process within SF6 was simulated. To further investigate the dynam-
ics and distribution of charged particles during the micro-discharge development process,
an analysis was conducted at four critical time points: t = 25 ns, t = 100 ns, t = 200 ns, and
t = 500 ns.

 

Figure 4. Schematic diagram of the simulation area.

In the initial stage (up to 100 ns), the charge distribution concentrated near the glitch
defect, allowing only a few electrons to gain enough kinetic energy to initiate ionization
and attachment reactions with neutral molecules. Electrons, positive ions, and negative
ions were distributed evenly around the defect, as depicted in Figure 5a,e,i.
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Figure 5. In an SF6 environment, the process of discharge induced by a glitch defect on the rod
surface. From 25 ns to 200 ns, the evolution of (a–d) electrons, (e–h) negative ions, and (i–l) positive
ions near the glitch defect.

As the micro-discharge developed, electrons predominantly migrated to the left side
of the defect, counter to the electric field’s direction, indicating the progression into later
stages. SF6’s strong electronegativity plays a crucial role here, significantly enhancing
electron adsorption and influencing electron density distribution throughout the micro-
discharge process. Electron density peaks were observed at the defect’s left corner and
right wall, creating a distinct electron cloud layer. Despite moving against the initial electric
field, electrons accumulate at these points. Some electrons lose their kinetic energy upon
colliding with the defect’s right wall, adhering to the surface and increasing electron density
in this area.

Conversely, the left wall of the defect, where electron movement originates, witnesses
interactions between electrons and neutral particles, producing additional positive ions and
electrons. This leads to a high concentration of electron density at the left corner. However,
the tendency of electrons to combine with neutral particles to form negative ions results in
a lower electron density on this side.

Here, we did not consider the impact of moisture in the gas environment on the
discharge at defect locations. However, in actual operation, the moisture in the gas envi-
ronment can affect the defects in two main ways: the presence of moisture can influence
discharge parameters such as the discharge ionization coefficient, affecting the actual dis-
charge process; furthermore, the rod’s surface can absorb moisture, increasing its surface
conductivity, thereby facilitating easier migration of the charges produced by discharges
across the surface.

During the SF6 micro-discharge process, the density distribution of negative ions
illustrates that SF- is predominantly formed by electron adsorption in SF6. Initially, electrons
near the defect are captured, generating negative ions that subsequently move opposite to
the electric field’s direction, diffusing away from the left wall of the defect. This pattern
suggests that negative ions are consistently produced and dispersed outward from the
defect throughout the micro-discharge.

In the case of positive ions in SF6, they are primarily created when SF6 molecules
collide with electrons, resulting in their detachment. Throughout the micro-discharge, there
is a noticeable concentration of positive ions along both the left and right walls of the defect.
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These ions show a tendency to diffuse slightly outward, aligning with the electric field’s
direction. Unlike electrons and negative ions, however, their diffusion is less extensive.

In an air environment, the intensity of micro-discharge around poorly insulated defects
is higher than in SF6, due to air’s lower electronegativity. The evolution of micro-discharge
is depicted at six critical times: t = 10 ns, t = 25 ns, t = 50 ns, t = 75 ns, t = 100 ns, and
t = 500 ns, with simulation results illustrated in Figure 6.

Figure 6. In an air environment, the process of discharge induced by a glitch defect on the rod surface.
From 10 ns to 200 ns, the evolution of (a–f) electrons, (g–l) negative ions, and (m–r) positive ions near
the glitch defect.

Initially, electron accumulation at the corner of the defect’s left wall forms a thin cloud
layer. Within 25 ns, there is significant electron buildup on the surface of the epoxy resin.
Driven by the electric field, these electrons ionize neutral particles, leading to the generation
of additional electrons and positive ions. By 50 ns, a charge cluster pattern emerges, which
maintains a consistent electron cloud shape up to 500 ns. By the end of the period, there is
a slight diffusion of low-density electrons observed at 500 ns.

In an air environment, negative ions are primarily produced through the adsorption of
electrons onto N2 molecules. Initially, these negative ions accumulate around the defect and
migrate against the electric field, showing slower movement compared to electrons, which
leads to their initial retention. By 50 ns, there is a significant accumulation of negative ions,
which begins to dissipate outward by 500 ns.

The evolution of positive ions during the micro-discharge process is influenced by
two main factors. Firstly, there is an accumulation of charge-like ions generated by minor
ionization near the defect, distributed to the right of the defect, opposite the electric field.
Secondly, new positive charges are produced by the collision ionization of surface electrons
as they propagate on the left side of the defect, consistently accumulating on the surface of
the insulating rod and forming a distinct charge pattern.

This study on micro-discharge phenomena caused by poor insulation defects in dif-
ferent environments of SF6 and air has enhanced the understanding of the insulating
performance of gas-insulated switchgear equipment. This highlights how the insulating
characteristics of SF6 and air directly influence the intensity and properties of micro-
discharges triggered by such defects. Specifically, SF6 exhibits superior insulating capabili-
ties compared to air, effectively reducing the extent of micro-discharges under identical
operational conditions. The contrasting operational environments of the inner and outer
walls of the insulating rod further illustrate this point: the outer wall is exposed to SF6 gas at
a higher pressure of 4 atm, while the inner wall is surrounded by air at a lower pressure of
1 atm. This difference in gas type and pressure not only underscores the superior insulating
properties of SF6 over air but also amplifies the variation in discharge intensity between
defects located on the inner and outer surfaces.
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Additionally, the study of micro-discharge phenomena also reveals how insulation
defects behave under different pressure and electric field conditions. This is particularly
important in transformers and other high-voltage equipment, where environmental condi-
tions significantly affect micro-discharges. As pressure increases, the insulating properties
of SF6 improve, reducing both the frequency and intensity of micro-discharges. This effect
has been confirmed experimentally; when the pressure of SF6 gas is increased from 1 to
4 atmospheres, micro-discharges from the same defect are noticeably weaker.

In researching micro-discharges, technologies like high-speed cameras and electron
microscopes allow for a detailed observation and analysis of the dynamic processes and
factors influencing micro-discharges. These precise observation methods enable researchers
to accurately track the movements of electrons and ions, leading to a better understanding
of how micro-discharges develop and their specific impacts on insulation performance.

This deep understanding of micro-discharge behavior provides crucial information
for improving and optimizing the design of gas-insulated switchgears. By comparing
how micro-discharges occur in different mediums like SF6 and air, engineers can design
safer and more efficient systems to meet the complex demands of electrical power systems.
Such research not only advances high-voltage insulation technology but also supports the
stability and safety of electrical power systems.

5. Conclusions

This paper introduces a simulation framework for studying micro-discharge phenom-
ena caused by defects in insulation materials. It explores defect characterization and the
processes of micro-discharges through simulations that capture temporal density fluctua-
tions of electrons, negative ions, and positive ions, enhancing our understanding of their
dynamic behavior. The study details how electric field distortion near defects leads to
charged particle generation, influencing micro-discharge activity. It also examines the
impact of environmental conditions, such as gas composition and pressure, on micro-
discharge intensity and highlights the importance of quality control in manufacturing to
improve the reliability and safety of gas-insulated switchgear systems.
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Abstract: Focused on addressing harmonic suppression in multiphase indirect matrix converters
(IMCs), this study explores spread-spectrum modulation technology through ripple analysis calcu-
lations. We introduce a current ripple spread-spectrum modulation (CR-SSM) method tailored for
multiphase IMC systems. In this approach, a 3 × 6-phase IMC is modeled as a two-port network,
and a small-signal model of the output side is established. The transfer function is utilized to analyze
the two-port network in the complex frequency domain (s-plane). The time-domain expression of
the output current ripple is derived in vector form. Subsequently, the distribution of the output
ripple and locus are determined based on specified constraints. The carrier frequency is dynami-
cally adjusted online according to the specified ripple locus. Compared to classical periodic PWM
methods, this approach offers a broader range of frequency variations and achieves a more uniform
output spectrum. Furthermore, CR-SSM optimizes system efficiency and enhances spread-spectrum
modulation. Experimental results demonstrate that this method effectively enhances the quality of
input and output waveforms in multiphase IMC systems.

Keywords: indirect matrix converter (IMC); current ripple analysis; spread-spectrum modulation;
periodic PWM; electromagnetic interference (EMI)

1. Introduction

The indirect matrix converter (IMC) represents a form of “all-silicon” AC/AC direct
power converter [1]. This converter achieves efficient power conversion without requiring
an energy storage link, owing to its compact structure, ability to deliver sinusoidal input–
output waveforms, adjustable input power factor, low harmonic distortion, flexible phase
adjustment of input current, and other noteworthy features. The IMC has proven highly
effective in applications within the green energy sector [2,3].

In a three-phase system, the conventional configuration of a matrix converter (MC)
is referred to as a direct matrix converter (DMC), featuring a 3 × 3 bidirectional switch
array [4]. A multiphase indirect matrix converter (IMC) comprises a three-phase rectifier
stage and a six-phase inverter stage, each divided into distinct structural and functional
segments. As illustrated in Figure 1, the rectifier stage of the IMC resembles a current
source rectifier (CSR). Conversely, the inverter stage of the IMC is designed to function
as two two-level voltage source inverters (VSIs) [5]. The clamper circuit is specifically
implemented for protective purposes and does not actively facilitate energy transfer. The
inherent design of the IMC allows for direct energy transfer between input and output, but
it also enables the transmission of harmonic distortion from one side of the converter to
the other. The study by [6] enhances the understanding of IMC topology, indicating that
the input filter plays a critical role in the converter system by attenuating high-frequency
harmonics to prevent interference with the normal operation of other equipment at their
common connection point. Additionally, it assists in smoothing out discrete input current
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to generate a continuous sinusoidal current waveform on the source side. One fundamental
and widely used method for improving waveform quality in frequency converters is by
increasing the carrier frequency of the controller. Recent advancements in wide bandgap
semiconductors, such as silicon carbide (SiC), have significantly expanded the feasible
carrier frequency of power converters [7–9]. Various approaches have been proposed
to enhance the effectiveness of power converters using pulse-width modulation (PWM),
including optimization techniques for vector selection among available vectors [10], re-
duction in common-mode components in modulation waves [11,12], refinement of switch
sequences [13–15], and enhancement of carrier properties [16–18].

Figure 1. A 3 × 6 IMC system.

Spread-spectrum modulation (SSM) is an ideal strategy for reducing EMI in multi-
phase IMC systems. Common SSM strategies currently include random PWM, programmed
PWM, and periodic PWM. In comparison to random PWM, periodic PWM uses a predeter-
mined frequency density function to dynamically change the carrier frequency, achieving
a fixed EMI spectrum [19]. By varying the carrier frequency, periodic PWM introduces
additional modulation flexibility. Typical carrier waveforms encompass sinusoidal, expo-
nential, and triangular shapes. Dual Fourier analysis of inverter output voltages reveals
that triangular wave frequency density functions offer smoother spectral performance
compared to sinusoidal and exponential carriers, which exhibit distinct spectral peaks at
specific frequencies [20]. Research on the variation pattern of periodic signal frequency and
waveform under equal maximum frequency deviation is explored in [21], which derives an
optimal segmented modulation signal for superior EMI suppression by optimizing a combi-
nation of three frequency density functions. Furthermore, reference [22] employs a variable
density sawtooth carrier to implement periodic PWM, thus achieving a spread-spectrum ef-
fect while reducing inverter switch frequencies. Reference [23] explores a spread-spectrum
modulation scheme by varying switch frequencies according to uniform distribution,
exponential distribution, and normal distribution and derives corresponding equations.
Experimental results demonstrate that the proposed spread-spectrum modulation scheme
can reduce EMI by 20 dB. Reference [24] proposes an algorithm using sinusoidal-wave
pulse-width modulation (PWM) to suppress conducted-mode (CM) EMI in large-scale
networks. This method minimizes switch frequency overlap between converters, thereby
reducing total EMI levels. The authors of [25,26] focus on using Σ-Δ modulation for voltage
source converters. The proposed modulation techniques significantly reduce switching
losses and reduce lower-order harmonics by varying switch frequencies. Additionally, Y.
Huang utilizes a variable frequency density sawtooth carrier to achieve periodic PWM,
thereby achieving spread-spectrum effects while reducing inverter switch frequencies [27].
Reference [28] presents an optimized periodic PWM scheme that minimizes motor vibra-
tion frequency response peaks by considering the motor’s vibration frequency response
function. Reference [29] details the impact of periodic PWM on the current harmonics of
permanent magnet synchronous motors (PMSMs). Experimental evidence demonstrates
that periodic PWM disperses high-frequency harmonics across wider frequency bands,
thereby suppressing peak harmonics. Reference [30] proposes a spectral analysis method
based on periodic PWM and dual Fourier series to reduce current harmonics in active
power filters. Reference [31] introduces a novel PWM strategy based on uniform distribu-
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tion PWM and experimentally verifies its effectiveness in eliminating EMI peaks, reducing
conducted EMI, and minimizing switch losses. Reference [32] analyzes the suppression
of harmonics and common-mode EMI using periodic PWM, validating the accuracy of
theoretical analysis and the effectiveness of algorithms through experiments.

However, the widespread implementation of current-ripple-based spread-spectrum
modulation (CR-SSM) in multiphase inverter motor control (IMC) systems still encounters
several challenges. Firstly, variations in vector amplitudes of the rectifier and inverter
stages within the IMC, influenced by the DC-link voltage, pose difficulties in establishing a
consistent ripple model. Secondly, the presence of input filters can affect waveform quality
at the grid side and complicate the analysis of the impact of input switching sequences and
transmission ratios on the output current ripple locus. Additionally, the resonant frequency
and bandwidth of filters impose limitations on the range of carrier frequency variations.

To address these challenges, this study investigates the combined impact of the rectifier
and inverter stages in a 3 × 6-phase inverter motor control (IMC) system [33,34]. It involves
an analysis of a small-signal model at the output stage to derive a time-domain expression
for the output current ripple. Finally, based on the constraints related to ripple distribution
and ripple index, the CR-SSM (current ripple spread-spectrum modulation) method is
proposed. This method allows for a broader range of frequency fluctuations while ensuring
safe commutation and achieving higher-quality spread-spectrum modulation. The main
contributions of this paper are outlined as follows:

1. Through the establishment of a small-signal model on the output side, the locus of
the output current ripple can be determined. Furthermore, dynamically adjusting the
carrier frequency based on the ripple locus can effectively broaden the harmonic spec-
trum, improve total harmonic distortion, and enhance output modulation efficiency.

2. The CR-SSM method dynamically adjusts the carrier frequency based on the rip-
ple locus. The CR-SSM method is based on the output current ripple, and thus the
debugging process of traditional periodic PWM is eliminated. It standardizes the con-
struction of carrier frequencies, providing clear numerical indicators and improving
frequency fluctuation efficiency. Furthermore, it reduces harmonic spikes at specific
frequency bands and optimizes system efficiency.

The remainder of this paper is structured as follows: In Section 2, we provide a brief
overview of multiphase IMC basic modulation strategies. Section 3 analyzes the voltage
error locus and establishes small-signal models for multiphase IMC outputs to derive time-
domain expressions for the current ripple. Subsequently, we explore achieving improved
total harmonic distortion (THD) and efficiency by implementing online adjustment of
carrier frequencies along the ripple locus. Section 4 presents experimental results comparing
CR-SSM and classical period PWM. Finally, Section 5 summarizes the key conclusions
drawn from this study.

2. Modulation Method of Multiphase IMC

2.1. Space Vector Modulation

To enhance the utilization of input voltage and facilitate the commutation action
of the switching device, we employed the indirect space vector modulation method for
the multiphase IMC. Specifically, the rectifier stage adopts zero-free vector modulation
based on the expected input current vector Ii

*, while the inverter stage utilizes a maximum
four-vector SVPWM modulation according to the anticipated output voltage vector Vo

*,
as illustrated in Figure 2. In this paper, the moment represented by the vector position
in Figure 2 is presented as an example. The red color arrows represent the vector of the
rectifier stage in the I sector and the inverter stage in the 1© sector.
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Figure 2. The vectors diagram of 3 × 6 IMC drives: (a) rectifier stage; (b) α-β.

As shown in Figure 2a, the space vector plane of the rectifier is divided into six sectors,
labeled as I, II, . . ., VI. The symbols ix (x = 1, 2, . . ., 6) represent the rectifier active vectors,
and θ̃i represents the angle included between Ii

* and the starting vector position of the
sector.

ix =
2√
3

ipn ej(2x−3)π/6 (1)

Ii
∗ = 2

3
(ia + ib ej2π/3 + icej4π/3) (2)

where ipn is the DC-link current, which is related to the load current and the inverter
switching state. The rectifier stage is usually modulated by two effective vectors adjacent
to Ii

*. The rectifier stage is responsible for synthesizing vpn and regulating the Ii
* phase,

and the Ii
* amplitude is determined by the output current. The rectifier stage duty cycle is⎧⎨⎩ dμ = sin(

π

3
− θ̃i)/ cos(

π

6
− θ̃i)

dυ = sin(θ̃i)/ cos(
π

6
− θ̃i)

(3)

where dμ is the duty cycle of the vector iμ (vector i1 in Figure 2); dν is the duty cycle of
the vector iν (vector i2 in Figure 2). When the effective current vector iμ acts, the DC-link
voltage is vab (corresponding to the input Sab), and when the effective current vector iν is
acted upon, the DC-link voltage is vac (corresponding to the input Sac). V im is the amplitude
of the three-phase sinusoidal input voltage so that the average DC-link voltage can be
expressed as follows:

vpn = vμdμ + vνdν =
3Vim

2 cos(π/6 − θ̃i)
(4)

In Figure 2a, the switching state Sab corresponds to the DC-link voltage vab. Figure 2b
is a schematic diagram of the inverter stage output voltage space vector. The space vector
plane of the inverter is divided into 12 sectors, labeled as 1 , 2 , . . .., 12 . The symbols vy
(y = 1, 2, . . ., 12) represent the inverter active vectors; v0 and v7 are the zero voltage vectors;
Vo

* is the desired output voltage vector; θ̃o represents the angle included between Vo
* and

the starting vector position of the sector; and vpn is the DC-link voltage.

vy =
2
3

vpnej(2y−1)π/12 (5)

V∗
o =

2
3
(va + vbej2π/3 + vcej4π/3 + vuejπ/6 + vvej5π/6 + vwej3π/2) (6)
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The IMC voltage transmission ratio q is defined as follows:

q = Vom/Vim (7)

where Vom and Vim are the desired output and input voltage vector amplitudes.
According to the vector space decoupling (VSD) transformation, each voltage vector of

the inverter stage can be projected to the α-β plane and the harmonic plane x-y. Each plane
contains 60 valid vectors and 4 zero vectors. While synthesizing the α-β plane fundamental
voltage, it is necessary for the x-y plane output voltage to be zero [34]. Thus, a minimum of
four basic vectors are required to fulfill the modulation requirements, as expressed below.

⎡⎢⎢⎣
d1
d2
d3
d4

⎤⎥⎥⎦ =

⎡⎢⎢⎣
v1α v2α v3α v4α

v1β v2β v3β v4β

v1x v2x v3x v4x
v1y v2y v3y v4y

⎤⎥⎥⎦
−1⎡⎢⎢⎣

v∗α
v∗β
0
0

⎤⎥⎥⎦ (8)

where d1~d4 donate the duty cycles of the four basic vectors, namely V1(55), V2(45), V3(44),
and V4(64), which are required to synthesize the output reference vector Vo

*. To ensure
output voltage utilization, V1, V2, V3, and V4 can be selected as four vectors that are
adjacent to Vo

*, d0 = 1 − d1 − d2 − d3 − d4 donates the duty cycle of zero vectors. Table 1
provides the applied times of voltage vectors and the switch selection of the inverter sectors
1 , 2 , . . .. 12 within Tc/2. V0 and V7 are zero vectors.

Table 1. Voltage vectors and switch selection of the inverter sectors.

Sec 1 Sec 2 Sec 5 Sec 6 Sec 9 Sec 10

V0 00 00 00 00 00 00
V2 45 44 26 22 13 11
V1 55 45 66 26 33 13
V7 77 77 77 77 77 77
V4 64 66 32 33 51 55
V3 44 64 22 32 11 51
V7 77 77 77 77 77 77

Sec 3 Sec 4 Sec 7 Sec 8 Sec 11 Sec 12

V0 00 00 00 00 00 00
V1 44 64 22 32 11 51
V2 64 66 32 33 51 55
V7 77 77 77 77 77 77
V3 66 26 33 13 55 45
V4 26 22 13 11 45 44
V7 77 77 77 77 77 77

Given that the rectifier and inverter stages are directly cascaded, it is necessary to
ensure coordination between the switching sequences of the two stages. In order to reduce
switching losses, each power device is switched only once in each PWM cycle. In this
paper, symmetrical triangular carrier PWM is adopted. The rectifier stage vector sequence
is divided into 3 segments, and the inverter stage sequence is divided into 13 segments.
The vector action sequence is shown in Figure 3. To minimize the switching action, the
rectifier stage vector sequence needs to be switched from iμ-iν-iμ to iν-iμ-iν when Ii

* turns
from an odd sector to an even sector. Similarly, the inverter stage follows the principle of
minimum switching action. Tc is a carrier cycle; dμ = Tc dμ and dν = Tc dν is the duration
time of rectifier vector iμ and iν, respectively; d2μ = Tcdμd2 is the duration time when
rectifier vector iμ and inverter vector v2 are implemented.

98



Energies 2024, 17, 2546

Figure 3. Switching pattern of 3 × 6 IMC.

2.2. Classical Periodic PWM

In the classical periodic PWM modulation, the carrier frequency of the multiphase
IMC inverter stage is no longer constant [35–38] but varies periodically around a specific
center frequency according to certain mathematical rules.

fc(t) = fc0 ± Δ fcvm(t) (9)

where f c0 represents the center frequency of the time-varying carrier frequency, while Δf c
denotes the maximum frequency deviation from the time-varying carrier frequency to
the center frequency. Furthermore, vm(t) stands for a periodic signal with an amplitude
within [−1, 1]. Typically, sine wave, triangular wave, and exponential wave are selected as
modulation signals, which can be expressed as follows:

m(t) = Mm sin(2π fmt) (10)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 < t < ks

Tm

2
, m(t) = Mm fm

2
ks

t

ks
Tm

2
< t < (1 − ks

2
)Tm, m(t) =

Mm

(1 − ks)
(1 − 2 fmt)

(1 − ks

2
)Tm < t < Tm, m(t) = Mm

2
ks
( fmt − 1)

(11)

where ks is the symmetry index in the range (0, 1).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 < t <
Tm

4
, m(t) =

Mm

(e

p
4 fm − 1)

(ept − 1)

Tm

4
< t <

Tm

2
, m(t) =

Mm

(e

p
4 fm − 1)

(e

p
2 fm e−pt − 1)

Tm

2
< t <

3Tm

4
, m(t) =

Mm

(e

p
4 fm − 1)

(1 − e

−p
2 fm ept)

3Tm

4
< t < Tm, m(t) =

Mm

(e

p
4 fm − 1)

(1 − e

p
fm e−pt)

(12)

where p is the concavity coefficient.
According to the Parseval theorem, in order to ensure constant frequency energy, the

peak harmonic amplitude decreases as the bandwidth of the harmonic increases [39]. By
using periodic PWM modulation, the carrier frequency is no longer fixed, so the high-
frequency harmonics of multiphase IMC will not concentrate near a fixed frequency. This
can greatly reduce the amplitude of high-frequency current harmonics, but there still exists
some harmonic content.
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3. Spread-Spectrum Modulation Based on Current Ripple

3.1. Output Voltage Error Locus

The equilibrium operating points of the vectors vs, is, vi, and ii are the grid voltage
sampling value vector Vs, the average grid-side current vector Is, the average input voltage
vector V i, and the input-side current expectation vector Ii

* per unit switching cycle. The
disturbance signals are the ripple vectors ṽs, ĩs, and ṽi, and the input current error vector ĩi.

Space vector modulation utilizes fundamental voltage vectors and zero vectors to
synthesize the continuously varying reference voltage Vo

*. When there is a variance
between the actual output voltage of the multiphase indirect matrix converter and the
reference voltage, a vector model can be established to represent the error in voltage
between the reference and actual output voltages [39,40].

Ṽs(t) = vo − V∗
o (13)

where Ṽs(t) represents the voltage fluctuation quantity, vo represents the actual output
voltage vector, and Vo

* is the reference voltage. Taking Vo
* located in the first sector as

an example, V1, V2, V3, and V4 are required to synthesize this vector, corresponding to
inverter stages V55, V45, V44, and V64.

Taking Vo
* located in the first sector as an example, V1, V2, V3, and V4 required to

synthesize this vector correspond to the inverter levels V55, V45, V44, and V64, and the
magnetic chain fluctuations will be presented as five dimensions in the unit switching
period, which are v1μ, v1ν, v2μ, v2ν, v3μ, v3ν, and v4μ, v4ν, along the V1~V4. As shown in
the PWM vector sequence, within one switching cycle, the actual input current vector is
composed of five instantaneous vectors: the direction of iμα, iμβ along the direction of i1,
and iνα, iνβ along the direction of i2, as well as the zero vector i0. Correspondingly, there
are five types of error current vectors, as depicted in Figure 4a.

Figure 4. Error vectors and their locus in the IMC output side in Section 1©: (a) output voltage–error
vectors. (b) output current ripple vectors.

From this, the locus of the output current ripple vector is obtained, as shown in
Figure 4b. At the beginning of the carrier cycle, t = t0, vo coincides with Vo

*, and the voltage
ripple vector corresponds to point O in Figure 4b; during the time period of t0~t7, the locus
departs from point O and forms the polygon OABCDEFO along the direction of the arrow;
from the vector sequence layout in Figure 2, it can be seen that the vector locus during the
time period of t0~t7 is the same as that during the time period of t7~t14. It needs to be noted
that the ratio of unit length on the Re-Im axis is set to 1:10, which is due to the fact that it
is a qualitative rather than a quantitative calculation of ripples and does not mislead the
understanding of its properties.

3.2. Small-Signal Model

Based on the principle of high-frequency synthesis, the space vector method employs
a finite number of effective and zero vectors to continuously synthesize desired vectors
with varying values. The discrepancy between the actual and desired vectors results in
the input and output of the IMC containing numerous high-frequency voltage harmonics,
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ultimately contributing to the formation of high-frequency ripple components. It should be
noted that Ii

* is usually synthesized by the two boundary current vectors in the rectifier
stage. In Figure 3, one section is the action time of the boundary current vector iμ, and
the other sector is the action time of the boundary current vector iν. Thus, the chopper
DC-link voltage of the multiphase IMC will be in a two-level fluctuation state along the
three-phase sine envelope. This implies that the output current ripple of the IMC is not
solely determined by the switching sequence of the inverter stage but is also affected
by the switching sequence of the rectifier stage. In order to mitigate its impact on grid-
side waveform quality, a second-order RLC low-pass filter is implemented at the input
side to provide an independent low-impedance flow path for the ripple current. This
facilitates the analysis of the output current ripple locus in relation to various factors such
as output/input switching sequences and converter regulation system influence [41].

The input current of the IMC is generated by chopping the load current, resulting in a
waveform characterized by a sequence of intermittent current pulses. To ensure the stability
of the input voltage, a parallel filter capacitor Cf is required at the input terminal of the
IMC. Furthermore, a series filter inductor Lf is necessary to attenuate the transmission of
high-frequency harmonic components of the input current between the power supply and
the IMC input. As a result, the high-frequency harmonic current primarily flows through
the low-impedance path provided by Cf, which forms a loop and reduces its impact on
the waveform quality of the source. Collectively, Cf, Lf, along with a damping resistor Rf,
constitute the input filter. A single-phase equivalent circuit of the IMC system is shown in
Figure 5, where the filter is a typical two-port network.

Figure 5. A double-phase equivalent of the IMC system.

Using transfer functions, the following analysis is performed on the two-port network
in the complex frequency domain of the s-plane: The source voltage vs. and the MC
input-side current ii are selected as the independent variables of the port network; then, the
source current is and the input-side voltage vi can be expressed using the hybrid parametric
equation (h-equation) as follows:[

vi(s)
is(s)

]
=

[
h11 h12
h21 h22

][ −ii(s)
vs(s)

]
= h
[ −ii(s)

vs(s)

]
(14)

The values of the elements of the hybrid parameter matrix h are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h11 =
vi(s)
−ii(s)

∣∣∣∣
vs(s)=0

=
2 · sRfLf

s2RfLfCf + sLf + Rf

h12 =
vi(s)
vs(s)

∣∣∣∣
ii(s)=0

=
sLf + Rf

s2RfLfCf + sLf + Rf

h21 =
is(s)
−ii(s)

∣∣∣∣
vs(s)=0

= −h12

h22 =
is(s)
vs(s)

∣∣∣∣
ii(s)=0

=
(sLf + Rf)sCf

s2RfLfCf + sLf + Rf

(15)
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where Lf, Cf, and Rf are the filter inductance, capacitance, and damping resistance, respectively.
Appropriate filter parameters are a prerequisite for the reliable operation of the IMC.
The input voltages iiA, iiB, and iiC result from the high-frequency modulation of the

output current from the switching matrix. Furthermore, in the multiphase indirect matrix
converter discussed in this paper, a low-pass filter is integrated between the input side and
the grid side. This setup aims to curb the ingress of high-frequency harmonic components
from the input current into the power grid. By doing so, it alleviates interference with
other equipment at the common connection point and effectively filters out undesirable
high-frequency harmonics.

The design of the filter necessitates careful consideration of its limitations and device
selection criteria [30], which are evaluated based on the IMC equivalent circuit model
illustrated in Figure 5. Initially, it is crucial to address the constraints regarding switching
ripple and low-frequency harmonics. Since the fifth and seventh harmonics exhibit the
highest amplitudes in the grid voltage, for simplification purposes, we will exclude the
seventh harmonic from actual calculations. As depicted in Figure 5, the filter amplifies
the harmonic component of the low-frequency voltage on the grid side. Therefore, it is
imperative to restrict the low-frequency voltage gain coefficient of the filter to suppress
low-frequency harmonics in the input voltage.

|G(j7ωb)| ≤ 2 dB (16)

where wb represents the input fundamental angular frequency. Similarly, to effectively
suppress the ripple component of the current carrier frequency on the grid side, it is
necessary to adjust the current gain coefficient of the filter at the carrier angular frequency
wc.

|G(jωc)| ≤ −26 dB (17)

Secondly, it is important to consider the limitations of inductor voltage drop and
capacitor current. The ability to regulate the power factor is dependent on restricting the
fundamental current of the filter capacitor. Therefore, it is crucial to take into account these
limitations when designing the system for optimal performance.

I ≈ ωb Cf vs ≤ 0.2Irated
i (18)

where Irated
i is the effective value of input current fundamental wave under rated load. To

meet the voltage utilization requirements, it is necessary to limit the maximum fundamental
voltage drop across the filtering inductance, under rated load conditions.

v ≈ ωbLf

√
I2 +

(
Irated
i
)2 ≤ 0.03Vs (19)

where Vs is the RMS value of the gride-side voltage. At the same time,

Irated
i =

Prated
i
3Vs

=

(
Vrated

o
)2Ro

3Vs
=

(85 V)2 × 10 Ω
3 × 100 V

≈ 8.76 A (20)

where Prated
i is the rated active power, and Vrated

o is the RMS of the rated output voltage.
From the above equation, the upper limit of the filter capacitance and inductance is as
follows: {

Cf ≤ 55.8 μF
Lf ≤ 1.09 mH

(21)

Finally, the damping resistance Rf is carefully chosen to prevent oscillation in the CL
filter. It is crucial to limit the maximum power loss of the damping resistor Rf.

3RfiR
2 ≤ 0.01Prated

i (22)
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where iR is the filter resistor current. Based on the above analysis, the main performance
indicators considered in the filter design process are determined according to the required
parameters and comprehensive practical considerations as follows:

1. The attenuation ratio for high-order harmonics should be no less than 26 dB;
2. The gain of the seventh and lower-order harmonics must be limited to 2 dB;
3. The voltage drop in the inductor must not exceed 3% of the fundamental amplitude;
4. Reactive current flowing into the capacitor shall not exceed 20% of the rated current;
5. The loss on the Rf is less than 1% of the rated power.

Similarly, the output voltage vg and input current ii are chosen as the independent
variables of the port network, and the output current ig and input voltage vi can be
expressed using a mixed parameter equation (h-equation).[

ig(s)
vi(s)

]
=

[
h11 h12
h21 h22

][
ii(s)
vg(s)

]
= h
[

ii(s)
vg(s)

]
(23)

The values of the elements of the hybrid parameter matrix h are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h11 =
vi(s)
−ii(s)

∣∣∣∣
vs(s)=0

=
2 · sRfLf

s3RfL2
f Cf + s2(R2

f LfCf + L2
f ) + 2sLfRf + R2

f

h12 =
vi(s)
vs(s)

∣∣∣∣
ii(s)=0

=
1

sLf + Rf

h21 =
is(s)
−ii(s)

∣∣∣∣
vs(s)=0

=
2sRfLf

s2RfLfCf + sLf + Rf

h22 =
is(s)
vs(s)

∣∣∣∣
ii(s)=0

=
1
q

(24)

3.3. Current Ripple Model

As mentioned above, the SVM used in the IMC uses a limited number of active and
zero vectors to generate a continuously changing target vector. The difference between the
actual and targeted vectors results in the presence of numerous high-frequency harmonics
in the input and output of the IMC. These harmonic components, which are filtered by the
inductor/capacitor filter, manifest as output current ripples.

With the help of the Clarke transformation, the six-phase current quantities can be
transformed into vector forms on the abc plane. The output current vector ig can be
represented as follows:

ig =
2
3
[

1 1ej2π/3 ej4π/3 ejπ/6 ej5π/6 ej3π/2
] · [ iA iB iC iU iV iW

]T (25)

where iA, iB, iC, iU, iV, and iW are the six-phase current on the output side, and the
superscript T denotes matrix transpose. Similarly, the output voltage vector vg, input
current vector ii, and input current vector vi can be obtained. From this, it is easy to see
that by generalizing the variables in (18) to vectors, the equation form remains unchanged.

Using small-signal analysis methods, the vector-expanded form of the nonlinear Equa-
tion (18) can be linearized. Thereafter, by defining small variations ĩg(s) = ig(s)− Ig(s),
ṽg(s) = vg(s)− Vg(s), ĩi(s) = ii(s)− Ii(s), and ṽi(s) = vi(s)− Vi(s) around equilibrium
points Ig(s), Vg(s), Ii(s), and V i(s), and assuming that the ripple of input current ĩi = 0 when
the power supply is stable, it is possible to derive the small-signal model of the output side
as follows:

ĩg(s) =
1

sLf + Rf
ṽg(s) (26)
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Taking the inverse Laplace transform of (19), we can obtain the time-domain integral
form of the output current ripple vector expression as follows:

ĩg(s) =
1
Lf

∫ t

0
ṽg dτ (27)

Combined with the PWM switching sequence shown in Figure 3, the integration
Equation (27) can be discretized as follows:

ĩg =
1
Lf

∫ t

0
ṽg dτ = ĩg,k +

ṽg,k

Lf
(t − tk−1) (28)

ĩg,k = ĩg,k +
ṽg,k

Lf
Tk =

k

∑
n=1

ṽg, k

Lf
Tn (29)

where k = 1, 2, . . ., 14, t ∈ (tk−1, tk) (indicated as O, A, B. . .in Figure 3), ĩg,k−1 is the output
current ripple vector at t = tk−1 and ĩg,0= 0; ṽg,k is the output voltage error vector within
(tk−1, tk); Tk = tk − tk−1.

The evaluation of the output current quality is typically conducted through quan-
tification of the total harmonic distortion (THD). Nevertheless, the THD represents a
frequency-domain metric that entails significant computational effort. The ripple consti-
tutes a time-domain variable that incorporates all harmonic components of the output
current. Consequently, the RMS value of the ripple signal can serve as an effective equiv-
alent for characterizing the THD; that is, within a carrier cycle, the THD of the output
current can be defined as follows:

THD|Tc
=

√
1
π

∫ π
0 ĩ2g,rmsdt

ifund
g

× 100% (30)

where ifund
g refers to the fundamental magnitude of the output current, and ĩrms

g represents
the RMS of output current ripple within unit carrier frequency cycle Tc, which is defined as
follows:

ĩg,rms =

√(
ĩrms
gA

)2
+
(

ĩrms
gB

)2
+
(

ĩrms
gC

)2
+
(

ĩrms
gU

)2
+
(

ĩrms
gV

)2
+
(

ĩrms
gW

)2
(31)

where ĩrms
gA , ĩrms

gB , ĩrms
gC , ĩrms

gU , ĩrms
gV , and ĩrms

gW denote the RMS of the six-phase source ripple
currents. The maximum value of the ripple is limited to∣∣∣ĩg,max

∣∣∣ = max{|OA|, |OB| . . . |OF|} = max(
∣∣∣ĩg,k

∣∣∣) (32)

where max(
∣∣∣ĩg,k

∣∣∣) is the maximum value representing the output ripple vector, which is
used to analyze the dynamic changes in the output current ripple locus.

3.4. Spread-Spectrum Modulation Based on Current Ripple Vectors

As depicted in Figure 4b, the locus of the output current ripple in the multiphase
IMC is correlated with the amplitude and phase of the input–output voltages, among
other factors. The fluctuation of the DC-link voltage vpn directly determines the output
ripple vector. The carrier frequency based on the dynamic variation in the ripple locus
no longer fluctuates within a specific range and has unique advantages in the spread
spectrum. Matching high carrier frequencies in the high ripple range can expand the
energy concentrated at specific frequencies to a wider spectrum, effectively reducing the
THD. Simultaneously, matching low carrier frequencies in the low ripple range improves
system efficiency while achieving the spread spectrum.
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By combining the two principles mentioned above, the correspondence between the
ripple locus and carrier frequency is further established. From (22), it can be seen that the
length of each segment of the locus is only related to the carrier period Tc. It can be inferred
that the scale of the ripple can be easily manipulated by modulating the carrier frequency.
Therefore, in this section, by dynamically changing the carrier frequency with the ripple
locus, the variation is no longer based on a fixed magnitude. This method aims to optimize
the output spectrum and enhance system operational efficiency.

The variable Tc appears in each term of the ripple expression in (22). Hence, (25) can
be rewritten as follows:∣∣∣ĩg,max

∣∣∣ = max(

∣∣∣∣∣ k

∑
n=1

ṽg,k

Lf

∣∣∣∣∣)Tn = max(

∣∣∣∣∣ k

∑
n=1

ṽg,kdn

Lf

∣∣∣∣∣)Tc (33)

where k = 1, 2, . . ., 14; dn = Tn/Tc. This demonstrates that the output current ripple is
proportional to the carrier period Tc.

Within each carrier cycle, the carrier frequency is modified to maintain the modulation

index
∣∣∣ĩg,max

∣∣∣ at its specified value
∣∣∣ĩg,max

∣∣∣∗. It is evident that the carrier frequency f c,carrier

may be computed uniquely once the amplitude limit of the input voltage ripple vector in
each cycle is known.

fc,carrier = max(

∣∣∣∣∣ k

∑
n=1

ṽg,kdn

Lf

∣∣∣∣∣)/∣∣∣ĩi, max

∣∣∣∗ × 20 kHz (34)

The RMS of the current ripple can be used in place of the THD as a standard indicator
for assessing the quality of the current on the output side. Given that THD is a physical
quantity that has been established over a long period of time, a suitable method must be
used to assess if it complies with design criteria. In particular, it is sufficient to verify that
the RMS of the output current ripple of any carrier period ĩg,rms satisfies the pertinent THD
requirement after averaging over a certain time interval (typically equals to a fundamental
period Tb).

THD =

1
Tb

√∫ Tb
0 ĩ2g,rmsdt

irate
g

(35)

The traditional periodic PWM carrier frequencies fluctuate within a specific range.
However, the carrier frequency defined by (19) no longer specifies a range of variation;
instead, it dynamically adjusts with the trajectory of the ripple. This modification leads
to a more standardized usage and eliminates the debugging process inherent in classical
periodic PWM. It also facilitates clearer numerical indexes, thereby enhancing efficiency in
carrier frequency fluctuation. Consequently, this approach can further reduce harmonic
spikes near specific switching frequencies and promote a more uniform energy distribution
within each frequency band.

4. Experimental Results

To assess the impact and effectiveness of the proposed CR-SSM method in terms of
spreading spectrum, enhancing power quality, and improving efficiency for multiphase
IMC systems, a 3 × 6-phase IMC system prototype was utilized for simulation and experi-
mental validation. Furthermore, to further confirm the efficacy of the proposed CR-SSM
method, it was compared with various conventional periodic PWM strategies such as
triangular (TWPWM), sinusoidal (SWPWM), and exponential (EWPWM) periodic PWM.

The experimental prototype of the IMC platform is shown in Figure 6. The controller
was a DSP (TI F28379D) + FPGA (Intel 5CEFA4) architecture, where the SVM modu-
lation algorithm was completed independently by FPGA. And DSP was used for the
online calculation of the carrier frequency. The rectifier circuit consisted of six Infineon
FF200R12KT3 power modules, while the inverter circuit included two two-level IPM mod-
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ules PM25CLA120 from the MITSUBISHI. Measurement equipment such as oscilloscopes
and power analyzers (WT5000) were all from the Yokogawa corporation, Tokyo, Japan. The
specific system parameters are shown in Table 2.

 

Figure 6. The experimental 3 × 6 IMC platform.

Table 2. Parameter settings.

Parameters Symbol Values

Effective value of grid-side
phase voltage Vs 100 V

Grid-side voltage frequency f s 50 Hz
Grid-side filter capacitors Cf 35 μF
Grid-side filter inductors Lf 1.37 mH
Grid-side filter resistors Rf 10 Ω

Load resistance R 10 Ω
Load inductance L 30 mH

Output voltage frequency f o 20 Hz
Fixed carrier frequency f c0 10 kHz

4.1. Analysis of Harmonic Suppression

To demonstrate the change in carrier frequency in terms of distribution characteristics,
with respect to the input voltage phase angle θ̃i, the scalar value of f c was assigned the
same phase information as θ̃i and converted to the vector form, i.e.,

fc = fc ejθi (36)

The waveform of the vectorized carrier frequency f c can be represented using a polar
coordinate system. In this system, the radial distance represents the value of the carrier
frequency f c, and the angular coordinate represents the phase angle θ̃i of the input voltage
vector. The orange and purple circles in Figure 7a, respectively, show the carrier frequency
waveform for the CR-SSM method when f c = f c,max = 20 kHz and f c = f c,min = 5 kHz. The
annular region between the two circles represents the feasible range of carrier frequency
modulation. In order to visualize the distribution of the modulated carrier frequency in each
frequency band, Figure 7b illustrates the histogram of the output harmonic distribution
under the CR-SSM method in the 5–20 kHz band. The abscissa represents the harmonic
frequency band, and it is divided into 17 equal segments to show the actual output of 5–20 k.
The ordinate represents the approximate harmonic amplitude distribution in this band.
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(a) (b) 

Figure 7. Plot of carrier frequency with CR-SSM of (a) vectorized waveform and (b) distribution
histogram.

A comparison of three types of periodic PWM with the proposed CR-SSM method
was performed for further evaluation of the effectiveness of the proposed method. The
vectorized waveform of the frequency-modulated wave and the harmonic spectrum near
10 k for the other three types of periodic PWM methods are shown in Figure 8. The
following observations can be made:

1. The strategy of periodic PWM to reduce the carrier frequency always results in a lower
range of carrier frequencies compared to the CR-SSM method while maintaining the
same limit on output current ripple. It can be seen that the classical periodic PWM still
has harmonic spikes near the carrier frequency of 10 kHz, the variable band energy is
still more concentrated, and the THD value is higher. The proposed CR-SSM method
has better spectral characteristics, no harmonic spikes at specific frequencies, uniform
high-frequency energy distribution, and better THD values.

2. The carrier frequency waveform displays periodicity along the direction of the output
voltage vector angle θ̃o, but its locus is affected by the input frequency θ̃i, and it does
fully coincide with the previous cycle after a complete cycle (θ̃o = 2π).

 

Figure 8. Comparison of the frequency variation locus between classic periodic PWM and CR-SSM
switching method.

4.2. Experimental Analysis of the Converter Efficiency

As the carrier frequency of the IMC system decreases, so do the losses. The efficiency
of IMC can be improved by modulating the carrier frequency with CR-SSM, which employs
a wider range of carrier frequency variations compared to the classical periodic PWM
method. Therefore, it is necessary to conduct further experimental verification to determine
the effect of CR-SSM and periodic PWM methods on the efficiency of IMC systems. Figure 9
shows the operational efficiency of the system under different methods. A comprehensive
analysis of the data reveals the following observations:

107



Energies 2024, 17, 2546

1. The efficiency of the CR-SSM method is always lower than that of the periodic PWM
method at different voltage transmission ratios q;

2. As the voltage transfer ratio q increases, the efficiency of the system also increases.

Figure 9. Operating efficiency of various methods under different working conditions.

Figure 9 illustrates the three periodic PWMs (EWPWM, TWPWM, and SWPWM)
and the operational efficiency of the multiphase IMC system under the proposed CS-
SSM strategy. As depicted, the system efficiency of the CS-SSM method escalates from
27.5% to 94.5%; in SWPWM, it increases from 23.1% to 92.1%; in EWPWM, it increases
from 23.3% to 91.9%; and in TWPWM, it increases from 22.8% to 92.2%. Notably, at
modulation 0.8, the CR-SSM method boosts efficiency by 2.4%, 2.3%, and 2.6% compared to
EWPWM, TWPWM, and SWPWM, respectively. Similarly, at modulation 0.6, the CR-SSM
method enhances efficiency by 2.7%, 2.3%, and 2.9% compared to EWPWM, TWPWM, and
SWPWM, respectively. The conjunction of these findings with Figure 9 demonstrates that
the proposed CR-SSM method not only ensures a spread-spectrum effect but also enhances
the operational efficiency of the multiphase IMC system by leveraging the carrier frequency
density function based on the current ripple.

4.3. Experimental Results on Input–Output Waveform Quality

Figure 10 illustrates a comparison of the total harmonic distortion (THD) of load
current under the CR-SSM method and periodic PWM. It can be observed that, under
different voltage transfer ratio q conditions, the THD of the load current under the proposed
CR-SSM method is lower than that of the periodic PWM method. This indicates that
the carrier frequency modulation technique can effectively reduce the harmonic level of
the IMC load current. Furthermore, as the modulation depth increases, the THD of the
proposed CR-SSM is always lower than that of the periodic PWM method.

Figure 10. THD comparison of CR-SSM and three classical periodic PWM methods.

As depicted in Figure 10, the total harmonic distortion (THD) of the output current
diminishes with increasing modulation. Notably, employing the proposed CR-SSM strategy
results in a significant reduction in THD from 41.34% to 7.32%. Similarly, the THD for
the TWPWM method decreases from 41.34% to 7.65%, while for the SWPWM method, it
decreases from 43.09% to 7.89%, and for the EWPWM method, it decreases from 43.75% to
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7.67%. At a modulation index of 0.5, the THD for CR-SSM is 9.86%, while for TWPWM,
SWPWM, and EWPWM, it stands at 11.76%, 11.74%, and 11.17%, respectively. This trend
underscores that, across all modulation methods, the THD of the proposed CR-SSM strategy
remains consistently lower than the other three periodic PWM methods. The findings from
Figures 4–8 corroborate that the proposed CR-SSM strategy enhances the output current of
the multiphase IMC system while ensuring the desired spread-spectrum effect.

The time-domain waveforms of the source current, DC-link voltage, input line voltage,
and load current under various methods are shown in Figure 11. Figure 12 depicts the
dynamic experimental waveforms using four different methods as the output frequency
varies from 20 Hz to 40 Hz. It can be observed from Figures 11 and 12 that the proposed
CR-SSM method ensures a balanced sinusoidal three-phase source current, DC-link voltage,
and load current without significant fluctuations. Moreover, it effectively suppresses
harmonic amplitude at switching frequencies.

(a) (b) (c) (d) 

Figure 11. Comparison between the proposed CR-SSM and classic periodic PWM: (a) CR-SSM;
(b) TWPWM; (c) SWPWM; (d) EWPWM.

 
(a) (b) (c) (d) 

Figure 12. Comparison between the proposed CR-SSM and classic periodic PWM dynamics:
(a) CR-SSM; (b) TWPWM; (c) SWPWM; (d) EWPWM.

5. Conclusions

This study analyzes output current ripple to construct a carrier frequency density
function and proposes a CR-SSM method suitable for multiphase IMC systems. The method
selectively modulates carrier frequency without requiring changes to other modules, thus
serving as a complementary tool to optimize PWM modulators like SVM and carrier
modulation. CR-SSM utilizes output current ripple as an indicator to build a switch
frequency density function, addressing the limitations of traditional periodic PWM in center
frequency control. It offers a standardized application, eliminates the debugging process
associated with classic periodic PWM, and defines clear numerical indicators. Additionally,
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it improves switch frequency efficiency, reducing harmoni2c peaks near specific switch
frequencies. This promotes a more even energy distribution across frequency bands and
optimizes system efficiency by correlating switch frequencies with output ripple heights.
By distributing the power spectrum over a broader frequency range, the system’s output
current spectrum is optimized. Experimental results demonstrate that compared to periodic
PWM, the CR-SSM strategy effectively reduces system total harmonic distortion (THD)
while enhancing operational efficiency in achieving spread-spectrum operation modes.
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Abstract: DC transformers have emerged as essential devices for medium voltage DC (MVDC)-low
voltage DC (LVDC) distribution systems. However, conventional step-down single-level converters
have limits on the voltage level of the MVDC-LVDC distribution system. This paper proposes a
non-isolated step-down (NISD) DC transformer based on discontinuous conduction mode (DCM).
The proposed structure can withstand high voltage levels by sharing voltages between energy storage
modules dividing voltage levels. The proposed NISD DC transformer determines operational modes
based on energy storage modules and performs the voltage conversion process. The effectiveness of
the proposed NISD DC transformer is verified based on a case study using a power system computer-
aided design and electromagnetic transient simulation engine including DC (PSCAD/EMTDC™).

Keywords: DC distribution; DC transformer; modular multilevel converter; non-isolated converter;
step-down converter

1. Introduction

As climate change poses increasingly significant environmental challenges, there is a
worldwide increase in the demand for renewable sources of energy that are sustainable and
environmentally friendly. In accordance with the International Energy Agency, renewable
energy will comprise 29.8% of the world’s overall electricity production by 2022 [1]. The
growth of direct current (DC) power generation is driving the increase in renewable energy
production, along with the rise of DC loads such as electric vehicle charging stations and
data centers [2–4]. This attention is leading to a focus on DC power transmission and
distribution [2–7]. A critical challenge in this area is the design of converters to reduce the
voltage level from medium-voltage DC (MVDC) to low-voltage DC (LVDC) without using
the bulky and expensive AC transformers that are currently in use. A DC transformer,
commonly known as a DC-DC converter, uses switching components and energy storage
implements for voltage transformation [8,9]. However, conventional single-stage step-
down converters require high-rated voltages for each component, which leads to higher
costs, larger sizes, and higher losses. As a consequence, the MVDC to LVDC distribution
voltage levels are limited [10–12].

To overcome the disadvantages of replacing AC transformers, alternative isolated DC
converters using medium- or high-frequency transformers have been proposed instead
of the traditional bulky low-frequency transformers [13–16]. Despite this solution, these
converters still exhibit certain drawbacks, such as losses during the DC-AC-DC conversion
and the continued presence of AC transformers [17].

This paper proposes a non-isolated step-down (NISD) DC transformer based on dis-
continuous conduction mode (DCM). Currently, only DCM operation is considered, and the
proposed structure divides high voltage using an energy storage module (ESM) comprised
of series. The proposed NISD DC transformer determines operational mode based on the
ESMs and performs voltage transformation, providing the following advantages:
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(1) It is possible to achieve a high voltage ratio with a small number of components and a
simple control method.

(2) It operates in DCM, reducing switching losses and improving efficiency.
(3) There is no requirement for an isolation transformer or galvanic isolation, which

results in reduced cost and size.

The proposed NISD DC transformer uses capacitors to store electric energy in ESMs [18–27],
unlike the conventional DC converter that uses inductors to store magnetic energy and per-
form voltage conversion [3,6,15,16,18,19,28–32]. Also, conventional flying capacitor multilevel
converters have complex control schemes [24–26] in contrast to this structure, enabling flexible
control of the output voltage by adjusting the charge and discharge duty of ESMs. The high
voltage of MVDC is dispersed among ESMs, allowing for a reduction of each circuit element’s
rated voltage to the level of commonly used components. Currently, soft switching is considered
for the only main switches excluding ESMs.

The remaining parts of this paper are structured as follows: Section 2 presents the
topology and configuration of the proposed NISD DC transformer, as well as its operational
modes and control strategy. Section 3 analyzes the IGBT voltage stress and current as well
as the considerations for the inductor, ESM, and output capacitor during the design of the
proposed NISD DC transformer. Section 4 provides the results of simulations conducted
using a power system computer-aided design and electromagnetic transient including DC
(PSCAD/EMTDC) to validate the effectiveness of the proposed NISD DC transformer in
two cases: the steady state and with disturbances. Finally, Section 5 summarizes the key
contributions of this paper and proposes several future research directions.

2. NISD DC Transformer Based on DCM

2.1. NISD DC Transformer Topology

The topology of the non-isolated step-down DC transformer is presented in Figure 1. The
proposed topology operates based on capacitors in contrast to the conventional one that uses
an inductor. It includes n energy storage modules for voltage transformation and operates
according to a six-duty ratio segment mode. Each energy storage module is composed of a
capacitor, marked as (C), and two insulated gate bipolar transistors (IGBTs), labeled as (Sa,
Sb), which are charged and discharged by separate groups of IGBTs, marked as (S11, · · · , S1α

and S21, · · · , S2α). Moreover, the addition of the inductor (L) and the output capacitor (Cout)
restrict excessive current and reduce the ripple in output voltage, respectively.

Figure 1. (a) NISD DC transformer topology including (b) ESM.

2.2. Operational Modes

The operational modes of the NISD DC transformer are composed of duty cycles
divided into six segments (M1 −M6) based on the charging and discharging of the inductor
and ESM. The operational sequence depicted in Figure 2 is demonstrated to operate in a
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steady state. The waveforms of voltage and current are periodic, with identical values at
the beginning (t0) and end (t6) of each cycle. Figure 3 illustrates the NISD DC transformer’s
operational mode for each segment. And its current path is shown as red highlighted.

Figure 2. Operational sequences of the proposed DC transformer.

Figure 3. Operational modes of NISD DC transformer: (a) M1, (b) M2, (c) M4, (d) M5.

Before analyzing each operational mode, it is assumed that the IGBTs, diodes, and
ESMs’ capacitor balancing are ideal during operation. Moreover, the inductor has low
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inductance to make the inductor current periodically zero, and each capacitor is assumed
to have a large enough capacitance to maintain a constant voltage at the output voltage
Vout and the voltage Vcn (n ∈ N) of each ESM.

The voltage reference of the ESM capacitor is defined by the relationship between the
input voltage and the number of ESMs, as shown in (1).

Vc =
Vin
n

(1)

The average of each ESM capacitor voltage is expressed as (2), and the operational
mode is determined by the relationship between (1) and (2).

Vc =
1
n

n

∑
i=1

Vci (2)

2.2.1. First Operational Mode M1 : (t0 − t1)

During the steady state, the state at t0 is identical to the state at t6 in the prior op-
erational sequence., i.e., both groups of IGBTs are off and the inductor current is zero.
Afterward, IGBT group 1 (S11, · · · , S1α) is turned on, which causes the capacitor of the
ESM to charge and the voltage to increase through the path, as shown in Figure 3a. During
this process, the inductor prevents an overcurrent by filling the difference between the
input voltage and the controlled ESM voltage and VM, as shown in (3).

VL = Vin − VM − Vout (3)

2.2.2. Second Operational Mode M2 : (t1 − t2)

During the first operational mode, when the voltage charged to each ESM is sufficiently
high to satisfy Vc > Vc, the IGBT group 1 (S11, · · · , S1α) is turned off at t1. At this moment,
as illustrated in Figure 3b, current that has been charged to the inductor by circulating
through the antiparallel diodes of IGBT group 2 (S21, · · · , S2α), the ESM, and diode group
1 (D11, · · · , D1β) delivers energy to ESMs and then discharges to zero. At this time, the
voltage of each ESM capacitor is increased by the ESM capacitor’s voltage ripple ΔVc to the
reference voltage in (1) to Vc + ΔVc. The inductor voltage during discharge in this mode is
determined by (4).

VL = −VM (4)

2.2.3. Third Operational Mode M3 : (t2 − t3)

As the load on the DC transformer approaches its maximum rated load, which is
M3 = 0 at full load, the duration of the third mode is reduced. However, its changes do not
affect the stability of the output voltage considering the fixed switching frequency.

2.2.4. Fourth Operational Mode M4 : (t3 − t4)

In the third operational mode, after the inductor current is completely discharged
and IGBT group 2 (S21, · · · , S2α) turns on at t3, the ESM capacitor discharges via the
path shown in Figure 3c and the voltage decreases. As in the first mode, the inductor
prevents overcurrent by covering the gap between the controlled ESM voltage and the
output voltage, as given by (5).

VL = Vout − VM (5)

2.2.5. Fifth Operational Mode M5 : (t4 − t5)

After the ESM is discharged in the fourth mode and the voltage is sufficient to satisfy
Vc < Vc, IGBT group 2 (S21, · · · , S2α) is turned off at t4. At this point, the inductor
current that has been accumulated is diverted back to the input side and discharged to zero
through the anti-parallel diodes of IGBT group 2 (S21, · · · , S2α), the ESM, and diode group
2 (D21, · · · , D2β), as seen in Figure 3d. At this time, the ESM capacitors are continuously
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being discharged to reduce the voltage to Vc − ΔVc according to the previous mode, and
the voltage of the discharged inductor is equal to (6).

VL = Vin − VM (6)

2.2.6. Sixth Operational Mode M6 : (t5 − t6)

Similar to the third operational mode, when the DC transformer operates at full
rated load, then M6 = 0. The duration of the sixth operational mode is also longer when
operating at lower load.

2.3. Control Strategy

The control logic of the NISD DC transformer is presented in Figure 4. Thereafter, it
proceeds in sequence through the six operational modes detailed in Section 2.2. At the
outset, the voltage of the ESM begins at zero; therefore, IGBT group 1 (S11, · · · , S1α) is
turned on and operates as M1. Subsequently, IGBT group 1 (S11, · · · , S1α) and IGBT group
2 (S21, · · · , S2α) are controlled by the voltage of ESMs, and the charging and discharging
of ESMs are determined according to the six operational modes described in Section 2.2.

Figure 4. Control logic for IGBT group.

The total inserted voltage of the ESMs, VM, in Figure 3, is determined by the number of
ESMs inserted in each operational mode, N, and the capacitor voltage of the inserted ESM,
according to (7). Additionally, capacitor balancing causes the ESM charging duty, Vci at Tc, to
be sorted in ascending order while the ESM discharging duty, Vci at Td, is sorted in descending
order to ensure that the capacitor voltage of all ESMs is constantly charged and discharged.

VM =
N

∑
i=1

Vci (7)

At this time, the number of ESMs to be inserted N depends on Nctrl , which is controlled
by the output voltage, and a number of total modules n, which is determined by the
specification of the NISD DC transformer. Therefore, the number of inserted ESMs N
according to the charging and discharging cycle of the ESM is determined as (8). Also, as
the ratio of input voltage to output voltage increases, the change of N, i.e., VM, increases.

N =

{
n − Nctrl

Nctrl

f or Tc
f or Td

(8)

Depending on the operational mode, the ESM is inserted to charge and discharge,
and the output voltage is determined by M1 and M4. In order to effectively regulate the
output voltage, the ESM must be inserted variably, and the control variable Nctrl of the
insertion number is controlled flexibly according to the output voltage. Nctrl is calculated
via the control diagram shown in Figure 5, and an additional insertion amount is calculated
through the PI controller for error correction of the output voltage. The insertion amount is
limited to a minimum of 1 and a maximum of n − 1 for the operation described in Figure 3.
Since the number of modules is an integer, the amount of insertion is selected by converting
to UInt (Unsigned Integer) type.
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Figure 5. Control diagram for ESM insertion amount.

2.3.1. ESM Charging Duty (Tc)

Using (3) and (4), the voltage output during the ESM charging period at Tc is calculated
from (9). At this time, the total inserted voltage of the ESMs, VM between M1 and M3 is
determined by (7) and (8).

Vout = Vin − t2 − t0

t1 − t0
VM (9)

Meanwhile, the relationship between the output voltage Vout and the number Nctrl
of ESMs inserted while the ESMs are charging is shown in Figure 5. If the output voltage
is higher than the reference voltage, additional modules are inserted to charge the ESMs
and, simultaneously, the high electrical voltage difference between the input and output is
reduced, i.e., if the output voltage is higher than the reference voltage, Nctrl is reduced to
increase the inserted number of ESMs, N. Alternatively, if the output voltage is lower than
the reference voltage, N is reduced to control the output voltage.

2.3.2. ESM Discharging Duty (Td)

The voltage output during the Td discharge period of the ESM is obtained by utilizing
(5) and (6), as demonstrated in (10). Similarly to Tc, (7) and (8) are applied to determine VM
in the M4 to M6 range.

Vout =
t5 − t3

t4 − t3
VM − t5 − t4

t4 − t3
Vin (10)

The correlation between the output voltage Vout during the discharge of the ESMs and
the control variable Nctrl of the number of ESMs inserted is shown in Figure 5. The number
of inserted ESMs, N, decreases when the output voltage is higher than the reference voltage,
and, contrary to Tc, the number of inserted ESMs, N, decreases. As a result, the voltage
source of the ESMs is reduced and the output voltage decreases. Conversely, as the output
voltage is lower than the reference voltage, Nctrl increases, which increases the number of
ESMs inserted, and the output voltage is increased by the discharging ESMs.

3. Design Consideration of NISD DC Transformer

In this section, design considerations are provided for the implementation of the NISD
DC transformer based on DCM. The energy conversion process is performed by multiple
ESMs, including capacitors in the NISD DC transformer, and the overcurrent that can be
produced by voltage unbalance during the conversion process is limited by inductors.
Moreover, the capacitor on the output side reduces the ripple in output voltage.

Before analysis, Figure 2 demonstrates that when the NISD DC transformer operates
by segments for t2 − t0 > Tc, iL interrupts the ESM’s capacitor discharge and load current
in the Td duty, which is not discharged in the Tc duty (i.e., iL > 0). Similarly, when
t5 − t3 > Td, iL interrupts the ESM’s capacitor charge and load current in the Tc duty,
which is not discharged in the Td duty (i.e., iL < 0). In both cases, the regular operation
of the NISD DC transformer is interrupted, i.e., the theoretical maximum power transfer
condition is t2 = t3 & t5 = t6, and when a load with more than the maximum power is
connected, the output is reduced to protect itself from overcurrent. To ensure efficient
operation, it is necessary for the maximum value Imax and minimum value Imin of the
inductor current iL to satisfy the condition Imax = −Imin, regarding the power loss I2R in
the conductor.
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The values are determined by the switching frequency fS of Group 1 (S11, · · · , S1α)
and Group 2 (S21, · · · , S2α) IGBTs in Figure 1a and the switching frequency fM of the two
IGBTs (Sa, Sb) of the ESM in Figure 1b, which are influenced by the inductor current iL at
rated load conditions. Thus, in this section, the relationship among fS, fM, the inductor
and capacitors and the quantity of input and output voltages, IGBTs and diodes, and ESMs
in a NISD DC transformer will be discussed.

3.1. Voltage Stress on IGBTs and Diodes

IGBTs and diodes are arranged in groups of α and β (α, β ∈ N), respectively, to
endure high voltages. IGBTs and diodes are controlled to operate, as shown in Figure 3, for
voltage transformation.

IGBT Group 1 (S11, · · · , S1α) and Group 2 (S21, · · · , S2α), comprising α IGBTs,
alternate in turning on/off to prevent short-circuiting of the NISD DC transformer. The
voltage applied to the component when each IGBT group is operating is expressed as (11)
and (12).

VS1 = Vin + VD2 − VL − VM (11)

VS2 = Vin − VS1 − VL (12)

Diode groups 1 (D11, · · · , D1β) and 2 (D21, · · · , D2β) are composed of β diodes and
perform opposite operations depending on the charging and discharging duty of the ESM.
The voltage for each diode group is shown as (13), and, according to the equation, the reverse
voltage during the reverse bias of the diode is mainly affected by Vout, and the voltage during
the forward bias is operated to zero by the reverse voltage of the other diode group.

VD1 + VD2 = −Vout (13)

In the design of the NISD DC transformer, the number of IGBTs and diodes is deter-
mined by Vin,re f and Vout,re f , which are the reference of input and output voltages. From
Figure 3, each group of components is organized and operated in series, so the number of
IGBTs and diodes (α,β) for the rated voltage is determined as shown in (14) and (15).

When the rated collector-to-emitter voltage of an IGBT device is VS, then

α ≥ Vin, re f

VS
(14)

When the rated breakdown voltage of a diode device is VD, then

β ≥ Vout, re f

|VD| (15)

3.2. Current Calculations of IGBTs and Diodes

During operation, the IGBTs and diodes in each group are organized in series, as
shown in Figure 3; thus, the current in each component within the same group is the same
and is expressed as (16) and (17).

IS1 = ID1 =

{
IL
0

f or Tc
f or Td

(16)

IS2 = ID2 =

{
0
−IL

f or Tc
f or Td

(17)

3.3. Design on Inductor

The NISD DC transformer’s inductor is installed to reduce the overcurrent that may
occur when switching IGBTs’ operation in accordance with the operating modes in relation to
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each duty ratio, and the inductance for the NISD DC transformer to operate can be calculated
by the total voltage of the inserted ESM (7), which is calculated from the inductor voltage in
(6) and the number of ESM inputs in this mode (8), and is calculated as shown in (18).

L =
(n − Nctrl)NctrlVin(nVout − NctrlVin)

n3 Imin fS(Vout − Vin)
(18)

3.4. Design on Capacitor

The capacitors in the NISD DC transformer can be categorized into two types: the
internal capacitors of the ESM responsible for transforming energy and the capacitors
aimed at reducing the output voltage’s ripple.

The ESM’s internal IGBTs (Sa, Sb), which are composed of n in series, regulate the
ripples in ESM’s voltage ΔVM by operating at a switching frequency fM. The capacitance
CM of the ESM’s internal capacitor can be calculated using (19).

CM =
Imax(n − Nctrl)

2nΔVM fM
(19)

IGBT groups 1 (S11, · · · , S1α) and 2 (S21, · · · , S2α) operate at a switching frequency
fS, and their respective operational modes are determined. From this, the output capacitor
current Ic and output voltage’s ripple ΔVout are determined, and the capacitance of the
output capacitor Cout configured in parallel with the output terminal is expressed with (20).

Cout =
IcNctrl

2nΔVout fS
(20)

4. Case Studies

In this section, to verify the proposed NISD DC transformer, a DC transformer with
an input voltage of 35 kV, an output voltage of 1.5 kV, and a rated power of 1 MW is
configured with 35 ESMs. Moreover, the switching frequency is set to 5 kHz, and the ESM
switching frequency is set to 50 kHz. In addition, the overcurrent limit inductor is 40 μH,
the capacitance of each ESM is 20 mF, the output capacitor is 1.45 mF, and the simulation
parameters are configured as shown in Table 1. The simulation is performed as shown in
Figure 1 using PSCAD/EMTDC. Additionally, the performance of the control method for
the capacitor’s voltage is confirmed through seven cases.

Table 1. Parameters of the NISD DC transformer.

Symbol Quantity Value

Vin Input voltage 35 kV
Vout Output voltage 1.5 kV

P Rated power 1 MW
n Number of ESMs 35
fS Switching frequency 5 kHz
fM ESM switching frequency 50 kHz
L Inductance 40 μH

Cout ESM capacitance 20 mF
CM Output capacitance 1.45 mF

Figure 6a demonstrates that the output voltage is verified at 1.5 kV—with the output
power being 1 MW and the output current at 0.667 kA—to achieve the rated power of
1 MW. Furthermore, ESM’s insertion control variable N is regulated based on operational
modes, with a range of 1 to 34, and the total injected voltage VM of the ESM according to N
is properly operated according to (7). The relationship between the current in the IGBTs
and diodes and the inductor’s current is also validated to perform the same as shown in
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Figure 2—(16) and (17). The voltage applied to the IGBTs and diodes is also validated using
a simulation, and the voltages in (11)–(13) are verified.

Figure 6. NISD DC transformer operation at resistive load of (a) 100%, (b) 50%, and (c) 10%.

4.1. Operations in Steady State

The NISD DC transformer is verified using constant resistive loads of 100%, 50%, and
10% (Figure 6a–c). The output voltage’s ripples decrease by 3.904%, 1.44%, and 0.651%,
respectively, as the load rate is reduced. Correspondingly, the output power’s ripples
decrease by 7.841%, 4.326%, and 1.304%, while the output voltage remains at 1.5 kV. The
operational modes demonstrated consistency with the theoretical expectations, as the
operating times of operational modes M3 and M6 increased with a decrease in load.
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4.2. Operations with Disturbances

The simulation results, depicted in Figure 7a, illustrate normal output voltage control
under the weak input voltage condition while operating under a 100% resistive load. in
addition, the analysis of the figure indicates that the inductor current IL is also influenced
by the input at M2, when compared to Figure 6a, at a weak input voltage.

Figure 7. NISD DC transformer operation with (a) ripples in input voltage, (b) low-voltage side fault
at 4 ms, (c) transition at 4 ms from 100% resistive to inductive load, and (d) transition at 4 ms from
100% resistive to inductive load during ripples in input voltage.
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Next, in order to verify the operation and blocking ability in case of the LVDC side
fault, a LVDC side fault was generated at 4 ms during an operation under 100% load,
and the circuit breaker was opened 2 ms later to clear the fault (Figure 7b). Although, in
this case, the fault current and power from the capacitor, Cout, increase to 54.80 kA and
82.58 MW, respectively. Such increases are a common problem for all inverters without
a special protection scheme for an output capacitor. This might be solved by adding
additional circuits, such as a damping resistor. Meanwhile, the rapid fault current reduction
of the proposed converter based on the reduced capacitor size equates to a shorter discharge
time with the same current compared to the other converters. At this time, all IGBTs were
not damaged by immediately being opened. They cause the current and power to drop to
zero and trigger sequential operations of the circuit breaker. Therefore, the proposed NISD
DC transformer should be shortened. Inside the NISD DC transformer, the operation is
similar to the second operational mode M2, since all IGBTs are opened, and the voltage,
VD2, of diode group 2 is applied through the anti-parallel diode of IGBT group 2 and the
diode of the ESM.

To evaluate the performance of the transformer during the rapid load changes of the power
system, an inductance of 0.1 H was transitioned at 4 ms while operating at 100% resistive load
rate (Figure 7c). This representatively reflects the aggregated effect caused by independent
changes of various loads located through different feeders, and the system is stable.

Finally, the inductance was transitioned at 4 ms with high-impedance input voltage,
i.e., the conditions in Figure 7a,c were considered simultaneously. Therefore, a weak
input voltage causes the output current to ripple up to 8.077% due to the discharge of the
capacitor, and the output power to ripple up to 15.728%. Although the inductor current is
affected, it operates between 0.798 kA and −2.819 kA. Thus, it does not cause a problem
for IGBT group 1 (S11, · · · , S1α) and 2 (S21, · · · , S2α) and diode group 1 (D11, · · · , D1β)
and 2 (D21, · · · , D2β). Also, the increase in the ripple of output voltage is negligible. As
shown in Figure 7d, the NISD DC transformer operates reliably, even in harsh conditions.

5. Conclusions

This article proposed a non-isolated step-down (NISD) DC transformer based on DCM
for the MVDC-LVDC distribution system. To verify the performance of the proposed NISD
DC transformer, normal operation was confirmed with loads of 100%, 50%, and 10%. Addi-
tionally, abnormal situations such as inductive load, LVDC side fault, and instability input
voltage were assumed and simulated using a power system computer-aided design and
electromagnetic transient simulation engine including DC (PSCAD/EMTDC). The proposed
NISD DC transformer successfully operated for the purpose of energy transformation.

This study verified the performance of energy transformation from MVDC to LVDC,
i.e., the MVDC-LVDC distribution system. However, further studies are required to apply
the proposed NISD DC transformer to an HVDC-MVDC system or step-up version of the
proposed transformer, even a bidirectional one.
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Abstract: This paper proposes an optimized switching strategy (OSS) based on a silicon carbide (SiC)
MOSFET gate driver with variable voltage, which allows simultaneous variations in several different
parameters to optimize the switching performance of semiconductor devices. As a relatively new
device, the SiC MOSFET shines in the field of high power density and high-frequency switching; it has
become a popular solution for electric vehicles and renewable energy conversion systems. However,
the increase in voltage and current slope caused by high switching speeds inevitably increases the
overshoot and oscillation in a circuit and can even generate additional losses. The principle of
this new control strategy is to change the voltage and current in the turn-on and turn-off stages by
changing the gate driver’s voltage. That is, we reduced the drive’s voltage after a certain time delay
and maintained it for a period of time, thus directly controlling the slopes of di/dt and dv/dt. This
study focused on the optimization of the SiC MOSFET by changing the time delay preceding the
decrease in the voltage of the gate driver, analyzing and calculating the optimal time delay before
the decrease in the voltage of the gate driver, and verifying the findings using LTspice simulation
software. The simulated results were compared and analyzed with hard-switching strategies. The
results showed that the proposed OSS can improve the switching performance of SiC MOSFETs.

Keywords: optimal-switching strategy; gate driver circuit; silicon carbide MOSFET; voltage and
current overshoot; LTspice

1. Introduction

Silicon carbide (SiC) MOSFETs offer a range of advantages over silicon-based switches,
including faster switching, higher efficiency, higher operating voltages, and higher tem-
peratures, enabling smaller and lighter designs [1,2]. Thus, significant progress has been
made in the power semiconductor industry. These advantages allow SiC MOSFETs to be
applied in a range of automotive and industrial applications. However, the excessively fast
switching speed of SiC MOSFETs causes high values of di/dt and dv/dt [3]. At the same
time, due to the existence of parasitic inductance and parasitic resistance in circuits, SiC
MOSFETs are prone to overshoots and oscillations in current and voltage during switching,
thus generating additional switching losses. These losses can even cause device damage.
Therefore, reducing or even eliminating the overshoot, oscillation, and electromagnetic
interference (EMI) of silicon carbide MOSFETs during switching is a priority in improving
their working efficiency [4].

Current and voltage overshoots are the biggest obstacles in SiC semiconductor appli-
cations. Stray inductance and parasitic capacitance are the main contributors to current and
voltage overshoots [5,6]. When a SiC MOSFET works at a high frequency, the switching
speed becomes too fast and the di/dt and dv/dt slopes increase. Thus, current and voltage
overshoots are amplified due to stray inductance and parasitic capacitance [7]. When the
voltage and current overshoots exceed the breakdown voltage of the SiC MOSFET and the
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maximum recovery current of the freewheeling diode, the SiC is destroyed. However, the
parasitic elements in the actual circuit cannot be eliminated [8–11]; so, the overshoot can
only be eliminated by other means.

Solving the problems of overshoots and oscillations is key to improving the efficiency
of SiC MOSFETs.

In the traditional approach, slowing the switching speed in the case of high gate
resistance [12] can alleviate the SiC MOSFET’s overshoots and oscillations. However, this
solution means the power losses become greater with longer switching times [6]. Adding an
RC snubber circuit is also a common method [13,14] to eliminate overshoot and oscillation
problems. Although highly efficient snubber circuits have been proposed, snubber circuits
affect the overall efficiency of the system. In particular, extra devices increase the power
loss of the overall circuit. Active gate driver (AGD) solutions have been developed to
increase the efficiency of power devices. The main advantages of these gate drivers are
reduced oscillations and overshoots. However, the extra components not only increase the
volume of the SiC system but also increase the circuit’s power loss [15–21]. In [21], a new
active gate driver was proposed that could effectively suppress overshoots and oscillation
and reduce losses without compromising EMI. The main strategy of the proposed AGD was
to reduce the current and voltage slope by reducing the gate driver’s voltage. However, its
main disadvantages were that the process of calculating the parameters of the transformer
was complicated, an additional printed circuit board was required, and the implementation
of the circuit was complicated and expensive. As such, configurable digital gate drivers
(DGDs) are the latest technological development in this sphere [22]. The strengths of
DGDs are their programmability, support for a wide variety of power devices, and ease
of use [23]. A key element of this technology is the ability to configure the turn-on and
turn-off processes, which provides a series of steps to control the voltage level at specific
times [24–28]. This allows designers to digitally configure the turn-on and turn-off curve
through software without requiring changes to the hardware.

In this paper, an optimized switching strategy based on gate drivers with variable
voltage (OSS) was proposed to improve the switching performance of SiC MOSFETs. This
switching strategy was based on and optimized for an AGD in [21] and a DGD in [22].
There is no doubt that the AGD performed well in [21]. However, the gate driver circuits
were too complex and too large. The ease of operation of the DGD in [22] is very attractive.
Therefore, this article aimed to combine the advantages of the voltage gate drivers of
AGDs and DGDs in waveforms to further optimize the algorithm and control and reduce
overshoots and oscillations in SiC MOSFETs through an OSS. Finally, we used the LTspice
simulation software to verify the feasibility of our switching strategy. Compared with
AGDs and DGDs, an OSS can control more variables to achieve more precise and optimal
circuit control. Due to space limitations, this article focused on the impact of delay time
on switching performance and lists the formula to calculate the delay time for a given
calculated decrease in voltage. At the same time, the decrease in the voltage and the time
of this decrease were also considered. The development potential of the OSS is significant.
Compared with other switching strategies, which can only change one or two variables, the
OSS can control three variables simultaneously, namely, the delay time before a decrease
in voltage, the decrease in voltage itself, and the time duration of the decrease in voltage.
More variables mean better control performance. However, due to various limitations, this
paper only considered the influence of the delay time before a decrease in voltage on switch
performance and analyzed the relationship between voltage drop and switch performance.
In our next work, we will produce more simulations and experimental results to prove the
advanced nature of the OSS.

This paper is organized as follows. Sections 2 and 3 present the control principle,
circuit model, and related formulations of the proposed switching strategy. In Section 4, the
simulation setup and simulation results are introduced and analyzed. Finally, in Section 5,
the conclusions and a discussion of this simulation are given.

126



Energies 2023, 16, 5984

2. Operation Principle of the OSS

The working principle of the OSS is to improve the switching performance of the SiC
MOSFET by controlling the voltage drop delay time, voltage drop, and voltage drop time.
Compared with traditional AGDs and DGDs, the advantage of an OSS is that it has more
control parameters, which means that the semiconductors can be optimally controlled. In
this section, the general schematic circuit and working principle of the proposed OSS will
be introduced in detail. Figure 1 shows a circuit schematic of the SiC MOSFET and Figure 2
shows a timing chart of the SiC MOSFET with an optimized switching strategy.

Figure 1. Circuit schematic of the SiC MOSFET under test.

Figure 2. Timing chart of the SiC MOSFET with the OSS.

2.1. Operation Modes

As shown in Figure 1, the OSS circuit was mainly composed of three parts: the gate
drive circuit, silicon carbide MOSFET, and DC bus power supply. The model of the SiC
MOSFET, including junction capacitances (Cgd, Cgs, Cds) and module intrinsic parasitic
inductances (Ls, Lg, Ld), is also depicted in Figure 1.
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In [21], the gate drive voltage used by the AGD was 20 V/−5 V; also, 15 V and 0 V
were used as dropped voltages to optimize the switching performance of the SiC MOSFET.
Because it used a switching bridge, it could generate four gate drive voltages (i.e., 20 V, 15 V,
0, and −5 V) from two drive power supplies (20 V and 5 V) through different combinations.
In this design, the gate drive voltage waveform design of the AGD was still used. The
purpose was to control variables and only explore the influence of the voltage drop delay
time (td) on the performance of SiC MOSFETs.

2.2. Operation Principle

Figure 2 shows the timing chart of the SiC MOSFET with an optimized switching
strategy. The whole process could be split into two steps: turn on and turn off. The blue
interval represents the gate driver voltage in the stage of the voltage drop delay time.

2.2.1. Turn-On Stage

When the pulse width modulation (PWM) signal changed from low to high at t0, a
high value gate drive voltage VGG of 20 V was applied to the SiC MOSFET. Then, a high
gate current was generated to charge the input capacitance Ciss = Cgs + Cgd with Rg, which
meant the VGS started to increase. When the VGS reached the threshold voltage VTH at t1,
the ID began to conduct. After a time delay td1, the lower VGG was activated and a lower
gate current was generated because the VGG was reduced to 15 V.

In this interval, ID continued to rise and a current peak value IOS appeared due to the
freewheeling diode effect. The VGS reached the Miller plateau voltage and stopped rising.
At the same time, the VDS started to drop. After the voltage fall time tvd1, the VGS came out
of the Miller plateau and continued to rise. Finally, the SiC MOSFET was fully turned on at
t4. From [21], the current slope of ID and the voltage slope of the VDS during the turn-on
stage could be expressed as:

dID

dt
=

VGG − VTH − ID/gm
(Ciss·Ron)/gm + Ls

(1)

dVDS

dt
= −VGG − VMiller

CGD·Ron
(2)

where gm is the transconductance of the SiC MOSFET and Cgd is the gate-drain capacitance
of the SiC MOSFET.

2.2.2. Turn-Off Stage

When the signal from the voltage source changed from high to low at t5, a negative
voltage (i.e., −5 V) was generated to discharge the Ciss with Rg. The VGS started to drop
from 20 V until it reached the Miller voltage at t6. The VDS rose rapidly and caused a
voltage overshoot VOS due to stray inductance. After a delay time td2, the VGG increased
to 0 V and remained there until ID was fully turned off at t8. After t8, the gate voltage
stabilized at −5 V to ensure that the SiC MOSFET was always in the off state. The voltage
slope could be calculated as:

dID

dt
= gm·VTH + (ID/gm)− VGG

(Ciss·Roff)/gm + Ls
(3)

dVDS

dt
=

VGG − VMiller
CGD·Roff

(4)

According to (1)–(4), changing the instantaneous slope of current and voltage could
be achieved by changing the VGG. In the turn-on stage, the change was reducing the gate
diver voltage while in the turn-off stage, the change was increasing the gate diver voltage.
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3. Calculation for Voltage Drop Delay Time

An OSS can change the switching performance through unlimited control of the
voltage drop delay time, voltage drop, and voltage drop time, aiming to obtain the best
data for the switching performance through countless permutations and combinations.
However, this is difficult to carry out. In fact, the best data can be derived by equation. The
main research direction of this paper was to explore the influence of the voltage drop delay
time on the switching performance and to explore the influence of different voltage drops
and different voltage drop times on the switching performance. Thus, the content of this
chapter focuses on deriving the best voltage drop delay time by equation.

3.1. Equivalent Slope for Current and Voltage

The slope of the current and voltage is an important factor affecting the overshoot and
oscillation during the switching process of the SiC MOSFET. It can be seen from Figure 2
that the IOS in the turn-on stage and the VOS in the turn-off stage were obvious and large.
However, the slope of the voltage and current in the SiC MOSFET with the OSS method
was not constant because of the variable gate drive voltage; so, the equivalent slope was
proposed and applied in the calculation, with the aim of writing the voltage drop delay
times, td1 and td2, into the equation.

In Figure 3, when the VGG was 20 V, the slope of the current was dID/dt1; when
the VGG was 15 V, the slope of the current was dID/dt2. Similarly, dVDC /dt1 and dVDC
/dt2 represented the value of the voltage slope under the VGG of −5 and 0 V. In addition,
ton represented the increase in the current ID and toff represented the increase in the
voltage VDS; ton1 and toff1 were the rising times under dID/dt1 and dVDC/dt1, respectively.
Moreover, dID/dt represented the actual current slope with OSS and dVDC/dt was the
current slope with OSS, in actuality. Additionally, dID/dteq was the equivalent slope at the
turn-on stage and dVDC/dteq represented the equivalent slope at the turn-off stage; ton2 and
toff2 were the actual running times for the turn-on stage and turn-off stage. In [21], the slope
of the current was used in both the turn-on and turn-off stages because it was convenient
for the subsequent calculations. In this paper, in order to fit reality, the voltage slope was
used in the turn-off stage. According to the equivalent principle shown in Figure 3, the
following equation could be obtained:

IL = |dID/dt1|·ton + |dID/dt1|·(td1 − ton) + |dID/dt2|·(ton2 − td1) =
∣∣dID/dteq

∣∣·ton2 (5)

and the equivalent rising time ton2 of the current can be expressed as:

ton2 = (IL − (|dID/dt1| − |dID/dt2|)·td1)/|dID /dt2 | (6)

Figure 3. Schematic diagram of the equivalent slope. (a) Current slope on the turn-on stage. (b) Volt-
age slope on the turn-off stage.
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Thus, according to (5) and (6), the value of the equivalent current slope at the turn-on
stage can be expressed as:∣∣dID/dteq

∣∣ = IL·|dID/dt2|/(IL − (|dID/dt1| − |dID/dt2|)·td1) (7)

Similarly, at the turn-off stage, the equations of toff2 and voltage slope are:

VDC = |dVDS/dt1|·toff + |dVDS/dt1|·(td2 − toff) + |dVDS/dt2|·(toff2 − td2) =
∣∣dID/dteq

∣∣·toff2 (8)

toff2 = (VDC − (|dVDS/dt1| − |dVDS/dt2|)·td2)/|dVDS /dt2 | (9)

∣∣dVDS/dteq
∣∣ = VDC·|dVDS/dt2|/VDC − (|dVDS/dt1| − |dVDS/dt2|)·td2 (10)

3.2. Power Losses in the Turn-On and Turn-Off Stages

The turn-on and turn-off losses of the power device could be calculated by (11) and
(12), which were derived in []:

EON = Eon,dID/dt + Eon,dVDS/dt + EIrr + ELs (11)

EOFF = Eoff,dID/dt + Eoff,dVDS/dt + ELs (12)

where ELs is the energy generated by the current passing through LS and EIrr is the energy
loss of the device generated by the reverse recovery effect, which can be calculated by
(14) [29]:

ELs =
1
2
·LS ·Iloop

2 (13)

EIrr =

(
IL·
√

Qrr/|dID/dt|+ Qrr

)
·VDC·(1 − σ) (14)

where Lloop is the stray inductance in the power loop, Qrr is the reverse recovery charge,
and σ is the overshoot ratio, which can be defined as:

σ =
VOS

VDC
=

Lloop·|dID/dt|
VDC

(15)

During the turn-on transient processes, the energy losses during the current and
voltage changes can be expressed as:

Eon,dID/dt =
1
2
·IL·
(

VDC − Lloop·|dID/dt |
)
· IL

|dID/dt| (16)

Eon,dVDS/dt =
1
2
·IL·VDC· VDC

|dVDS/dt| ·(1 − σ)2 (17)

Therefore, according to Formulas (11) and (13)–(17), the energy loss during the turn-on
stage can be expressed as:

EON =
VDC·IL

2

2
·
(

1 + (1 − σ)2

|dID/dt|

)
+

(
IL·
√

Qrr
|dID/dt| + Qrr

)
·VDC·(1 − σ)− 1

2
·LS ·Iloop

2 (18)

Similarly, according to (12), the energy loss can be expressed as:

EOFF =
IL·VDC

2

2
·1 + (1 + σ)2

|dVDS/dt| +
1
2
· LS·Iloop

2 (19)
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3.3. Calculation of the Voltage Drop Delay Time

In order to simplify the calculation model, it was assumed that the change of power
consumption was only related to overshoot and was positively correlated. Therefore,
during the turn-on stage of the SiC MOSFET, the change in power consumption is positively
correlated with the change in current overshoot [21]. Similarly, in the turn-off phase, the
change of power consumption is positively correlated with the change of voltage overshoot.
The formula can be expressed as:

|EON (td1)− EON (0)|
|EON (ton2)− EON (0)| =

|IOS(td1)− IOS(0)|
|IOS(ton2)− IOS(0)| (20)

|EOFF (td2)− EOFF (0)|
|EOFF (toff2)− EOFF (0)| =

|VOS(td2)− VOS(0)|
|VOS(toff2)− VOS(0)| (21)

In the turn-on phase, the most important factor affecting power consumption is the
overshoot of the current; so, Equation (21) can be abbreviated as:

EON =
IL

2·VDC

2
· 1 − σ

|dID/dt| (22)

Because the main cause of current overshoot is the reverse recovery effect [21], the
current overshoot can be expressed as:

IOS = Irr =
√

Qrr·|dID/dt| (23)

According to (25) and (26), (11) can be expressed as:∣∣dID/dteq
∣∣

|dID/dt1| =

√
Qrr·|dID/dt1|√
Qrr·
∣∣dID/dteq

∣∣ (24)

Similarly, in the turn-off stage, the formula can be obtained:

EOFF =
VDC

2·IL

2
· 1 + σ

|dVDS/dt| (25)

∣∣dVDS/dteq
∣∣

|dVDS/dt1| =
Lloop·|dVDS/dt1|
Lloop·

∣∣dVDS/dteq
∣∣ (26)

According to (1)–(4), (7), and (24), an equation expressed by td1 could be obtained.
Similarly, according to (1)–(4), (10), and (26), an equation expressed by td2 could be obtained.
Therefore, the optimal voltage drop delay times, td1 and td2, could be calculated.

4. Simulation Verification

In order to evaluate the performance of the proposed OSS, a double-pulse simulation
test of the SiC MOSFET was performed using the software LTspice. The power device
used in the test was CREE’s 1.2 KV/115 A SiC MOSFET module (C3M0016120D). In the
simulation, the tested module was first modeled in LTspice to ensure that the simulation
results would be closer to the experimental data and then the circuit was built and simulated.
The detailed parameters of the tested modules in the experiment are shown in Table 1.

The comparison of the OSS’s performance under different time delays was simulated to
verify whether the calculated time delay was the best. To further compare the performance
of the OSS, it was compared with hard switching (HS) and a digital gate driver (DGD) from
Agileswitch.
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Table 1. Parameters of the SiC MOSFET C3M0016120D (TCJ = 25 ◦C).

Symbol Parameter Value Unit

VDS Drain—Source Voltage 1200
VVGS Gate—Source Voltage −8/+19

VTH Gate Threshold Voltage 2.5

Ciss Input Capacitance 6085
pFCoss Output Capacitance 230

Crss Reverse Transfer Capacitance 13

tr Rise Time 28 ns

tf Fall Time 27 ns

RDS(on)
Drain-Source On-State

Resistance 16 mΩ

RG(int) Internal Gate Resistance 2.6 Ω

ID Continuous Drain Current 115 A

Qrr Reverse Recovery Charge 604 nC

gm Transconductance 53 S

4.1. SiC MOSFET Device

In order to facilitate future experiments based on this simulation, this simulation used
the existing silicon carbide semiconductor module in the laboratory as the test equipment.
The detailed parameters of the tested modules in the experiment are shown in Table 1.
Figure 4 shows the device.

Figure 4. C3M0016120D device.

4.2. Simulation Modeling

To improve the simulation, we chose LTspice as the simulation software. As shown
in Figure 5, and according to Figure 1, a simulation circuit was built. The main purpose
of this simulation was to verify the effect on the switching performance of the OSS and
compare it with other switching strategies. It was firstly particularly important to verify
whether it was necessary to study the OSS in depth. A simulation can obtain more accurate
results and save time. Once the excellent switching performance of the OSS was confirmed,
the next step was to build and experiment with actual circuits. According to (24), (26), and
data from Table 1, we calculated an optimized delay time td1 of 21 ns and td2 of 41 ns; tvd1
and tvd2 used the rise time (tr) and fall time (tf) in the device data sheet for the simulation,
respectively.

Table 2 shows the parameters of some components in the analog circuit. Among them,
C1 and C4 represent Cds, C2 and C5 represent Cdg, and C3 and C6 represent Cgs. In order
for the oscillation in the simulation results to be closer to the actual situation, LS, LD, and
LG were adjusted.
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Figure 5. Simulation circuit in Ltspice.

Table 2. Parameters of the SiC MOSFET and associated circuit in LTspice.

Parameters Value

C1, C4 227 pF
C2, C5 13 pF
C3, C6 6072 pF

C7 100 μF
LD 100 nH
LG 20 nH
LS 1 nH

Lload 60 μH
RDS(on) 1 Ω

RG 2.6 Ω
VBUS 500 V
VTC 25 V

Because the double-pulse simulation of the SiC MOSFET was carried out using the
software LTspice, it was necessary to simulate the double-pulse signal, as shown in Figure 6.
Because of the convenience of the simulation software, the voltage waveform from the
voltage source could be edited directly. When the SiC MOSFET was simulated with the
OSS, the waveform could also be adjusted directly at the voltage source, which required
corresponding devices in the actual experiments.

Figure 6. Switching waveforms for the SiC MOSFET with double-pulse switching.
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4.3. Simulation Results

In order to verify the feasibility of the proposed OSS, the simulation was run with the
gate resistance 2.6 Ω, both at the turn-on stage and turn-off stages; the dc bus voltage was
500 V and the drain current was 30 A. The voltage drop delay times td1 of 21 ns and td2 of
41 ns were calculated by Equations (11) and (12). Meanwhile, as visible from Table 1, the
tvd1 was 28 ns and the tvd2 was 27 ns.

It can be seen in Figure 7a that when the turn-on signal arrived, first, a high VGG (i.e.,
20 V) was applied to the gate terminal. After the delay time td1, which was calculated to be
21 ns, the IDS started to rise and the VGG dropped to 15 V. After the delay time tvd1 (i.e.,
28 ns), the high VGG restarted to charge the SiC MOSFET. At the turn-off stage, the SiC
MOSFET was first discharged by −5 V. After the delay time td2, which was calculated to be
41 ns, the VDS started to rise from 0 V and the VGG became 0 V. After the delay time tvd2
(i.e., 27 ns), the VDS reached the peak value and the negative VGG was discharged again.

 
(a) (b) 

Figure 7. Switching waveforms for the SiC MOSFET with the OSS. (a) Turn-on stage, (b) turn-off
stage.

As mentioned in Section 2, the voltage drop delay times, td1 and td2, are very important
because they can affect the switching performance of the SiC MOSFET. In order to verify
the relationship between the delay time and the performance of the switch, and to further
the accuracy of the calculation results in the previous chapter, more experiments were
carried out. As shown in Figure 8, around the calculation result (i.e., td1 = 21 ns td2 = 41 ns)
at an interval of 10 ns, a total of four other data points were taken before and after each
transition and were simulated. Then, the simulation results were compared.

For the turn-on transition, because the calculation result of td1 was 21 ns, the five
testing data points were 11 ns, 21 ns, 31 ns, 41 ns, and 51 ns, respectively. The reason td1
was not set to 0 was that this waveform was equal to the switching strategy of the digital
gate driver. It can be seen from Figure 8a that there was no obvious difference and the VDS
and IDS waveforms generated by the five different td1 were not notably different. When td1
was 11 ns, the overshoot of the IDS was the smallest but the overshoot produced by the VDS
was the largest.

For the turn-off transition, since the calculation result of td2 was 41 ns, the five test
data points were 31 ns, 41 ns, 51 ns, 61 ns, and 71 ns, respectively. It can be seen from
Figure 8b that there was an obvious difference and the VDS and IDS waveforms produced
by the five different td1 showed little difference. When td1 was 41 ns, the overshoot and
oscillation of the IDS were the smallest; the overshoot and oscillation of the VDS were also
the smallest.

As the delay time increased or decreased, the calculation results in both cases were
the best. However, a trade-off between the VDS and IDS could be achieved when a td1 of
about 21 ns at turn on and td2 of about 41 ns at turn off were, respectively, applied.
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(a) (b) 

Figure 8. The switching performance of the SiC MOSFET with different gate voltage drop time delays.
(a) Turn-on stage, (b) turn-off stage.

4.4. Comparison with Other Switching Strategies

After determining the optimal time delay of the OSS, it was necessary to compare the
OSS with other switching strategies. First, we compared the OSS with the hard-switching
(HS) strategy to confirm its advantages and improvements. Then, we compared it with a
digital gate driver (DGD), which is widely used in teaching and research, to further verify
the advantages of the OSS. A detailed experimental comparison of these different switching
strategies follows.

4.4.1. Compared to the Hard-Switching Strategy

In order to demonstrate the excellent switching performance of the OSS in terms of
overshoot and oscillation, more simulations were performed and the results were compared
with the switching performance of hard switching. It can be seen from Figure 9a that during
the turn-on stage, the peak value of the IDS dropped from 70.04 A to 60.23 A, a decrease of
14%, and the oscillation was also significantly reduced. However, the overshoot of the VDS
increased, which will increase the power loss; although, this will not affect the peak value
of the VDS.

 
(a) (b) 

Figure 9. Switching performance comparison of the SiC MOSFET between HS and the OSS. (a) Turn-
on stage, (b) turn-off stage.

Unlike in the turn-on process, the OSS successfully reduced the oscillation and peak
value during the turn-off process, not only regarding the IDS but also the VDS. It can be
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seen from Figure 9b that the overshoot of the VDS reduced from 704.56 V to 577.52 V, a drop
of 18.03%.

Combining the two processes of turn on and turn off, it can be clearly seen that the OSS
effectively reduced the overshoot and oscillation of the IDS and VDS in the SiC MOSFET
switch, thereby reducing the overshoot and power consumption of the entire circuit.

4.4.2. Compared to Digital Gate Driver

The digital gate drive system from Agileswitch is a product with a wide range of
applications. It can control the voltage drop and voltage drop time of the gate voltage
without limitation to affect the switching performance of semiconductors. The control
strategy of the DGD is also very advanced. However, the existing DGD control strategy is
still unable to design more complex gate drive waveforms, especially the voltage drop after
a delay time, like an AGD. Therefore, it was necessary to compare the OSS with existing
digital gate driver strategies.

Figure 10 shows the VDS and IDS comparison of the OSS and DGD at the same turn-on
time. Compared with the hard-switching strategy, the overshoot of the DGD was reduced
by 19%, which was better than the OSS’s 14%. Although the DGD was slightly better at
reducing the IDS overshoot and oscillation, the overshoot of the VDS was larger, which
seriously increased the power losses of the circuit. Although the two switching strategies
were both effective in reducing overshoot, they increased power consumption and were
low in cost performance. This is why the first generation of DGDs cannot adjust the pulse
shape during turn on.

Figure 10 shows the comparison of the VDS and IDS for the OSS and DGD at the same
turn-off time. Compared with the hard-switching strategy, the DGD had no advantage and
even increased power consumption due to the longer switch-off process.

In order to better compare two different switching strategies, the closing time of the
DGD was extended from 68 ns to 88 ns and was then simulated and compared. The new
waveform comparison is in Figure 11. Compared with Figure 10b, the DGD effectively
suppressed the overshoot and oscillation of the VDS and the overshoot was reduced by 11%.
Compared with the OSS, the DGD was inferior. Continuing to extend the turn-off time of
the DGD will make the optimization more effective; but, this will inevitably increase power
consumption and reduce the frequency of the semiconductor device.

 
(a) (b) 

Figure 10. Switching performance comparison of the SiC MOSFET between the DGD, HS, and OSS.
(a) Turn-on stage, (b) turn-off stage.
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Figure 11. Turn-off switching performance comparison of the SiC MOSFET between the DGD, HS,
and OSS when the the DGD time delay was 88 ns.

4.5. Comparison with Different Drop Voltages

The OSS can become more complex and diverse. The previous chapter mainly consid-
ered the influence of the voltage time delay on switching performance; this section attempts
to study different voltage drops.

It can be seen from Figure 12 that, whether in the on state or the off state, the larger
the voltage drop, the less overshoot. Because the increase in the voltage drop reduces the
slope of the current and voltage, this proves that the formula in Section 3 is valid. However,
during the turn-off process, with the increase in the voltage drop, the oscillation of the
voltage and current was obviously increased.

 
(a) (b) 

Figure 12. Switching performance of the SiC MOSFET with different drop voltages. (a) Turn-on stage,
(b) turn-off stage.

4.6. Comparison with Different Voltage Drop Times

In the previous simulation, in order to simplify the complexity of the simulation, the
voltage drop time (tvd) used the rise time (tr) and fall time (tf) in the device datasheet.
However, in the OSS, the voltage drop time is also an important parameter, similar to the
delay time and voltage drop. Therefore, in this subsection, the effect of the voltage drop
time on the switching performance was studied by simulation.

For the turn-on transition, because the tr was 28 ns, five testing data points were
chosen: 18 ns, 28 ns, 38 ns, 48 ns, and 58 ns. It can be seen from Figure 13a that different
voltage drop times did not have much influence on the switching performance at the
turn-on stage.
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(a) (b) 

Figure 13. Switching performance of the SiC MOSFET with different voltage drop times. (a) Turn-on
stage, (b) turn-off stage.

For the turn-off transition, because the tf was 27 ns, five testing data points were
chosen: 17 ns, 27 ns, 37 ns, 47 ns, and 57 ns. It can be seen from Figure 13b that in the
turn-off stage, different voltage drop times had an impact on the switching performance.
When the voltage drop time was 27 ns, the switching achieved the best performance. As the
voltage drop time increased, the suppression effect of the OSS on voltage oscillations began
to weaken. On the contrary, as the voltage drop time decreased, the voltage oscillation was
suppressed; but, a larger reverse current was generated.

4.7. Power Loss Comparison

To determine whether a switching strategy is good or bad, in addition to observing
whether it effectively reduces overshoot and oscillation, another important criterion is
whether power consumption increases. Due to the advanced nature of LTspice, the product
of current and voltage can be quickly integrated directly from the simulated circuit. Table 3
records the power losses from simulation models in one turn-on and turn-off round.

Table 3. Power losses for the simulations in LTspice.

Subsection Switching Strategy Power Losses (μJ)

4.4

HS 494.43
OSS 520.21
DGD 704.52

DGD (extended) 681.03

4.5
Different voltage drop

Voltage drop 7 V 675.11
Voltage drop 6 V 604.05
Voltage drop 5 V 536.85
Voltage drop 4 V 473.72

4.6
Different voltage drop time

Voltage drop time −10 ns 491.56
Voltage drop time 0 ns 539.26

Voltage drop time +10 ns 582.92
Voltage drop time +20 ns 606.19
Voltage drop time +30 ns 686.85

4.3
Different voltage drop delay time

Voltage drop delay time −10 ns 559.25
Voltage drop delay time 0 ns 518.93

Voltage drop delay time +10 ns 582.87
Voltage drop delay time +20 ns 658.26
Voltage drop delay time +30 ns 743.88

It can be seen from Table 3 that, compared with HS and the DGD, the power consump-
tion of the OSS was slightly higher than that of HS. However, combined with Figure 11, the
optimization effect of the OSS remained obvious.
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In the comparison of different voltage drops, it can be concluded that the smaller the
voltage drop, the smaller the power consumption. However, combined with Figure 12, it
can be seen that the smaller the voltage drop, the smaller the suppression effect of the OSS
on the circuit overshoot. Similarly, in the comparison of different voltage drop times, it can
be concluded that the shorter the voltage drop time, the smaller the power consumption.
However, combined with Figure 13, it can be seen that the smaller the voltage drop, the
smaller the effect of the OSS on circuit oscillation suppression.

Finally, in the comparison of different voltage drop delay times, it can be concluded
that when the voltage drop time is the calculated value, the power consumption is close to
the minimum.

5. Conclusions and Discussion

In this paper, an optimal-switching strategy was proposed for improving the switching
performance of high-power SiC MOSFETs under hard-switching conditions. In addition,
considering the trade-off between switching loss and switching overshoot, the voltage drop
delay time was analyzed and calculated. By optimizing the voltage drop delay time of
the turn-on and turn-off stages, the OSS can effectively minimize overshoot and suppress
oscillation. The simulation results showed that the OSS can reduce the current overshot
at the turn-on stage and minimize the voltage overshoot at the turn-off stage. In addition,
compared with the hard-switching strategy, the current overshoot in the turn-on phase
decreased by 14% and the voltage overshoot in the turn-off phase decreased by 18.03%.
This showed that the OSS achieved a more comprehensive control strategy and better
switching performance. Compared with digital gate drivers, although each has its own
advantages, the OSS is more advanced and suffers less power losses.

The next step in this research is to make the actual circuit and test it. The contribution
of this paper is limited due to simulation constraints. The optimization of the OSS in
this paper was limited to the control voltage drop delay time; the control strategy could
not be fully tested. Only the influence of a single variable of the OSS on the switching
performance was tested. In future studies, multivariable control, such as delay time, voltage
drop, voltage drop time, etc., could be tested in an actual circuit and jointly controlled
to optimize semiconductor switching performance. However, we can confirm that the
proposed OSS is promising compared to other methods.
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Abstract: Gas-insulated power transmission lines (GILs) can replace cables and overhead transmis-
sion lines, playing an important role in DC transmission systems. However, the influence of surface
charge accumulation on insulation reliability cannot be ignored as the operational voltage of the
DC GIL increases. In this paper, the measurement methods for the insulator surface potential are
summarized, including, dust maps, the Pockels effect method, and the electrostatic probe method.
Then, a typical surface charge inversion algorithm is introduced. The main influencing factors of
surface charge accumulation are analyzed, such as the applied voltage, insulation gas, insulator
shape, and temperature. The charge accumulation pathway is revealed. Furthermore, methods for
inhibiting the accumulation of surface charges and promoting the dissipation of accumulated charges
are introduced to reduce the surface charges on insulators. Finally, the development direction of DC
GIL insulators is predicted. We anticipate that the online monitoring of surface charge distribution,
clarifying the percentage of charge accumulation pathways, and optimizing the insulator casting
process will be the research directions for the insulator surface charge topic in the future. This article
provides a comprehensive understanding of the surface charges of GIL insulators and a reference for
the insulation design of DC GILs.

Keywords: gas-insulated power transmission line (GIL); surface potential measurement; surface charge
inversion algorithm; surface charge accumulation mechanism; surface charge suppression measure

1. Introduction

Primary energy is mainly distributed in the northwest of China, while most electric en-
ergy is consumed in the central and eastern regions. Therefore, it is necessary to implement
high-capacity and long-distance power transmission to meet the increasing demand for
electricity [1–3]. Compared with AC, high-voltage DC transmission has advantages such
as low losses, a large transmission capacity, and convenience for grid interconnection. DC
transmission has been widely used in the long-distance transmission of electric energy [4–6].
Ultra-high voltage (UHV) and high-voltage direct current (HVDC) power transmission sys-
tems have rapidly developed since the 1950s [7,8]. The DC system is of great significance for
China to optimize its energy allocation [9,10]. However, the HVDC transmission lines are
facing new challenges, such as high altitudes, large drops, harsh meteorological conditions,
low electromagnetic radiation, and strict environmental protection rules [11,12], and the
overhead transmission lines and power cables cannot meet these requirements. Under such
power supply requirements, gas-insulated transmission lines (GILs) with a SF6 or SF6/N2
gas mixture as the insulation medium have many advantages, such as a large transmission
capacity, small footprint, high operational stability, and environmental friendliness [13–15].
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GILs can be directly buried underground or installed in tunnels. Therefore, GILs are an
excellent choice for large-scale power transmission in addition to overhead transmission
lines and power cables [16].

DC GILs will play an important role with the development of DC transmission [17–19].
However, the GILs in operation are basically a AC systems. There are only a few DC GILs
due to the difference between AC and DC insulation systems [20,21]. This is because of the
different electric field distributions caused by the surface charge accumulation on the insu-
lator [22]. For AC systems, the distribution of the electric field depends on the permittivity.
However, the DC system is mainly determined by the resistivity of the material [23,24].
The electric field distribution gradually transitions from the initial capacitive electric field
to a steady resistive electric field due to surface charge accumulation [25,26]. Furthermore,
the internal insulation system of a DC GIL consists of insulators and compressed gas (e.g.,
SF6 or a SF6/N2 gas mixture) [16,27]. However, the SF6 in GILs is one of the greenhouse
gases limited by the Kyoto Protocol. Its greenhouse effect is 23,500 times greater than that
of CO2 [28]. The arc extinguishing capability of insulation gas is not required. This is
because there are no switchgears in GILs [16]. Furthermore, the SF6/N2 gas mixture has
the advantages of good insulation strength, stable chemical properties, and lasting mixing
characteristics. The SF6/N2 gas mixture has been widely used in second-generation GILs to
reduce the use of SF6 [29]. Moreover, the cost can be further reduced due to the low price of
N2. For example, a 20% SF6/80% N2 gas mixture has 69% of the insulation strength of pure
SF6 under the same gas pressure. The pressure of the gas mixture needs to be increased by
45% in order to achieve the same insulation strength. However, the use of SF6 is reduced
by 71% [16]. Therefore, the impact of greenhouse gases has been reduced. As a result, the
insulator has become the weakest component in DC GILs [30,31].

The insulator is the core component of a GIL [32]. GIL insulators are mainly divided
into basin insulators and tri-post insulators. High-voltage conductors are supported by
insulators. The conductor is mounted on the axis of the GIL. Additionally, high-voltage
conductors are kept insulated from the ground by the insulator [33–36]. The gas seal of the
pipeline is achieved by a basin insulator with a sealing ring. The installation position of
the tri-post insulator can be easily adjusted. This is because the grounded electrode of the
tri-post insulator has a wheel. GIL insulators are mainly composed of epoxy resins with
high resistivity [37–39]. As a result, the accumulated surface charge cannot dissipate for a
long time. Therefore, the operation of the GIL is threatened due to the flashover triggered
by the accumulated surface charges [40–43].

The critical boundary parallel to the insulator surface was selected as the flashover
pathway by Kumara et al. The line originated from the maximum electric field on the
cathode. A flashover voltage model considering the influence of surface charges was
established by determining the initiation, development, and maintenance of the streamer.
Under Gaussian distribution, the pulse flashover voltage was decreased by nearly 11%
when the maximum positive charge density was 125 μC/m2 [44]. Furthermore, the
DC ±500 kV gas-insulated switchgear (GIS) developed by the Kansai Electric Power
Company, Shikoku Electric Power Company, and Power Development Company of Japan
has been successfully applied in the Anan converter station. However, the actual opera-
tion voltage is only half of the rated voltage due to the influence of the insulator surface
charges [45–47]. This means that the surface charge accumulation of insulators leading to a
decrease in the flashover voltage is the issue restricting the development of DC GILs [48–51].

In this paper, the surface charge measurement technology, inversion algorithm, accu-
mulation mechanism, and inhibitory strategies for GIL insulators are summarized. Addi-
tionally, the research trends in insulator surface charges are identified. This article provides
a reference for the surface charge accumulation of DC GIL insulators.

2. Surface Potential Measurement

The study of surface charges should be based on the accurate measurement of the sur-
face potential distribution on the GIL insulator [52]. The measurement of surface potential
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is different from that of the voltage for a high-voltage conductor. This is because a certain
insulation gap must be maintained between the probe and the measured surface to prevent
the leakage of the induced charge onto the probe. At present, the main measurement meth-
ods for insulator surface potential include dust maps, the Pockels effect, and electrostatic
probes. [53,54].

2.1. Dust Map

Dust maps, also known as Lichtenberg figures, were proposed by Lichtenberg in
1777 [52]. Firstly, the red lead oxide and yellow sulfur are selected. The powder is uniformly
suspended in gas. The charged powder with different polarities is absorbed on the insulator
surface due to the electrostatic attraction of the surface charges. As a result, the visual
analysis of the charge distribution is realized. However, the surface charge distribution
cannot be quantitatively measured by a dust map [55]. Since the dust particles are adsorbed
on the measured surface, it is not possible to achieve repeated measurements through a
dust map [56]. The movement of charged dust particles is also affected by gravity and
buoyancy [57]. Furthermore, the original surface charge distribution may be changed. This
means that the accuracy of dust maps needs to be further improved. Based on a dust map
established by quartz and feldspar powder, the surface charge distribution characteristics
with a hollow ring structure are shown in Figure 1 [58].

Figure 1. Dust map of surface charge distribution with a hollow ring [58].

2.2. Pockels Effect

The Pockels effect method was proposed by Takada in 1991. The principle was based
on the electro-optical effect of Pockels crystals, such as Bi12SiO20 and Bi4GeO12 [12,59]. The
refractivity of Pockels crystals varies linearly with the electric field [60]. Once the electric
field inside the crystals is changed due to the accumulated surface charge, the phase of
the incident laser is delayed. The phase delay of light is transformed into a difference
in light intensity. Then, the electric field distribution inside the crystal is obtained. As a
result, the surface charge density is calculated, as shown in Figure 2 [61]. The real-time and
quantitative measurement of surface charges on certain thin and transparent materials can
be realized by the Pockels effect [18]. Furthermore, the method is only applicable to the
measurement of insulator surface charges under an AC voltage or impulse voltage due to
the electrostatic relaxation of Pockels crystals [12].
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Figure 2. Schematic of the Pockels effect [61].

2.3. Electrostatic Probe

The electrostatic probe method is a non-contact measurement technique [62,63]. There
are two commonly used electrostatic probes: capacitive electrostatic probes based on
electrostatic induction and Kelvin electrostatic probes designed according to the principle
of electric field compensation [64,65]. The capacitive electrostatic probe was proposed
by Davies in 1967 [66]. The quantitative measurement of surface charges can be realized
by a voltage-following circuit. The data acquisition unit of the probe is composed of a
high-input-impedance operational amplifier [67]. In contrast to capacitive probes, Kelvin
probes are active probes. Furthermore, Kelvin probes are not affected by the surrounding
gas. Kelvin probes are widely used due to their higher accuracy. Their measurement
principle is shown in Figure 3 [64].

Figure 3. Measurement principle of a Kelvin electrostatic probe [64].

The inductive electrode in the probe is kept vibrating by an oscillator. As a result,
the capacitance between the electrostatic probe and the measured surface is changed. If
the voltage on the probe is not equal to the measured surface potential, a displacement
current is generated on the induction electrode. The voltage on the probe is adjusted until
the induced current becomes zero. At this moment, the voltage on the probe is equal to the
measured surface potential [68]. Since there is no potential difference between the probe
and the measured surface, the partial discharge triggered by the electrostatic probe during
the measurement is avoided [57]. This method is an ideal measurement method for surface
charges. Typical products include the Trek-341B [69], Trek-347 [70,71], and Monroe 244A
electrostatic voltmeter [72,73].
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3. Surface Charge Inverse Algorithm

For an electrostatic probe, only the surface potential can be directly measured. There-
fore, it is essential to calculate the surface charge density by the inversion algorithm [52].
There have been a number of inversion algorithms proposed in the past, such as the linear
algorithm, λ function method, improved λ function method, analytical method, and ϕ
function method [1].

3.1. Linear Algorithm

The linear algorithm was proposed by Davies in 1967. The linear relationship between
the surface charge and the induced voltage on the probe is established based on the
equivalent measurement circuit, as shown in Figure 4 [1]. The measurement circuit of a
capacitance probe consists of two parallel branches, where Cd is the capacitance of the
dielectric, Cg is the capacitance formed by the gap between the grounded electrode and
the dielectric, Cp is the capacitance between the probe and the measured surface, Cm is the
capacitance of the electrostatic probe to the ground, and A is the effective area measured by
the probe.

a b

Figure 4. Measurement through capacitive electrostatic probes: (a) measurement diagram, (b) equiv-
alent circuit [1].

When the gap between the electrostatic probe and the measured surface is small
enough, the electric field between them is approximately uniform. Based on the principle
of capacitor voltage division, the linear relationship between the surface charge density σ
and induced voltage on the probe Ug can be obtained [74].

σ = M·Ug (1)

where M is the scaling coefficient.
The calculation of the linear algorithm is very simple. However, the method is only

suitable for thin films smaller than 5 mm. This is mainly because the equivalent circuit is
not always consistent during the measurement. Furthermore, the influence of the surface
charge outside the measurement area on the results cannot be ignored [67].

3.2. λ Function Method

The relationship between the induced charge on the probe and the surface charges
was established by Perdersen et al. based on the λ function [75].

q =
�
A0

λσdA (2)

where q is the induced charge on the electrostatic probe, A0 is the measured area, and λ is
the solution of the Laplace equation for the insulation system.
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Compared with the linear algorithm, the λ function method has a higher accuracy.
However, the method is only suitable for geometrically symmetric insulation systems. Fur-
thermore, the influence of the measurement position of the electrostatic probe is ignored [1].

3.3. Improved λ Function Method

The improved λ function method was proposed by Kumada et al. in 2004 with
reference to digital image processing technology [76]. The convolution operation in the
spatial domain is transformed by two-dimensional Fourier transform into the product
calculation in the frequency domain.

Φ(μ, ν) = H(μ, ν)·σ(μ, ν) (3)

The calculation of the inversion matrix is avoided. The surface charge density in
the frequency domain is solved by division. Finally, the surface charge density σ(x, y) in
the space domain is obtained by inverse Fourier transform. Thus, the calculation of the
surface charge is greatly simplified. Furthermore, the Wiener filter is used in the frequency
domain for noise reduction to further improve the accuracy. However, this method is only
applicable to shift-invariant systems, such as large-area flat plates and long cylindrical
tubes [77].

3.4. Analytical Method

The analytical method was proposed by Ootera et al. [78]. The method considering
all surface charges was based on the theory of electrostatic fields. When the high-voltage
electrode is grounded, the insulator surface is divided into n grid units based on the finite
element method. Once the mesh is fine enough, the surface charge can be considered
uniformly distributed in any cell. According to the superposition theorem of potential, the
potential Vi of any element i satisfies the following formula:⎡⎢⎢⎢⎢⎢⎢⎣

P11 P12 · · · · · · P1n
P21 P22 · · · · · · P2n

...
...

...
...

...
...
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4πε0

∫
Si

1
rij

dS (5)

where ε0 is the vacuum permittivity; σi and Si are the apparent surface charge density and
area, respectively; and rij is the distance between elements i and j.

Based on the dielectric interface conditions, the relationship between the apparent
surface charge density and free surface charge density σ can be written as follows:⎡⎢⎢⎢⎢⎢⎢⎣
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where subscripts 1 and 2 represent the insulator side and the gas side, respectively; ε is
the permittivity of the material; and n is the unit normal vector in the positive direction
pointing from the insulator to the gas.

Therefore, the surface charge density is:

σ = TV (8)

The inversion matrix T is only determined by the material and geometry of the model.
Therefore, a surface charge density of 1 μC/m2 is defined for the element to solve the surface
potential distribution on the insulator. As a result, the inversion matrix T is obtained by
moving the unit charge [79].

3.5. ϕ Function Method

Based on the λ function method, the relationship between the induced voltage on the
probe and the surface charge was constructed by Faircloth et al. [80]. The insulator surface
is divided into many small regions based on the finite element method. The surface charge
of all regions contributes to the surface potential.

V = σΦ (9)

For a particular insulation system, the inversion matrix Φ only depends on the geo-
metric size and material. The Φ matrix is solved by finite element software, such as ANSYS
and COMSOL Multiphysics. Firstly, an inversion calculation model is built. The unit
charge is defined on the surface of the measured insulator to calculate the surface potential
distribution. As a result, the complete Φ matrix is solved. The ϕ function method takes the
motion of the electrostatic probe into account, thus improving the accuracy. However, the
amount of calculation increases with the dimensions of the inversion matrix.

4. Surface Charge Accumulation Mechanism

The surface charge accumulation of a DC GIL insulator is affected by the applied
voltage, insulation gas, insulator shape, temperature, etc.

4.1. Applied Voltage

Under a DC voltage, the surface charge density increases with the applied time. The
surface charge distribution is similar under different voltage levels [39]. Furthermore, the
polarity of surface charges is reversed due to the increase in the DC voltage when only
natural radiation is considered for the generation of charged particles in gas [25]. Since the
conductivity of the insulation gas and insulator is a function of the electric field [81], the
surface charge accumulation is also affected by the electric field.

4.2. Insulation Gas

In order to reduce the use of SF6, the insulation gas of second-generation GILs is a
SF6/N2 gas mixture [16]. Therefore, the surface charge distribution of insulators in 0.5 MPa
pure SF6 and a 20% SF6/80% N2 gas mixture were compared by Wang et al. [82]. The results
showed that the amount of surface charge was larger in the 20% SF6/80% N2 gas mixture
under −30 kV. This was mainly because the partial discharge in the gas increased with the
decrease in the SF6 content. Furthermore, the accumulation of surface charges on insulators
in the pure SF6 had a significant polarity effect. That is to say, the surface charges under
a negative voltage were obviously larger than those under a positive voltage. However,
no significant polarity effect was observed in the 20% SF6/80% N2 gas mixture. This was
because the pure SF6 was more sensitive to metal particles. The ionization coefficient of
the gas sharply increased due to the enhancement in the local electric fields. As a result,
the sources of the surface charges increased [83,84]. For the 20% SF6/80% N2 gas mixture,
a polarity effect was not observed. This was mainly because the sensitivity of the partial
discharge to the electric field distortion was reduced by the N2.
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4.3. Insulator Shape

The accumulation of surface charges is inevitably affected by the geometry of the
insulator. Early on, cylindrical insulators were used as simplified models for GIL insulators.
Then, cylindrical insulators with shielded electrodes were adopted by Wang et al. [62]. In
order to truly reflect the operational conditions of GIL insulators, the circular insulator
was proposed by Li et al. [70]. Furthermore, proportionally reduced conical insulators
were adopted by Deng et al. [29]. Bowl-shaped insulators were designed to achieve the
self-adaptation of surface charges based on nonlinear materials [85]. In addition, an actual
GIL basin-type insulator was researched by Qi et al., as shown in Figure 5 [86].

a b c d

Figure 5. Different insulator shapes: (a) cone-like frustum, (b) cone, (c) bowl type, (d) basin-
type [29,70,85,86].

Based on a surface charge transport model considering the microscopic parameters
of the gas, the influence of the insulator shape was analyzed by Ma et al. The initial
capacitive electric field distribution was compared with the steady-state resistive electric
field distribution [87]. The results showed that the surface charge distribution was similar
to the normal component of the initial capacitive electric field. The amount of surface
charge accumulated on the conical insulator was the largest.

4.4. Temperature

Due to the Joule heating of the operational current, the temperature of the internal
conductor in a GIL may rise to 90 ◦C [88]. Furthermore, the volume conductivity of epoxy
insulators is a function of the temperature. The partial discharge in a gas is also affected
by the temperature [89]. Therefore, the influence of the temperature on the surface charge
accumulation cannot be ignored. The temperature distribution inside a GIL was calculated
by Zhou et al. based on thermal convection, radiation, and conduction [90]. The results
showed that the temperature distribution inside the GIL gradually decreased from the
center conductor to the grounded shell. The temperature gradient was 30 K under a current
of 3450 A. The peak of surface charge density was 7.68 nC/cm2, which increased by 60%.
Additionally, high-temperature oil circulation was used to heat the internal conductor of
the GIL. As a result, a surface potential measurement platform for DC GIL insulators under
a temperature gradient was established, as shown in Figure 6 [91].

Once the temperature gradient was 70 ◦C, the average value of the surface potential
increased from 278 V to 1670 V under a positive voltage. Under a negative voltage, the
average surface potential increased nearly twofold. Tang et al. pointed out that the mean
free path of electrons increased with the temperature. Therefore, the initial voltage of the
corona decreased. As a result, the positive charge density increased under the temperature
gradient [41].

The above factors affecting insulator surface charges are mainly due to the differences
in the charge accumulation pathway. There are three pathways to accumulating charge
on an insulator surface: through the insulator volume, insulation gas, and along the
insulator surface [92]. For the ideal case of ignoring the insulation defects inside the GIL,
the surface resistivity of the insulator is large enough. The current along the insulator
surface is small enough to be ignored. Therefore, the charge accumulated through the
insulator volume is uniformly distributed [18]. The conduction current is determined
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by the volume conductivity of the insulator. For conical insulators, charges of the same
polarity accumulate on the insulator surface near the inner conductor [36]. Since space
charges are easily generated due to the uneven distribution of volume conductivity, the
space charge migrates to the insulator surface, resulting in surface charge accumulation.
That is to say, it follows the volume conductivity model proposed by Cooke et al. [12].

Figure 6. Surface potential measurement system under a temperature gradient [91].

The conduction current through the gas is affected by the generation rate, recombi-
nation coefficient, mobility, diffusion coefficient, and other factors [7]. Insulation defects
are inevitable within a DC GIL, such as protrusions on the electrode, metal particles on the
insulator surface, and the gas-electrode-insulator tri-junction, since the corona discharge
of insulation defects is the main cause of surface charge accumulation. The randomly
distributed charge spots and charge bands are shown in Figure 7 [18]. This means that the
insulator surface charge distribution is uneven [18]. Furthermore, a normal electric field
model was proposed by Knecht et al. [93]. It showed that the normal electric field on the
insulator surface is the cause of charge accumulation.

Figure 7. Surface charge distribution pattern: 1. uniform distribution, 2. charge spots, 3. charge
clouds [18].
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The conduction current along the surface is closely related to the surface conductivity
of the material [94]. For insulators with surface modification, the surface charge distribution
depends on the conduction current along the surface. The tangential electric field model
was proposed by Nakanishi et al. [95]. This model points out that there is an exponential
relationship between surface conductivity and tangential electric field, resulting in uneven
material surface. Therefore, the discontinuity of conducting current along the surface is the
main cause of surface charge accumulation.

The three accumulation pathways of surface charges exist simultaneously. However,
the proportion of each part varies significantly under different tests [28]. For the vacuum,
corona discharges from the tri-junction of the cathode are the main source of insulator
surface charges [96]. Yu et al. pointed out that the surface charge density is closely related
to the secondary electron energy emission curve [97]. When the partial discharge in the gas
is ignored, the conduction current through the insulator volume is the main accumulation
pathway for surface charges [87]. For high-resistivity insulation systems, the accumulation
of surface charges is determined by the conduction current in the gas side. The main
accumulation pathway gradually changes from the gas to the insulator when the volume
resistivity is less than 5 × 1017 Ω ·cm [22]. Furthermore, the generation rate of ion pairs
in the gas is one of the key factors. The accumulation pathway changes to the conduction
current in the gas with the increase in the ion pair generation rate [48,98].

For basin insulators, a unified surface charge accumulation mechanism was proposed
by Li et al. The electric field is divided into three levels based on the leakage current,
as shown in Figure 8 [99–101]. For the low electric field, there are many factors, such
as residual static charges on the surface, bulk charges inside the insulator, and charged
particles in the gas. Each factor may become the core. Thus, charge accumulation under
low electric fields can occur in a variety of ways. Under a medium electric field, charges of
the same polarity injected through the insulator are the main source. Since the ionization in
the gas side is enhanced due to insulation defects under a high electric field, the influence
of charged particles in the gas on the surface charge accumulation increases. Therefore, the
source of the surface charge is electric-field-dependent.

Figure 8. Field-dependent surface charge accumulation model [101].

5. Surface Charge Suppression Strategy

The methods to reduce the surface charge include inhibiting the accumulation of
surface charges and promoting the dissipation of accumulated charge, for example, by
doping modification, structural optimization, and surface treatment [102]. Since the sur-
face charge accumulation is determined by the conduction current flowing through the
insulator when the volume resistivity of the insulator is lower than the critical value of
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the system [103], increasing the volume resistivity of insulators is an effective method to
inhibit surface charge accumulation. The volume conductivity of epoxy resin was reduced
through doping with fullerene C60 by Zhang et al. The surface charge on the C60-epoxy
composite insulators was reduced due to the hollow cage structure of C60 [104]. That is to
say, C60 has extremely strong electrophilic properties. Free electrons in the polymer matrix
could be captured.

Nanoparticle doping is the most commonly used modification method for insulation
materials, such as Al2O3, TiO2, SiO2, BN, and AlN [105–112]. This is because a charge
accumulation center is introduced by nanoparticles, and the carrier concentration is reduced.
As a result, the material conductivity is decreased [113]. Since the surface charge is usually
derived from partial discharge in gas for Al2O3 epoxy resin insulators [114–116], the normal
electric field should be reduced as much as possible during the optimization of insulator
shape [87]. For example, a conical insulator was adopted, and the flat bottom was basically
parallel to the electric field line. As a result, there was only a small charge on the bottom [36].
Furthermore, a bowl-shaped insulator was designed by He et al. The normal electric field
on the insulation area was designed to be negligible in order to reduce the surface charge,
as shown in Figure 9 [7]. Therefore, the surface charge accumulation could be reduced by
doping modification and structure optimization. However, the influence of the insulation
surface is usually ignored. This is because the surface resistivity of GIL insulators is greater
than the volume resistivity. The conduction current along the insulator surface is negligible.

a b

Figure 9. Electric field distribution around insulators: (a) cone, (b) bowl-type [7,36].

For accumulated surface charges, surface treatment is used to promote dissipation
and reduce the surface charge. The main dissipation pathways include: recombination
with charged particles in gas, dissipation through the insulator volume, and dissipation
along the insulator surface [117]. As partial discharges are random, there is usually little
recombination between heteropolar charged particles in gas. For GIL epoxy insulators, the
volume conductivity is in the order of 10−17 S/m [118]. A surface conductivity of 10−18 S
has been measured on epoxy resin insulators. As a result, it is impossible for the surface
charge to dissipate autonomously for a long period of time. For example, the dissipation
curve of the surface potential within 1200 s is approximately horizontal. The dissipation of
charge is negligible [119].

The dissipation of surface charges through an insulator material is promoted by the
increase in the volume conductivity. However, the insulation size needs to be increased
due to the decrease in insulation strength. Therefore, an ideal charge dissipation strategy is
to increase the surface conductivity through surface treatment. The surface treatment of
insulator materials is used to increase the surface conductivity by 1–2 orders of magnitude,
including through surface fluorination, plasma surface treatment, and coating. Thus, the
amount of surface charge is reduced by accelerating the dissipation rate.
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5.1. Fluoridation

An epoxy resin sheet was fluorinated in a gas mixture of 12.5%F2/87.5%N2 by An
et al., as shown in Figure 10. A fluorinated layer of micron size was formed. The mobility
of the carrier was improved when the fluorination reaction time was less than 60 min. That
is to say, the rate of surface charge dissipation along the surface was accelerated [120].

Figure 10. SEM images of the cross-section of fluorinated samples [73].

5.2. Plasma Surface Treatment

Plasma was used by Shao et al. to improve surface conductivity. According to
Figure 11, an atmospheric plasma injection device deposited SiOx on the surface of the
epoxy resin. Inorganic groups were introduced, such as Si-O-Si and Si-OH [121,122].
Therefore, plasma treatments could also result in shallow trap energy levels on the surface.
As a result, the surface charge could rapidly dissipate along the insulator surface [123].

Figure 11. Atmospheric pressure plasma jet device [121].

5.3. Coating

Non-uniform coatings are also functional gradient materials. A functional gradient
coating was prepared by Li et al. [124]. The surface conductivity with a gradient was
formed by magnetron sputtering ZnO or fluoridation on the epoxy resin surface, as shown
in Figure 12.
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a b

Figure 12. Functional gradient coating on the insulator surface: (a) magnetron sputtering,
(b) fluorination [124,125].

The effect of the concentration and particle diameter of the SiC in the coating on the
surface charges was analyzed by Tang et al. [50]. The results showed that the surface
trap density was increased due to the SiC/EP coating. Therefore, more surface charges
accumulated. Since the surface trap energy level could also be decreased by the coating,
the dissipation rate of charges was accelerated. This indicates that the regulation of SiC/EP
coatings is attributed to the interaction between the trap density and trap energy level.

6. Conclusions and Suggestions for Future Work

The surface charge measurement methods, charge accumulation mechanisms, and
suppression measures for DC GIL insulators were summarized. In order to measure the
insulator surface potential, dust patterns, the Pockels effect method, and the electrostatic
probe method can be implemented. Then, a surface charge inversion algorithm should be
adopted to calculate the surface charge density. Based on the surface charge distribution
characteristics, many factors (such as the applied voltage, insulation gas, insulator shape,
and temperature) have an impact on the surface charge accumulation. For surface charge
suppression, the main solution is inhibiting the accumulation of surface charges and
promoting the dissipation of accumulated charges. Finally, suggestions for future research
in this area are as follows:

(1) With regard to surface potential measurement, Kelvin electrostatic probes have a
high accuracy. However, the application of Kelvin electrostatic probes in online measure-
ments is limited by their lower measurement range. Furthermore, capacitive electrostatic
probes have a simple structure and lower cost. Capacitive probes are expected to be applied
for the online monitoring of insulator surface charges after the measurement accuracy is
further improved.

(2) Focusing on the surface charge inversion algorithm, the environmental noise
during the data acquisition cannot be ignored. For online measurement, the changes in the
original electric field caused by the probe should be considered to ensure the accuracy of the
measurement. Furthermore, a 3D display of the insulator surface charge distribution could
be established by the surface charge inversion algorithm combined with data transmission,
storage, and image processing.

(3) For the surface charge accumulation mechanism, the proportions of the three
pathways of charge accumulation should be clarified. The dominant pathway of charge
accumulation should be revealed to provide a theoretical basis for the suppression of
surface charges. For the surface charge transport model, the influence of partial discharges
in the gas and the surface trap distribution on the insulator cannot be ignored. Additionally,
the type of carrier in the gas must be further distinguished rather than simply dividing it
into positive ions, negative ions, and free electrons.

(4) In terms of surface charge suppression, the application of coatings on the GIL
insulator surface needs to be further tested in terms of adhesion strength and material
aging. The effect of coating detachment on insulation should be paid more attention.
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Since the material doping modification of an insulator is limited by the casting techniques
available, the interface due to the curing properties of different materials should not be
ignored. Therefore, understanding the transition region between different doped materials
will be one of the challenges for subsequent research.
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