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Preface

Advances in antenna technology are a cornerstone of modern wireless communication,

underpinning the connectivity and sensing capabilities of our increasingly digital world. As wireless

systems evolve toward 5G, 6G, and the Internet of Things (IoT), antenna engineers face the challenge

of designing antennas that are not only more efficient and broadband but also compact, adaptive,

and integrable into diverse platforms. High-capacity MIMO and phased array antennas enable smart

beamforming and spatial multiplexing to meet ever-growing data demands, while innovations in

materials and fabrication (from flexible substrates to 3D printing) open the door for antennas embedded

in everyday objects, wearables, and sensors. Advanced antenna systems thus play a pivotal role in

connecting billions of devices and in facilitating new applications—from remote health monitoring to

satellite mega-constellations, making this a vibrant field of research and development.

This edited volume, Applications of Antenna Technology in Sensors: 2nd Edition, is a

compilation of ten state-of-the-art papers originally published in the MDPI Sensors journal’s Special

Issue of the same name. The collected papers exemplify the scope of current antenna research, spanning

novel designs for IoT sensors, high-performance arrays for extreme environments, and innovative

techniques for improving antenna array efficiency. Below, we outline the structure of the reprint and

summarize the contributions of each chapter.

Abounasr et al. introduces a flexible inkjet-printed loop resonator designed as a sensor for food

quality monitoring. Operating at 2.4 GHz, this antenna-based sensor detects spoilage in meat by

tracking shifts in its resonance frequency caused by dielectric changes during storage. The authors

demonstrate high sensitivity, observing a clear frequency drift (from ~2.14 GHz to 1.29 GHz over five

days) correlating with meat degradation. This compact, low-cost device illustrates the potential of

printable antennas in real-time, non-invasive IoT food monitoring systems.

Sreang and Chung present miniaturized helical antennas for a passive wireless temperature

sensor based on surface acoustic wave (SAW) technology. Two small helical antenna designs—a

cylindrical helix and a hemispherical helix—are developed to excite a 915 MHz SAW resonator,

achieving resonance within the 902–928 MHz ISM band. Despite their tiny size, these antennas provide

sufficient bandwidth (22–30 MHz) for the sensor and facilitate entirely battery-less temperature

monitoring: the SAW device’s resonant frequency shifts with temperature, by about 66.7 kHz per 10 C,

which the antenna system can detect remotely.

Continuing the theme of antenna-enabled sensing, Yeo and Lee describes a compact wideband

tapered slot antenna (TSA) tailored for chipless RFID sensor tags. The authors tackle the challenge of

reducing the size of TSAs while maintaining ultra-wide bandwidth: they introduce fan-shaped and

stepped geometrical structures appended to the TSA’s ground plane to achieve size miniaturization

and bandwidth enhancement. Two design iterations are detailed. The first uses appended quarter- and

half-circular slot structures, yielding a measured impedance bandwidth of approximately 2.53–13.38 GHz

with a 39% size reduction compared to a conventional TSA. The second design combines fan-shaped

slots with stepped cuts, further extending the bandwidth to about 2.31–13.80 GHz and achieving nearly

a 46% size reduction. The chapter includes prototype measurements confirming over 140% fractional

bandwidth and stable gain (3–8 dBi) across the range, making this antenna well-suited for next-generation

chipless RFID sensors that require wideband operation in compact formats.

Frazao et al. offer a comprehensive review of radar-based cardiac monitoring techniques. Motivated

by the rise in smart healthcare and contactless vital sign monitoring, this review examines how Doppler

radar and related microwave sensors can measure heart rate (HR) and heart rate variability (HRV) without
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physical contact. The authors survey various system architectures (from continuous wave to FMCW

radars), operating frequencies, antenna configurations, and signal processing algorithms. A key insight is

that system architecture and signal processing choices have the greatest impact on measurement accuracy,

with FMCW radar systems emerging as particularly effective for detecting heart activity. By contrast,

the choice of carrier frequency (within the microwave bands commonly used) did not substantially

affect performance. This finding suggests that lower-frequency, cost-effective radar hardware can be

employed without sacrificing accuracy, provided that optimal signal processing is used. The review

concludes by noting recent advances and challenges, providing a timely resource for researchers developing

next-generation wireless health monitoring devices.

Yahya et al. develop a reconfigurable triple-band monopole antenna for long-range IoT (LoRa)

applications. This planar antenna, fabricated on an FR-4 substrate, can switch between three distinct

sub-GHz ISM bands (centered at 433 MHz, 868 MHz, and 915 MHz) commonly used in Europe, Asia,

and the Americas for LoRa networks. By incorporating PIN diodes in the radiating structure, the

antenna dynamically reconfigures its operating band without changing its physical dimensions. The

design achieved compact size (80×50 mm), an omnidirectional radiation pattern, and measured gains

of roughly 2 dBi in each band with high radiation efficiency (>90%).

Molins-Benlliure et al. addresses the challenge of integrating efficient antennas into extremely compact

IoT devices by designing a very low-profile 2.4 GHz chip antenna using low-temperature co-fired ceramic

(LTCC) technology. The proposed antenna is a planar inverted-F antenna (PIFA) embedded in a ceramic

block (εr ≈ 7.1) with an “accordion”-style corrugated geometry. Remarkably, the antenna occupies a volume

of only 0.075λ×0.056λ×0.019λ at 2.4 GHz (where λ is the free-space wavelength), and it does not require

any clearance area on the hosting circuit board’s ground plane. Even with its miniature size, the antenna

achieves about 25 MHz bandwidth (for S11 < –6 dB), which is acceptable for 2.4 GHz ISM applications.

This chapter’s results provide valuable design guidelines for engineers looking to embed high-performance

antennas into the ever-shrinking form factors of IoT devices.

Sánchez-Sevilleja et al. present the design and space qualification of a broadband S-band antenna

for a CubeSat constellation. Developed for the Spanish INTA ANSER program, the antenna will serve

as the primary space-to-ground communications link for a Leader-Follower CubeSat system. The design

features dual circular polarization over a wide bandwidth in the 2–4 GHz range, achieved without the

need for an external polarizing network or bulky phase shifters. This not only makes the antenna compact

and lightweight (crucial for CubeSat integration) but also ensures stable gain patterns across the band,

improving link reliability. The authors discuss the use of space-grade materials and processes, since the

antenna had to be qualified to survive launch and the space environment. The performance is benchmarked

against the previous generation UHF monopole used in earlier satellites, with the new S-band antenna

markedly improving data throughput and link margin due to its higher gain and polarization diversity.

By the time of publication, the antenna had been integrated into the 3U CubeSat “Leader” platform and

successfully passed all environmental tests, with a scheduled launch (January 2025).

By Li et al. addresses another demanding scenario: high-gain antennas that remain operational

over extreme temperature ranges. The chapter introduces a novel microstrip patch array design

intended for environments with large temperature swings (such as aerospace, industrial, or defense

systems). The authors propose a 4×4 patch antenna array where each radiating element is a

double-H-shaped slot patch, chosen to broaden the bandwidth and reduce thermal sensitivity. The

array operates in the Ku-band, covering approximately 12 GHz to 18.25 GHz with a 41% fractional

bandwidth, and delivers a peak gain of ~19 dBi at 15.5 GHz. Importantly, both simulation and

measurement confirm that the antenna’s performance is robust against temperature variations: when

tested from –50 C up to +150 C in a temperature chamber, the array retained a wide bandwidth (~39%
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measured, 11.4–17 GHz) and high gain (~18.7 dBi at 15.5 GHz at 150◦C) with minimal degradation.

This resilience is attributed to the careful choice of materials and a stable design of the feed network.

Sanchez et al. apply the CORPS concept to the feed network of a concentric ring antenna array.

The idea is to exploit the intrinsic phase progression of specially arranged periodic delay networks so

that fewer phase shifters are needed to steer the beam of a circular phased array. The authors design

CORPS networks (using 2×3 and 4×7 sub-blocks) to feed a concentric ring array and demonstrate

that this configuration can scan the beam over ±25◦ in elevation with significantly fewer phase shifter

components than a conventional fully equipped array. A differential evolution algorithm is used

to optimize the amplitude weights for low sidelobe levels. Full-wave simulations show that the

CORPS-fed array achieves comparable radiation performance (beam shape and sidelobe levels) to

a standard design, and a prototype built for validation confirms the scanning capability and low

sidelobes across the intended scan angles.

Calvillo et al. builds on a similar theme but for linear arrays, introducing a new feed network scheme

that combines CORPS with microwave crossover networks (analogous to a Butler matrix) to minimize

phase shifter count. The authors interleave two stages of 2×3 CORPS networks in a clever way that

yields the required progressive phase shifts for beam steering while also shaping the amplitude taper for

low sidelobes. The result is a linear array design that requires only one-third of the phase shifters of a

conventional approach—a 66% reduction in complexity. Despite this drastic simplification, the measured

prototype maintains a peak sidelobe level around –22 dB and can scan the main beam to ±25◦ with

negligible performance loss compared to a fully equipped array. This chapter highlights an elegant

technique to design “smart” feed networks, which can be pivotal for future large antenna arrays (for

example, in mm-wave 5G or satellite broadband) where minimizing hardware is key to feasibility.

In summary, the ten chapters in this volume provide a rich overview of contemporary research

in advanced antennas and their myriad applications. The contributions span from fundamental

advances in antenna designs, such as novel miniaturization and reconfiguration techniques, to applied

innovations addressing real-world communication needs in IoT networks, space missions, and sensing

systems. Antenna engineers and researchers will find in these chapters not only specific technical

solutions (e.g., a new wideband array architecture or a flexible sensing antenna) but also broader

methodologies and design principles that can inspire future work.

The editor and the authors would like to express their gratitude to the publisher for the assigned

time, invaluable experience, efforts, and staff that successfully contribute to enriching the final overall

quality of the reprint. To Isabel Nunes—Thank you for your vision and teaching. To Íris Pinho and

Petra Pinho.

Pedro Renato Tavares de Pinho

Guest Editor
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A High-Sensitivity Inkjet-Printed Flexible Resonator for
Monitoring Dielectric Changes in Meat

Jamal Abounasr *, Mariam El Gharbi, Raúl Fernández García and Ignacio Gil

Department of Electronic Engineering, Universitat Politècnica de Catalunya, 08222 Terrassa, Spain;
mariam.el.gharbi2@upc.edu (M.E.G.); raul.fernandez-garcia@upc.edu (R.F.G.); ignasi.gil@upc.edu (I.G.)
* Correspondence: jamal.abounasr@upc.edu

Abstract: This paper introduces a flexible loop antenna-based sensor optimized for real-
time monitoring of meat quality by detecting changes in dielectric properties over a six-day
storage period. Operating within the 2.4 GHz ISM band, the sensor is designed using CST
Microwave Studio 2024 to deliver high sensitivity and accuracy. The sensing mechanism
leverages resonance frequency shifts caused by variations in permittivity as the meat de-
grades. Experimental validation across five samples showed a consistent frequency shift
from 2.14 GHz (Day 0) to 1.29 GHz (Day 5), with an average sensitivity of 0.173 GHz/day.
A strong correlation was observed between measured and simulated results, as evidenced
by linear regression (R2 = 0.984 and R2 = 0.974 for measured and simulated data, re-
spectively). The sensor demonstrated high precision and repeatability, validated by low
standard deviations and minimal frequency deviations. Compact, printable, and cost-
effective, the proposed sensor offers a scalable solution for food quality monitoring. Its
robust performance highlights its potential for integration into IoT platforms and exten-
sion to other perishable food products, advancing real-time, non-invasive, RF-based food
safety technologies.

Keywords: flexible loop antenna; inkjet-printed sensor; microwave resonance; meat
freshness monitoring; dielectric property analysis; real-time food quality assessment;
permittivity-based sensing; non-invasive monitoring; 2.4 GHz ISM band; printed
electronics

1. Introduction

Food safety and quality are critical aspects of global public health and food security.
The increasing complexity of food supply chains, coupled with growing consumer demand
for fresh, high-quality products, requires robust monitoring systems [1]. Ensuring that
food, especially perishable items such as meat, remains safe and of high quality throughout
its storage and distribution is essential to preventing foodborne illness, reducing economic
losses, and building consumer confidence [2,3]. Contaminated or substandard food creates
serious health risks to consumers leading to illnesses associated with ingestion of food,
which include acute bowel disorders, chronic illness, and mortality [4]. It is reported by
the World Health Organization (WHO) that millions of people across the globe suffer
from foodborne diseases every year with, contamination by pathogenic organisms such
as Salmonella, Listeria, and E. coli as key factors. It is also important to realize that the
spoilage of meat leads to the generation of poisonous by-products as well as the growth of
pathogens, thus warranting the need for stringent supervision [5]. On a worldwide scale,
food safety and food quality are important issues of food security. Spoilage and waste

Sensors 2025, 25, 1338 https://doi.org/10.3390/s25051338
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appear as a challenge to food security, especially in underdeveloped countries with very
little cold chain facilities. A developed means of supervision may help to manage food
waste by tracing the most susceptible products dressed to be lost in the chain, which will
help to take proper measures as early as possible.

Technological advances in radio frequency (RF) and microwave technologies trans-
form food safety and quality assurance by providing real-time, non-invasive monitoring
solutions [6]. These techniques leverage the interaction between electromagnetic waves
and food materials to detect certain key quality parameters such as spoilage. RF-based
systems, including antenna-based sensors and RFID sensors, allow for continuous monitor-
ing of environmental conditions and dielectric property changes in food [7]. By offering a
sophisticated and scalable approach to food monitoring, RF and microwave techniques
pave the way for safer and more efficient food quality management. In the context of food
safety and quality assurance, dielectric properties, particularly permittivity, serve as reliable
indicators of structural and compositional changes in perishable foods [8]. As food ripens
or spoils, its chemical composition undergoes significant alterations, leading to measurable
changes in its dielectric properties. These changes make permittivity a cornerstone of
radio frequency (RF)- and microwave-based sensing and monitoring technologies [9]. By
accurately measuring these properties, advanced systems can deliver real-time insights
into food freshness, enhancing safety, reducing waste, and ensuring better quality control
throughout the supply chain.

A trained individual, such as a store manager, can assess the quality of meat by sight,
smell, and touch. However, this approach poses potential health risks to the inspector.
In addition, relying solely on subjective judgment leads to the possibility of errors that
are not supported by objective data. Furthermore, when touch and smell are used in
the inspection process, it becomes impossible to assess the packaged products [10]. The
existing meat quality monitoring systems are costly to implement and not widely utilized.
Despite their presence, cases of health issues and fatalities resulting from the consumption
of spoiled meat are still occur.

To address these challenges, several studies have demonstrated the effectiveness of RF
and microwave techniques for monitoring perishable foods such as meat, dairy, and seafood
[11–13]. These methods offer advantages over traditional approaches, including faster
processing times, non-destructive analysis, and improved scalability. For example, a UHF
RFID system was used to monitor frozen meat using received signal strength indicator
(RSSI) data, as reported in [14]. This method demonstrated monotonic relationships
between RSSI values, temperature, and hardness during defrosting, enabling effective cold
chain monitoring and safety. Another technique was introduced in [15], where dielectric
measurements were used to assess meat freshness by monitoring changes in permittivity
and conductivity over storage intervals. Using capacitance and conductance data measured
with an LCZ meter across frequencies from 10 kHz to 1 MHz, the study demonstrated a
decline in these dielectric properties with increasing storage time. In addition, an IoT-based
system combining cameras and air quality sensors, using deep learning models to analyze
color changes and predict meat freshness in real time, was reported in [16]. This system
requires complex calibration for different types and conditions of meat, and its applicability
may be limited to specific use cases. However, all of the studies mentioned above rely
primarily on rigid substrates, and these kinds of substrates may not be ideal for applications
that require flexibility, such as integration into smart packaging or wearable systems for
real-time monitoring.

This paper presents a flexible antenna-based sensor for monitoring meat (beef) fresh-
ness over six days using microwave signals. The sensor, a circular loop antenna printed on
a flexible polyamide substrate, detects shifts in resonance frequency caused by changes in

2



Sensors 2025, 25, 1338

the meat’s dielectric properties as it degrades. These shifts alter the antenna’s resonance
characteristics, enabling non-invasive freshness detection. Measurements were conducted
using a Vector Network Analyzer (VNA) to observe resonance frequency shifts over time.

The analysis was limited to six days because the meat was visibly rotten beyond
this period, making further investigation unnecessary. Additionally, resonance frequency
results on subsequent days showed no significant changes compared to Day 6, confirming
complete spoilage, which is evident through visual and sensory inspection. Extending the
analysis further was, thus, unnecessary for food quality assessment.

2. Sensor Design and Working Principle

2.1. Sensor Design and Manufacturing

The sensor, based on a loop antenna design, was developed to operate within the
2.4 GHz ISM band and optimized using CST Microwave Studio 2024. The geometrical pa-
rameters of the proposed antenna are detailed in Table 1 and illustrated in Figures 1 and 2.

These parameters were tuned to achieve optimal performance and ensure efficient
electromagnetic coupling with the target samples. Polyimide (PI) films, commonly known
by the brand name Kapton, were selected as the substrate material due to their excellent
dielectric properties (εr = 3.5, loss tangent = 0.0027), lightweight structure, and durability
under extreme environmental conditions. To ensure consistency for high-performance
microwave applications, the electrical properties of the substrate were verified using a
Q-meter, as shown in Figure 1a.

Figure 1. Overview . of the experimental setup and fabrication process: (a) Q-meter used for
extracting electrical properties of the substrate; (b) Voltera NOVA inkjet and extrusion printer used
for antenna fabrication; (c) Memmert oven for drying and curing the printed ink to ensure proper
adhesion and distribution; (d) final fabricated loop antenna; (e) 10 g of meat sample; (f) vector
network analyzer (VNA) for antenna performance validation.

The conductive traces of the loop antenna were fabricated using an inkjet and extrusion
printer (Voltera NOVA, Figure 1b) with a 225 μm nozzle. This system simplifies the
calibration process by automating parameters such as dispensing height, ink pressure, and
temperature, making it highly user-friendly and efficient. The printing process typically
requires less than 15 min to complete. Inkjet printing was chosen for its rapid prototyping
capabilities, minimal material waste, and suitability for flexible substrates, making it an
ideal technique for disposable and scalable food quality sensors.

3
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After printing, the antennas were dried in a Memmert oven (Figure 1c) at 50 ◦C for
15 min to ensure proper ink adhesion and uniform distribution. This step is critical for
maintaining reliable conductivity and achieving stable sensor performance. The final
fabricated loop antenna is shown in Figure 1d, and it demonstrated excellent electrical
matching to the standard 50 Ω impedance. This performance was validated using a vector
network analyzer (VNA, Figure 1f).

To assess its functionality, the sensor was tested with a meat sample (Figure 1e) placed
directly on the loop in the sensing area illustrated in Figure 2. Measurements were collected
over multiple days to analyze the impact of permittivity variations on the reflection coeffi-
cient (S11) and resonance frequency behavior. This robust and systematic design ensures
the sensor’s reliability for dielectric sensing applications in meat quality evaluation.

Figure 2. The geometrical parameters of the proposed antenna.

Table 1. Geometrical parameters of the proposed sensor.

Parameter Value (mm) Description

WSL 50 Width of the substrate
LSL 60 Length of the substrate
WL 3 Width of the loop
RL 20 Radius of the loop
Wf 10 Width of the feedline
gL 4 Gap between loop and feedline
L f 13 Length of the feedline

hLoop 0.19 Substrate thickness
t 0.008 Conductor thickness

2.2. Working Principle

The proposed loop antenna sensor operates by generating a localized electromagnetic
(EM) field in its near-field region. When a material, such as meat, is placed within this field,
the electromagnetic waves interact with the dielectric properties of the material, such as
its relative permittivity (εr). This interaction modifies the antenna’s impedance by either
absorbing or reflecting the EM energy, resulting in measurable changes in the reflection
coefficient (S11) and a shift in the resonance frequency ( fr).

At the resonance frequency, the antenna’s impedance is minimized, enabling strong
energy coupling with the surrounding medium. This occurs when the inductive reactance
(XL) of the loop antenna matches the capacitive reactance (XC) of the surrounding system.
The two reactances cancel each other out, leaving only the resistive component in the
total impedance:

Ztot = R + j(XL − XC) (1)

At resonance, since XL = XC, the impedance simplifies to

4
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Ztot = R (2)

This purely resistive impedance results in the lowest impedance value, allowing maxi-
mum current flow in the loop. The strong current flow enhances the interaction between
the antenna and the surrounding material, amplifying the sensor’s sensitivity to dielectric
changes. As the dielectric properties of the material affect the EM field distribution, the
resonance frequency and reflection coefficient shift accordingly.

The interaction between the loop antenna and the material is illustrated in Figure 3,
which highlights how the loop antenna generates a localized EM field that interacts with
the material. The highest intensity regions, shown in red and orange, are concentrated
near the loop antenna edges, while the field weakens radially outward. The meat sample
perturbs the field, as evidenced by the redistribution of field lines, confirming the antenna’s
sensitivity to dielectric variations in the sample.

The specific composition of the meat, along with the effective dielectric properties
used in this study, is detailed in the following subsection. These properties were carefully
selected to ensure accurate simulation and analysis of the interaction between the loop
antenna and the meat samples.

Figure 3. Simulated electric field highlighting the interactions between the loop antenna and the
meat sample: (a) side view and (b) 3D view of the E field.

3. Experimental Setup and Measurement Workflow

To investigate the dielectric properties of beef samples and their interaction with
the loop antenna, a systematic experimental workflow was implemented. Each sample
was carefully prepared to weigh exactly 10 g, with a composition of 80% muscle and 20%
fat, reflecting a typical profile for evaluating meat quality. The samples were cylindrical
in shape, with a radius of 1.5 cm and a height of 1.5 cm, corresponding to a volume
of approximately 10.61 cm3. These geometric and compositional parameters were used
for both experimental measurements and simulation models to ensure consistency and
accuracy in the analysis. Five samples were prepared and tested daily over a six-day period,
providing a robust dataset for analysis. The relative permittivity (εr) and loss tangent (tan δ)
of the meat were calculated using a weighted average approach based on the dielectric
properties of muscle and fat, ensuring accurate modeling and analysis. These properties
were derived using the following equations [17,18]:

εeff = fmuscle · εmuscle + ffat · εfat (3)

tan δ =
σ

ωε0εr
(4)

where the variables are as follows:
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• εeff: effective relative permittivity of the mixture.
• fmuscle = 0.8 and ffat = 0.2: weight fractions of muscle and fat.
• εmuscle and εfat: relative permittivities of muscle and fat.
• σ: conductivity of the mixture.
• ω = 2π f : angular frequency, where f = 2.4 GHz.
• ε0 = 8.854 × 10−12 F/m: permittivity of free space.

Using these equations and the dielectric properties of muscle (εmuscle ≈ 49, σmuscle ≈
1.3 S/m) and fat (εfat ≈ 5.2, σfat ≈ 0.05 S/m), the effective properties of the mixture were
calculated as follows:

εeff = (0.8 · 49) + (0.2 · 5.2) ≈ 40.96 (5)

tan δ =
1.048

2π · 2.4 × 109 · 8.854 × 10−12 · 40.96
≈ 0.020 (6)

These calculated values were used to simulate the electromagnetic interaction between
the loop antenna and the meat sample.

The storage conditions were carefully controlled to simulate realistic handling sce-
narios while minimizing environmental disturbances. Each sample was stored for 12 h at
7 ◦C (refrigerated) to slow degradation, followed by 8 h at 25 ◦C (room temperature) to
mimic typical exposure conditions. This cycle was repeated daily to reflect practical storage
variations. To mitigate the influence of ambient humidity and temperature fluctuations, all
measurements were performed immediately after removing the samples from refrigeration,
ensuring consistency in dielectric behavior and minimizing external interference.

The experimental setup included a loop antenna designed to operate within the
2.4 GHz ISM band and a vector network analyzer (VNA) to measure the reflection coef-
ficient (S11) over a frequency range of 1–3 GHz, as presented in Figures 4 and 5. Each
sample was carefully positioned on the loop antenna to ensure proper coupling with the
electromagnetic field. The placement of the sample on the loop antenna allowed direct
interaction between the localized electromagnetic field and the dielectric properties of
the meat.

Figure 4. Three-dimensional model representation of the experimental protocol for assessing meat
quality using microwave sensing. The model depicts fresh samples (Day 0) and aged samples (Day 5)
placed in containers, connected to a microwave sensing setup and a vector network analyzer (VNA).
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Figure 5. Comprehensive experimental setup for analyzing dielectric property variations in meat
samples from Day 0 to Day 5.

For data collection, S11 measurements were recorded across the frequency band for
each sample. Five samples were measured daily, starting from Day 0 (fresh meat) to Day 5
(stored meat). Measurements were repeated under identical conditions each day to track
trends in resonance frequency over time. Data acquisition and analysis were performed
using MATLAB 2024B, which facilitated the comparison of S11 variations across frequencies
and the statistical analysis of all samples.

Data processing involved analyzing the shifts in resonance frequency, identifying
changes in the reflection coefficient, and performing statistical comparisons across all days,
as described in Figure 4. This comprehensive approach enabled precise monitoring of
changes in the dielectric properties of the meat over time, providing valuable insights into
the relationship between meat quality and its electromagnetic response.

4. Results and Discussion

The experimental results in this section present the capability of the loop antenna to
detect variations in the dielectric properties of meat samples stored under controlled condi-
tions, as shown in Figure 5. By monitoring changes in the reflection coefficient (S11) and
resonance frequency over time, the antenna’s sensitivity to changes in permittivity caused
by meat aging, storage, and environmental variations is assessed. The measurements were
benchmarked against simulated data to confirm consistency and establish a correlation
between experimental and theoretical observations.

Additionally, statistical analyses were performed to evaluate the repeatability of the
measurements and quantify the observed frequency shifts resulting from the effects of aging,
storage, and environmental factors on the meat samples. The results are discussed with a
focus on the sensor’s performance, the influence of material properties on measurement
accuracy, and potential applications in food quality assessment.

4.1. Antenna Sensor Evaluation in Free Space

The reflection coefficient (S11) of the loop antenna was evaluated both experimentally
and through simulation to benchmark the antenna’s performance in free-space conditions.
Figure 6 presents a comparative analysis of the measured and the simulated S11 as a function
of frequency within the 1 GHz to 3 GHz range. The simulated response exhibits a sharp
resonance dip at 2.4 GHz, which corresponds to the antenna’s design frequency in the ISM
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band. The measured response closely follows the simulation, showing a resonance dip at
approximately 2.14 GHz. This corresponds to a frequency shift of approximately 10.83%.

The measured response is slightly lower in frequency than the simulated response,
which can be attributed to fabrication tolerances and variations in material properties.
Factors such as the actual permittivity and thickness of the substrate, which may deviate
slightly from simulation inputs, could lead to this shift. Additionally, environmental
conditions during measurement might contribute to further deviations.

Despite this shift, the close agreement between the simulated and measured data
validates the design process and highlights the effectiveness of the fabrication method.
The minimum reflection at resonance confirms good impedance matching to the standard
50 Ω system, ensuring efficient energy coupling and minimal power loss at the operational
frequency. This benchmark establishes a reliable reference for subsequent experiments
involving varying permittivity conditions caused by meat samples.

Figure 6. Comparison of measured and simulated S11 in free space.

4.2. Permittivity Variation Over Days

To validate the hypothesis regarding the influence of permittivity variation on res-
onance frequency shifts, a parametric sweep simulation was conducted in CST Studio
Suite. This simulation utilized a cylindrical meat model with a radius of 1.5 cm, a height
of 1.5 cm, and a volume of approximately 10.61 cm3, consistent with the experimentally
prepared samples. The relative permittivity (εr) of the modeled meat sample was varied,
with initial and final values ranging from εr = 37 to εr = 91, as derived and justified in
earlier calculations. The goal of this simulation was to observe and quantify the impact of
changing dielectric properties on the resonance frequency behavior of the antenna system.

Figure 7 illustrates the results of the simulation, showing a clear trend in the frequency
response: as the relative permittivity of the material increased, the resonance frequency
consistently shifted towards lower values. For the initial permittivity value (εr = 37), the
simulated resonance frequency was approximately 2.1 GHz, corresponding to a state where
electromagnetic coupling with the material was relatively low.

However, as the permittivity increased to its maximum value of εr = 91, the resonance
frequency decreased significantly to approximately 1.3 GHz. This marked shift reflects
the increased energy storage capacity of higher-permittivity materials, which modifies the
electromagnetic field distribution and results in a reduced resonance frequency.
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Figure 7. Simulated S11 response over the frequency range for various permittivity values corre-
sponding to different days.

The observed trend presented in Figure 8 aligns closely with theoretical predictions,
where materials with higher permittivity are expected to exhibit stronger electromagnetic
coupling due to increased polarization. This effect reduces the antenna’s operating fre-
quency as the system’s inductive and capacitive reactance components adjust to the new
material properties. Such behavior is indicative of the sensor’s sensitivity to the dielectric
properties of the surrounding medium and highlights its potential for detecting subtle
variations in material composition.

By performing a comprehensive parametric sweep simulation, the permittivity values
were strategically selected to align with the frequencies observed in the measurement
results (discussed in later sections). This approach ensures that the simulated frequency
shifts correspond closely to the experimentally obtained data, thereby validating the relia-
bility of the proposed sensing mechanism. The consistency between the simulation and
measurement outcomes highlights the antenna’s capability to effectively monitor dielectric
changes over time.

Figure 8. Dynamic relationship between simulated permittivity and frequency across days.
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In addition, the selected permittivity values cover a broad range, from low-loss mate-
rials (εr = 37) to highly lossy materials (εr = 91), reflecting realistic variations in biological
tissues. This comprehensive range demonstrates the sensor’s adaptability for diverse
applications where dielectric property variations are critical.

4.3. Experimental Observations
4.3.1. Average S11 Measurements over Six Days

The reflection coefficient (S11) was measured daily for five beef samples over a six-day
period to investigate how the dielectric properties of the samples evolved during storage
and were impacted by environmental conditions. Each measurement covered a frequency
range of 1 GHz to 3 GHz, with the goal of identifying shifts in the resonance frequency and
overall trends in the reflection behavior. These measurements were averaged across all five
samples for each day, providing a generalized representation of the changes in S11 over
time while minimizing sample-specific variability.

Figure 9 presents the average S11 response for each day, starting from Day 0 (repre-
senting fresh samples) to Day 5 (representing aged samples). A distinct downward shift
in the resonance frequency is observed over the storage period. On Day 0, the resonance
frequency was approximately 2.1 GHz, closely matching the simulated values under initial
conditions. By Day 5, the resonance frequency had decreased to approximately 1.3 GHz,
reflecting the impact of storage-induced changes on the dielectric properties.

Figure 9. Average (S11) measurements over six days.

Importantly, the bandwidth remained consistent over the six-day period, indicat-
ing that the antenna’s quality factor (Q-factor) and energy coupling characteristics were
unaffected. This stability ensures reliable sensitivity to resonance frequency shifts with-
out distortion.

The environmental conditions—specifically, the 8-hour exposure to room temperature
(25 ◦C) after 12 h of refrigerated storage (7 ◦C)—accelerated the aging process. This is
evident from the resonance frequency shifts and increased energy dissipation, as reflected
in the broadening and shallowing of the S11 dips over time. These changes are attributed
to enzymatic activity, microbial growth, and moisture redistribution, which collectively
increase the effective permittivity and conductivity of the meat samples.
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The free-space S11 curve, represented by a red dashed line in Figure 9, serves as a
baseline measurement. It represents the loop antenna’s resonance behavior in the absence
of any dielectric loading. Compared to the free-space baseline, the curves for Days 0
through 5 exhibit significant shifts in the resonance frequency, highlighting the impact of
the meat’s dielectric properties on the antenna’s performance.

These observations confirm the strong correlation between permittivity changes in
the meat samples and the measured resonance frequency shifts. The gradual downward
frequency trend aligns with theoretical predictions, where materials with higher permittiv-
ity values lead to increased energy storage and a corresponding reduction in resonance
frequency. Furthermore, the environmental exposure significantly influences this trend by
enhancing the dielectric property changes.

It is important to note that the measurements were conducted over six days because,
beyond this period, the results began to show a stabilized trend. Measurements taken
on Days 7 and 8 showed similar results to Day 6, indicating stabilization in the dielectric
behavior of the samples. On day 9, the meat samples had deteriorated to the point of
spoilage, making further analysis impractical. This observation underscores the six-day
window as critical for assessing changes in meat quality using this sensing approach.

4.3.2. Resonant Frequency Trends over Time

To assess the uniformity of the experimental process and the consistency of the pre-
pared meat samples, the resonance frequency was analyzed across five identical samples
over a period of six days. Figure 10 illustrates the resonance frequency trend for each sam-
ple, demonstrating that despite minor fluctuations, all samples exhibited highly consistent
resonance frequency behavior throughout the storage period. This consistency validates
the preparation process and ensures that the samples were homogeneous in composition
and structure, resulting in nearly identical electromagnetic responses.

The overlapping trends confirm the reliability of the experimental procedure and
eliminate concerns of variability due to differences in individual samples. These results
highlight the effectiveness of the sensing mechanism in delivering reproducible and precise
measurements, reflecting the loop antenna’s sensitivity and reliability in detecting dielectric
property changes in meat samples.

Figure 10. Trend of measured resonance frequencies across individual samples over six days.
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4.3.3. S11 Amplitude Comparison Across All Samples

The evaluation of the minimum S11 amplitude over six days offers valuable insights
into the sensitivity and consistency of the proposed antenna-based sensing system. As
depicted in Figure 11, the bar plots demonstrate that the minimum S11 amplitude values for
the five identical meat samples remain consistent throughout the six-day period, with only
minor variability observed. This consistency highlights the reliability of the experimental
setup and confirms that the prepared samples exhibit comparable dielectric properties,
ensuring uniform electromagnetic responses across measurements.

The red squares in Figure 11, representing the average S11 amplitude, shows a slight
upward trend over the storage period. This trend reflects the impact of meat degradation
on the reflection coefficient, which aligns with theoretical expectations. As the meat ages,
changes in its dielectric properties, such as increased permittivity and conductivity due to
spoilage, result in higher energy absorption. This behavior leads to a gradual reduction in
the reflection magnitude, further confirming the sensor’s ability to monitor the dielectric
property changes associated with meat spoilage.

The error bars in the figure indicate minimal variability among the samples, underscor-
ing the homogeneity of the meat preparation process and the robustness of the antenna’s
sensing mechanism. Notably, the slightly higher variability observed on Day 2 could be
attributed to environmental factors or initial sample-specific conditions. These factors,
however, are mitigated in subsequent days as the samples degrade more uniformly, re-
sulting in reduced variability. Overall, the observations confirm the antenna’s capability
to consistently and accurately detect changes in the dielectric properties of the samples
over time.

Figure 11. Measured minimum S11 amplitudes with average and error bars over days.

4.4. Simulated and Measured Data Comparison

Figure 12 presents the comparison between the simulated and measured resonant
frequencies for Days 0 through to 5. The simulated frequencies, derived from permittivity
values (εr), exhibit strong agreement with the measured data, as illustrated by the close
alignment of the points and regression lines. The maximum observed error between the
simulated and measured frequencies is 0.04 GHz, confirming the high accuracy of the
measurement system.
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The standard deviations (σ) of the measured data remain consistently low across all
days, as shown in Table 2. The largest standard deviation (0.048 GHz) was observed on Day
4, which could be attributed to minor environmental variations or handling differences.
However, this variability is well within acceptable limits, demonstrating the robustness of
the measurement setup.

Figure 12. Linear regression analysis of measured and simulated resonant frequencies over time.

Table 2. Summary of simulated and measured resonant frequencies.

Day εr
Simulated Measured Avg Std. Dev

Error (GHz)
Frequency (GHz) Frequency (GHz) (σ) (GHz)

0 37 2.10 2.14 0.022 0.04
1 40 2.05 2.05 0.025 0.00
2 45 1.90 1.89 0.014 0.01
3 57 1.70 1.72 0.022 0.02
4 74 1.50 1.51 0.048 0.01
5 91 1.30 1.29 0.038 0.01

The linear regression analysis further validates the correlation between the simulated
and measured data, with the regression equations and R2 values displayed in Figure 12.
These high R2 values indicate a very strong linear relationship between the resonant
frequency and the number of storage days, reflecting the sensor’s sensitivity to changes in
dielectric properties.

The absolute error (Error) between the simulated ( fsim) and measured ( fmeas) resonant
frequencies is calculated as

Error = | fmeas − fsim| (7)

The standard deviation (σ) of the measured resonant frequencies across five samples
for a specific day is given by

σ =

√
1
n

n

∑
i=1

(
fi − f

)2
(8)

where

• fi is the resonant frequency of sample i,
• f is the mean resonant frequency,
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• n is the number of samples (5 in this study).

The trend of decreasing resonant frequency with increasing permittivity aligns with
theoretical expectations. As the meat degrades, spoilage-related changes in its composition
lead to an increase in permittivity, causing a downward shift in the resonance frequency.
This frequency shift was observed to decrease consistently from 2.14 GHz on Day 0 to
1.29 GHz on Day 5, corresponding to an average sensitivity of 0.173 GHz/day. This behavior
underscores the loop antenna’s suitability for real-time, non-invasive monitoring of food
quality, while the consistently low standard deviations demonstrate the repeatability and
reliability of the system.

Comparative Analysis with Existing Technologies

Table 3 summarizes the current sensor technologies for food quality monitoring, com-
paring their detection methods, measured parameters, target samples, sizes, and fabrication
complexities. Existing technologies such as RF energy harvesting, dielectric characteri-
zation, VOC detection, and RSSI-based systems are tailored for measuring parameters
like color values, temperature, and frequency shifts. However, most of these solutions are
complex and non-printable, which restricts their scalability and ease of implementation.

In contrast, the proposed loop antenna sensor presents significant advantages. It
is simple, printable, and compact (50 × 70 mm), providing a cost-effective and scalable
solution for monitoring meat freshness through resonant frequency shifts. Despite its
reduced size, the sensor maintains high sensitivity to dielectric changes, delivering accurate
and reliable results.

This work bridges the gap between advanced sensing technologies and practical
applications, positioning the proposed loop antenna sensor as an ideal candidate for real-
time food quality monitoring in supply chains to ensure freshness and minimize waste.

Table 3. Overview of sensor types and their characteristics.

Ref. Sensor Type
Detection
Method

Samples
Measuring
Parameters

Size (mm)
Fabrication
Complexity

[19] Collinear
antenna

RF energy
harvesting Pork RGB 1 color

values 149 × 36 Simple/
Not-printable

[20] Microwave
antenna sensor

Dielectric
characterization Duck Frequency shift 60 × 60 Simple/

Not-printable

[21] Colorimetric
sensor array

Detection of
VOCs 2

Beef, chicken,
fish, pork,

shrimp

Concentration
of VOCs 2

related to
spoilage

787.4 × 279.4 Complex/
Not-printable

[14] RFID 3 Tag
antenna RSSI 4 data Frozen meat Temperature 98 × 27 Complex/

Not-printable

[22] Patch antenna Dielectric
characterization Meat curing Frequency shift 80 × 80 Simple/

Not-printable

[23] Smart sensor
tag

RF energy
harvesting Pork Temperature,

humidity 57.62 × 78.93 Complex/
Not-printable

This work Loop antenna Dielectric
properties Meat Frequency shift 50 × 70 Simple/

Printable
1 Red, Green, and Blue; 2 Volatile Organic Compounds; 3 Radio Frequency Identification; 4 Received Signal
Strength Indicator.
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5. Conclusions

This study presents a flexible loop antenna-based sensor designed for real-time moni-
toring of meat freshness through dielectric property changes over a six-day period. The
sensor demonstrated a sensitivity of 0.173 GHz/day, with the resonance frequency shifting
from 2.14 GHz to 1.29 GHz as the meat degraded. However, beyond Day 6, no significant
frequency shifts were observed, indicating that the sensor’s detection limit for spoilage
assessment had been reached. The experimental results aligned closely with simulations,
showing minimal errors (maximum 0.04 GHz) and low standard deviations, confirming
the system’s accuracy and repeatability.

While the sensor is compact (50 mm × 70 mm), printable, and cost-effective, it is most
effective for monitoring thin meat cuts or surface-level freshness due to the need for the
meat to be within the electromagnetic (EM) field to detect changes. This limits the sensor’s
current application for larger meat portions and requires further research into multi-sensor
or extended-range solutions to address these limitations.

Despite these constraints, the sensor holds significant potential for scalable food
quality monitoring applications. However, since this is a proof-of-concept study, the sensor
is intended to provide a relative, rather than absolute, assessment of freshness.

Future work may involve integrating the sensor into IoT platforms for automated
real-time data collection, as well as exploring its application for other perishable foods and
environmental factors. These developments could advance RF-based food safety solutions,
offering an affordable and efficient tool to monitor food quality in various contexts.
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Abstract: An S-band antenna has been designed, developed, measured, space-qualified, and
integrated into the INTA ANSER satellite constellation and the future ANSER-AT mission.
This antenna will be part of the space-to-ground communication link for the constellation,
which consists of one Leader and two Followers. The novel antenna, mounted on the
Leader, has been designed and manufactured with materials and processes specifically
tested for space. It features dual circular polarization over a wide band without requiring a
phase-shifting network, making it very compact and straightforward. Additionally, its gain
patterns are highly stable within the desired band, improving its link capacity compared
to the UHF monopole alternative used in the previous Leader. Currently, the antenna has
been qualified and installed on INTA’s Leader-S, set to launch in January 2025, as well as
on the future ANSER-AT mission.

Keywords: constellation; cluster; CubeSat; antenna; MPA; polarization; axial ratio

1. Introduction

The number of space missions that are based on CubeSat is continuously increasing [1–3].
Indeed, this class of nanosatellites is particularly attractive because it enables access to
space at a low cost, allowing small countries, universities, or even minor private companies
to gain experience in the aerospace sector. In addition, thanks to modern technologies,
relatively complex missions can be planned, e.g., for earth observation, remote sensing,
communication technology experiments, hardware validation, and other scientific missions,
as well as educational purposes. These satellites must satisfy strict requirements not only
to ensure their successful operation in the harsh environment of space but also to comply
with the safety requirements imposed by the launcher company or organization. In the case
of CubeSat nanosatellites, they also must comply with the CubeSat standard [4], which
imposes stringent limitations on satellite dimensions and weight, which makes the design
of each subsystem a challenge [5].

In this scenario, INTA (National Institute for Aerospace Technology) has launched
ANSER, an ad hoc constellation of clusters, where each cluster is formed of several CubeSat
nanosatellites flying in formation, with one Leader (which could not be launched due to
technical issues with the launcher) and two Followers (currently in orbit since 2023 and
operational) [6].

Sensors 2025, 25, 1237 https://doi.org/10.3390/s25041237
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The objective of ANSER is to develop and demonstrate technologies that will enable
efficient earth observation missions in the future, making use of four main novel concepts:
constellations of nanosatellites, formation flying, fractionated instruments, and miniatur-
ized technologies. The ANSER flight segment consists of three 3U CubeSats (a Leader and
two Followers), each with nearly identical physical characteristics, i.e., size, mass, moment
of inertia, etc. There was an attempt to launch the three 3U CubeSats, using a Vega-C rocket,
into an orbit at an altitude of 550 km in October 2023. Once there, the satellites, which do
not have an on-board propulsion system, should maneuver themselves to establish and
maintain a formation using the aerodynamic drag generated by the Earth’s atmosphere.
But an anomaly occurred during the launch of ANSER, preventing the deployment of the
Leader satellite. The two mission satellites successfully deployed by the launcher, Follower
1 and Follower 2, are currently operating normally, with their subsystems already validated
in orbit. Consequently, the decision has been made to reassemble the lost satellite, now
called Leader-S, and seize the opportunity to introduce some enhancements to the system,
given the validated in-orbit performance of the remaining subsystems of the Follower
satellites, which are identical to those of the Leader [7].

Leader-S relies on UHF communication systems with deployable monopole antennas
for low-bit-rate uplinks and downlinks (telecommands and telemetry), while, for high bit
rates, the S-band is among the best choices [8]. As a result, one of the key components of
the Leader-S is the design of a new S-band communication subsystem, as this ensures a link
with the ground station for the uplink of telecommands and the downlink of telemetry and
payload data. In particular, the design of this new antenna system is a fundamental step as
it must take into account aspects of the mission (e.g., satellite attitude) [9,10] and comply
with the CubeSat size constraints while, of course, ensuring good performance [11].

In this scenario, the S-band antenna to be included in Leader-S and in the future
ANSER-AT satellites can provide gain, versatility, and reliable up/downlinks and inter-
satellite links in a wide operating bandwidth, with its focus on aspects such as miniatur-
ization, radiation efficiency, bandwidth, and improved polarization capability using dual
circular polarization [12]. This circular dual polarization is essential in satellite communica-
tions, as it enables better signal reception and transmission regardless of the orientation of
the satellite or the ground receiving antenna [5]. Furthermore, in the case of the Leader-S
CubeSat, the antenna’s size and profile must be kept within certain dimensions to adhere
to the CubeSat standards. The cost and complexity of the antenna and its technique must
also be considered for CubeSat integration [13].

A popular candidate for such advanced antenna systems is multilayer microstrip
patch antennas. The flexibility of printed planar antennas lies in their low profile, light
weight, and low fabrication cost [12,14–16].

Regarding this, this paper is organized as follows: Section 2 presents the applications
for which the S-band antenna has been developed (ANSER and ANSER-AT). Section 3
describes the geometry of the designed antenna, while Section 4 outlines a parametric
study considering the effects of its notches and its parasitic element. Section 5 presents the
results and compares them with the existing literature, and finally, the paper concludes
with Section 6, which shows the qualification and acceptance test results.

2. Satellite Constellations: ANSER and ANSER-AT

ANSER is an ad hoc constellation of clusters, where each cluster is formed by several
CubeSat nanosatellites flying in formation. The higher the number of clusters in the
constellation, the shorter the mission revisit time, and the higher the number of elements
in any cluster, the wider the swath on the ground [6,7,16]. This concept of mission, when
applied to Earth observation, shall be supported by five key technologies: stable and
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efficient formation flying control, highly accurate pointing control, precise guiding and
navigation, inter-satellite communications, and high-performance payloads compatible
with very small platforms.

Each cluster will consist of one Leader and two Followers (Figure 1a) placed in a
cross-track configuration with respect to the original orbital plane. The three observation
nanosatellites will work together as if they were a single platform, monitoring the water
quality of reservoirs and dams on the peninsula (Figure 1b). To this end, the Leader controls
the cluster operation, distributing the tele-commands received from the Mission Control
Centre placed in INTA. Each follower carries a miniature spectrometer with a spectral
resolution better than 8 nm and a spatial resolution of at least 50 m. The whole cluster acts
as a distributed EO instrument, with scientific and housekeeping data being collected by
the Leader from the observing Followers via an inter-satellite link (ISL). The ideal distance
between the followers, about 10 km, is estimated as a function of the swath capability of
each individual observer.

  
(a) (b) 

Figure 1. ANSER constellation: (a) ANSER Leader + Followers; (b) formation flight simulation.

The three satellites, devoid of an onboard propulsion system, are required to maneuver
in order to establish and maintain a formation utilizing the aerodynamic drag generated by
the Earth’s atmosphere. The capacity to generate differential aerodynamic drag between
the satellites by altering their attitude forms the foundation for controlling the formation
in the absence of a propulsion system. The operations plan stipulates that each satellite
should be commissioned in sequence and then maneuvered to establish a distant formation
that cancels any drift. Thereafter, the satellites would gradually approach each other to
enable inter-satellite communications and even explore more advanced formations. The
constellation was defined using one of the satellites (Leader) as a reference, with the other
two (Followers) working with its coordinates.

At this moment, the two ANSER Followers are maneuvering to approach a distance of
100 km and wait together for the reintroduction of Leader-S. Its launch, initially scheduled
for 1 November, has been postponed by SpaceX to 14 January 2025. It has, therefore,
been decided that both Followers will wait for the third element at an altitude of around
520 km [6,7].

In addition to the ANSER mission, the ANSER-AT (6U CubeSats) mission enhances
Earth observation by focusing on formation control and resilience within a satellite con-
stellation. This additional mission employs aerodynamic forces, such as lift and drag, for
maintaining formation in low Earth orbit, instead of traditional propulsion. This innova-
tive technique, employed by ANSER-AT, supports the broader objectives of the ANSER
mission, which include the monitoring of environmental factors such as water quality and
atmospheric conditions. Additionally, it aims to enhance cost efficiency and mitigate the
risks associated with propulsion-based control [16].
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3. Design and Geometry of the Proposed Antenna

3.1. S-Band Antenna Design

In order to enhance communication capabilities for the satellite–ground link without
compromising the already qualified payload, a lightweight, flat, wideband, and compact
S-band antenna is required. The requirements that the S-Band antenna must meet are
defined in Table 1.

Table 1. S-Band antenna requirements.

Frequency 2.03 GHz ± 10 MHz and 2.205 GHz ± 25 MHz

Reflection coefficient ≤−12 dB

Gain ≥−10 dBi

Polarization Circular dual

Axial ratio <4 dB

Maximum size 80 × 80 mm

Maximum height 6.6 mm

Connector SMP

In addition, due to the special environment in space and the requirements of the
ANSER program, the antenna design has many other environmental challenges to con-
sider [8,9]:

• The antenna must be mechanically robust and able to survive both random vibration
and shock during the launch. The thermal design of the antennas must be carefully
evaluated; therefore, antennas are designed to perform over a wide temperature
variation, from −50 ◦C to +90 ◦C.

• In addition, materials for the antenna need to be chosen carefully, considering the
effects of vacuum and micro-gravity without losing sight of EMC and mutual coupling
amongst the payloads, circuits, and other antennas fitted in a small space.

• A major consideration for antenna design is the interaction between antennas and
the modem CubeSat structures. The spacecraft’s structure can cause electromagnetic
scattering, as well as have blockage effects on the antenna’s radiation patterns. The
scattering can interfere with the antenna’s radiation pattern and can cause severe
degradation in gain performance and sidelobes. This degradation will have a major
influence on the communication-link system’s performance and needs to be assessed.
For that reason, a study was conducted on the most suitable positions to place the
antenna in terms of link budget and coverage (Figure 2).

Taking all this into account, a multilayer microstrip antenna has been designed, de-
veloped, integrated, and measured. The choice of microstrip technology is based on the
advantages such as being lightweight, low-profile, cost-effective, and flexible for integra-
tion, which is particularly crucial in space applications. Microstrip antennas can be used
either as single elements when the gain requirements are low or in an array configuration
such as microstrip patch antenna arrays, phased arrays, or reflect arrays in order to boost
their gain, beamforming, and beam scanning performance [12]. However, the main limita-
tion of microstrip patch antennas (MPAs) is their narrowband characteristics due to their
high Q nature [14,16]. A number of wideband approaches have been proposed to enhance
the impedance bandwidth of microstrip patch antennas, such as the use of shorting pins or
walls [17,18], parasitic elements attached either to the radiating or non-radiating edge of the
patch [19,20], stacked multiple patches on different substrate layers [21], aperture-coupled
feeding techniques [22–24], metamaterial-based antennas and increasing the substrate
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thickness relative to the free space wavelength or using substrates with dielectric constants
close to unity. However, when using any of the aforementioned techniques, a trade-off
must be performed between the bandwidth performance of the antenna and its radiating
characteristics [9,14,16,25,26]. Despite that, in this work, a wideband S-band multilayer
antenna has been developed, qualified, and integrated for Leader-S satellite, maintaining
optimal radiation characteristics.

  
(a) (b) 

Figure 2. S-Band antenna model placed on ANSER cubeSats: (a) ANSER; (b) ANSER—AT (final
position marked with a red circle).

In addition, the unique environment of space and the requirements of the ANSER
program impose numerous environmental challenges on antenna design [8,9].

• The antenna must be mechanically robust and capable of withstanding both random
vibrations and shocks during launch. The thermal design of the antennas must be
meticulously evaluated, with the antennas themselves designed to function over a
wide temperature range, from −50 ◦C to +90 ◦C.

• Furthermore, the selection of materials for the antenna must be made with great care,
taking into account the effects of vacuum and micro-gravity without compromising
considerations of EMC and mutual coupling amongst the payloads, circuits, and other
antennas when fitted within a confined space.

• A significant aspect of antenna design is the interaction between antennas and the
modem CubeSat structures, as the spacecraft’s structure can induce electromagnetic
scattering and result in blockage effects on the antenna’s radiation patterns. The inter-
action of this scattering with the antenna’s radiation patterns can lead to significant
degradation in gain performance and sidelobes, which, in turn, can have a substantial
impact on the performance of the communication-link system. Consequently, a study
was conducted to ascertain the most optimal positioning of the antenna, taking into
account the link budget and coverage (see Figure 2).

The design, development, integration, and measurement of a multilayer microstrip an-
tenna has been undertaken, taking all these factors into account. The selection of microstrip
technology is based on the advantages of being lightweight, low-profile, cost-effective,
and flexible for integration, which is particularly crucial in space applications. Microstrip
antennas can be used either as single elements when the gain requirements are low or in
an array configuration such as microstrip patch antenna arrays, phased arrays, or reflect
arrays in order to boost their gain, beamforming, and beam scanning performance [12].
However, the main limitation of microstrip patch antennas (MPAs) is their narrowband
characteristics due to their high Q nature [14,16]. A number of wideband approaches have
been proposed to enhance the impedance bandwidth of microstrip patch antennas, such as
the use of shorting pins or walls [17,18], parasitic elements attached either to the radiating

21



Sensors 2025, 25, 1237

or non-radiating edge of the patch [19,20], stacked multiple patches on different substrate
layers [21], aperture-coupled feeding techniques [22–24], metamaterial-based antennas and
increasing the substrate thickness relative to the free space wavelength or using substrates
with dielectric constants close to unity. However, when employing any of the aforemen-
tioned techniques, a trade-off must be maintained between the bandwidth performance of
the antenna and its radiating characteristics [9,14,16,25,26]. Notwithstanding this, in the
present work, a wideband S-band multi-layer antenna has been developed, qualified, and
integrated for Leader-S satellite, maintaining optimal radiation characteristics.

Furthermore, the compact antenna design, with dimensions of 80 mm × 80 mm ×
6.53 mm and a weight of 30 g, features dual circular polarization, a highly recommended
characteristic in satellite communications. This provides increased mobility and freedom
in the orientation angle between a transmitter and a receiver in comparison with a linearly
polarized antenna [25]. The antenna’s flat and compact design, facilitated by a single feed
rather than multiple feeding points with phase-shifting networks, enables dual circular
polarization without the need for additional components. This approach simplifies the
antenna’s design, reduces its weight and complexity, minimizes loss, and enhances aperture
efficiency, making it particularly well-suited for space applications. However, it should
be noted that the challenge of achieving dual circular polarization over a wide bandwidth
remains significant despite the advantages offered by single-point feeding. This aspect,
therefore, represents the primary strength of the antenna [26].

Firstly, the 8% impedance bandwidth has been achieved by placing a parasitic patch
in a stacked patch configuration. In this setup, the lower patch is fed through a co-axial pin,
while the upper patch is electromagnetically coupled to the lower patch. This configuration
enables the lower frequency to be determined by the lower patch while the upper patch sets
the upper frequency, thereby increasing the bandwidth [19–21]. Additionally, to generate
circular polarization, the coaxial pin is rotated by an angle of 45◦ with respect to the center
line, thereby establishing the orthogonal components of the field with equal magnitude
and a 90◦ phase shift, resulting in circular polarization but with a narrow bandwidth [27].
By incorporating sufficiently large slots or notches in both patches, the axial ratio (AR)
bandwidth is enhanced without compromising the radiation characteristics. Consequently,
the antenna achieves a bandwidth of 8%, encompassing both uplink (2.03 GHz) and
downlink (2.205 GHz) frequencies, thereby ensuring robustness in gain and polarization
vs. frequency. This guarantees the link’s viability under any conditions that may cause a
deviation in the antenna’s operating frequency.

In consideration of the aforementioned factors, the proposed circularly polarized an-
tenna is to be constructed from a multilayer stack-up. In order to minimize manufacturing
costs and in accordance with the principles of CubeSat development, a low-cost substrate
will be utilized HF Rohacell [28] and Rogers 4360 [29] (Figure 3). The layers of this multi-
layer stack-up are divided into three RO4360 dielectric boards separated by two Rohacell
spacers, which provide structural integrity while behaving almost like air: a lower board
formed by two layers consisting of a RO4360 dielectric layer (H2) covered with a copper
layer on one of its sides (H1). The copper layer H1 functions as a ground plane, upon which
the SMP connector is soldered, while the primary function of the RO4360 is to provide
rigidity while reducing weight compared to a metallic board. The central board comprises
an additional layer of RO4360 dielectric featuring copper metallization on one side, which
is partially removed to create the lower patch. The pins of the SMP connectors are soldered
to this patch. Finally, a third board is constructed using an additional layer of RO4360 with
copper metallization on the top side, which is partially removed to create the parasitic
patch. The excitation of this parasitic patch is facilitated through electromagnetic coupling
from the lower patch, with the coupling strength being determined by the thickness of the
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Rohacell spacers. Additionally, two miniature coaxial 50 ohm SMP connectors (right and
left polarizations) are employed to feed the lower patch, ensuring the integration of the
antenna without interfering with other functional units inside the satellite (see Figure 4).

 

Figure 3. S—Band antenna stack-up.

 
Figure 4. General overview of S—Band antenna design.

The subsequent investigation in Section 4 will entail a parametric analysis of the
parasitic element and the presence of notches, with the objective of achieving circular
polarization across a broad frequency range. Additionally, the gain bandwidth performance
will be assessed and contrasted with the impedance bandwidth of the proposed antenna.

3.2. Manufacturing and Assembly

Two prototypes have been developed based on the same electromagnetic design,
with the objective of qualifying them with space levels prior to integration within the
Leader-S structure. It is noteworthy that both prototypes are functionally identical: the
Engineering Qualification Model (QM), which will be qualified with values and duration
of qualification, and the flight model (FM), which will be qualified with duration and
values of acceptance. It is anticipated that the FM will be the antenna that will fly placed
on Leader-S. The design, integration and measurement of these prototypes have been
conducted at INTA facilities, yielding identical results. With regard to the assembly, the
layers are manufactured separately: a first plate containing the ground plane, to which
the connector flanges are soldered (see Figure 5c); a second plate containing the lower
patch, to which the connector pins are soldered (see Figure 5b); and a third plate containing
the parasitic patch (see Figure 5a). These plates are separated by two Rohacell spacers,
which provide structural rigidity. In order to adjust the antenna to the available slot in
the CubeSat, the corners of each layer are chamfered and a central pin has been included
to avoid unwanted discharges. Finally, only 12 nylon screws are required for fastening
the multilayer, and two miniaturized SMP connectors for right and left polarizations feed
the antenna.
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(a) (b) (c) 

 
 (d)  

Figure 5. S-Band QM Antenna Design: (a) upper parasitic patch; (b) lower patch; (c) back part with
SMP connectors (d) S-band antenna.

Once the antenna has been assembled with materials that have undergone a bakeout
process, it is bordered with an adhesive (SCOTCH WELD 2216 A + B. Batch EGE 208 [30]),
which is applied to both antennas to prevent the intermediate layers forming the antenna
from releasing unwanted particles in space. Following the application of the adhesive, the
ANSER QM S Band antenna undergoes a complete qualification test campaign.

Due to space specifications, the manufacturing process, material handling, assem-
bly, and antenna measurements are carried out in the clean rooms of the INTA facilities,
following a written, predefined procedure.

4. Parametric Study of S-Band Antenna

In a stacked microstrip patch antenna fed by a single point, the size of the lower and
parasitic patches affects several performance parameters, including the resonant frequency,
bandwidth, axial ratio (circular polarization), and radiation pattern [31]. In fact, the lower
frequency is determined by the larger patch, which is usually the lower one, while the
higher frequency is determined by the smaller patch, which typically corresponds to the
parasitic one. Furthermore, it has been demonstrated that altering the dimensions (length
and depth) and positioning of the notches in both patches of the antenna can have a
substantial impact on the axial ratio bandwidth and, consequently, on the polarization
characteristics of the antenna [32–35]. As a result, a parametric study was conducted to
ensure a suitable design was achieved. The final design parameters following optimization
are presented in Table 2.
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Table 2. Parameters values of designed antenna.

RP (radius_parasitic_patch) 30.6 mm

RL (radius_lower_patch) 30.7 mm

LNP (L_notch_parasitic) 20 mm

LNL (L_notch_low) 18 mm

DNP (D_notch_parasitic) 5.6 mm

DNL (L_notch_low) 4.35 mm

d_probe 20 mm

Size 80 mm × 80 mm

As demonstrated in Figure 6a, the dimensions of the lower patch (RL) within the
stacked microstrip antenna have a significant impact on critical parameters such as resonant
frequency, bandwidth, and impedance matching. It is observed that increasing the size of
the lower patch leads to a decrease in resonant frequency and a concomitant reduction in
bandwidth. Conversely, a reduction in the size of the lower patch results in an increase
in resonant frequency and an enhancement in bandwidth. It is also noteworthy that
the change in size can impact the antenna’s efficiency due to weaker coupling between
stacked patches.

  
(a) (b) 

Figure 6. |S11| as a function of patches size: (a) lower patch; (b) parasitic patch.

Conversely, an augmentation in the dimensions of the parasitic patch (RP) has been
observed to result in a shift towards lower frequencies of the lower resonant frequency,
thereby enhancing the impedance bandwidth through an improvement in coupling be-
tween the patches. However, this augmentation can potentially lead to a degradation in
the axial ratio (circular polarization), resulting in diminished efficiency of the polarization.
Moreover, an inadequate sizing of the parasitic patch can give rise to inefficient coupling
and an escalation in return loss. Lastly, changes in patch size can alter the radiation pattern,
potentially affecting directivity and side lobes. Therefore, the size of the lower and parasitic
patches plays a crucial role in optimizing antenna performances [14,16,31]. The separation
thickness between two stacked microstrip patches significantly influences the antenna’s
performance (H3 and H6) [26,27]. Increasing the separation leads to a reduction in the
coupling between the patches, resulting in a decrease in the resonance frequency and an
increase in the bandwidth as the effective interaction between the patches becomes weaker.
Conversely, although reducing the separation enhances the coupling, increases the reso-
nant frequency, and improves impedance matching, the bandwidth decreases, and it can
also lead to greater cross-talk (undesired coupling of signals between the two orthogonal
polarizations) or undesirable radiation characteristics. Furthermore, the separation affects
the overall efficiency, with optimal spacing ensuring efficient power transfer between the
patches without excessive loss. It is, therefore, crucial to fine-tune the separation in order to
control the antenna’s radiation pattern and optimize its performance since there is always
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an optimal separation suitable for the resonant size of the two patches, the lower and
the parasitic.

The shape, depth, and positioning of the notches influence the current distribution
on the patches, thus affecting the impedance matching, AR bandwidth, and polarization
characteristics. The introduction of lateral slots or notches on the edges of the patch
modifies the surface currents and fields generated on the antenna [32]. These slots affect the
patch’s symmetry, and with proper placement and size, they generate a current distribution
that facilitates the excitation of orthogonal field modes. It has been established that these
two orthogonal modes possess a 90-degree phase difference and that when these two
modes are of equal magnitude, circular polarization is achieved [14,16]. Furthermore, it has
been demonstrated that the axial ratio (AR) bandwidth for circular polarization improves
when the size of the slots is increased. The incorporation of notches along the edges of
the patch results in the creation of additional electromagnetic coupling points between
regions of the lower and parasitic patches, thereby enhancing the coupling between the
orthogonal modes within the patches. This, in turn, enables the antenna to maintain circular
polarization efficiently over a broader frequency range [33,34].

As demonstrated in Figure 7b, an enhancement in impedance matching capability is
observed with an increase in notch depth (DNP), leading to an expansion in the frequency
response. However, when the depth exceeds a certain threshold, these notches have a
detrimental effect on the coupling between the patches, necessitating the calculation of
design values through fine optimization. The AR bandwidth (Figure 8b) also improves
with increasing depth (DNP and DNL), but only up to a certain notch depth value, after
which it worsens, reducing the bandwidth. Finally, increasing notch length (LNP and LNL)
improves the AR bandwidth (Figure 8a), and therefore, notches with a high length are
chosen. Consequently, the length of the notches of the designed antenna is considerably
larger than that of conventional circular patches based on lateral slots.

  
(a) (b) 

Figure 7. |S11| variation: (a) H6 (h—rohacel2); (b) depth notch parasitic (DNP).

  
(a) (b) 

Figure 8. Variation in axial ratio with the size of the notches; (a) LNP (length); (b) DNP (depth).

The variation in the size and position of the notches, the size of patches, and the
thickness of the dielectrics in a stacked patch antenna can have a significant effect on the
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axial ratio and the impedance matching and, therefore, on the polarization characteristics
of the antenna. As a result, a thorough optimization process is imperative to ascertain
the optimal values of the antenna parameters, thereby ensuring low axial ratios, optimal
circular polarization, and the attainment of the desired bandwidth and resonant frequency
(see Table 1).

5. Isolated S-Band Antenna Results

Following the design of both the QM and the FM models, individual measurements
were conducted to validate the simulated model in the electromagnetic software CST
Microwave Studio 2023. Measurements of the S-parameters and radiation characteristics,
including gain patterns and axial ratio, were conducted for the frequencies of interest in
both models. These measurements were carried out in the compact range chamber at INTA
facilities (see Figure 9).

Figure 9. Measurement setup of the QM antenna in INTA’s compact range chamber.

As demonstrated in Figure 10, the S-parameter simulation exhibited a high degree
of correlation with the actual measurements, thereby validating the design. Furthermore,
the excellent reproducibility observed in the manufacturing, assembly, and measurement
processes resulted in two S Band Antenna models demonstrating identical functionality,
both in terms of S-parameter measurement and radiation measurement. Consequently,
these antennas are to be qualified for space mounting on dummies, with the understanding
that QM and FM models will be subjected to divergent qualification and acceptance
test levels.

The following measurements versus simulations of the axial ratio at the two frequen-
cies of interest (uplink and downlink) are presented below, as well as the comparison of
the gain in the copolar and cross-polar components for both left-hand and right-hand po-
larization. As the comparison between measurements and simulations of the QM antenna
shows high coincidence, the designed model is validated.

As demonstrated in Figure 11, the comparison between measurements (solid line) and
simulations (dashed line) of the co-polar and cross-polar gain for both principal cuts of
each polarization and for the uplink and downlink frequencies is shown. It is evident that
the gain difference between simulations and measurements is minimal.

27



Sensors 2025, 25, 1237

Figure 10. Measurements vs. simulations of S—parameters amplitude of QM S Band Antenna.

(a) (b)

(c) (d)

Figure 11. Gain measurement vs. simulation of isolated antenna; (a) f = 2.03 GHz—Port 1; (b) f = 2.03
GHz—Port 2; (c) f = 2.205 GHz—Port 1; (d) f = 2.205 GHz—Port 2.

The gain values demonstrate notable stability across theta, with peak gain ranging
from [6.5–7] dBi. Additionally, the back radiation exhibits minimal interference, contribut-
ing to the prevention of disruption in the inter-satellite link. Concerning the axial ratio
(AR), the objective is to preserve dual circular polarization over a substantial frequency
bandwidth and over the widest possible angular range of theta from both ports. This
ensures uninterrupted communication with the ground station even in the event of satel-
lite rotation. As demonstrated in Figures 12 and 13, the AR remains below the requisite
4 dB level within the designated angular range [±50◦], thereby ensuring uninterrupted
ground communication. As with the gain outcomes, the dashed lines represent simulations,
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while the solid lines represent measurements. The close agreement between these lines
substantiates the efficacy of the designed antenna model.

(a) (b)

Figure 12. AR measurement vs. simulation isolated antenna, f = 2.03 GHz: (a) Port 1; (b) Port 2.

(a) (b)

Figure 13. AR measurement vs. simulation of isolated antenna, f = 2.205 GHz: (a) Port 1; (b) Port2.

Figure 14 compares the AR bandwidth as a function of frequency (boresight direction)
between simulated and measured results when the antenna is isolated, demonstrating that
the antenna meets the AR bandwidth requirements of 8%. The dashed lines represent
simulations, the solid lines represent measurements, and the green dotted lines represent
the margins in which AR must meet the requirement of <4 dB.

(a) (b)

Figure 14. AR measurement vs. simulation of isolated antenna varying with frequency. (a) Port1;
(b) Port 2.

Finally, as presented in Table 3, a comparison is made between the proposed design in
this article and other designs mentioned in the references. While the text cites numerous
references to antennas deployed on satellites, the comparison is specifically limited to those
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operating within the same frequency band, utilizing circular polarization, and employing
microstrip patch technology.

Table 3. Comparison of the parameters of the referenced antennas.

Ref
Frequency

(GHz) Polarization
AR

Bandwidth
(%)

Gain
(dBi) Size (mm)

Weight
(gr)

Space
Qualification Feeding Type

[5] S-Band (2.4) CP 2 7.3 96 × 96 × 7 -- no Multiple
points

[9] S-Band (2.4) CP 4 2.3 100 × 100 × 11 120 yes Dual feed

[10] S-Band (2.43) CP 3.5 4.89 68.5 × 59.4 × 6 75 no Single feed

[21] S-Band (2.43) CP 6 8.07 42 × 55 × 4.8 145 no Dual feed

[22] S-Band (2.2) CP 16 5.9 78 × 75 × 10 97 no Dual feed

[35] S-Band (2.4) CP 2.45 4.8 19 × 20 × 7.2 -- no Dual feed

Designed
Antenna S-Band (2.2) CP 8 7.2 80 × 80 × 6.5 30 yes Single feed

The analysis in Table 3 demonstrates that the designed antenna operates in circu-
lar polarization within the S-band, aligning with most references, yet it exhibits several
advantages over alternative designs. Firstly, it is highly compact, with a total height of
only 6 mm and a weight of 30 g. It provides a relatively high gain (7 dBi) for a single
antenna, maintaining wide angular coverage. However, its key innovation lies in achieving
impedance bandwidth and axial ratio (AR) bandwidth greater than 8% (better than the
referenced antennas) despite being fed from a single point, which simplifies the structure
and minimizes height. This is made possible through a stacked dual-patch configuration
with integrated notches, a feature not achieved in the referenced works.

In addition to that, the antenna has been space-qualified, demonstrating no degra-
dation in its electromagnetic performance after rigorous environmental tests. It was suc-
cessfully integrated and launched into space aboard the Falcon 9 launcher by SpaceX on
January 14 as part of the Leader-S CubeSat mission within the ANSER constellation.

6. Results of Antenna Deployed on Satellite

Following the validation of the QM antenna model through radiofrequency measure-
ments, it is placed on a mockup (RF dummy) that replicates the actual Leader-S platform,
including solar panels, a UHF antenna, and a magnetometer (see Figure 15a). In this new
setup, the antenna is measured again in the anechoic chamber at INTA facilities, with the
results of these measurements then being compared with those of the isolated antenna in
order to assess how polarization and gain are affected by its deployment.

The S-parameters of the antenna exhibit slight variations when mounted on the RF
dummy, particularly on one of the ports, primarily due to the proximity of the S-band
antenna to the UHF antenna (four monopoles). However, this variation is minimal and
does not compromise the requirements, as it remains below −15 dB within the band.

The gain pattern of the mounted antenna (see Figure 16) exhibits a slight narrowing
compared to the isolated case while maintaining the peak gain value without incurring
additional losses. With regard to the cross-polarization pattern, a slight deterioration is
observed in the angular region closest to the UHF antenna. However, this does not have
a significant impact on the final requirements, as the system employs dual-polarization
operation to select the optimal received pattern from both polarizations.
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(a) (b)

Figure 15. (a) QM S Band antenna on RF dummy (measurements set—up); (b) |S11| and |S22|
measurements of isolated QM antenna vs. placed on RF dummy.

(a) (b)

(c) (d)

Figure 16. Gain measurement of S—band antenna isolated vs. placed on RF dummy; (a) f = 2.03
GHz—Port 1; (b) f = 2.03 GHz—Port 2; (c) f = 2.205 GHz—Port 1; (d) f = 2.205 GHz—Port 2.

The mounted antenna on the RF dummy exhibits gain values with no losses in com-
parison to the isolated antenna. Indeed, at lower frequencies, the maximum gain through
port P1 is 7 dBi, while through port P2, it reaches 7.6 dBi. At higher frequencies, the
gain through port P1 is 7.1 dBi, and through port P2, it is 7.2 dBi. This variation in the
maximum gain values of the S-band antenna is attributable to its position relative to the
UHF antenna, which comprises four monopoles positioned asymmetrically with respect
to P1 and P2. Consequently, the gain is influenced in a slightly different manner on each
port by that UHF antenna. Given that the antenna is based on a multi-layer stacked patch
structure, the gain achieved once the antenna is mounted on the satellite and measured
is excellent. Furthermore, the gain remains highly stable, with a rate of decline of only
0.14 dB per degree.
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Although the axial ratio (Figures 17 and 18) is the parameter most affected when the
antenna is mounted on the satellite, it shows minimal distortion within the area of interest
(boresight) at all frequencies measured, especially on port 2. However, the axial ratio at
Port 1 and f = 2.03 GHz is more affected due to its proximity to the monopoles of the UHF
antenna, which reduces the angular range to −20/+40 degrees. Despite this effect, the
antenna maintains its circular polarization characteristics within the relevant band (8.8%),
especially in the boresight region, making it particularly suitable for this type of application
(Figure 14).

(a) (b)

Figure 17. AR measurement of S—band antenna isolated vs. placed on RF dummy, f = 2.03 GHz:
(a) Port 1; (b) Port 2.

(a) (b)

Figure 18. AR measurement of S—band antenna isolated vs. placed on RF dummy, f = 2.205 GHz:
(a) Port 1; (b) Port 2.

7. Antenna Qualification and Acceptance Test

Following the successful validation of the antenna, both in isolation and in deployment
on the satellite, space qualification and acceptance tests are conducted. The qualification
(QM unit) and acceptance (FM unit) levels will be those specified by ISI-LAUNCH, as
Leader-S is scheduled for launch on a SpaceX Falcon 9 rocket [36]. Qualification tests are
performed on the QM S-Band antenna. This model has been submitted to a comprehen-
sive qualification test campaign, encompassing various stages (Figure 19), with specific
qualification durations and levels designated for the environmental tests.
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Figure 19. QM S-band qualification test flow.

7.1. Physical Measurements of Unit Under Qualification

In this step, the thicknesses of the plates forming the antenna stack-up are verified,
as are the size and dimensions of the integrated antenna, the grounding, the conductivity
of the connectors, and the interfaces with the satellite Leader-S. These verifications are
conducted prior to the commencement of the functional tests. The antenna has a total
height of 7 mm and a weight of 30 g.

7.2. Initial and Final RF Functional Test

Prior to the initiation of vibration, thermal vacuum, and shock tests (Initial RF Func-
tional Test), and upon completion of these environmental tests (Final RF Functional Test),
full RF tests are conducted. The Initial RF Functional measurements (see Figures 15–18)
act as a reference point for comparison with measurements taken after the completion of
these tests, thereby ensuring the continued functionality of the AUT. The RF functional
measurements (initial and final) are conducted by means of the QM S-Band antenna posi-
tioned on an RF dummy (see Figure 15a). The primary distinction between the isolated
QM measurements depicted in Figure 9 and the QM integrated within the RF-dummy
configuration illustrated in Figure 15a pertains to the presence of a UHF antenna affixed
to the test antenna, based on metal rods, which directly interferes with the radiated field
lines of the QM antenna. Additionally, a magnetometer, a metallic component that the
QM antenna also perceives, is employed. The combined effect of these elements on the
radioelectric characteristics of the QM antenna is a consequence of these interferences, and;
therefore, it is important to characterize this effect (Section 4).

7.3. Visual Inspection

Subsequent to the execution of each environmental test, a visual inspection is con-
ducted to ensure that there are no noticeable changes. The validity criteria for this visual
inspection are as follows: The absence of color change in the dielectric, which could in-
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dicate material degradation, is to be noted. Furthermore, the lateral adhesive SCOTCH
WELD 2216 A + B, Batch EGE 208 [30], must not be detached. Additionally, the two SMP
connectors must not be displaced or broken, and no visible marks or cracks must be present
on the copper plates or the dielectric.

7.4. Vibration Test

The detailed test flow for the vibration test is shown in Figure 20. The QM S-Band
antenna is installed on a mass dummy for the purpose of conducting shock, thermal vac-
uum, and vibration tests (see Figure 21a). Subsequent to the installation of the antenna
on the mass dummy, new measurements of S-parameters are taken prior to and following
each mechanical or environmental test. This procedure is undertaken in order to ensure the
functionality of the antenna. Vibration tests are conducted within the Environmental Test
Laboratory at INTA, utilizing pneumatic pyroshock systems (Shaker LDS 824LSC, serial
number 527) and Shaker LDS V9-MKII 440, N/S 9033-001), both situated in a cleanroom
class ISO 8. The INTA’s Testing laboratories have a quality system that meets the require-
ments of UNE-EN ISO/IEC 17025:2005 [37] for testing laboratories. In this scenario, the
mass dummy of the satellite (with QM antenna) is mounted inside the ISIS TEST POD
following the procedure issued by the supplier. The TEST POD is then fixed to the vibration
I/F plate (Figure 21b). This plate is mechanically characterized (low-level sine/random) in
each axis test. The vibration test was performed in the three axes: X, Y, and Z.

 
Figure 20. Vibration test flow for each axis.

  
(a) (b) 

   
(c) (d) (e) 

Figure 21. Environmental tests set—up: (a) antenna placed on mass dummy; (b) vibration I/F plate;
(c) Thermal Chamber TVC-2 (INTA); (d) pneumatic pyroshock system (NTA); (e) mass dummy inside
test pod.
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7.5. Thermovacuum Test (TVAC)

The primary objective of the TVAC is to elevate the temperature of the QM S Band
antenna beyond the levels attained in the thermal analysis, thereby demonstrating the
subsystem’s capacity to function effectively in pertinent thermal-vacuum circumstances
and to withstand thermal cycles in such conditions without compromising its operational
capabilities. For the purposes of this test, the antenna is to be mounted on the mass dummy
and undergo eight cycles in two operating modes (hot and cold) so that the unit reaches
temperature levels according to the specification limits (Table 4).

Table 4. Temperatures range in TVAC cycles.

FreqHz
Maximum Predicted Environment Induced by Launch Vehicle

and Co-Payload (s) SRS (g)

100 30

1000 1000

10,000 1000

TVAC tests are carried out in the Test Laboratory at INTA (TVC-2 thermal chamber
COSMOS 02), and the equipment for testing is located in a cleanroom class ISO 8 (see
Figure 21c).

7.6. Shock Test

The objective of the final mechanical test is to ascertain the capacity of the Leader-
S QM S Band antenna to withstand mechanical shock requirements and thereby bring
the mechanical tests performed on the QM unit to a conclusion. Once again, the QM
unit antenna remains mounted on the mass dummy and is now mounted inside the ISIS
TESTPOD in the same manner as in the vibration tests (see Figure 21e). The g-acceleration
values to which the antenna is subjected are described in Table 5, and a safety factor of
+6 dB is applied to this profile for qualification tests (as required by the launcher, SpaceX’s
Falcon 9). Finally, three actions on each axis are performed, and the equipment for testing
is located in a cleanroom class ISO 8.

Table 5. Profile of g-acceleration values in shock tests.

Environment Shroud Temperature

Hot (Tmax) +85 ◦C [0, +8 ◦C]

Cold (Tmin) −40 ◦C [−8 ◦C, 0]

S-parameter measurements are taken after each of the environmental tests to ensure
there is no distortion of the S-parameters and, therefore, to guarantee that the antenna
maintains its electrical functionality.

7.7. Verification of Results After Qualification Tests

Once the environmental and mechanical qualification tests for the space antenna are
completed, and the measurements taken between each test have validated the antenna’s
functionality final RF measurements are conducted (Figures 22–26). For these measure-
ments, the antenna is removed from the mass dummy and reinstalled on the RF dummy,
where not only the S-parameters but also the gain and radiation pattern are measured (final
RF functional test).

During the qualification tests, the antenna was found to exceed its designated parame-
ters. Specifically, during the TVAC tests, the antenna was subjected to temperatures that
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exceeded the required ranges (Table 4) for eight complete cycles without any discernible
modification to its physical characteristics or S-parameters. To verify this, a combination of
visual inspections and S-parameter measurements was employed. These measurements
were conducted before, during, and after each cycle while the antenna was inside the
chamber. A subsequent filtration process was deemed necessary in order to remove any
reflections that had been introduced by the chamber into the aforementioned graphs. Fur-
thermore, the antenna underwent both vibration and shock tests in accordance with the
envelope values defined by the Falcon 9 launcher from SpaceX, with the results of these
tests even exceeding the standard qualification requirements. It was only subsequent to
the shock tests that a slight variation in the S-parameter response was observed when
compared with the reference measurements (Figure 22a). No significant changes were
observed in the gain and AR measurements (see Figures 23–26).

(a) (b)

Figure 22. Final RF test: (a) S—parameters; (b) FM S−band antenna placed on FM Leader−S.

(a) (b)

(c) (d)

Figure 23. Gain measurement of S-band isolated antenna before and after qualification tests campaign;
(a) f = 2.03 GHz—Port 1; (b) f = 2.03 GHz−Port 2; (c) f = 2.205 GHz−Port 1; (d) f = 2.205 GHz−Port 2.
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(a) (b)

Figure 24. AR measurement S—band antenna before and after qualification tests campaign.
f = 2.03 GHz (the green dotted lines represent the margins in which AR must meet the requirement
of <4 dB): (a) Port 1; (b) Port 2.

(a) (b)

Figure 25. AR measurement S—band antenna before and after qualification tests campaign,
f = 2.205 GHz (the green dotted lines represent the margins in which AR must meet the require-
ment of <4 dB): (a) Port 1; (b) Port 2.

(a) (b)

Figure 26. AR measurement vs. frequency of S-band antenna before and after qualification tests:
(a) Port 1; (b) Port 2.

As a demonstration that the antenna maintains a bandwidth greater than 8% in both
impedance matching and axial ratio (AR), Figure 26 is presented. The green dotted lines
represent the margins in which AR must meet the requirement of <4 dB. This figure
shows the AR as a function of frequency (in boresight) for the antenna mounted on the RF
dummy, with measurements taken in an anechoic chamber before and after the qualification
process. Although the pre-test measurements were taken only at the up-link and down-
link frequencies, a comparison is represented, and the figure clearly shows how the pre-
and post-test curves are very close to each other. Therefore, it is demonstrated that the
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AR bandwidth, as well as the impedance matching bandwidth of the antenna, is 8%, as
required by the ANSER program specification, even after being qualified for space.

It is, therefore, concluded that the antenna is qualified for space, with its physical
and functional characteristics remaining intact. This is evidenced by the maintenance of
its gain pattern characteristics and axial ratio after undergoing all qualification tests (see
Figures 22–26). Following the completion of antenna qualification tests, the flight model of
the antenna (FM) is integrated into the Leader-S satellite (see Figure 22b), which has passed
all acceptance tests. The Leader-S satellite is scheduled for integration and launch aboard a
SpaceX Falcon rocket [36] in January 2025.

8. Conclusions

This paper presents the design, implementation, measurement, integration, and space
qualification of an S-band antenna as part of the ground communication system of one
of the three nanosatellites forming the ANSER constellation (INTA). The antenna is ultra-
lightweight (30 g) and compact (6.7 mm in height), featuring dual circular polarization
while achieving wideband AR, setting it apart from the existing literature. The antenna
functions by being fed from a single point for both polarizations, thus eliminating the
necessity for 0–90◦ phase-shifting networks. It achieves an 8% bandwidth in the S-band,
encompassing both uplink and downlink frequencies. The technological challenges posed
by the antenna’s size, its wideband axial ratio, and the maintenance of stable radiation
characteristics with minimal back radiation have been successfully overcome. The antenna
has been qualified and integrated into Leader-S, which was launched aboard SpaceX’s
Falcon rocket in January 2025.
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Abstract: This paper presents the introduction, design, and experimental validation of two small
helical antennae. These antennae are a component of the surface acoustic wave (SAW) sensor in-
terrogation system, which has been miniaturized to operate at 915 MHz and aims to improve the
performance of wireless passive SAW temperature-sensing applications. The proposed antenna de-
signs are the normal-mode cylindrical helical antenna (CHA) and the hemispherical helical antenna
(HSHA); both designed structures are developed for the ISM band, which ranges from 902 MHz to
928 MHz. The antennae exhibit resonance at 915 MHz with an operational bandwidth of 30 MHz for
the CHA and 22 MHz for the HSHA. A notch occurs in the operating band, caused by the character-
istics of the SAW sensor. The presence of this notch is crucial for the temperature measurement by
aiding in calculating the frequency shifting of that notch. The decrement in the resonance frequency of
the SAW sensor is about 66.67 kHz for every 10 ◦C, which is obtained by conducting the temperature
measurement of the system model across temperature environments ranging from 30 ◦C to 90 ◦C to
validate the variation in system performance.

Keywords: hemispherical helical antenna (HSHA); temperature sensor; surface acoustic wave (SAW);
miniaturized antenna

1. Introduction

Wireless temperature monitoring has emerged as a pivotal technology that has sig-
nificantly enhanced operational efficiencies across multiple sectors through its capability
for real-time remote observations. This technology has been widely used in several fields
to assure adherence to essential requirements for the safety and effectiveness of products
and services [1–3]. Healthcare is one of the primary sectors where wireless temperature
monitoring is crucial. Monitoring the conditions within vaccine and drug storage facilities
is crucial for preserving the integrity of pharmaceuticals. A specialized wireless health-
monitoring system was developed to accurately measure internal body temperature [4,5].
The technology has a significant influence in the field of agriculture, specifically in moni-
toring greenhouse temperatures to enhance the optimal circumstances for plant growth,
and a wireless temperature monitoring system using an infrared sensor was explored to
ensure the consistent and accurate monitoring of plant canopy temperatures in agricultural
environments [6]. Within the food sector, food quality and safety are ensured throughout
the processing and storage stages. To facilitate this, a wireless energy-efficient temperature
probe was built to monitor food processes. The system was designed to accurately moni-
tor processes in low-temperature environments, specifically in pharmaceutical and food
processing plants [7]. Furthermore, these systems play a vital role in building and home
environments, energy sector, data centers, and aerospace engines [8–10].

A temperature sensor is an important part of a temperature-monitoring system. Vari-
ous types of high- and low-temperature sensors, such as LC-based resonator sensors, radio
frequency identification (RFID) sensors, resistance temperature detectors (RTDs) sensors,
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and wireless surface acoustic wave (SAW) sensors, have been studied and developed [11–14].
Among the temperature sensors, the SAW sensor has garnered increased interests in re-
search due to its compact size, high sensitivity, rapid and fast response, and ability to
function effectively in harsh environments, which have been consistently advancing, lead-
ing to improvements across all facets of the technology [15]. Several studies have shown
that the SAW temperature device can be integrated with the antenna to perform well in
challenging environments [16,17]. A SAW temperature sensor that utilizes a delay line
was explicitly designed to function at 440 MHz and 2.4 GHz center frequencies, allowing
it to effectively measure temperature in high-temperature settings [18]. The initial proof
of concept system, which started at 250 MHz, progressed to the present at 915 MHz [19].
Most wireless passive SAW sensor systems are being developed and utilized at a frequency
of 915 MHz for certain applications because of the advantages offered by the 915 MHz
operating frequency ISM band. These advantages include less interference, extended
communication range, and improved penetration compared to higher frequencies such as
2.4 GHz. This frequency is also considered optimal due to favorable device and compact
antenna sizes and the widespread availability of compatible wireless RF components [20].
Wireless SAW sensors are designed to operate on 915 MHz; they have also been inte-
grated with a disk monopole antenna with a size of 0.110λ and provide a broad band of
30 MHz [21]. A novel approach to temperature measurement using a wireless temperature
sensor that depends on SAW technology was studied. Both the reader antenna, PIFA, and
a normal-mode helical antenna were developed to operate at 915 MHz. The impedance
matching network is required for efficient transmission, and the helical antenna size is
about 0.070λ, which is relatively large [22].

Therefore, this work presents a miniaturized antenna design for this wireless passive
and powerless SAW temperature sensor that operates at a central frequency of 915 MHz.
We employed the High-Frequency Simulation Software (HFSS) for the simulations and
optimization to achieve a compact size for two different types of normal-mode helical
antennae: the non-uniform-pitch Cylindrical Helical Antenna (CHA) with a size of 0.055λ
and the Hemispherical Helical Antenna (HSHA) with a size of 0.015λ. The antenna is
mounted onto a coplanar waveguide (CPW), and the SAW sensor is directly installed
next to the antenna without requiring a matching circuit. To verify the design, a low-
temperature test was conducted to ensure optimal functionality of the system, as described
in the following section.

2. Antenna Design

2.1. Non-Uniform-Pitch Cylindrical Helical Antenna (CHA) Design

The proposed system design configuration is composed of a surface acoustic wave
sensor, which is a blue square box implemented on the shorted coplanar waveguide
(CPW) structure with an FR-4 substrate material, a thickness of 1 mm, and a size of
24 × 24 mm2, as shown in Figure 1a. The top perspective view of the proposed system
design is displayed in Figure 1b. When the antenna receives the signal from the reader, it
transmits the electromagnetic wave to the coplanar waveguide (CPW) and SAW sensor.
The CPW provides a low-loss pathway for the signal, ensuring efficient transmission. The
SAW sensor, implemented on the CPW, interacts with the incoming electromagnetic wave.
It is sensitive to changes in the surrounding environment, such as temperature fluctuations.
When these alterations occur, they affect the properties of the acoustic wave produced
within the sensor. The surface acoustic wave (SAW) sensor reflects the altered signal
back through the CPW. The alterations in the reflected signal serve as an indication of the
environment or temperature changes that have been noticed by the SAW sensor.
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Figure 1. Proposed system design configuration. (a) Side view; (b) Top view and substrate dimension.

The essential factors to consider for an optimal helical antenna typically encompass
helical length (l); pitch length (S), which is the distance between each successive coil of the
helix; number of turns (N); the helix’s cross-section (A); and the most important parameter,
which is the helix’s diameter (D). The equation below defines the relationship between
these parameters and their influence on the antenna’s resonant frequency ( fc) [23,24].

fc =

√
S

2πD
√

πμ0μrCN
(1)

where C is the capacitance of the helical antenna system; based on the equation provided
above, the length of the helix and pitch length has a proportional relationship with the res-
onant frequency. In contrast, the diameter and number of turns are inversely proportional
to the resonant frequency of the helix. Designing the normal-mode helical antenna using
a uniform pitch distance may result in a larger size. The incorporation and use of a helical
antenna with a non-uniform pitch have been suggested in the design since it is a notable
benefit by offering a bandwidth improvement of about 18% and offers a smaller size as
described in [25].

The diameter (D) selection is of utmost importance when designing a helical antenna
since it directly impacts its resonant frequency and overall performance. The diameter of
the helix has to be significantly smaller than the wavelength to achieve this normal mode.
Our proposed design for a normal-mode non-uniform-pitch helical antenna is chosen to be
D ≈ 1

50 λ. The antenna consists of 3 different pitch lengths as described in Figure 2a and
Table 1.

Table 1. Design parameters of the initial proposed non-uniform Cylindrical Helical Antenna (CHA).

Helix Stage S (mm) N (turns)

First Stage S1 = 1 N1 = 1.0
Second Stage S2 = 3 N2 = 3.5
Third Stage S3 = 1 N3 = 6.5

A parametric study of the antenna diameter was conducted by varying the value
from the initial value D = 4 mm to D = 5.8 mm. From Equation (1), the diameter of the
helix and the resonance frequency are inversely proportional to each other, which matches
the simulation study depicted in Figure 2b. When the antenna diameter value increases,
the resonance frequency decreases. The study shows the trade-off between the antenna’s
target resonance frequency and the return loss level, which results in a narrow bandwidth
while achieving the target operating frequency. As shown in Figure 2c, the variation of
antenna pitch distance at the second stage was also monitored. The initial second-stage
pitch distance (S2) was set to 3 mm and decreased to 2.5 mm and 1.5 mm sequentially. The
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simulation result indicates that the resonance frequency of the antenna changed towards
a lower frequency, which means it has a proportional relationship with the pitch length.
Looking at Figure 2d, the helix’s third-stage number of turns increased from 6.5 turns to
7.5 and 8.5 turns. This study shows the inversely proportional relationship between the
central frequency of the CHA antenna and the number of turns. As we increase the value
of the number of turns, the resonance frequency decreases while providing a good return
loss at a lower frequency.

Figure 2. Parametric study of the CHA antenna. (a) Antenna dimension, (b) Simulation result for
diameter variations, (c) Pitch length variation, (d) Change in number of turns.

Based on this simulation study and according to Equation (1), we obtained the optimal
design model of the non-uniform-pitch helical antenna with a diameter D = 5 mm and
length L = 16.8 mm, which is approximately equal to 0.055λ. The optimized antenna exhibits
resonance at 0.917 GHz with a return loss of −20.750 dB in the bandwidth range of 0.913 GHz
to 0.920 GHz, as depicted in Figure 3. The antenna provides a gain of 1 dBi omnidirectional
radiation pattern. The optimal model design parameters are described in Table 2, including
each stage’s pitch length and number of turns.

Table 2. Design parameters of the optimal design of non-uniform Cylindrical Helical Antenna (CHA).

Stage S (mm) N (turns)

First Stage S1 = 1.2 N1 = 1.0
Second Stage S2 = 2.5 N2 = 3.0
Third Stage S3 = 1.1 N3 = 6.5
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Figure 3. Simulation result of the optimal design of the non-uniform-pitch Cylindrical Helical
Antenna (CHA). (a) Return loss (dB); (b) Radiation pattern.

2.2. Hemispherical Helical Antenna (HSHA) Design

In the previous design, the non-uniform-pitch helical antenna is well-suited for wire-
less surface acoustic wave (SAW) temperature sensor applications. Nevertheless, the
objective of this effort is to minimize the size of the system as much as feasible. There-
fore, we suggest utilizing a hemispherical helical structure to evaluate the trade-offs and
drawbacks of both designs and obtain a more compact system. The hemispherical helical
antenna has benefits in terms of size reduction and enhanced performance. It has a more
durable and compact structure compared to other helical antenna structures like cylindrical
and spherical antennae, making it more suitable for applications that demand compact
designs [26–28]. The pitch distance (p) of the hemispherical helical antenna is constant,
with N turns of the hemispherical shape, while Nt = 2N is the full-sphere number of turns.
The resonance of the antenna itself can be controlled or adjusted by changing the value
of the spherical radius (r) or diameter (D). The hemispherical helical antenna structure’s
geometry in each axis can be obtained as below [28]:

x(n) =
√

r2 − (r − n)2 × cos
(

2πn
p

)
(2)

y(n) =
√

r2 − (r − n)2 × sin
(

2πn
p

)
(3)

z(n) = −n + r (4)

where n ∈ [0, r] and p = 2πr
Nt

= πr
N .

As illustrated in Figure 4, the proposed design consists of a hemispherical helical
antenna and a SAW sensor mounted on a coplanar waveguide (CPW) with an FR-4 substrate
material, having a thickness of 1 mm and dimensions of 24 × 15 mm2. The system operates
as described in the previous section.

The initial design features an antenna wire’s cross-section diameter of d = 1 mm. To
fully conform to the hemisphere, 3 to 5 turns are suitable for achieving an omnidirectional
radiation pattern and ensuring the wire fully winds around the spherical shape; increasing
the number of turns can enhance the axial ratio bandwidth [29,30]. The diameter of
the hemispherical helix is chosen as D = 0.036λ, approximately 12 mm. To analyze the
characteristics of the Hemispherical Helical Antenna (HSHA), we first mounted the HSHA
on the CPW, which has exact dimensions as the CPW used to feed the Cylindrical Helical
Antenna (CHA). The simulation results, depicted in Figure 5a and noted with a black solid
curve, show that the antenna system exhibits resonance at 0.592 GHz with a return loss of
−11.7 dB. The resonance frequency of the HSHA can be controlled by physical parameters
such as the number of turns (N) and diameter (D).
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Figure 4. Proposed design of the Hemispherical Helical Antenna (HSHA). (a) Side view of system
configuration; (b) Antenna geometry.

Figure 5. Study of Hemispherical Helical Antenna (HSHA). (a) Simulation result of HSHA of the
number of turn variations; (b) Antenna diameter variations; (c) HSHA on CPW1 with a length
of 24 mm; (d) HSHA dimension; (e) HSHA performance on different lengths of CPW; (f) HSHA
mounted on CPW2 with 15 mm length.

Following Equation (1), we shift the resonance frequency to a higher value by changing
the number of turns from N1 = 4.75 to N2 = 3.75 turns. This adjustment results in
resonance at approximately 0.768 GHz, indicated by a red dashed curve in Figure 5a, where
a significant loss is also observed. Since the number of turns reaches the minimum value
for the wire to maintain a hemispherical shape, the next consideration is the antenna
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diameter, which is inversely proportional to the resonance frequency. By decreasing the
diameter from D1 = 12 mm to D2 = 10 mm, we further analyze the impact on resonance.
As seen in Figure 5b, the antenna exhibits resonance at 0.889 GHz while providing poor
matching at the operating band. The CPW length of the antenna is reduced from CPW1 in
Figure 5c, with a length of 24 mm, to the CPW2 as illustrated in Figure 5f, having a smaller
length. Decreasing the length of a CPW resonator often leads to an increased resonance
frequency [31]. So, the length reduction was studied, and the antenna system resonance
shifted to a higher frequency, which was very close to the targeted value at 0.914 GHz with
a CPW2 length of 15 mm and providing a lower return loss, as depicted in Figure 5e.

We successfully designed two suitable antennae for wireless SAW temperature sensors
as compared in Table 3, in which the antenna height and PCB dimension are described. The
HSHA model provides an advantage in terms of a smaller size than the CHA model. In
contrast, as shown in Figure 6a, the HSHA antenna model provides a smaller bandwidth in
the desired operating band of 0.915 GHz. Additionally, the HSHA tends to have a smaller
gain than the CHA model as illustrated in Figure 6b. However, both antennae achieve
an omnidirectional radiation pattern appropriate for the ideal wireless SAW temperature
sensor application.

Table 3. Design parameters of the optimal design of non-uniform Cylindrical Helical Antenna (CHA)
and Hemispherical Helical Antenna (HSHA).

Antenna Type PCB Size (mm3) Antenna Height (mm) Diameter (mm)

CHA 24 × 24 × 1 16.8 5
HSHA 24 × 15 × 1 5 10

Figure 6. Simulation comparison of the proposed design of CHA and HSHA. (a) Return loss.
(b) Radiation pattern.

3. Antenna Fabrication and Measurement

3.1. Return Loss

Photographs of the manufactured non-uniform-pitch Cylindrical Helical Antenna
(CHA) and Hemispherical Helical Antenna are shown in Figure 7. To conduct experimental
measurements, we needed to connect each of our fabricated antenna systems with a
VNA using an SMA connector. The MS46122B VNA model was used, and this belongs
to Anritsu’s ShockLine series. As seen in Figure 8, the fabricated models were studied
using two types of measurement, which have the CHA and HSHA antennae only on
the CPW1 and CPW2, respectively, without the SAW temperature sensor mounted on
the PCB and vice versa. Without the SAW sensor, we can see that both antennae exhibit
resonance at the desired operating band, which is 0.915 GHz. As with the simulation
results above, the HSHA antenna can be a compact size or smaller than the CHA model,
but we observed a drawback in terms of bandwidth after measuring the return loss of
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the antenna. The SAW sensor alone was also measured, and a small resonance at around
0.915 GHz was observed. Based on this SAW sensor’s performance, when we combined
the SAW sensors with the antennae together and measured the return loss using a vector
network analyzer, the measurement of the antenna with the presence of a SAW sensor was
obtained. It had an initial central frequency of 0.915 GHz and could be changed by the
surrounding temperature; we observed a notch occurring at around 0.914.45 GHz for CHA
and 0.915 GHz for HSHA.

Figure 7. Measurement of the antenna system. (a) Fabricated model of CHA with SAW sensor model.
(b) Fabricated HSHA model with SAW sensor.

Figure 8. Comparison measurement result of the antenna system with the case of not having the
SAW sensor mounted and with the case of the SAW sensor mounted.

3.2. Received Power Test

The efficacy of the helical antenna was further assessed by conducting free space path loss
(FSPL) and received power measurements. The free space path loss measures the attenuation
of signal power as it propagates over unobstructed space. This statistic substantially facilitates
the comprehension of the efficiency and scope of wireless sensing networks.
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The FSPL can be calculated using the following equation [32]:

FSPL = 20 log10(d) + 20 log10( f ) + 20 log10

(
4π

c

)
(5)

Here, d represents the distance between the transmitter and receiver, measured in (m),
and f represents the frequency of the signal in Hz. The symbol c represents the velocity of
light when it is traveling through a vacuum.

The receive power test involves measuring and analyzing the power received by the
helical antenna. The power received by the antenna (Pr) can be determined by applying
the following equation:

Pr = Pt + Gt + Gr − FSPL (6)

where Pt is the transmitted power (dBm). Gt (dBi) is the gain of the transmitting antenna.
Gr is the gain of the receiving antenna in dBi.

In this experiment, we placed the transmitting helical antenna at a constant distance
of 1 m from the receiving source, which is the TX900-PB-23223 model, which had a gain of
10.0 dBi, operating from 850 MHz to 930 MHz. We quantified the received power using a
spectrum analyzer. The measurements were conducted in a room, as depicted in Figure 9.
The antenna was installed vertically. The CHA and HSHA were placed as DUT for the test
in 3 different transmit power Pt values, and we observed that the HSHA model provided a
lower received signal level at the receiver. It is proof that the result of the simulated gain of
both models is acceptable based on the comparison of the received power test data plotted in
Figure 10. The comparison between the actual received power test and the calculated power
is also described in Table 4. We can see that the actual measurement is around 10 dB different
from the ideal calculated one due to the other loss that we did not include in the calculation.

Table 4. Measured and calculated Rx. power for different Tx values. Power levels at 915 MHz.

Tx. Power
(dBm)

Measured Rx.
Power (dBm)

CHA

Measured Rx.
Power (dBm)

HSHA

Calculated Rx.
Power (dBm)

CHA

Calculated Rx.
Power (dBm)

HSHA

0 −31.88 −38.63 −22.36 −24.7
10 −22.88 −27.52 −12.36 −14.7
20 −13.5 −20.06 −2.36 −4.7

Figure 9. Received Power Test Setup and Configuration.

49



Sensors 2024, 24, 5490

Figure 10. Comparison of received power measurements with different frequency and transmit
power levels.

3.3. Temperature Test

In this temperature measurement, we established the test configuration based on the
arrangement shown in Figure 11a,b. The Device Under Test (DUT) is linked to the Vector
Network Analyzer (VNA)—model Anritsu MS2038C—via the wire connector. At the same
time, the temperature controller regulates the heating plate positioned approximately 2 cm
below the DUT. The Digital Thermometer is positioned adjacent to the heating plate to
detect and measure the temperature surrounding the testing environment. The temperature
test was performed two times, initially using the non-uniform-pitch Cylindrical Helical
Antenna (CHA) and subsequently with the Hemispherical Helical Antenna (HSHA). The
testing of both models was conducted with temperature in a range of 30 ◦C to 90 ◦C, which is
the highest possible ambient temperature that could be achieved using the test equipment.

Figure 11. Antenna system temperature test. (a) Test configuration diagram; (b) Test setup photograph.

Figure 12a,c show the measured return loss of the CHA and HSHA antenna models,
respectively. On the other side, Figure 12b,d show a closer look at the antenna performances.
They emphasize the notches that were formed at the central frequency of 915 MHz due to the
SAW temperature sensor effect. It was discovered that both system’s resonance frequencies
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shifted to lower values as the temperature increased. The measured data were recorded every
10 ◦C, and the frequency changes based on the test environment temperature are depicted
in Figure 13. Within the test range of 30 ◦C to 90 ◦C, both CHA and HSHA systems need a
400 KHz bandwidth of the operating band for the decrement of the resonance frequencies. The
linear fitting curve provides the characteristic of the antenna resonance frequency decrement
with temperature. The linear fitting equation of the CHA is fcha = 0.0071t + 914.9 while
fhsha = 0.0066t + 914.35 is the linear fitting equation for the HSHA model.

Figure 12. Temperature test result; changes in return loss based on temperature. (a) CHA antenna;
(b) Scale-in of CHA test result; (c) HSHA antenna; (d). Scale-in of HSHA test results.

Figure 13. SAW sensor system frequency changes based on temperature.
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4. Conclusions

A comparison between the proposed design of a miniaturized non-uniform-pitch
Cylindrical Helical Antenna (CHA) and Hemispherical Helical Antenna (HSHA) with the
other existing antenna designed for a wireless temperature sensor is presented in Table 5.
The antenna’s electrical size is compared, and the gain and bandwidth of each work are
also included. Besides having a compact size, the CHA antenna also exhibits 915 MHz over
a bandwidth of 30 MHz, which can cover a range of 902 MHz to 932 MHz. The maximum
gain value that it can achieve is 1 dBi, and it exhibits an omniradiation pattern, which is
the same as the HSHA model, which achieves a smaller and more compact size and length.
However, it provides a smaller gain of −2 dB and operates over a smaller bandwidth of
22 MHz, covering 904 MHz to 926 MHz.

Table 5. Comparison of various existing wireless temperature sensors with antenna systems.

References
Frequency

(MHz)
Bandwidth

(MHz)
Ant. Length Gain (dBi)

Ant. Volume
(mm3)

[18] 434 20 0.029λ 2 45 × 45 × 0.2
[21] 915 30 0.110λ 2 36 × 20 × 14
[22] 915 20 0.070λ 1.4 30 × 30 × 20

This Work
915 (CHA) 30 0.055λ 1 24× 24× 21.8

915 (HSHA) 22 0.015λ −2 24 × 15 × 9

In conclusion, we successfully designed two compact antennae suitable for wireless
SAW temperature sensor applications; the antennae include a non-uniform-pitch Cylindri-
cal Helical Antenna (CHA) and a Hemispherical Helical Antenna operating at 915 MHz
with a bandwidth of 30 MHz and 22 MHz, respectively. From the CHA system design
to the HSHA system model, including feeding CPW, the overall system is deduced to be
compact at around 70% smaller. The temperature test was conducted from 30 ◦C to 90 ◦C
using the test set up described above, and the frequency shift was such that for every 10 ◦C
change, the SAW sensor frequency decreased by an average of 66.67 kHz. However, the
system exhibited inadequate amplification, resulting in a received power that fell short
of theoretical projections. Additionally, the utilization of wire presents obstacles in the
manufacturing process. A new system model is being built for future development to
improve resilience and enhance gain and return loss.
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Abbreviations

The following abbreviations are used in this manuscript:

SAW Surface Acoustic Wave
CHA Cylindrical Helical Antenna
HSHA Hemispherical Helical Antenna
RTDs Resistance Temperature Detectors
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RFID Radio Frequency Identification
CPW Coplanar Waveguide
Tx Transmitter
Rx Receiver
DUT Device Under Test
VNA Vector Network Analyzer
PCB Printed Circuit Board
FSPL Free Space Path Loss
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Abstract: In this paper, two kinds of miniaturization methods for designing a compact wideband
tapered slot antenna (TSA) using either fan-shaped structures only or fan-shaped and stepped
structures were proposed. First, a miniaturization method appending the fan-shaped structures,
such as quarter circular slots (QCSs), half circular slots (HCSs), and half circular patches (HCPs),
to the sides of the ground conductor for the TSA was investigated. The effects of appending the
QCSs, HCSs, and HCPs sequentially on the input reflection coefficient and gain characteristics
of the TSA were compared. The compact wideband TSA using the first miniaturization method
showed the simulated frequency band for a voltage standing wave ratio (VSWR) less than 2 of
2.530–13.379 GHz (136.4%) with gain in the band ranging 3.1–6.9 dBi. Impedance bandwidth was
increased by 29.7% and antenna size was reduced by 39.1%, compared to the conventional TSA.
Second, the fan-shaped structures combined with the stepped structures (SSs) were added to the sides
of the ground conductor to further miniaturize the TSA. The fan-shaped structures based on the HCSs
and HCPs were appended to the ground conductor with the QCSs and SSs. The compact wideband
TSA using the second miniaturization method had the simulated frequency band for a VSWR less than
2 of 2.313–13.805 GHz (142.6%) with gain in the band ranging 3.0–8.1 dBi. Impedance bandwidth
was increased by 37.8% and antenna size was reduced by 45.9%, compared to the conventional
TSA. Therefore, the increase in impedance bandwidth and the size reduction effect of the compact
wideband TSA using the second miniaturization method were better compared to those using the
first method. In addition, sidelobe levels at high frequencies decreased while gain at high frequencies
increased. A prototype of the compact wideband TSA using the second miniaturization method was
fabricated on an RF-35 substrate to validate the simulation results. The measured frequency band for
a VSWR less than 2 was 2.320–13.745 GHz (142.2%) with measured gain ranging 3.1–7.9 dBi.

Keywords: compact wideband tapered slot antenna (TSA); miniaturization method; fan-shaped
structures; stepped structures; chipless radio frequency identification (RFID)

1. Introduction

As the era of the fourth industrial revolution progresses to realize a hyper-connected in-
telligent information society in which both people and objects are connected, and collected
data are analyzed and utilized based on artificial intelligence, the demand of wideband
wireless communication technology is extensively increasing in order to satisfy the need
to support more users and to provide more information with higher data rates [1,2]. The
design of a wideband antenna is necessary to support the wideband wireless commu-
nication technology [3]. Wideband antennas can be divided into omni-directional and
directional antennas depending on radiation patterns or directivity of the antenna. The
types of directional wideband antennas include Yagi-Uda antennas, quasi-Yagi antennas,
log-periodic dipole array antennas, spiral antennas, tapered slot antennas (TSAs), horn
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antennas, and reflector antennas [4]. Among various directional wideband antennas, TSAs
have been widely used because they are thin with a planar structure, are easy to manu-
facture, and have relatively high gain characteristics over a wide band [5]. The concept
of the TSAs began in the late 1950s as a flared slot antenna with the slot width gradually
increasing [6]. TSAs with an exponentially tapered slot were introduced by Gibson as the
Vivaldi antenna in 1979 [7] and have been actively studied in the fields of ultra-wideband
(UWB) communications, radar, and imaging. TSAs can be classified into constant width,
linear, stepped, elliptical, exponential (Vivaldi), and double exponential, depending on the
shape of the slot [5].

Compact wideband directional antennas are required in application fields, such as
a UWB communication for wearable devices, UWB radar and imaging systems, wireless
body area networks, and retransmission-based chipless radio frequency identification
(RFID) systems [8–10]. Miniaturization methods to reduce the dimensions of the TSAs
found in the literature can be classified as follows: an addition of the slots with various
shapes to the sides of the ground conductor, an insertion of the corrugations to the sides
of the ground conductor, and a modification of the shape of the tapered slot [11]. Firstly,
the slots with various shapes, such as exponential, triangular, anti-spiral, quarter circular,
half circular, eye-shaped, eye-shaped combined with a circle, modified exponential, fractal-
shaped, and hook-shaped, were appended to the edges or sides of the ground conductor
for the miniaturization of the TSAs. When the slots were etched on the sides of the ground
conductor, the outer electrical length of the TSAs was increased, and this, in turn, moved
the lower limit of the frequency band, which has a size-reduction effect. A bunny-ear-
shaped TSA with an exponentially tapered ground conductor operating in the frequency
range from 0.5 GHz to 18 GHz was proposed to reduce the size of the TSA [12]. A compact,
linear TSA with a combination of a triangular slot on the left side and corrugations on the
right side of the ground conductor was introduced to operate from 3.1 GHz to 11 GHz [13].
However, the frequency bandwidth was somewhat limited by the coplanar waveguide
feed to a delay slotline transition. A compact sheep-horn-shaped TSA with a pair of anti-
spiral-shaped structure loadings at the ends and two lumped resistors at the half path of
the spirals covering a frequency band of 1.2–9.8 GHz was reported [14]. In this case, the
gain of the TSA was not provided and the lumped resistors might reduce antenna gain. A
pair of quarter circular slots and nonuniform corrugations were added on the sides of the
ground conductor of an elliptical TSA to cover a frequency band of 3.1–10.6 GHz, but the
antenna performance was similar to the TSA with the triangular slot and corrugations [15].
A miniaturized TSA with a combination of quarter circular slots and stepped structures for
further size reduction was proposed to cover 2.35–11 GHz [16]. However, the frequency
bandwidth might be extended by using curved structures instead of linear structures. A
compact TSA using a pair of half circular slots operating in a frequency band of 4.5–50 GHz
with large bandwidth was also reported, but the antenna width was quite large compared
to other compact TSAs in the literature because of the circular patches appended to the
upper part of the TSA [17]. Two pairs of eye-shaped slots were added on the sides of
the ground conductor for designing a compact TSA with an operating frequency band
ranging from 3 GHz to 12.6 GHz [18]. More pairs of slots can be used for size reduction if
the ground conductor has enough space to add them. Resonant cavities consisting of an
eye-shaped slot and a circular slot were introduced to the edges of the ground conductor to
make a compact TSA covering 0.5–6 GHz [19]. However, gain at low-frequency regions was
less than 1 dBi, so a tradeoff between the size reduction and lowest gain in the band should
be considered. A miniaturized dual-layer TSA with a pair of modified exponential slots
operating in the frequency range from 2.5 GHz to 11 GHz was reported, but the antenna
height was doubled due to the dual-layer structure [20]. A comparison of performance
and dimensions based on using either exponential slots or circular slots might need to be
investigated. The slots using the third generation of Koch fractal curve with a combination
of circular slots were used to make a compact TSA operating from 4.87 GHz to 11 GHz,
but the Koch fractal curve-based slots would be very difficult to design in practice because
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of their complex structure and time-consuming geometry calculation [21]. Hook-shaped
slots were appended to the sides of the ground conductor for a compact linear TSA with a
frequency band of 2.83–11.31 GHz [22]. In this case, a new design using a different taper
shape and slots using the curve-based structures instead of straight line-based structures
might need to be investigated for further miniaturization. Four sequentially rotated Vivaldi
elements were bent into the antenna aperture for the miniaturization of the wideband
directional circularly polarized antenna operating in the frequency band from 1.6 GHz
to 2.9 GHz using a 1-to-4-integrated feeding network with identical amplitudes and an
orthogonal phase [23]. However, the antenna height was quite large due to the bent Vivaldi
structures. Four cascaded circular cavity structures based on several circular holes in
tandem with different curvatures were appended on the sides of the ground conductor
of a Vivaldi antenna to cover the 0.45–10 GHz frequency band, but gain at low-frequency
regions was less than 0 dBi and the antenna size was very large [24].

Secondly, corrugations were inserted on the sides of the ground conductor to minia-
turize the TSAs. Corrugations are a periodic arrangement of uniform or nonuniform slits
(narrow rectangular, triangular, trapezoidal or arbitrary-shaped slots). They can also be
used for different purposes, such as gain enhancement and radiation pattern improvement.
A compact coplanar waveguide-fed TSA using three pairs of trapezoidal slots was proposed
to operate on a frequency band from 3 GHz to 11.4 GHz [25]. Effects of adding more pairs of
the slots on the size reduction and gain enhancement need to be investigated systematically.
The miniaturization performance of rectangular, cosine, and sawtooth (triangular) corruga-
tions added to the TSA with multi-section binomial transformers were compared for UWB
applications [26]. When 42 pairs of corrugations with three different types were appended,
the TSA with the rectangular corrugations showed the lowest operating frequency with a
frequency band of 2.92–11.91 GHz. However, the antenna size was quite large compared
to other compact TSAs in the literature. Six pairs of corrugations using slanted elliptical
rectangular slots were used to miniaturize an antipodal TSA operating in the 4.5–50 GHz
band, but the antenna size was also quite large [27].

Thirdly, the shape of the tapered slot was modified nonuniformly by varying the width
of the tapered slot using a sinusoidal modulated Gaussian or a truncated Fourier series. A
sinusoidal modulated Gaussian tapered slot with exponential slots on the ground conductor
was proposed for a compact TSA operating from 2 GHz to 12 GHz [28]. A nonuniform
tapered slot using a truncated Fourier series with cosine functions was introduced to design
a miniaturized TSA with a frequency band of 2.9–13.55 GHz [29]. However, the tapered
slot using a sinusoidal modulated Gaussian or a truncated Fourier series would also be
very difficult to design in practice due to a complex structure.

To increase the gain of the miniaturized TSAs, directive materials using a parasitic
metallic patch, a dielectric lens/cover with high relative permittivity, and a metamaterial
loading/lens with periodic unit cells were added above the tapered slot aperture as a
director [22]. Firstly, for the gain enhancement method using a parasitic metallic patch,
various patch shapes, such as an elliptical, a diamond-shaped, or in multiple strips, were
appended either inside the tapered slot or above the tapered slot [30–33]. Secondly, a
dielectric lens/cover with different shapes, such as a half-elliptical shaped, a trapezoidal
shaped, an exponential shaped, or a combination of two fan-shaped and a half-circular-
shaped slots, was applied to enhance gain [34–40]. Thirdly, for a metamaterial loading/lens,
different unit cell shapes, such as a meander-line, a modified split ring, a modified parallel
line, or a rectangular patch, were used [41–48]. In addition to adding directive materials,
methods of adding a horn structure and increasing the number of tapered slots were
attempted to enhance gain of the compact TSAs. A pyramidal horn structure was combined
with the TSA as an exterior surrounding structure to increase gain [49]. Two metallic plates
can also be used instead of the horn structure with four plates to alleviate the cost and
complexity of the fabrication [50,51]. A double-slot structure excited in uniform amplitude
and phase by using a T-junction power divider was proposed to increase the gain of the
TSA [52].
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Meanwhile, RFID technologies, which use identification information transmitted
from a tag attached to an object using electromagnetic waves to automatically recognize
the attached object without contact using various frequencies, have been developed as a
next-generation automatic recognition technology and have been widely used in various
fields of everyday life, such as goods (asset) management, access control, food waste
management, electronic passport, transportation card, highway electronic toll collection,
clothing and book theft prevention, and medicine management [53,54]. To solve the
problem of the high price for chip-based RFID tags, various studies have been conducted
on chipless RFID tags [55]. Among the various methods realizing chipless RFID tags,
a microwave resonator-based method has been actively investigated. The microwave
resonator-based method can be divided into time domain, frequency domain, and hybrid
methods depending on the domain in which electromagnetic wave signals are used [56,57].
Frequency domain methods can be divided into a retransmission-based method using
transmitting and receiving antennas combined with resonators and a back scattering-based
method using only resonators. As mentioned earlier, a compact wideband directive antenna
with moderate gain is required for the retransmission-based method in order to receive the
interrogation electromagnetic wave of the reader and transmit the spectral signature of the
tag for identification (ID) or sensing information back to the reader [10,58].

In this paper, two design methods for a compact wideband TSA using fan-shaped
and stepped structures for chipless RFID sensor tag applications were proposed. First, a
miniaturization of the TSA by sequentially appending the fan-shaped structures using
quarter circular slots, half circular slots, and half circular patches to the sides of the ground
conductor was proposed. Next, to further miniaturize the TSA, the fan-shaped structures
combined with the stepped structures were added to the sides of the ground conductor.
The variations in the input reflection coefficient and gain of the TSA were systematically
compared when the fan-shaped slots or patches were added at each stage during the
design process. In addition, the operating characteristics of the final-designed compact
wideband TSAs using the two miniaturization methods were analyzed using the surface
current density distributions and radiation patterns at several frequencies in the band. The
proposed compact wideband antenna with the slots combined with the fan-shaped and
stepped structures was fabricated on an RF-35 substrate to compare with the simulation
results. All the simulated results in this paper were obtained using CST Studio Suite
(Dassault Systèmes Co., Vélizy-Villacoublay, France) [59].

2. Miniaturization Using Fan-Shaped Structures

The geometry of a compact wideband TSA using the fan-shaped structures is shown
in Figure 1. On the top side of the substrate, a ground conductor consisting of an exponen-
tially tapered slot terminated with a circular slot cavity and side slots using fan-shaped
structures was printed, whereas a 50-ohm microstrip transmission line consisting of a
circular termination stub and two-stage transmission lines of different widths was printed
on the bottom side. An RF-35 substrate with a relative permittivity of εr = 3.5, a loss tangent
of tan δ = 0.0018, and a thickness of h = 0.76 mm was used.

The tapered slot was designed using Equation (1). In the equation, x is the distance
from the x-axis to the end of the exponential slot when the horizontal axis of the substrate is
the x-axis and its origin is the center of the lower edge for the substrate. For instance, when
y increases from 6 mm (loff1 + 2 × rs) to 36 mm (L), x increases from 0.16 mm to 5.85 mm
exponentially, using the design parameters in Table 1.

x = ±
{

c1exp(r1(y − (loff1 + 2 × rs)))− c1 +
ws1

2

}
, (loff1 + 2 × rs) ≤ y ≤ L (1)

The quarter circular slots (QCSs) with a radius of rg1, the half circular slots (HCSs) with
a radius of rg2, the half circular patches (HCP1s) with a radius of rg3, and the half circular
patches (HCP2s) with a radius of rg4 were sequentially added on the sides of the ground
conductor to miniaturize the TSA. We note that the QCSs are the fan-shaped structures
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with an angle of 90◦, whereas the HCSs and HCPs are the fan-shaped structures with an
angle of 180◦. Table 1 shows the final design parameters of the compact wideband TSA
using fan-shaped structures consisting of the QCSs, HCSs, HCP1s, and HCP2s.

Figure 1. Geometries of the compact wideband TSA using fan-shaped structures (quarter circular
slots (QCSs), half circular slots (HCSs), and half circular patches (HCP1s and HCP2s)): (a) whole
structure and (b) top and bottom sides with design parameters.

Table 1. Design parameters of the compact wideband TSA using fan-shaped structures.

Parameter Value (mm) Parameter Value (mm)

W 36 wf2 1.1
L 36 rf 2.4

ws1 5 rg1 16
ws2 11.7 rg2 8
loff1 2 rg3 5
loff2 15 rg4 2
loff3 5.6 rs 2
lf1 11.3 c1 0.17
lf2 6.5 r1 0.118
wf1 1.9 h 0.76

Figure 2 shows the antenna structures considered when the QCSs, HCSs, HCP1s, and
HCP2s are added sequentially during the design process of the compact wideband TSA
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using the fan-shaped structures. Figure 2a is the geometry of a conventional TSA without
the slots on the sides of the ground conductor, whereas Figure 2b shows the TSA with the
QCSs with a radius of rg1 appended to the sides of the ground conductor. Figure 2c is the
geometry of the TSA with the QCSs with a radius of rg1 and the HCSs with a radius of
rg2, whereas Figure 2d shows the TSA with the QCSs with a radius of rg1, the HCSs with a
radius of rg2, and the HCP1s with a radius of rg3. Figure 2e shows the final compact TSA
with the QCSs with a radius of rg1, the HCSs with a radius of rg2, the HCP1s with a radius
of rg3, and the HCP2s with a radius of rg4.

Figure 2. Design process of the compact wideband TSA using the fan-shaped structures: (a) conven-
tional TSA without slots, (b) the TSA with the QCSs, (c) the TSA with the QCSs and HCSs, (d) the
TSA with the QCSs, HCSs, and HCP1s, and (e) the TSA with the QCSs, HCSs, HCP1s, and HCP2s.

Figure 3 compares the input reflection coefficient and gain characteristics of the five
antenna structures shown in Figure 2. In the case of the conventional TSA shown in
Figure 2a without the slots on the sides of the ground conductor, the frequency band for
a voltage standing wave ratio (VSWR) less than 2 was 4.157–13.670 GHz (106.7%), and
gain in the band was 3.2–7.7 dBi. When the QCSs with a radius of rg1 = 16 mm were
added to the sides of the ground conductor as shown in Figure 2b, the frequency band
for a VSWR less than 2 was increased to 2.894–13.589 GHz (129.8%) and gain in the band
was 4.0–8.3 dBi. Therefore, impedance bandwidth was increased by 23.1% and antenna
size was reduced by 30.4%, compared to the conventional TSA in Figure 2a. Next, as the
HCSs with a radius of rg2 = 8 mm were appended below the QCSs as shown in Figure 2c,
the frequency band for a VSWR less than 2 was 2.754–13.605 GHz (132.7%), and gain in
the band was 3.1–7.1 dBi. In this case, impedance bandwidth was increased by 26.0% and
antenna size was reduced by 33.8%, compared to the conventional TSA. When the HCP1s
with a radius of rg3 = 5 mm were added to the upper corners of the QCSs, as shown in
Figure 2d, the frequency band for a VSWR less than 2 was 2.704–13.391 GHz (132.8%) and
gain in the band was 3.1–6.8 dBi. Hence, impedance bandwidth was increased by 26.1%
and antenna size was reduced by 35.0%, compared to the conventional TSA. Finally, when
the HCP2s with a radius of rg4 = 2 mm were appended to the lower corners of the QCSs
as shown in Figure 2e, the frequency band for a VSWR less than 2 was 2.530–13.379 GHz
(136.4%) and gain in the band was 3.1–6.9 dBi. Therefore, impedance bandwidth of the
compact wideband TSA with the QCSs, HCSs, HCP1s, and HCP2s was increased by 29.7%
and antenna size was reduced by 39.1%, compared to the conventional TSA.
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Figure 3. Performance comparison of the five antenna structures considered in the design process
for the compact wideband TSA using the fan-shaped structures: (a) input reflection coefficient and
(b) realized gain.

Figure 4 shows a comparison of the effects of varying the radius rg1 of the QCSs
and the radius of rg3 of the HCP1s on the input reflection coefficient and realized gain
characteristics of the compact wideband TSA with fan-shaped structures. For varying rg1,
it was varied from 14 mm to 16 mm with a step of 1 mm and other design parameters were
fixed at the values in Table 1. For varying rg3, it was varied from 1 mm to 5 mm with a step
of 2 mm, and other design parameters were fixed at the values in Table 1. It turned out
that the frequency band of the input reflection coefficient moved toward low frequency,
and the bandwidth slightly increased as rg1 increased from 14 mm to 16 mm. However,
gain in the band decreased slightly due to the effect of size reduction. For rg1 = 14 mm, the
frequency band for a VSWR less than 2 was 2.708–13.687 GHz (133.9%), and gain in the
band was 3.6–7.2 dBi. As rg1 increased to 15 mm, the frequency band for a VSWR less than
2 shifted toward low frequency, i.e., 2.616–13.586 GHz (135.4%), and gain in the band was
3.3–7.0 dBi. When rg1 increased further to 16 mm, the frequency band for a VSWR less than
2 moved further toward low frequency, i.e., 2.530–13.379 GHz (136.4%), and gain in the
band was 3.1–6.9 dBi.

The effects of varying rg3 also showed a similar trend to the rg1 results with relatively
smaller variations in the frequency bandwidth and gain characteristics. For rg3 = 1 mm,
the frequency band for a VSWR less than 2 was 2.584–13.595 GHz (136.1%) with some
deteriorated middle-frequency regions, and gain in the band was 2.2–7.1 dBi with reduced
gain in the high-frequency region. As rg3 increased to 3 mm, the frequency band for a
VSWR less than 2 shifted toward low frequency, i.e., 2.552–13.432 GHz (136.1%) with
some deteriorated middle-frequency regions, and gain in the band was 2.6–6.8 dBi with
reduced gain in the middle- and high-frequency regions. When rg3 increased further to
5 mm, the frequency band for a VSWR less than 2 moved further toward low frequency,
i.e., 2.530–13.379 GHz (136.4%), and gain in the band was 3.1–6.9 dBi. Therefore, the value
of rg3 needs to be carefully determined by looking at impedance matching and gain
variations in the band.

Figure 5 shows the simulated surface current distributions of the compact wideband
TSA using the fan-shaped structures with rg1 = 16 mm at 2.53 GHz, 3.1 GHz, 6 GHz, 9 GHz,
and 12 GHz. The surface currents at low frequencies, such as 2.53 GHz and 3.1 GHz,
were distributed on the whole structure of the TSA, including the slots on the ground
conductor and the tapered slot. As the frequency increased, the surface currents were
mainly distributed on the tapered slot. For high frequencies at 9 GHz and 12 GHz, the
length of the tapered slot is larger than one guided wavelength at these frequencies, and
the sidelobe levels were increased.
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Figure 4. Effects of varying the radius rg1 of the QCSs and the radius rg3 of the HCP1s on the
performance of the compact wideband TSA with fan-shaped structures: (a) input reflection coefficient
for varying rg1, (b) realized gain for varying rg1, (c) input reflection coefficient for varying rg3, and
(d) realized gain for varying rg3.

Figure 5. Surface current distributions of the compact wideband TSA using the fan-shaped structures
at (a) 2.53 GHz, (b) 3.1 GHz, (c) 6 GHz, (d) 9 GHz, and (e) 12 GHz.

Three-dimensional radiation patterns of the compact wideband TSA using the fan-
shaped structures at 2.53 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz are compared in
Figure 6, whereas Figure 7 shows the co-pol. (polarization) and cross-pol. radiation
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patterns on the E-plane (x-y plane) and H-plane (y-z plane) at 2.53 GHz, 3.1 GHz, 6 GHz,
9 GHz, and 12 GHz. It can be seen that the sidelobe and cross-pol. levels increased as the
frequency increased.

Figure 6. Three-dimensional radiation patterns of the compact wideband TSA using the fan-shaped
structures at (a) 2.53 GHz, (b) 3.1 GHz, (c) 6 GHz, (d) 9 GHz, and (e) 12 GHz.

Figure 7. Comparison of E- and H-plane radiation patterns of the compact wideband TSA using the
fan-shaped structures at 2.53 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz: (a) E-plane co-pol. (x-y
plane), (b) E-plane cross-pol. (x-y plane), (c) H-plane co-pol. (y-z plane), and (d) H-plane cross-pol.
(y-z plane).
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3. Miniaturization Using Fan-Shaped and Stepped Structures

This section deals with a method of combining the fan-shaped structures and a stepped
structure to further decrease the size of the TSA. An attempt to miniaturize the TSA by
combining the quarter circular slots and a stepped structure has been studied in [16]. For
further miniaturization, we investigated appending the half circular slots and half circular
patches on the stepped structure. Figure 8 shows the geometry of the compact wideband
TSA using a combination of the fan-shaped and stepped structures.

Figure 8. Geometries of the compact wideband TSA using the fan-shaped and stepped structures:
(a) whole structure and (b) top and bottom sides with design parameters.

The configuration of the compact wideband TSA using the fan-shaped and stepped
structures is similar to that of the compact wideband TSA using the fan-shaped structures.
For the miniaturization of the TSA, the quarter circular slots (QCSs) with a radius of rg1,
the stepped structures (SSs) with five steps, the half circular slots (HCS1s) with a radius
of rg2, the half circular patches (HCP1s) and half circular slots (HCS2s) with a radius of
rg3, and the half circular patches (HCP2s) with a radius of rg4 were sequentially appended
on the sides of the ground conductor. Table 2 shows the final design parameters of the
compact wideband TSA using the fan-shaped and stepped structures consisting of the
quarter circular slots, stepped structures, half circular slots, and half circular patches. Note
that c1 slightly increased to 0.23 compared to that of the compact wideband TSA using the
fan-shaped structures.

The antenna structures considered when the QCSs, SSs, HCS1s, HCP1s, HCS2s, and
HCP2s are added sequentially during the design process of the compact wideband TSA
using the fan-shaped and stepped structures are shown in Figure 9. Figure 9a is the
geometry of a conventional TSA without the slots on the sides of the ground conductor,
whereas Figure 9b shows the TSA with the QCSs with a radius of rg1 appended to the sides
of the ground conductor. Figure 9c is the geometry of the TSA with the QCSs with a radius
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of rg1 and the SSs with five steps, whereas Figure 9d shows the TSA with the QCSs with a
radius of rg1, the SSs with five steps, the HCS1s with a radius of rg2, and the HCP1s and
HCS2s with a radius of rg3. Figure 9e shows the final compact TSA with the QCSs with a
radius of rg1, the SSs with five steps, the HCS1s with a radius of rg2, the HCP1s and HCS2s
with a radius of rg3, and the HCP2s with a radius of rg4.

Table 2. Design parameters of the compact wideband TSA using the fan-shaped and stepped structures.

Parameter Value (mm) Parameter Value (mm)

W 36 wf2 1.1
L 36 rf 2.4

ws1 5 rg1 16
ws2 11.7 rg2 2
loff1 2 rg3 1
loff2 15 rg4 2
loff3 6.1 rs 2
lf1 11.3 c1 0.23
lf2 7 r1 0.118
wf1 1.9 h 0.76

Figure 9. Design process of the compact wideband TSA using the fan-shaped and stepped structures:
(a) conventional TSA without slots; (b) the TSA with the QCSs; (c) the TSA with the QCSs and SSs;
(d) the TSA with the QCSs, SSs, HCS1s, HCS2s, and HCP1s; and (e) the TSA with the QCSs, SSs,
HCS1s, HCS2s, HCP1s, and HCP2s.

The performances such as input reflection coefficient and gain characteristics of the
five antenna structures shown in Figure 9 were compared in Figure 10. The frequency
band of the conventional TSA in Figure 9a without the slots for a VSWR less than 2 was
4.276–13.691 GHz (104.8%), and gain in the band was 3.7–8.0 dBi. The frequency band
for a VSWR less than 2 was increased to 3.178–13.711 GHz (124.7%) and gain in the band
was 5.1–8.5 dBi when the QCSs with a radius of rg1 = 16 mm were added to the sides of
the ground conductor as shown in Figure 9b. In this case, impedance bandwidth was
increased by 19.9% and antenna size was reduced by 25.7%, compared to the conventional
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TSA in Figure 9a. Next, as the SSs with five steps having a step length of 2 mm (2 × rg3)
were appended in the center of the QCSs as shown in Figure 9c, the frequency band for
a VSWR less than 2 was 2.483–13.671 GHz (138.5%) and gain in the band was 3.5–8.5 dBi.
Hence, impedance bandwidth was increased by 33.7.0% and antenna size was reduced by
41.9%, compared to the conventional TSA. When the HCS1s with a radius of rg2 = 2 mm
were added to the lower corners of the QCSs, and the HCP1s and HCS2s with a radius of
rg3 = 1 mm were added in the steps of the SSs, as shown in Figure 9d, the frequency band
for a VSWR less than 2 was 2.360–13.767 GHz (141.5%) and gain in the band was 3.1–8.6
dBi. In this case, impedance bandwidth was increased by 36.7% and antenna size was
reduced by 44.8%, compared to the conventional TSA.

Figure 10. Performance comparison of the five antenna structures considered in the design process
for the compact wideband TSA using the fan-shaped and stepped structures: (a) input reflection
coefficient and (b) realized gain.

Finally, when the HCP2s with a radius of rg4 = 2 mm were appended to the upper
corners of the QCSs as shown in Figure 9e, the frequency band for a VSWR less than 2 was
2.313–13.805 GHz (142.6%) and gain in the band was 3.0–8.1 dBi. Therefore, impedance
bandwidth of the compact wideband TSA with the QCSs, SSs, HCS1s, HCP1s, HCP2s,
and HCP2s was increased by 37.8% and antenna size was reduced by 45.9%, compared to
the conventional TSA. In addition, when compared to the TSA with the QCSs and SSs in
Figure 9c, impedance bandwidth was increased by 4.1% and antenna size was reduced
by 6.9%.

Figure 11 shows the simulated surface current distributions of the compact wideband
TSA using the fan-shaped and stepped structures at 2.313 GHz, 3.1 GHz, 6 GHz, 9 GHz,
and 12 GHz. Similar to the compact wideband TSA using the fan-shaped structures only,
the surface currents at low frequencies such as 2.313 GHz and 3.1 GHz were distributed
on the whole structure of the TSA, including the slots on the ground conductor and the
tapered slot. As the frequency increased, the surface currents were mainly distributed on
the tapered slot.

Three-dimensional radiation patterns of the compact wideband TSA using the fan-
shaped and stepped structures at 2.313 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz are
compared in Figure 12. The co-pol. and cross-pol. radiation patterns in the E-plane (x-y
plane) and H-plane (y-z plane) at 2.313 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz are
shown in Figure 13. We note that the sidelobe levels at high frequencies such as 9 GHz and
12 GHz decreased compared to those of the compact wideband TSA using the fan-shaped
structures only. It is conjectured that the ground slots using the fan-shaped and stepped
structures were finished far above the feed line compared to when only the fan-shaped
structures were used, and this lowered the sidelobe levels.
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Figure 11. Comparison of the surface current distributions of the compact wideband TSA using the
fan-shaped and stepped structures at (a) 2.313 GHz, (b) 3.1 GHz, (c) 6 GHz, (d) 9 GHz, and (e) 12 GHz.

Figure 12. Three-dimensional radiation patterns of the compact wideband TSA using the fan-shaped
and stepped structures at (a) 2.313 GHz, (b) 3.1 GHz, (c) 6 GHz, (d) 9 GHz, and (e) 12 GHz.
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Figure 13. Comparison of E- and H-plane radiation patterns of the compact wideband TSA using the
fan-shaped and stepped structures at 2.313 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz: (a) E-plane
co-pol. (x-y plane), (b) E-plane cross-pol. (x-y plane), (c) H-plane co-pol. (y-z plane), and (d) H-plane
cross-pol. (y-z plane).

4. Experiment Results and Discussion

A prototype of the compact wideband TSA using the fan-shaped and stepped struc-
tures was fabricated on an RF-35 substrate to validate the simulation results, as shown in
Figure 14. Input reflection coefficient characteristic of the fabricated compact wideband
TSA using the fan-shaped and stepped structures was measured using an Agilent N5230
(Agilent Technologies Inc., Santa Clara, CA, USA) vector network analyzer. The measured
frequency band for a VSWR less than 2 was 2.320–13.745 GHz (142.2%), whereas it was
2.313–13.805 GHz (142.6%) for the simulated result, as shown in Figure 15a. The lower
limit of the measured frequency band slightly increased, and the upper limit decreased.
Therefore, the measured frequency band slightly decreased compared to the simulated one.

Figure 14. Photographs of the fabricated compact wideband TSA using the fan-shaped and stepped
structures: (a) top view and (b) bottom view.
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Figure 15. Measured performance of the fabricated compact wideband TSA using the fan-shaped
and stepped structures: (a) input reflection coefficient, (b) realized gain, and (c) simulated efficiency.

Measured gain of the fabricated compact wideband TSA using the fan-shaped and
stepped structures was compared in Figure 15b. It ranged from 3.1 dBi to 7.9 dBi, which
is similar to the simulated one. A simulated total efficiency of the fabricated compact
wideband TSA using the fan-shaped and stepped structures is plotted in Figure 15c. Total
efficiency ranged from 80% to 99.5% in the band.

Figure 16 shows the comparison of the measured and simulated radiation patterns
in the E- and H-planes at 2.35 GHz, 3.1 GHz, 6 GHz, 9 GHz, and 12 GHz. The measured
and simulated radiation patterns agreed well with each other for both planes, but the
measured cross pol. levels were increased due to the effects of the coaxial cable used for
measurement. Cross pol. levels can be suppressed by using a double-layer structure instead
of a single-layer one [20] or an antipodal structure with increased height.

Table 3 compares the dimensions and performances of the proposed compact wide-
band TSA using the fan-shaped and stepped structures with other compact wideband
TSAs in the literature. Electrical dimensions of the antennas were calculated using the
free-space wavelength of the lower limit frequency (λL) for each antenna. We can see that
the frequency bandwidth of the proposed compact wideband TSA using the fan-shaped
and stepped structures is the largest among the antennas except [14,17,19,24,27], but the
electrical dimensions considering the lower limit frequency are smaller than these. In
addition, the electrical dimensions of the proposed TSA are the smallest among the an-
tennas except [14,16,23,29], but the lowest gain is larger compared to them. In this regard,
tradeoff between the lowest gain in the band and impedance frequency bandwidth must
be necessary for designing the compact TSA considering minimum antenna size. Figure 17
shows the general design procedure of the compact wideband TSA. Firstly, determine the
length and width of the TSA considering minimum antenna size and substrate material.
The longer the TSA’s length, the lower the lowest limit frequency and the wider the fre-
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quency bandwidth with increased gain. Secondly, determine a taper shape among constant
width, linear, stepped, elliptical, exponential (Vivaldi), and double exponential. Thirdly,
choose a proper wideband feeding structure, such as a microstrip-to-slotline transition or
a coplanar waveguide-to-slotline transition. The shapes and sizes of the open conductor
stub and slot cavity should be optimized for wideband operation. Fourthly, select a proper
miniaturization method among an addition of the slots with various shapes to the sides of
the ground conductor, an insertion of the corrugations to the sides of the ground conductor,
and a modification of the shape of the tapered slot.
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Figure 16. Cont.
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Figure 16. Measured radiation patterns in the E- and H-planes of the compact wideband TSA using
the fan-shaped and stepped structures at (a) 2.35 GHz, (b) 3.1 GHz, (c) 6 GHz, (d) 9 GHz, and (e) 12 GHz.

Table 3. Comparison of the dimensions and performances of the compact wideband TSA using the
fan-shaped and stepped structures with other compact wideband TSAs in the literature.

References Miniaturization Methods
Physical

Dimensions
(mm3)

Electrical Dimensions
(λL

3)

Bandwidth for
VSWR < 2

(GHz)
Gain (dBi)

[13] Triangular slot
and corrugations 35 × 36 × 0.8 0.362 × 0.372 × 0.008 3.1–10.6

(109.5%) 2–8.5

[14] Anti-spiral shape and
lumped resistors 63.5 × 53 × - 0.254 × 0.212 × - 1.2–9.8

(156.4%) -

[15] Quarter circular slots and
nonuniform corrugations 37 × 34 × 0.8 0.382 × 0.351 × 0.008 3.1–10.6

(109.5%) 1.5–8.1

[16] Quarter circular slots and
stepped structures 36 × 30 × 1.0 0.282 × 0.235 × 0.008 2.35–11.0

(129.6%) 3.0–7.8

[17] Half circular slots 44 × 62 × 0.254 0.66 × 0.93 × 0.004 4.5–50.0
(167.0%) 3.0–12.0

[18] Two pairs of
eye-shaped slots 36 × 36 × 0.8 0.36 × 0.36 × 0.008 3.0–12.8

(124.1%) 3.7–8.3
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Table 3. Cont.

References Miniaturization Methods
Physical

Dimensions
(mm3)

Electrical Dimensions
(λL

3)

Bandwidth for
VSWR < 2

(GHz)
Gain (dBi)

[19]
Resonant cavities consisting
of an eye-shaped slot and a

circular slot
150 × 258 × 0.8 0.25 × 0.43 × 0.001 0.5–6.0

(169.2%) 0.8–8.0

[20] Modified exponential slots 36 × 32 × 2 0.3 × 0.267 × 0.017 2.5–11.0
(125.9%) 3.5–8.0

[21]
Third generation of Koch

fractal curves and
circular slots

36 × 60 × 0.64 0.584 × 0.974 × 0.01 4.87–11.0
(77.3%) -

[22] Hook-shaped slots 30 × 32 × 0.8 0.283 × 0.302 × 0.008 2.83–11.31
(119.9%) 3.2–7.5

[23] Bent Vivaldi elements 48 × 48 × 22.5 0.256 × 0.256 × 0.12 1.6–2.9
(57.8%)

1.7–5.7
(dBic)

[24]

Four cascaded circular
cavity structures based on

several circular holes in
tandem with

different curvatures

195 × 244.2 × 1.57 0.295 × 0.366 × 0.0024 0.45–10
(182.8%) −1–10.8

[25] Corrugations using three
pairs of trapezoidal slots 35 × 30 × 1 0.35 × 0.3 × 0.01 3.0–11.4

(116.7%) 3.0–7.4

[26] 42 pairs of
rectangular corrugations 50 × 100 × 0.8 0.487 × 0.973 × 0.008 2.92–11.91

(121.2%) 3.9–10.5

[27]
6 pairs of corrugations using

slanted elliptical
rectangular slots

30 × 40 × 0.51 0.45 × 0.6 × 0.008 4.5–50
(167.0%) 3.0–10.0

[28] Sinusoidal modulated
Gaussian tapered slot 50 × 56 × 0.8 0.333 × 0.373 × 0.005 2.0–12.0

(142.9%) 1.5–5.2

[29]
Nonuniform tapered slot
using a truncated Fourier

series with cosine functions
30 × 20.3 × 0.8 0.288 × 0.196 × 0.008 2.9–13.55

(129.5%) 1.8–6.9

This Work Fan-shaped and
stepped structures 36 × 36 × 0.76 0.278 × 0.278 × 0.006 2.320–13.745

(142.2%) 3.1–7.9

Figure 17. General design procedure of compact wideband TSA.
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5. Conclusions

We proposed two miniaturization methods for a compact wideband TSA either using
the fan-shaped structures only or using a combination of the fan-shaped and stepped
structures. The first miniaturization method was an addition of the fan-shaped structures
to the sides of the ground conductor of the TSA. The quarter circular slots, the half circular
slots, and the half circular patches were sequentially appended to the sides of the ground
conductor, and their effects on the input reflection coefficient and gain characteristics
of the TSA were compared. The frequency band of the compact wideband TSA with
the fan-shaped structures using the QCSs, HCSs, HCP1s, and HCP2s for a VSWR less
than 2 was 2.530–13.379 GHz (136.4%) and gain in the band was 3.1–6.9 dBi. In this case,
impedance bandwidth was increased by 29.7% and antenna size was reduced by 39.1%,
compared to the conventional TSA. The second miniaturization method to further reduce
the antenna size was a combination of the fan-shaped and stepped structures. Similar
to the first miniaturization method, the quarter circular slots, the stepped structures, the
half circular slots, and the half circular patches were sequentially appended to the sides
of the ground conductor, and their effects on the input reflection coefficient and gain
characteristics of the TSA were compared. The frequency band of the compact wideband
TSA with the fan-shaped and stepped structures using the QCSs, SSs, HCS1s, HCP1s,
HCP2s, and HCP2s for a VSWR less than 2 was 2.313–13.805 GHz (142.6%) and gain in
the band was 3.0–8.1 dBi. Impedance bandwidth was increased by 37.8% and antenna size
was reduced by 45.9%, compared to the conventional TSA. The operating characteristics of
the compact wideband TSAs using the two miniaturization methods were also analyzed
using the surface current density distributions and radiation patterns at several frequencies
in the band. It turned out that the sidelobe levels at high frequencies such as 9 GHz and
12 GHz of the compact wideband TSA with the second miniaturization method using the
fan-shaped and stepped structures decreased compared to those of the compact wideband
TSA with the first miniaturization method using the fan-shaped structures only.

A prototype of the compact wideband TSA using the fan-shaped and stepped struc-
tures was fabricated on an RF-35 substrate to validate the simulation results. The measured
frequency band for a VSWR less than 2 was 2.320–13.745 GHz (142.2%), and the measured
frequency band slightly decreased compared to the simulated result. Measured gain ranged
from 3.1 dBi to 7.9 dBi, which is similar to the simulated one. The measured and simulated
radiation patterns agreed well with each other for both E- and H-planes.

The proposed compact wideband TSAs using the fan-shaped and stepped structures
can be used for designing compact wideband directive antennas for retransmission-based
chipless RFID sensor tag applications in real-life scenarios. They might also be used for
UWB radar and imaging applications, such as the through-wall human detection and
identification of movements, human vital signal monitoring, and breast cancer detection
imaging system.

As part of future work, we plan to study a new method with a wider bandwidth
and miniaturization rate by combining the various miniaturization methods analyzed in
this paper.
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Abstract: In this study, a novel reconfigurable triple-band monopole antenna for LoRa IoT appli-
cations is fabricated on an FR-4 substrate. The proposed antenna is designed to function at three
distinct LoRa frequency bands: 433 MHz, 868 MHz, and 915 MHz covering the LoRa bands in Europe,
America, and Asia. The antenna is reconfigurable by using a PIN diode switching mechanism,
which allows for the selection of the desired operating frequency band based on the state of the
diodes. The antenna is designed using CST MWS® software 2019 and optimized for maximum gain,
good radiation pattern and efficiency. The antenna with a total dimension of 80 mm × 50 mm ×
0.6 mm (0.12λ0 × 0.07λ0 × 0.001λ0 at 433 MHz) has a gain of 2 dBi, 1.9 dBi, and 1.9 dBi at 433 MHz,
868 MHz, and 915 MHz, respectively, with an omnidirectional H-plane radiation pattern and a
radiation efficiency above 90% across the three frequency bands. The fabrication and measurement of
the antenna have been carried out, and the results of simulation and measurements are compared.
The agreement among the simulation and measurement results confirms the design’s accuracy and
the antenna’s suitability for LoRa IoT applications, particularly in providing a compact, flexible , and
energy efficient communication solution for different LoRa frequency bands.

Keywords: antenna; energy efficiency; IoT; LoRa; monopole; PIN diode; reconfigurable

1. Introduction

The Internet of Things (IoT) is a fast-growing network that globally interconnects
objects, supporting various input/output devices, actuators, and sensors for real-time data
collection, control, analysis, and sharing using standard communication protocols. The IoT
has had a great influence on our daily lives and has evolved from machine-to-machine
communication to connecting people, objects, data, and services. It is considered a key
enabler of Cyberphysical Systems (CPSs), which use IoT to link the physical and virtual
worlds [1].

One of the critical challenges in IoT is developing communication protocols that meet
the energy efficiency, wide signal coverage, energy conservation, affordability, and pro-
longed battery duration requirements of IoT devices. Low-Power Wide-Area Network
(LPWAN) technology is a solution that meets these requirements and has LoRa as one of its
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major contenders. LoRa is a patented radio modulation technology that utilizes unlicensed
frequency bands below 1 GHz and is suitable for IoT applications because of its availability
globally and lower cost. The aim of LoRa is to enable IoT devices to communicate over
long ranges with improved network capacity, secured data transmission, reduced device
cost, and low power consumption [2–6].

Owing to regulatory requirements, the operating frequency bands for LoRa in the
ISM bands differ according to regions and countries. For example, within the band of
410–441 MHz in China, about 32 channels were defined for LoRa applications [7]. In Eu-
rope, the designated frequencies for LoRa are 868 MHz and 433 MHz, while in America,
the operating frequency is 915 MHz [8]. Also, the operating frequency for LoRa in India is
865 MHz [9].

Robust and sophisticated communication protocols and efficient hardware are vital
to accomplishing an efficient communication network. Communication devices use an-
tennas to transmit and receive signals; therefore, an antenna is an integral part of LoRa
IoT devices [10–14]. Considering the operating frequencies of LoRa (below 1 GHz) and the
ever-increasing need for IoT devices to be small and economically low-cost, it is incredi-
bly challenging to design a miniaturized LoRa antenna that can be integrated alongside
compact IoT devices [15].

Conventional LoRa modules are equipped with a single whip antenna operating at
a fixed frequency. On the other hand, modern IoT devices communicate over multiple
frequency bands. The device will be cumbersome if several single-frequency resonant
antennas are used. Hence, there is a need for a single multiband antenna for IoT communi-
cation to extend network capacity [16]. It should be noted that wideband and multiband
antennas operate at a wide/single frequency band. They cannot be changed to a particular
frequency band based on the user’s demand. Instead, they radiate energy in all their de-
signed frequency bands leading to higher energy consumption and interference with other
devices. This limitation can hinder the usage of such antennas in emerging IoT devices.

Reconfigurable antennas are a better choice to overcome these challenges. The concept
of reconfigurability in antenna design refers to its capability to adjust its characteristics,
such as polarization, radiation pattern or resonant frequency. A reconfigurable frequency
antenna can switch its operating frequency to a chosen band. Therefore, the frequency
spectrum can be efficiently utilized [17,18].

The modern printed circuit technology enables easy manufacture of Microstrip Patch
Antennas (MPAs), which are also lightweight and mechanically robust. Moreover, these
antennas can be integrated with both planar and non-planar surfaces [19–21]. It is, therefore,
the best candidate to be used in LoRa IoT communications. Despite these advantages, it
remains difficult to design a miniaturized antenna for LoRa IoT applications at frequencies
below 1 GHz.

There have been a number of documented antenna designs [7,16,22–42] for LoRa
applications over the last decade. The authors in [7] reported the design of a miniaturized
antenna for LoRa sensor node IoT application on an FR-4 substrate. The antenna employs a
Planar Inverted Antenna (PIFA) structure with additional resonance created by cutting slots
on the ground plane. This results in a downward shift of the PIFA’s resonance frequency
from 450 MHz to 410 MHz. The antenna was designed to fit at the edge of the LoRa sensor
node circuit board, covering an area of 125 mm × 20 mm × 1.6 mm. It achieved a realized
gain greater than −6 dBi and a Voltage Standing Wave Ratio (VSWR) of less than 3.

In [16], a miniaturized dual-band antenna prototyped on an FR-4 material for LPWAN
application was reported. The antenna operates at 433 MHz and 868 MHz and has an
overall size of 90 mm × 30 mm × 1.6 mm. It used the geometry of the logo for the
Université Cote d’Azur to achieve a maximum gain of −4.1 dB at 433 MHz and −2.2 dB
at 868 MHz. However, the antenna is non-reconfigurable, and its gain is insufficient for
long-range communication.

In [22], an FR-4 material was employed to develop a rectangular MPA for LoRaWAN
application at 433 MHz. Cutting two (2) T-Shaped slots on its ground plane enhanced the
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antenna’s gain and efficiency. It has accomplished a gain of 2.194 dB with a total dimension
of 210.82 mm × 164.79 mm × 5.5 mm. A novel LoRa antenna operating at 868 MHz for
overwater and underwater surface communication was reported in [23]. With a footprint
of 120 mm × 70 mm × 2.4 mm, the antenna has achieved a gain of 2.11 dB. An E-shaped
dual-band energy harvesting antenna designed to operate in EGSM-900 and LoRaWAN
mobile communication networks was presented in [28]. The antenna design was carried
out on an FR-4 substrate and optimized to a total size of 102 × 81 × 1.6 mm3 using HFSS
and Grey Wolf Optimizer (GWO).

An IoT terminal with a dimension of 300 × 30 × 0.8 mm3 designed to support three
antennas operating at four frequency bands was presented in [33]. The terminal comprises:
dual band GSS antenna at 1.57 GHz and 1.21 GHz for the Galileo L1 and L2 frequencies,
respectively, 2.4 GHz LoRa antenna, and 868 MHz LoRa antenna. The realized maximum
gain of the GSS antenna was 3.05 dBi for both L1 and L2 frequencies, 4.17 dBi at 2.4 GHz
and 3.36 dBi at 868 MHz. Each of these antennas operates in one LoRa frequency and has a
large footprint; hence, they are not suitable for compact IoT devices.

A reconfigurable pattern antenna at 868 MHz was reported in [41]. The antenna has a
compact dimension of 80 × 55 mm2 and is switched electronically to achieve four patterns.
With a single-slot radiator, the antenna achieved a peak gain greater than 0.5 dB, whereas a
gain of 1.6 dB was achieved in the monopole configuration. This antenna has compact and
reconfigurable characteristics but is fixed to only one LoRa frequency.

A compact wideband double leaf-shaped MPA was reported in [42]. The antenna was
prototyped on an FR-4 material and had a total size of 22 × 34 mm2. It has covered all
the LoRa bands in the sub-1 GHz: 915 MHz, 868 MHz, and 433 MHz, with a peak gain
of 2.56 dB. This antenna is compact but cannot be tuned to suppress or select a particular
LoRa frequency band.

This work presents a compact, novel, triple-band frequency reconfigurable monopole
antenna for LoRa IoT applications on commercially available and cheaper FR-4 material.
The antenna with a dimension of 80 mm × 50 mm × 0.6 mm can be tuned using two (2) RF
(Radio Frequency) PIN diodes (D1 and D2) placed strategically in the branches of the an-
tenna. Switching these diodes enables the antenna to operate at 915 MHz, 868 MHz, and 433
MHz, depending on the state of the diodes. These covered the LoRa frequencies across the
globe. Meandered radiating monopoles and partial ground plane are employed to achieve
compact size and impedance matching of the antenna. To the best of our knowledge, this is
the first compact reconfigurable antenna that covered all the LoRa frequencies.

The subsequent sections of this paper have been organized as follows: Section 2
discusses the theory, structure, and reconfiguration mechanisms of the novel triple-band
LoRa monopole antenna. Section 3 provides a detailed analysis of the comparison between
measurement and simulation results for the antenna. Finally, Section 4 gives the conclusion
of the work.

2. Design Methodology

The endless demand for compact and low-cost wireless IoT systems has increased
the necessity for miniaturized, compact, and portable antennas. Such compact antennas
should fit easily into every small space for IoT applications. Here, the proposed antenna’s
methodology, basic structure, theory, design, and reconfiguration mechanism are presented.

2.1. Theory and Geometry of the Antenna

The geometry of the proposed antenna is shown in Figure 1. It comprises two
(2) branches of radiating elements each containing spirals of rectangular meandered
monopoles on the top surface of the substrate and a partial copper ground plane on
the bottom layer. Each branch has its specific resonance, which is controlled by RF switches.
Meandered microstrip lines are considered a powerful miniaturization technique in an-
tenna design. They are used to lengthen the path of current flow on an antenna’s surface
to produce lower frequencies resonance. Figure 1a depicts the top view of the triple band
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LoRa monopole antenna designed on a 0.6 mm thick FR-4 substrate of dimensions 80 mm
× 50 mm.

Figure 1. Geometry of the antenna (a) Front (b) Back.

To make the antenna integrable in emerging IoT devices, standard credit card di-
mensions of 85.6 mm × 53.98 mm are targeted to be the size of the proposed antenna.
The type and characteristics of the substrate were chosen to make the antenna planar,
cheaper, and easy to fabricate. The substrate has εr (relative permittivity) of 4.4 and tan δ
(loss tangent) of 0.02. To improve the antenna’s performance in terms of gain and efficiency,
a partial copper ground plane (35 m) is used as shown in Figure 1b. A Microstrip line with a
dimension of 3 mm is used to excite the antenna to achieve 50Ω impedance matching. Two
slots of width 2 mm each are cut at appropriate positions on the branch 1 and branch 2 so
that RF switches represented by D1 and D2 can be integrated into the antenna for switching
among LoRa frequencies. The length (L) of the spiral meandered monopoles in each branch
that will produce resonance at a specific frequency is determined using the Equations (1)
and (2) as presented in [43,44]. A monopole antenna is theoretically a quarter wavelength
antenna having its radiating elements and ground plane equal to 1/4th of the wavelength
of the resonance frequency of the antenna. This concept is used to fold the monopoles into
a spiral pattern to produce the required resonance at 433 MHz, 868 MHz, and 915 MHz.
Then, PIN Diodes are used to select among these frequencies depending on the state of
the diodes. The design, simulation, optimization, and antenna analysis are carried out in
CST MWS® software environment. The detailed dimensions of the antenna parameters
in millimetres are presented in Figure 1. In the simulation, the antenna is excited using
a waveguide port. The efficiency of an antenna increases when it is excited at the correct
position. This also reduces the reflection coefficient of the antenna (S11).

L =
λ

4
, (1)

where λ is the guided wavelength at each resonant frequency ( fr) and it is given by:

λ fr =
c

fr
√

εe
, (2)

c = speed of light in vacuum and εe is the effective permittivity
By folding the monopole conductors back and forth to form a meandered-line antenna

as shown in branches 1 and 2 of Figure 1, a compact antenna is realised which is capable of
operating at three distinct frequencies, 915 MHz, 868 MHz, and 433 MHz, depending on
the status of the switching elements D1 and D2.
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2.2. Frequency Switching Techniques

Frequency reconfigurability in an antenna refers to the ability to alter the path that
current follows on the antenna’s surface, thereby allowing for a shift in resonance to the
desired frequency band. Instead of using multiple antennas operating at different frequen-
cies, a reconfigurable frequency antenna can achieve the same function and simultaneously
reduce cost and save space. Various techniques and methods are used to achieve frequency
reconfiguration, including switches or slots on an antenna’s radiating elements. Electronic
switches used for reconfiguration in antenna include Field-Effect-Transistors (FET), Varac-
tor diodes, Micro-Electromechanical Systems (MEMS), PIN diodes, etc. PIN diodes have
received much attention for use as a switch in antenna due to their low cost, moderate
isolation, less complicated biasing circuitry, and ease of integration with the antenna ele-
ments [45,46]. In this work, two PIN diodes D1 and D2 (BAR50-02V) from Infineon, are
used to switch the antenna to operate at different LoRa frequencies. BAR50-02V is a silicon
PIN diode with low forward resistance and extremely low harmonics distortions. It can
operate from >10 MHz to 6 GHz. When both the diodes are ON, current flows from the
feed to branch 1 and branch 2 of the antenna to produce an effective resonance at 915 MHz.
When D1 is ON, and D2 is OFF, a resonance at 433 MHz is produced. The antenna operates
at 868 MHz when D2 is ON, and D1 is OFF. The schematic for the equivalent circuits of the
ON and OFF states of PIN diode are shown in Figure 2.

Figure 2. Equivalent circuit (a) ON state (b) OFF state.

It is evident from Figure 2 that, in the ON state, the PIN diode is represented by
a series combination of a resistor (R) and an inductor (L). While in the OFF state, it is
represented by an inductor (L) in series with a parallel combination of a resistor (R) and a
capacitor (C), as shown in Figure 2b. The values of these parameters for the ON and OFF
states are obtained from the diodes’ technical data sheets. In the ON state, the values of R
and L are small such that they behave as a short circuit to allow current to flow through
the radiating loops. While in the OFF state, the values are selected such that the circuit
blocks the current flow through the radiating loops. In the simulation, the ON state of the
PIN diode is modelled using resistor of 1 Ω without taking the effects of the capacitor and
inductor because in both the PIN diode model and the RLC lumped model, the ON-state of
diode behaves as a short circuit to allow the flow of current to the radiating monopoles.
In contrast, 20k Ω resistance is used to model the OFF state of the diode to block the flow
of current to the radiating monopoles. Alternatively, touchstone files are used in CST
to provide the S-Parameters of the diodes at ON and OFF states. This is considered the
best method to get the response of the diodes at ON and OFF states for different ranges
of frequencies. It is observed that the diodes behaved in a similar way using the two
techniques. In the prototype antenna, the two PIN diodes are soldered appropriately on
branch 1 and branch 2. The biasing voltage of the PIN diode is provided by 2-AAA batteries
through jumper wires. Figure 3 depicts the biasing circuit of the PIN diode.
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Figure 3. Biasing circuit of PIN Diode.

3. Results and Analysis

This section presents a discussion and analysis of the performance of the proposed
antenna, with a focus on the return loss (S11), distribution of surface currents, radiation
patterns, gain, efficiency, etc. The results of simulations and measurements are compared
in terms of these metrics. The fabricated antenna depicted in Figure 4 is fabricated on a
cheaper substrate material (FR-4). The antenna’s S11, gain, and radiation pattern were
measured using VNA (Vector Network Analyzer) and an anechoic chamber.

Figure 4. Prototype antenna (a) Front (b) Back.

3.1. Return Loss S11

The simulated and measured S11 of the antenna at different switching conditions of
the PIN diodes are shown in Figure 5. It is observed that, depending on the diode’s state,
the antenna operates at 433 MHz, 868 MHz, and 915 MHz. When D1 is ON and D2 is
OFF, the antenna operates at 433 MHz with a magnitude of −35.8 dB and −19.9 dB for
simulation and measurement, respectively. This is due to the fact that D2 is reversed biased;
hence, current cannot flow through it to branch 2. During the OFF state of D1 and ON
state of D2, the antenna operates at 868 MHz with a magnitude of −33.9 dB and −18.1 dB
for simulation and measurements, respectively. This is due to the isolation of branch 1
as a result of D1 being in reverse bias. The proposed antenna operates at 915 MHz when
both D1 and D2 are in the ON states. The current from the feed flows freely to branch 1
and branch 2, which results in a combined effect of producing a single band at 915 MHz.
The magnitude of the return loss at 915 MHz is −45.9 dB and −18.9 dB for simulation and
measurements, respectively. The summary of the functionality of the antenna at different
states of the diode is presented in Table 1. In each case, the simulated and measured
results agreed with each other. The proposed antenna covers all the LoRa bands (433 MHz,
868 MHz, and 915 MHz), making it the first single-solution reconfigurable antenna with
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these characteristics. The antenna is well-matched in each case with very small return
loss values.

Figure 5. Comparison of S11 of the proposed antenna at different states of the diodes.

Table 1. Summary of the switching states of the diodes.

Diode D1 D2
Frequency S11 (dB)

Measurement
(MHz) Simulation

State
ON ON 915 −45.9 −18.9
ON OFF 433 −35.8 −19.9
OFF ON 868 −33.9 −18.1

3.1.1. Parametric Studies

In order to optimize the performance of the antenna design, parametric studies were
conducted on some key parameters: the length of the feed (L f ) and its width (W f ) as
well as the length of the ground plane (Lg) under different switching states of D1 and D2.
The purpose of these studies is to identify the values of L f , W f , and Lg that would yield
lower return loss and good matching at the desired frequencies of operation.

For the investigation of L f , different lengths are considered: 13 mm, 20 mm, and 26 mm.
The return loss and matching characteristics are analyzed for each length. The results
indicated that the optimum length that provided the desired performance is 13 mm. At this
length, the antenna exhibited lower return loss and achieved good matching.

Similarly, the study on the W f is conducted using different widths: 3 mm, 4 mm, 5 mm,
and 6 mm. The goal is to determine the width that would lead to improved performance
in terms of return loss and matching. The analysis revealed that a width of 3 mm yielded
good matching, and the antenna exhibited lower return loss at this width.

It is worth noting that as the L f increased, the matching deteriorated, indicating a
diminishing performance as the length deviated from the optimum value of 13 mm. Simi-
larly, the W f showed a similar trend, with an increase in width, resulting in a degradation
of matching.

Figure 6 presents the variation of the L f at 915 MHz, displaying the corresponding S11
and matching characteristics for the different lengths considered in the parametric study.
The plot clearly illustrates that the performance is significantly improved when the feed
length is set to 13 mm.

Figure 7 showcases the variation of W f at 915 MHz, demonstrating the associated
return loss and matching characteristics for the different widths examined. The plot
demonstrates that a width of 3 mm offers superior matching compared to the other
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widths tested, reinforcing the importance of selecting an appropriate width for achieving
desired performance.

Figure 6. Variation of L f .

Figure 7. Variation of W f .

These parametric studies play a crucial role in identifying the optimal values of the
feed length and width, enabling the design of the antenna with lower return loss and
improved matching at all the desired operating frequencies.

To further enhance the understanding and optimization of the antenna design, an ad-
ditional parameter is investigated: the length of the ground plane Lg. The performance
of the antenna is studied at different switching states of the diodes while considering two
ground plane lengths: 12.5 mm and 25 mm. The analysis focused on the input impedance
at three different frequencies: 433 MHz, 868 MHz, and 915 MHz. Figures 8–10 present the
corresponding plots of Z1,1 (Re) and Z1,1 (Im) at 433 MHz, 868 MHz and 915 MHz.
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Figure 8. Effects of variation of Lg on input impedance at 433 MHz.

Figure 9. Effects of variation of Lg on input impedance at 868 MHz.

Figure 10. Effects of variation of Lg on input impedance at 915 MHz.

In the investigation of the Lg, it is observed that when the ground plane is set to
12.5 mm, the antenna exhibits favorable characteristics in terms of input impedance at the
specified frequencies. Specifically, at each frequency, Z1,1 (Re) is found to be closer to the
desired value of 50 Ω indicating good matching. Additionally, Z1,1 (Im) is also closer to
zero, suggesting a better impedance balance.

However, as the Lg is doubled to 25 mm, the input impedance deviated significantly
from the desired 50 Ω target. The values of Z1,1 (Re) and Z1,1 (Im) moved further away
from the desired values, indicating a deterioration in matching and impedance balance.
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These findings highlight the crucial role played by the Lg in achieving optimal antenna
performance. When the ground plane length is set to 12.5 mm, the antenna demonstrated
improved matching and impedance characteristics at the specified frequencies of 433 MHz,
868 MHz, and 915 MHz. This suggests that a shorter ground plane length helps in achieving
a closer match to the desired impedance of 50 Ω , resulting in improved performance.

On the other hand, doubling the ground plane length to 25 mm led to a signifi-
cant deviation from the desired impedance values. This indicates that an increase in the
ground plane length adversely affects the matching and impedance balance, resulting in
degraded performance.

The parametric studies involving the Lg, in addition to the L f and W f , have provided
valuable insights into optimizing the antenna design. The results emphasize the impor-
tance of selecting appropriate values for these parameters to achieve lower return loss,
improved matching, and closer adherence to the desired input impedance of 50 Ω at the
specified frequencies.

3.1.2. Distribution of Surface Current

The performance of any antenna is greatly influenced by the distribution of surface
current on its radiating elements. The surface current distribution on an antenna is crucial in
determining its radiation pattern, gain, and directivity. By carefully controlling the current
distribution on the radiating elements, the performance of an antenna can be optimized to
resonate at specific frequencies for specific applications.

Here, the monopole elements on which the surface current density is maximum and
responsible for producing resonance at a particular frequency are studied. The surface
current distributions at distinct switching states of the diodes are illustrated in Figure 11. It
is apparent from Figure 11a that all the elements in branch 1 and branch 2 produced the
resonance at 915 MHz when both D1 and D2 are ON. This is due to the free flow of current
to both the branches due to D1 and D2 being in a forward bias states. In contrast, when D1
is ON, and D2 is OFF, current does not flow to branch 2; consequently, only the elements of
branch 1 radiate and produce a resonance at 433 MHz (Figure 11b). Additionally, when
D1 is OFF, and D2 is ON, current does not flow to branch 1 because D1 is reversed-biased;
hence, only the elements in branch 2 radiate and generate the resonance at 868 MHz
(Figure 11c). In each case, the maximum current density is illustrated by the red colour,
as can be visualized from the current density colour ramp.

Figure 11. Surface current (a) D1: ON, D2: ON (b) D1: ON, D2: OFF (c) D1: OFF, D2: ON.

3.1.3. Radiation Pattern, Gain and Efficiency

The antenna’s radiation pattern represents how the antenna radiates electromagnetic
energy into space. It provides information about the antenna’s directivity, which measures
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how well it concentrates its energy in a particular direction. It also provides information
about the antenna’s gain, which measures the amount of power radiated by the antenna
in a specific direction compared to an isotropic radiator. The proposed antenna’s radia-
tion pattern in E and H planes for simulation and measurements at 915 MHz, 868 MHz,
and 433 MHz are shown in Figure 12. In Figure 12a, the antenna operates at 433 MHz (D1:
ON, D2: OFF) with a peak directivity of 2 dBi. Figure 12b illustrates how the proposed
antenna emits radio waves at 868 MHz (D1: OFF, D2: ON) with a peak gain of 1.9 dBi.
In Figure 12c, the proposed antenna operates at 915 MHz when both diodes are ON with
a gain of 1.9 dBi. In each case, for both simulation and measurement, the proposed an-
tenna has an omnidirectional pattern in H-plane. While the radiation pattern in E-plane is
bidirectional, as evidenced by the ’Eight’ shape of the E-plane patterns with a null lobe at
θ = 90° for each state of the diode. A bidirectional radiation pattern is often used in wireless
communication systems, particularly in wireless sensor networks where the sensor node
needs to communicate with two or more other nodes for IoT applications. The simulated
and measured results in both planes (E and H) agree. The plots of gain and efficiency of the
proposed antenna against frequency are shown in Figure 13. It can be seen that the antenna
has almost uniform gain (1.9 dBi) in all its bands of operation with a maximum radiation
efficiency of 93% at 915 MHz. This implied that the antenna could transmit and receive
signals with relatively equal strength across all its three bands of operation.

Figure 12. Comparison of radiation patterns of the proposed antenna (a) D1: ON, D2: OFF (b) D1:
OFF, D2: ON (c) D1: ON, D2: ON.

Figure 13. Comparison of gain and efficiency of the proposed antenna (a) 433 MHz (b) 868 MHz and
915 MHz.

A comparison of the performance of the proposed antenna with the existing literature
is presented in Table 2. The comparison table provides a comprehensive evaluation of
various antennas designed for LoRa applications. From the table, it is evident that the
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proposed work, which is a monopole antenna, offers superior performance compared to
the other works listed.

One of the key advantages of the proposed antenna is its multiband coverage, which
spans across three frequency bands: 433 MHz, 868 MHz, and 915 MHz. This makes
the antenna suitable for various applications where a multiband antenna is required.
Additionally, the proposed antenna has a higher gain of 2 dBi at 433 MHz, which is desirable
for long-range communication and signal reception in low signal strength environments.

Table 2. Comparison of the performance of the proposed antenna with available literatures

Ref. Year Bands
Frequency Substrate Conductor Gain Reconfi- All LoRa Size

(MHz) Material Material (dBi) Gurable? Frequencies? (mm2)

[7] 2018 1 402.4–441.6 FR-4 (NA *) Copper −6 NO YES 125 × 20
[23] 2021 1 868 FR-4 (4.3) Copper 2.11 NO YES 120 × 70
[25] 2020 1 871 FR-4 (4.4) Copper 0.58 NO YES 67.7 × 55
[27] 2019 1 848–950 FR-4 (4.4) Copper 2.1 NO YES 40 × 26
[29] 2019 2 868 FR-4 (4.4) Copper 1.92 NO NO 100 × 40

2400 4.2
[30] 2021 2 400 FR-4 (NA) Copper −5 NO YES 160 × 170

900.2
[34] 2021 3 401 FR-4 (4.7) Copper −8.5 NO YES 78 × 88

466 −5.2
868 −2.8

[41] 2021 1 868 FR-4 (4.4) Copper 1.6 YES YES 80 × 55
[42] 2022 Wide band 151.9–1080 FR-4 (4.4) Copper 2.56 NO YES 22 × 34

This work 2023 3
433

FR-4 (4.4) Copper
2

YES YES 80 × 50868 1.9
915 1.9

* NA = No information available.

Another significant advantage of the proposed antenna is its reconfigurability, which
allows it to change its operating frequency. This feature enables the antenna to adapt to
different communication protocols and environments, improving its performance signifi-
cantly. Furthermore, the antenna’s compact size of 80 mm × 50 mm × 0.6 mm3 makes it
suitable for integration into small devices. The monopole technique used in the proposed
antenna is well-established and widely used in various applications. This technique is
known for its simplicity and ease of design, which makes it attractive for antenna design in
various applications.

4. Conclusions

In this paper, a novel compact (80 × 50 × 0.6 mm3), triple band reconfigurable
monopole antenna for LoRa IoT applications was presented. By utilizing two PIN diodes
(D1 and D2) to switch the antenna to different modes, resonance at 433 MHz, 868 MHz,
and 915 MHz was achieved, depending on the states of the diodes. When D1 is turned ON,
and D2 is turned OFF, the antenna operates in the 433 MHz band, which is the designated
frequency for LoRa in Europe. Conversely, when D1 is turned OFF, and D2 is turned
ON, the antenna operates in the 868 MHz band, which is also used in Europe for LoRa
applications. When both diodes are turned ON, the antenna operates in the 915 MHz
band, the designated frequency band for LoRa in North America and some Asian countries.
To keep the cost of the antenna low for LoRa IoT applications, the substrate and reconfigu-
ration mechanisms chosen were cost-effective. Additionally, the antenna was miniaturized
to have a dimension smaller than the size of a standard “credit card”. With a peak gain
of 2 dBi and a radiation efficiency above 90%, this proposed antenna is novel in terms of
size and performance for LoRa IoT applications. The antenna was prototyped and tested
to validate its performance, and the results of measurements are in good agreement with
those of simulation.
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Abstract: A low-profile, wideband, and high-gain antenna array, based on a novel double-H-shaped
slot microstrip patch radiating element and robust against high temperature variations, is proposed
in this work. The antenna element was designed to operate in the frequency range between 12 GHz
and 18.25 GHz, with a 41.3% fractional bandwidth (FBW) and an obtained peak gain equal to 10.2 dBi.
The planar array, characterized by a feed network with a flexible 1 to 16 power divider, comprised
4 × 4 antenna elements and generated a pattern with a peak gain of 19.1 dBi at 15.5 GHz. An antenna
array prototype was fabricated, and the measurements showed good agreement with the numerical
simulations as the manufactured antenna operated in the range of 11.4–17 GHz, with a 39.4% FBW,
and the peak gain at 15.5 GHz was 18.7 dBi. The high-temperature simulated and experimental
results, performed in a temperature chamber, demonstrated that the array performance was stable in
a wide temperature range, from −50 ◦C to 150 ◦C.

Keywords: antennas; patch array; wideband; high-gain; high-temperature

1. Introduction

An antenna is, by definition, a sensor of EM (electromagnetic) waves; it plays an
extremely important role in radar sensor [1], biomedical sensors [2], satellite information
detection [3–5], remote control [6], and navigation [7,8]. Patch array antenna technology
has dramatically improved over the last few decades due to the development of modern
antenna technology having a low cost, a low profile, high reliability, and multiple functions.
The main drawbacks of ordinary patch antennas are the narrow bandwidth, the low gain,
and the sensitivity to the material parameters [9,10]. Especially for high-temperature
environments, the temperature change can have a non-negligible impact on the material
properties, thus causing frequency shifts and gain losses [11,12]. In this framework, this
work aims to design a novel planar high-gain and wideband patch antenna array that
works in the Ku-band, is robust against high temperature variations, and is suitable for
EM wave sensing in a large temperature range. Therefore, the antenna design’s main
challenge was achieving a suitable performance balance between antenna thickness, gain,
and bandwidth.

Many effective methods have been proposed in the literature to increase the operation
bandwidth of microstrip patch antennas. Among them, the use of parasitic patches has
been considered as well as optimization of the antenna shape. More specifically, a patch
antenna adopting a U-shaped slot-fed and stacked structure was proposed in [13], reaching
a 2.58 GHz bandwidth (59.7% FBW) and a peak gain equal to 8 dBi. Other solutions have
been considered using parasitic patches on the same substrate of the patch antenna [14,15].
Although this can effectively expand the bandwidth, a large 2D antenna aperture area is
required. A different strategy considers the optimization of the shape of the slot used to feed
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the patch antennas. In this context, antennas using U-shaped slots have been adopted to
increase the bandwidth [16–18], but in these cases, the gain did not exceed 5 dBi. Alternatively,
spline-shaped profiles have also been exploited to model the contours of the patch radiating
elements [19] and their optimization, yielded by acting on a limited set of geometric degrees
of freedom. This has been addressed using advanced optimization methods [19,20].

Other methods have been investigated to improve the gain of the antenna element.
In [21–23], the introduction of multiple short-circuit probes allowed high gain values
between 8 dBi and 12 dBi to be achieved, with a bandwidth close to 500 MHz (13.4% FBW).
In [24], using a feed network with four pin-diode switches, multiple working modes were
excited on the antenna, including the common mode and differential feed schemes. This
solution allowed for pattern reconfiguration, and a high gain pattern was obtained with an
antenna bandwidth of 200 MHz (7% FBW). In [25–27], combining a short-circuit probe and
multiport dual-polarized patches enabled the improvement of the antenna gain and the
bandwidth, reaching values of 800 MHz (22% FBW). In [28], a novel method for removing
part of the dielectric substrate was proposed, and the designed antenna was shown to
achieve a gain of 7 dBi and 400 MHz bandwidth (10% FBW). In addition, electrically
longer patch antennas provide higher gain, but narrower bands. In this framework, a
long rectangular patch antenna with a single feed was proposed in [29], the gain of which
reached 10.5 dBi. In [30], a structurally compact rectified antenna was fabricated, combining
the characteristics of long patches and coplanar waveguides. In [31], by short-circuiting
both ends of a long patch, various modes were excited to obtain an antenna gain to
9.7 dBi, and, jointly, a bandwidth of 13.2%. In [32], an ultra-wideband, high-gain, circularly
polarized antenna was proposed, with FBW and peak gain equal to 49.8% and 8.5 dBi,
respectively. More recently, many studies have considered multiport-fed dipole antennas
to improve the antenna bandwidth and gain by increasing the radiation area of the dipole.
In this framework, the antenna proposed in [33], based on the radiation mechanism of
dipole and microstrip patch antenna, achieved high gain (8.9 dBi) and wideband (48%
FBW) performance, but at a low frequency for application in this work.

This study proposes a novel double-H-shaped slot microstrip patch antenna, robust
against high temperature variations, as a radiating element of a low-profile, wideband, and
high-gain patch antenna array. In order to test the effectiveness of the proposed design, the
antenna was fabricated and the prototype measured for comparison with the numerical
results. The analysis of the temperature resistance was performed in a temperature chamber
between −50 ◦C and 150 ◦C.

Accordingly, the remainder of this article is as follows. The elements of the antenna
and antenna array designs are presented in Section 2. The prototype and the measurement
results, also considering the analysis at high temperatures, are reported in Section 3.
Eventually, some conclusions are given in Section 4.

2. Antenna Model and Design

2.1. Antenna Element Geometry

The proposed antenna element is shown in Figure 1, and comprises three parts. The
first part is a patch radiator, which includes a pair of patches, two dielectric substrates
(i.e., substrate 1 and substrate 2) characterized by a Rogers 4350B material (εr = 3.66,
tan δ = 0.004), and a ground plane (i.e., ground 1) with a double-H slot fed through a
microstrip line. The second part is a coplanar radiator, which includes four parasitic
patches, a ground plane (i.e., ground 2) connected with the ground plane of the first part
by means of metallic pin columns, and a dielectric substrate (i.e., substrate 3). The third
part, filling the space between the two radiators, consists of air (or foam).
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(a) 

(b) (c) 

Figure 1. Antenna element structure: (a) 3D layout of the proposed antenna element; (b,c) parameter
sizes, in millimeters, of the proposed antenna element (Lp = 12.5 mm, Lg1 = 5 mm, Lg2 = Lg3 = 1.2 mm,
hair = 2 mm); (b) ground 1 patches (patch radiator) and parasitic patches (coplanar radiator); (c) patches
(patch radiator).

2.2. Antenna Element Design

The antenna element proposed in this paper uses a novel double-H-shaped fed slot,
which allows for the generation of multiple resonant modes thanks to the adopted double
patch structure. More specifically, the coplanar parasitic radiator and the patch radiation
structure form a resonant cavity, which reduces the Q-factor and increases the antenna’s
bandwidth. As shown in Figure 2, the design of the proposed antenna element was carried
out in four stages. For each stage, the antenna performance, and, more precisely, the
magnitude of the reflection coefficient and the pattern gain, were simulated to demonstrate
the obtained improvements (Figure 3).

In the first stage (Stage I), a patch antenna with a single H-shaped slot was considered.
The resonant frequency of the microstrip patch working in the TM10 mode was calculated as

fTMmn =
c

2π
√

εr

√
(

mπ

Wp
)

2
+ (

mπ

Lp
)

2
(1)

where Wp and Lp are the effective width and length, calculated according to [1]. The
antenna bandwidth, computed as the frequency range for which the magnitude of the
reflection coefficient is below −10 dB, is from 15.17 to 15.73 GHz, thus resulting in a 3.6%
FBW and peak gain of 6.8 dBi at 15.5 GHz.
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(a) (b) 

  
(c) (d) 

Figure 2. Design stages of the antenna element: (a) stage I, (b) stage II, (c) stage III, and (d) stage IV.

 
(a) (b) 

Figure 3. Simulated (a) magnitude of the reflection coefficient and (b) gain pattern at the four stages
of the antenna design shown in Figure 2.

In the second stage (Stage II), two H-shaped feeding slots were considered in the ground
plane. The geometrical parameters of the slot (Figure 1) satisfied the following condition:

Lg1 + Lg2 + Lg3 ≈ λg (2)

where the parameters Lg1 ≈ λg
2 , Lg3 ≈ λg

4 , Lg2 can be fine-tuned in order to optimize
the impedance match. The antenna was characterized by two resonance frequencies at
15.5 GHz and 17.7 GHz (Figure 3a), with 7.1% FBW and 1.7% FBW, respectively. The peak
gain of the pattern obtained at 15.5 GHz was 8.2 dBi (Figure 3b).
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The third stage (Stage III) showed that the antenna’s bandwidth was greatly improved
by adopting a stacked structure. Moreover, the peak gain increased to 8.8 dBi. The distance
hair between the coplanar radiator and the patch radiator was calculated as

hair =
c

4π f
(ϕ1 + ϕ2) +

λ

2
n, n = 1, 2, . . . (3)

where ϕ1 and ϕ2 are the reflection phase of the patch radiator and the coplanar radiator.
The last stage (Stage IV) consisted of the final design, with a bandwidth of 12 GHz

to 18.25 GHz (41.3% FBW) and a peak gain of 10.2 dBi. Figure 4 shows that the operating
bandwidth of the coplanar radiator excited by FloquetPort was 8.25–12.14 GHz (38.2%
FBW). When the patch radiator was used as its feed source, the coplanar radiator received
near-field electromagnetic wave excitation formed by the patch, causing changes in its
impedance bandwidth.

  
(a) (b) 

Figure 4. Values of the (a) magnitude and (b) phase of the reflection coefficient of the coplanar radiator.

To maintain high gain over a wide bandwidth, the characteristic mode of the coplanar
radiator was analyzed using HFSS to exploit the mode in order to generate a pattern with
high gain. Figure 5 shows that the coplanar radiator was able to generate 7 modes, with
corresponding mode significance |MS| > 0.707 in the range between 11 GHz and 20 GHz.
The characteristic current corresponding to each mode is shown in Figure 6. The current of
modes 1 and 2 was distributed unidirectionally along the x-axis and worked at different
frequency bands. For Mode 1, the bandwidth of |MS| > 0.707 was between 12 GHz
to 14.7 GHz, which can be considered as the lowest frequency part of the bandwidth in
combination with the operating frequency band of the previous feed antenna. For Mode 2,
the bandwidth of |MS| > 0.707 was 14.7 GHz to 20 GHz. By stimulating these two modes,
the antenna can achieve a high gain in a wide band. In mode 3, the bandwidth of |MS| >
0.707 was between 14.5–20 GHz. The current of the parasitic patches and ground 2 was in
the opposite direction along the x-axis and in the offset state. When using this mode, one
needs to enhance or weaken a certain mode according to the mode of the patch radiator.
The current components of the parasitic patch in mode 4 along the x and y axes were in the
offset state, and it could not be used as the main radiation mode. Modes 5, 6, and 7 were
unsuitable for linear polarization and high gain. The combination of modes 1, 2, and 3 of
the coplanar radiator and the patch radiator enabled the overall structure to obtain a high
gain and a high bandwidth.

Indeed, the antenna resonated in the frequency range between 12 GHz and 18.25 GHz,
with a 41.3% FBW, and the peak gain was equal to 10.2 dBi at 15.5 GHz. In order to achieve
such a performance, the value of the parameter Lp (i.e., the length of radiation patches)
was properly tuned. As is evident from Figure 7, the antenna element reached the widest
bandwidth when Lp = 12.5 mm.

97



Sensors 2023, 23, 3821

Figure 5. The mode significance of the coplanar radiator.

Mode 1 Mode 2 Mode 3 Mode 4 

 
Mode 5 Mode 6 Mode 7 

Figure 6. The current mode distribution of the coplanar radiator.

Figure 7. Numerical analysis of the magnitude of the reflection coefficient and peak gain versus Lp.
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The working principle of the proposed antenna element can be described as follows.
At the frequency f = 13 GHz, the radiation patch worked as shown in Figure 8a, and an
overall downward current was induced on the metallic patches. The edge of the ground
plane in the coplanar radiator (ground 2) supported a current induced in the same direction,
thus resulting in the superposition of two radiation modes. The pattern gain, shown in
Figure 9a, reached a peak value of 9.1 dBi. At f = 16 GHz, the radiation patch worked as
shown in Figure 8b, and an overall upward current was induced on the patch. The parasitic
patches and the ground plane in the coplanar radiator supported an induced current in
the same direction. The corresponding pattern is shown, in this case, in Figure 9d, and the
achieved peak gain was equal to 10.1 dBi. Differently, at f = 17.5 GHz, the current induced
on the radiation patch was mainly concentrated near the gaps, as shown in Figure 8c. There
was no current induced in the coplanar radiator, which became a transmission surface. The
pattern obtained in this case is shown in Figure 9e. At f = 18 GHz, the current induced on
the radiation patch was mainly concentrated at the narrow edge, as shown in Figure 8d,
and the parasitic patches in the coplanar radiator also supported a current mode. The peak
gain resulted to be equal to 7.2 dBi, and the corresponding pattern is reported in Figure 9d.

 

 
(a) (b) 

  
(c) (d) 

Figure 8. Current distribution on the antenna element at (a) 13 GHz, (b) 16 GHz, (c) 17.5 GHz, and
(d) 18 GHz.

For the sake of comparison, Table 1 reports the principal geometrical and electrical
features of the proposed antenna solution as compared to other patch antennas previously
published in the literature. Compared with the antenna element in [1,2], which adopted a
large number of FSS parasitic structures to improve its bandwidth and gain, our element
reached a wider bandwidth, with smaller floor space and good performance in terms of
gain. Compared with the element in [8], which was cavity-backed to improve the gain,
our work achieved a wider bandwidth and a higher gain. Compared with the antenna
element in [13], which had a traditional stacked structure, a single H-slot, and air dielectric
substrates, our antenna element had a higher gain, although the FBW was smaller since
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the substrate had higher permittivity. The antenna element in [32,33], which adopted a
double-Y-shaped slot and microstrip dipole antenna, respectively, still had a wider FBW,
but less peak gain. In addition, the antenna element in [34] needed to match a more complex
feeding structure. As compared to the antennas in [31,34,35], characterized by a rectangular
patch [31]; a single-slot, multilayer parasitic structure [34]; and a planar magneto-electric
dipole stack structure [35], our solution achieved a wider bandwidth and a greater gain.
Accordingly, in comparison with previous works, the antenna proposed in this paper
guaranteed a good trade-off between bandwidth, gain, and antenna size.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 9. Radiation patterns of the proposed antenna at (a) 13 GHz, (b) 14 GHz, (c) 15 GHz,
(d) 16 GHz, (e) 17.5 GHz, and (f) 18 GHz.
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Table 1. Comparison with benchmark patch antennas.

Ref
Dimensions

(λ0 × λ0 × λ0)
Permittivity

(εr)
Bandwidth, FBW

(GHz, %)
Peak Gain

(dBi)
Number
of Ports

[3] 4.8 × 4.8 × 0.63 2.2 8.3–11.25, 29.5% 10.4 1
[4] 1.48 × 1.48 × 0.04 3 8.17–9.61, 16.2% 8.9 1
[8] 0.7 × 0.7 × 0.13 2.2 25.58–27.04, 5.2% 7.8 1

[13] / 1.1 3.27–6, 59.7% 8 1
[31] 1.3 × 0.7 × 0.04 2.2 5.13–5.85, 13.1% 9.7 1
[32] 0.4 × 0.4 × 0.23 2.65 3.6–6, 49.8% 8.5 1
[33] 0.78 × 0.78 × 0.18 4.4 1.68–2.75, 48% 8.9 2
[34] 0.5 × 0.5 × 0.25 3.2 6.5–10.2, 37% 7.8 1
[35] 0.96 × 0.96 × 0.14 2.5 5.2–5.9, 12.6% 9.6 1

Present 0.9 × 0.9 × 0.18 3.66 12–18.25, 41.3% 10.2 1

2.3. 4 × 4 Antenna Array Design

In addition to the antenna element, the design of a 4 × 4 antenna array, shown in
Figure 10, was carried out in this work. Towards this end, the inter-element spacing was
set according to the antenna element length (0.9λ < λ), and an equal power division (1 to
16 divider) in a corporate feed network was properly designed. Figure 11 illustrates the
geometry of the feeding network and of the 1-to-16 power divider.

Figure 10. Structure of the proposed 4 × 4 antenna array.

Figure 11. Structure of the corporate feeding network.
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The simulated reflection and transmission coefficients at positions 1, 2, and 3 of
Figure 11 are shown in Figures 12a and 12b, respectively. In the frequency range of [10–20]
GHz, the reflection coefficient obtained in the three positions was lower than −25 dB. The
transmission coefficients of the one-to-two T-type impedance transformation section at
position 1 and 2 were higher than −3.1 dB, and the impedance compensation transformation
section at position 3 was higher than −0.2 dB, thus implying reduced losses along the
feeding line. The plot of the simulated reflection and transmission coefficients of the feed
network, shown in Figure 12c, demonstrated a good matching ability with |S11| values
below −15 dB from 9 to 20 GHz. As for the array, the values of the simulated reflection
coefficient and of the peak gain given in Figure 12d show that the antenna operated (i.e.,
|S11| < −10 dB) from 11.4 GHz to 17 GHz, and the maximum gain was 19.1 dBi.

  
(a) (b) 

(c) (d) 

Figure 12. Simulated magnitude of the (a) reflection and (b) transmission coefficients of position 1,
position 2, and position 3; the (c) whole |S11, S21| of the feeding network; and the (d) reflection coefficient
and gain of the proposed antenna array.

3. Experimental Measurements and Discussion

3.1. Measurement at Normal Temperature

The prototype of the proposed 4 × 4 patch antenna array is shown in Figure 13. The
patch radiator and the coplanar radiator (Figure 1a) were assembled by stainless steel
screws. The final dimensions of the fabricated prototype resulted as 78 × 78 × 3.7 mm3.
To measure the reflection coefficient, a ROHDE and SCHWARZ vector network analyzer
was used. The radiation patterns were instead measured in an anechoic far-field chamber
at Space Star Technology Co., Ltd., in Xi’an, China. The gain was measured using the
gain comparison method with standard gain horns, and the gain measurement uncertainty
ranged between ±0.5 dB according to the specification of the anechoic far-field chamber.
The values of the simulated and measured magnitude of the reflection coefficient, as well
as the peak gain, are shown in Figure 14. The operation bandwidth resulted to be almost
5.6 GHz, with a FBW = 39.4%, while the peak gain at 15.5 GHz was 18.7 dBi, only 0.4 dB
below the simulated value. In addition, the gain measurements showed good agreement
with the simulated values, since the deviation was smaller than 0.5 dB in the range of 13–
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14 GHz and 15–17 GHz, and 1 dB in the range of 11.4–13 GHz and 14–15 GHz. Moreover,
the power pattern measured in the E- and H-plane at 12.5, 13.5, 15.5, and 16.5 GHz agreed
well with the simulated results, as shown in Figure 15. From the analysis of the pattern
at 12.5, 13.5, and 15.5 GHz, it resulted that the relative sidelobe level was below −11 dB.
As for the cross-polarization level, it was always below −15 dB, and below −20 dB in the
angular range ± 20◦. At 15.5 GHz, the mismatch between sidelobe levels in the E- and
H-planes was about ±2 dB. At 16.5 GHz, the array antenna had obvious side radiation,
which reduced its gain. In addition, the measured patterns had lower relative sidelobe
levels as compared to the simulated results. We summarize the reasons for the differences
between the simulation and the experiment as follows: First, it is difficult to avoid errors
introduced during antenna processing. Furthermore, the antenna is affected by tools such
as clamps during testing, which affects its side radiation. Moreover, errors in antenna
sampling and turntable position during testing can also affect the antenna’s performance.
In addition, if the antenna needs to be used in situations with high sidelobe requirements,
the operating frequency band should be controlled within the range of 12 GHz to 15.5 GHz.

 
Figure 13. Photographs of the fabricated prototype and measurement setup.

 
Figure 14. Comparison between simulated and measured reflection coefficient magnitude.
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(a) 

  
(b) 

  
(c) 

  
(d) 

  
(e) 

Figure 15. Measured and simulated radiation patterns of the proposed 4 × 4 wideband antenna array
at (a) 12.5 GHz, (b) 13.5 GHz, (c) 14.5 GHz, (d) 15.5 GHz, and (e) 16.5 GHz.
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3.2. Measurement in High-Low Temperature Chamber

In order to verify the performance of the proposed antenna in high-temperature
environments, the measurement of the reflection coefficient was carried out in a high–low
temperature chamber, as shown in Figure 16.

 

Figure 16. Measurement setup in the high–low temperature chamber.

More specifically, an ESPEC (SH-642) high–low temperature chamber and a vector
network analyzer were used. The measurement considered nine different temperatures,
namely, 20 ◦C, −20 ◦C, 0 ◦C, 40 ◦C, 60 ◦C, 80 ◦C, 100 ◦C, 130 ◦C, and 150 ◦C. The behavior
of the magnitude of the reflection coefficient versus the frequency is shown in Figure 17.

 
Figure 17. Measured reflection coefficient at nine different temperatures.

The values of the minimum frequency (M1), the maximum frequency (M2), and the
bandwidth of the curves shown in Figure 17 are reported in Table 2. It is clear that the
proposed antenna had good bandwidth stability in the temperature range from −20 ◦C
to 150 ◦C, as the reflection coefficient showed marginal variations during the high–low
temperature tests. For the sake of completeness, Figure 18 reports the values of the reflection
coefficients, measured at a temperature of 20 ◦C, with the antenna in the chamber (curve
“20 ◦C_in”) and outside the chamber (curve “20 ◦C_out”).
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Table 2. Measurement of the antenna bandwidth at different temperatures.

Temperature
(◦C)

M1
(GHz)

M2
(GHz)

Bandwidth
(GHz)

−20 11.39 17.04 5.65
0 11.38 17.02 5.64

20 11.27 17.01 5.74
40 11.44 17.12 5.68
60 11.46 17.10 5.64
80 11.38 17.12 5.74
100 11.40 17.12 5.72
130 11.44 17.10 5.66

 
Figure 18. Measured reflection coefficient at a temperature of 20 ◦C inside and outside the high–low
temperature chamber.

According to the datasheet on the substrate material, the expected variation of the
permittivity in the temperature range between −50 ◦C and 150 ◦C was about 3.66 ± 0.05.
Therefore, the impact on the magnitude of the reflection coefficients was also simulated
(Figure 19). Like in Table 2, the corresponding values of the minimum frequency (M1), the
maximum frequency (M2), and the bandwidth reported in Table 3 demonstrate that there
was good agreement with the experimental measurements.

Figure 19. Simulated reflection coefficient magnitude values.
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Table 3. Simulation of antenna bandwidth at high and low temperatures.

Permittivity
M1

(GHz)
M2

(GHz)
Bandwidth

(GHz)

3.61 11.45 17.20 5.75
3.66 11.4 17 5.6
3.71 11.36 17 5.64

Moreover, although the power pattern could not be measured in the high–low temper-
ature chamber, it has been simulated when changing the material property, and the results
in Figure 20 confirm the expected stability of the pattern.

  
(a) 

  
(b) 

  
(c) 

  
(d) 

Figure 20. Cont.
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(e) 

Figure 20. Simulated radiation patterns of the antenna in a high–low temperature chamber at (a) 12.5 GHz,
(b) 13.5 GHz, (c) 14.5 GHz, (d) 15.5 GHz, and (e) 16.5 GHz.

4. Conclusions

The design of a low-profile, wide-band, and high-gain 4 × 4 antenna array based
on a novel double-H-shaped slot microstrip patch radiating element, robust against high
temperature variations, was presented. The corresponding prototype was fabricated, and
the measurement results demonstrated that the antenna array reached a 5.6 GHz bandwidth
(39.4% FBW, Ku-band) and a maximum gain of 18.7 dBi. The test and simulation results
also indicate that the proposed antenna array had good stability in a temperature range
from −50 ◦C to 150 ◦C, and that, therefore, the antenna has good potential to be applied in
higher-temperature environments.
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Abstract: This paper presents a very low-profile on-ground chip antenna with a total volume of
0.075λ0 × 0.056λ0 × 0.019λ0 (at f0 = 2.4 GHz). The proposed design is a corrugated (accordion-like)
planar inverted F antenna (PIFA) embedded in low-loss glass ceramic material (DuPont GreenTape
9k7 with εr = 7.1 and tan δ = 0.0009) fabricated with LTCC technology. The antenna does not
require a clearance area on the ground plane where the antenna is located, and it is proposed for
2.4 GHz IoT applications for extreme size-limited devices. It shows a 25 MHz impedance bandwidth
(for S11 < −6 dB), which means a relative bandwidth of 1%). A study in terms of matching and
total efficiency is performed for several size ground planes with the antenna installed at different
positions. The use of characteristic modes analysis (CMA) and the correlation between modal and
total radiated fields is performed to demonstrate the optimum position of the antenna. Results show
high-frequency stability and a total efficiency difference of up to 5.3 dB if the antenna is not placed at
the optimum position.

Keywords: chip antenna; LTCC; small antennas; IoT antenna; bluetooth; Wi-Fi; 2.4 GHz

1. Introduction

Internet of Things (IoT) introduces a new scenario comprising all connected devices
that require RF capabilities for their connection at 2.4 GHz ISM band for WLAN/Wi-
Fi/Sensors (Bluetooth, Zigbee, RFID, and NFC) applications. The 2.4–2.48 GHz band is
widely used in machine-to-machine (M2M) communications, and often, the wavelength
at that frequency (λ0 = 125 mm) poses a challenge for designing resonating antennas
to be installed in size-limited devices. In the past decade, the interest in miniaturizing
antennas [1] increased as a consequence of the inclusion of antennas in all kinds of IoT
devices, even in ones with extremely limited space which required highly miniaturized
antennas. These reduced-size antennas are widely known as small antennas (ESAs), and
by definition, they satisfy ka < 1 (where k is the wavenumber and a is the smallest radius
of a sphere containing the antenna). Miniaturization techniques enable the installation of
antennas in such constrained scenarios, but in general, reducing the size of an antenna
leads to a reduction in bandwidth and efficiency, and compromises its radiation properties.
The Chu/Wheeler limit [2,3] is widely used to evaluate the radiation limitations of ESAs in
terms of impedance bandwidth and efficiency. Miniaturization increases the Q-factor [4–7]
and the sensitivity to the scenario where the antennas are installed [8]. It is important to
note that reducing the antenna volume also reduces its bandwidth and efficiency.

Multiple single-band miniaturized antenna solutions have been presented for the
2.4 GHz ISM band for WLAN/Wi-Fi/Sensors applications. A folded strip and a slot
are combined in [9] in a compact FR4 board, resulting in an antenna with a size of
0.073 × 0.052 × 0.008λ3

0 and obtaining a bandwidth of 5.09% for WLAN applications.
In addition, a planar quasi-isotropic antenna with a folded dipole, two loaded loops,
and a coplanar stripline on a PCB is analyzed in [10], obtaining an antenna with a total
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size of 0.165 × 0.164× 0.006λ3
0 and an impedance bandwidth of 0.99%. Furthermore, a

modified meander line microstrip patch antenna is presented in [11] with a total size of
40 × 10 × 1.6 mm3 and a 12.5% impedance bandwidth for IoT applications. Lastly, a com-
pact microstrip filter antenna is proposed in [12] for ISM band and 4G applications with a
45 × 42× 0.81 mm3 volume and a 50% impedance bandwidth.

Regarding dual-band solutions [13–16], several antennas have been proposed to
cover two ISM/Wi-Fi/WLAN bands. In [13], a textile PIFA antenna is analyzed with a
140 × 80 × 6 mm3 size covering the 433 MHZ and 2.4 GHz ISM bands. A reconfigurable
FR4 microstrip-based solution is presented in [14], covering the 2.4 GHz and 2.8 GHz
ISM bands for IoT applications. Yet, another dual-band solution is proposed in [15]
for ISM/Wi-Fi/WLAN applications with a coplanar waveguide antenna working at the
2.45 GHz and 5.65 GHz bands with a total size of 23 × 23× 0.79 mm3. Triple-band
solutions [17,18] have been also investigated. In [17], a conformal and electronically
reconfigurable antenna is presented for portable devices covering the 2.45 GHz (ISM, Wi-Fi,
and WLAN), 3.3/3.5/3.9 GHz (WiMAX), and 4.1/4.9 GHz (4G/5G) bands with the use of
a modified triangular patch radiator, two open-ended stubs, and PIN diodes with a total
size of 30 × 25× 0.254 mm3. In addition, in [18], a miniaturized antenna based on a square
split-ring resonator that operates at the 2.4 GHz, 3.7 GHz, and 5.8 GHz WLAN/WiMAX is
proposed, with a volume of 33 × 22 × 1.6 mm3.

Antennas for wearable applications are receiving more attention due to the increasing
presence of wireless devices for health and sports tracking, including flexible [19,20] and
textile [21] based solutions. Two solutions for earphone integration are presented in [22,23]:
one with a chip antenna and another with a wideband loop antenna. Additionally, a planar
solution on a semiflexible substrate is proposed in [24], featuring an I-shaped monopole
and an inverted L-shaped slit with a size of 0.016 × 0.1 × 0.004λ3

0 and a 5.7% bandwidth.
Reconfigurable antennas [17,25–27] are also used in 2.4 GHz IoT applications. In [25],

a planar complementary reconfigurable antenna with the combination of electric/magnetic
dipoles is analyzed with a size of 0.285 × 0.31 × 0.065λ3

0, and in [26], a reconfigurable microstrip
antenna with a slot and a ground plane modification is studied obtaining an impedance
bandwidth of 8.7% and a size of 0.016 × 0.016 × 0.007λ3

0. In addition, a 25 × 25 × 1.6 mm3

five-band reconfigurable patch antenna is presented in [27] for WLAN/WiMAX applications.
Miniaturized implantable antennas are necessary for biomedical applications [28,29].

Several solutions have been proposed recently. Another application that is gaining more
attention is RFID with the miniaturization of RFID tag antennas [30–33]. RFID tag antennas
are used in many devices to identify tagged objects.

In the early 2000s, there was a surge of interest in miniaturized antennas embedded in
ceramic substrates to address the size limitations of traditional solutions such as monopoles
and PIFAs. These antennas are commonly known as chip antennas [34–39] and have since
become primarily commercial solutions due to their low cost when produced in mass
quantities. However, there are also low-cost non-ceramic options available, such as the
multilayer PCB antenna analyzed in [40], with a size of 0.026 × 0.013 × 0.007λ3

0. It is
worth noting that while there were many miniaturized antennas proposed in the past, chip
antennas have become the predominant solution in the market today.

The use of Low-Temperature Cofired Ceramic (LTCC) technology is prevalent in the
manufacturing of chip antennas. LTCC technology involves stacking ceramic layers with
high electric permittivity and low loss tangent, along with metallic sheets and vias with
high precision. This technology allows for a high degree of design freedom in creating
multilayer antennas, owing to the availability of layers with different thicknesses. However,
strict guidelines must be followed during the manufacturing process, such as maintaining
proper via separation, adhering to stacking limitations, and accounting for the shrinkage
factor that occurs after placing the layers in the oven.

Chip antenna manufacturers provide guidelines for appropriate antenna placement in
different scenarios. This is because the contribution of the connected ground plane to small
antennas is crucial, and small antennas are particularly sensitive to their surrounding envi-
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ronment. Studies have shown that a significant percentage of the total radiated power of
an antenna is produced by the ground plane [41]. Therefore, careful attention must be paid
to the size and shape of the ground plane, as well as the placement of the antenna [42,43],
in order to avoid degradation of the radiation properties of the device.

The Theory of Characteristic Modes (TCM) [44,45] is widely used for the analysis of
metallic structures. Characteristic modes correspond to natural resonances of the structure
and provide a great advance in getting information about how to properly feed the structure
to excite the desired characteristic modes and enhance the radiation properties. As stated
above, the radiation properties of ground planes play a really important role in the radiated
fields of a small antenna. Investing effort to analyze ground plane modes [46–50] provides
suitable information to place the small antenna properly and, in consequence, excite the
desired ground plane modes enhancing the radiation properties of a device.

The Characteristic modes analysis (CMA) of ground planes with different geometries
is well documented in the literature, and it is straightforwardly calculated in several
electromagnetic simulators. On the contrary, when the antenna is placed on the ground
plane, the analysis becomes more complex. When the antenna has a narrowband resonant
behavior and a complex structure, such as the proposed antenna, fine meshing is required,
which leads to time-demanding simulations and the emergence of issues such as crossing
avoidance and modal tracking. In addition, the theoretical background of TCM is well
established for lossless structures; hence, dielectric materials can not be easily included. To
address this issue, in this paper, we only use CMA to analyze the connected ground plane
and then correlate the modal radiated field of each mode to the total radiated field of the
antenna+ground plane. With this strategy, high-complexity modal analysis is avoided, and
the correlation of modal and total fields is used to approximate which modes of the ground
plane are excited. The electromagnetic simulator utilized for the CMA is Feko software.

All the cited antennas require a clearance area (area free of metal dedicated to the
antenna) on the PCB or substrate where they are installed. Some of them show a low
radiation efficiency and narrow bandwidth due to their reduced size, which is, however,
sufficient for the high sensitivity (<−100 dBm) that some receivers exhibit for IoT applica-
tions. The proposed LTCC antenna (designed in the CST Studio simulator) does not require
a clearance area, and in Table 1, antennas with similar features are summarized. All of them
show a higher impedance bandwidth, but the proposed antenna is unique in clearance area
requirements (clearance-free), and it can be placed straight away on a ground plane and
be operative with limited bandwidth and radiation efficiency. In addition, its resonance
frequency remains stable independent of the ground plane size. The proposed antenna is
highly suitable for installation in extremely size-limited devices which can not provide a
dedicated area for the antenna installation.

Table 1. Comparison Table.

Ref. BW (GHz) BW (%) Size (mm3) Size (λ3
0) Clearance-Free

[9] 2.362–2.492 5.36% 9.2 × 6.5 × 1 0.073 × 0.052 × 0.008 No
[11] 2.35–2.65 12.5% 40 × 10 × 1.6 0.32 × 0.08 × 0.013 No
[16] 2.4–2.5 4% 30 × 30 × 2 0.24 × 0.24 × 0.016 No
[22] ≈2.4–2.5 ≈ 4% 13 × 4.9 × 2 0.1 × 0.04 × 0.016 No
[24] 2.4–2.54 5.7% 19 × 12 × 0.508 0.15 × 0.1 × 0.004 No
[40] 2.4–2.56 7.6% 3.2 × 1.6 × 0.83 0.025 × 0.013 × 0.007 No
[51] ≈2.4–2.45 ≈ 2% 7.5 × 4 × 1 0.06 × 0.032 × 0.008 No

Prop. 2.4-2.425 1% 9.3 × 7 × 2.45 0.075 × 0.056 × 0.019 Yes

Furthermore, manufacturers of chip antennas provide guidelines for placing the an-
tenna on the optimum position of a PCB, but only in general, without a clear understanding
of the physical mechanisms involved. In this paper, the proposed antenna is used to ana-
lyze the degradation of the radiating performance of the device (antenna+ground plane)
depending on the size of the ground plane and the position of the antenna using the CMA
and the correlation of total and modal radiation patterns to demonstrate which is the
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optimum position of the antenna. The paper is organized as follows: Section 2 describes
the LTCC antenna geometry, and in Section 3, the analysis in terms of matching and total
efficiency depending on the position of the antenna on ground planes of different sizes is
performed. Characteristic modes analysis of the ground plane and correlation between
total and modal fields are used to support the findings. Finally, in Section 4, the conclusions
are presented.

2. Proposed LTCC Chip Antenna

The proposed miniaturized design is a corrugated (accordion-like) planar inverted
F antenna (PIFA) embedded in a ceramic substrate and fabricated with LTCC technology,
with a total size of 9.3 × 7 × 2.45 mm3 (0.075 × 0.056 × 0.019λ3

0). The antenna geometry
is depicted in Figure 1, and its dimensions are detailed in Table 2. The antenna is meant
to be installed on a metallic ground plane with no clearance area requirement. Due to its
reduced size and the absence of clearance, the bandwidth (25 MHz for S11 < −6 dB, which
means a relative bandwidth of 1%) is compromised. However, it shows large frequency
stability when the antenna is displaced on different-sized planes.

(a)

(b) (c)
Figure 1. Geometry of the proposed low-profile LTCC chip antenna. Blue color represents the ceramic
substrate, and orange color is the metallic layers and vias. (a) Side view with all LTCC layers specified,
(b) overall view of the antenna (dimensions in Table 2), and (c) side views of the antenna.

Table 2. Dimensions of the proposed chip antenna (unit: mm).

l w h w1 w2 w3 w4 w5

9.3 7 2.45 1.5 1.5 1.7 1 0.2

LTCC fabrication consists of stacking glass–ceramic sheet layers, including metallic
sheets, vias, and components in between. The proposed antenna is fabricated using
DuPont GreenTape 9k7 (DuPont (U.K.) Ltd., Bristol, UK) (εr = 7.1, tan δ = 0.0009) low-
loss glass ceramic dielectric tape, silver sheets, and silver vias. Figure 1a describes the
13 stacked ceramics layers (d1–d13) with 112 μm or 224 μm thickness. Figure 1b,c show the
overall view and side views of the antenna with the grooves/ridges creating the accordion
shape, respectively.
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Miniaturization is obtained with the use of a high permittivity ceramic substrate and
the inclusion of four ridges and three grooves to increase the electric length of the antenna
and reduce its size. The design process for the proposed antenna is depicted in Figure 2a.

The first analyzed antenna is a capacitively fed PIFA of 4 mm height (Design 1 of
Figure 2a). PIFA antennas are low-profile, and they can be placed on a ground plane
without the need for a clearance area. In addition, the fact of feeding the antenna at the
furthest point from the short circuit simplifies the future fabrication of a chip antenna,
which will be welded to a PCB. The first size reduction applied to the PIFA antenna is
its height reduction to 2.4 mm (Design 2 of Figure 2a), which comes with a reduction in
impedance bandwidth (see Figure 2c). The following step to compact the low-profile PIFA
is to embed the antenna in a ceramic substrate (Design 3 of Figure 2a). As observed, the
size of the PIFA antenna is considerably reduced thanks to the use of a high-permittivity
substrate. In this case, although the resonance frequency is preserved, the impedance
bandwidth is decreased.

To further reduce the size of Design 3, the antenna is corrugated to increase its electrical
length (Design 4 of Figure 2a), and lastly, in Design 5 (final design), the vertical walls created
by the corrugation of Design 3 are replaced by vias, creating an additional reactive effect
which shifts the resonance to lower frequencies and permits the extremely reduced size of
the proposed design. The inclusion of so many vias in such a limited space spurs the use of
LTCC technology to fabricate the antenna. The last design accounts for the restrictions of
the LTCC fabrication process, where the vias must be meandered (see Figure 2b,c) because
no more than four layers with vias at the same point can be stacked. Otherwise, bulge
effects may appear.

(a)

(b)
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(c)
Figure 2. (a) Miniaturization process for obtaining the proposed antenna (from Design 1 to the
proposed design (Design 5)) with dimensions in mm, (b) front and bottom view of the fabricated
antenna, and (c) reflection coefficients (S11) from Design 1 to Design 5.

In Figure 2c, it can be observed that the impedance bandwidth decreases with the
antenna miniaturization, mainly when the antenna height is reduced and when a high-
permittivity substrate is used. The height reduction produces a decrease in �(Z11) close
to 0 Ω, except a sudden high-impedance peak at the frequency where the antenna anti-
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resonates. The imaginary part also shows a high slope change at the anti-resonance
frequency. This behavior produces a decrease in the impedance bandwidth when the
antenna height is reduced. In addition, the high-permittivity substrate permits the size
reduction in the antenna, but increases its stored energy (Q-factor) and decreases its
impedance bandwidth. The extreme miniaturization and the low-profile characteristics of
the antenna, which can be placed straightforwardly on a ground plane with no clearance
area, produce the narrow bandwidth and low-efficiency features of the antenna.

A really compact chip antenna is then obtained with clearance-free capabilities, show-
ing a 9.3 × 7 × 2.45 mm3 (0.075 × 0.056 × 0.019λ3

0) size. In Figure 2b, the front and back
sides of the fabricated antenna are depicted next to a 1 Euro cent coin in order to show its
reduced size.

3. Ground Plane Study

In this section, the radiation properties of the antenna in terms of matching and total
efficiency are studied depending on the location of the proposed design at different-sized
ground planes. The analysis quantifies the degradation of the radiation properties when an
antenna is not placed in a proper place.

As mentioned in the introduction, the total radiated power of a small antenna is greatly
affected by the environment surrounding the antenna. In addition, a great percentage of the
total radiated power is produced by the induced currents on the ground plane where the
antenna is placed. This is well known by the small antenna manufacturers, and generally,
they provide guidelines for their antenna products’ installation. In this paper, we provide
both a theoretical and experimental study based on a characteristic modes analysis (CMA)
to obtain which modes of the ground plane are excited.

Three ground plane sizes are studied: an electrically large (a = b = 100 mm > λ/2), an
electrically small (a = b = 30 mm < λ/4), and a thin (a = 100 mm and b = 20 mm) ground
plane. In Figure 3a, the three copper ground planes with the proposed antenna used for
the experimental analysis are depicted. In addition, the connectorized antenna is depicted
in Figure 3b inserted in different ground plane positions where different holes were drilled
to connect the antenna. In Figure 3c, the set-up to measure the radiation patterns in the
anechoic chamber is depicted.

(a) (b) (c)
Figure 3. Pictures of the (a) analyzed ground planes manufactured with copper sheets and the
fabricated antenna, (b) antenna with connector, (c) measurement set-up in the anechoic chamber.

3.1. Characteristic Modes Analysis (CMA)

The Theory of Characteristic Modes (TCM) [44,45] decomposes the total current of
an arbitrary structure in a set of currents (modes) with orthogonal radiation properties.
The modal subdivision provides visual and suitable information to properly excite the
structure. Furthermore, it helps with the understanding of the radiation mechanism of
the analyzed antenna. Characteristic modes are obtained from the generalized impedance
matrix of a structure [Z], which is calculated with the method of moments (MoM), and
then characteristic modes or eigenvectors (Jn) and eigenvalues (λn) are obtained with the
following equation:

[X]�Jn = λn[R]�Jn (1)
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where [X] and [R] are the imaginary and real parts of the generalized impedance matrix of
the structure [Z], respectively.

Eigenvalues (λn) are frequency-dependent and provide information about the radi-
ation properties of the associated current mode (Jn). The mode is considered capacitive
and stores electric energy when λn is negative, and inductive and stores magnetic energy
when λn is positive. When λn = 0, the mode is at resonance. Different modal attributes
for the physical interpretation of the eigenvalues have been proposed [52], such as the
modal significance (MS), the variation with frequency of the Eigenvalues, the characteristic
angle, or the modal quality factor. In this paper, the characteristic angle (αn) is used for the
analysis, and it is defined by the following:

αn = 180◦ − tan−1(λn) (2)

When the mode is at resonance, λn = 0 and αn = 180◦.
The CMA of different square plates is well detailed in the literature. The decomposition

of the total current into modal currents or characteristic modes (Jn) provides a visual
perspective of the radiation mechanism of the analyzed plate. It helps to determine
which modes are good candidates to be excited and, consequently, which is the optimum
position of the feeding. However, the CMA of the ground plane, including the small
antenna, requires an extremely detailed meshing which is accompanied by time-demanding
simulations, along with modal tracking and crossing avoidance issues. Furthermore, the
antenna includes a lossy ceramic substrate, which complicates the analysis because the
CMA is only well established for lossless structures, and commercial simulators do not
analyze any lossy substrate. To face this problem, we analyze the isolated ground plane
with the CMA, and then we correlate the radiated fields of each mode with the total
radiated fields of the ground plane, including the chip antenna, at different positions. The
correlation is then used as a metric to quantify approximately which mode of the ground
plane is excited.

The correlation is detailed in (3), where gn is the radiation pattern associated with
mode Jn of the analyzed ground plane, and gT(x,y) is the total radiation pattern of the
antenna + ground plane when the antenna is placed at (x,y). The superscript H denotes
Hermitian, and Ω = (θ, φ) is the solid angle.

ρn,T(x,y) =

∫∫
4π

gH
n (Ω)gT(x,y)(Ω) dΩ√∫∫

4π

gH
n (Ω)gn(Ω) dΩ · ∫∫

4π

gH
T(x,y)(Ω)gT(x,y)(Ω) dΩ

(3)

Thanks to the correlation, we can analytically approximate which modes are excited.
For a proper mode excitation, the antenna must be placed in a current maximum, and the
currents of the antenna must flow in the same direction as the modal currents. These two
requirements are critical for the proper excitation of any mode and for the enhancement of
the radiation properties of the system.

3.2. Large Ground Plane (a = b = 100 mm)

The first analysis consists of an electrically large square ground plane with dimensions
a = b = 100 mm, which correspond to a > λ/2. For this study, four positions of the antenna
are considered, top-left corner P1(x,y) = (0,0), top-middle P2(x,y) = (45,0), left-middle
P3(x,y) = (0,45), and center P4(x,y) = (45,45). In Figure 4a, the evaluation set-up is detailed.

The initial step focuses on the CMA of the isolated square ground plane. In Figure 4b,c,
the characteristic angle and the current distribution of each mode are depicted, respectively.
The gray bar represented in Figure 4b indicates the band where the proposed antenna is
working. At that band, modes J1/J′1, which are the fundamental modes (vertical/horizontal
modes), have already resonated and have values close to 180◦, and they have the potential
to be excited. Mode J2 also resonates before the operating band and also has characteristic
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angle values close to 180◦. This is a mode with four nulls at the corners of the plane and
a maximum in the middle of the edges, and it is also a potential candidate to be excited.
Mode J3 is considered the loop mode, which does not resonate. Mode J4 and J5 resonate at
higher frequencies, but they may be excited because they are not far from resonance, and
the capacitive behavior that they show at the operating band can be compensated. Mode J4
has four current nulls in the middle of the four edges, and mode J5 has the same four nulls,
along with four nulls at the corners. Since the ground plane is considered electrically big,
all the mentioned modes can be potentially considered to be excited due to their relative
proximity to resonance.

(a)

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
80

100

120

140

160

180

200

220

240

260

280

Frequency (GHz)

C
h
ar
ac
te
ri
st
ic

A
n
gl
e
(d
eg
)

J1 J′1 J2 J3 J4 J5

(b)

(c)
Figure 4. (a) Analyzed ground plane of 100 × 100 mm2 with the antenna at four different positions,
(b) characteristic angles of the isolated ground plane modes (J1–J5) with the operating frequency band
colored in gray, and (c) current distribution of the isolated ground plane modes (J1–J5). J′1 is equivalent
to J1, but rotated 90◦ (degenerated mode). Black arrows describe the direction of the currents.

Once the ground plane is analyzed, the antenna is placed at the four analyzed positions,
and the reflection coefficient (S11) and the total efficiency are calculated and depicted
together in Figure 5a. The result for the S11 parameter shows a very narrow bandwidth
for the operating band (25 MHz for S11 < −6 dB), and high stability with no detuning nor
bandwidth degradation when the antenna is displaced. The measured S11 results show a
slight frequency shift due to fabrication tolerances, but show high stability with the antenna
displacement. The total measured efficiency is also measured, with good agreement with
the simulated results.

As observed, the total efficiency is greatly affected by the position of the antenna.
The highest value of total efficiency (−8.5 dB) is obtained when the antenna is placed at
P3(x,y) = (0,45). In Figure 1b, the correlation between the total fields and each modal field
is depicted, and in the case of (x,y) = (0,45), modes J1, J2, and J4 are excited. The first two
present higher correlation because the antenna is placed at a current maximum of both
modes and for mode J4 at a minimum. The second higher value (−10.2 dB) is obtained
when the antenna is placed at P1(x,y) = (0,0), where only mode (J4) is properly excited
because only mode J4 has a current maximum in the corner of the ground plane. Lastly, for
positions P2(x,y) = (45,0) and P4(x,y) = (45,45), the lowest total efficiency value (−12 dB) is
obtained. For P2(x,y) = (45,0), only mode J5 is excited and at a low level because it has a
current minimum at the excitation point. All the other modes are not excited because the
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current flow of the antenna is orthogonal to the current flow of all the modal fields. For
P4(x,y) = (45,45), the antenna is placed at a position where most of the modes have a null.
Only mode J1 can be excited because its current flow has the same direction as the antenna,
but the antenna is not placed at the current maximum.

The total current of the ground plane with the antenna placed at the four positions
is depicted in Figure 5c for its visual comparison with the modes. The radiation patterns
(Directivity) for planes φ = 0◦ and φ = 90◦ are also depicted for all the analyzed positions
(Figure 5d–g), and the measured radiation pattern for the best total efficiency position is
also added. The measured radiation patterns differ from the simulated ones at θ = 180◦ for
both planes due to the blocking effect of the positioner of the anechoic chamber.

As a first conclusion, the best position for the antenna is the middle-left position
P3(x,y) = (0,45) because most of the first analyzed modes of the ground plane, which are
close to resonance, exhibit a current maximum in the perimeter of the ground plane and
especially in the middle of each side. In addition, the current flow of the antenna has the
same direction as the modal currents.
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Figure 5. (a) Reflection coefficient (S11) and total efficiency (dB) of the antenna located at the four
analyzed positions (the frequency band colored in gray corresponds to the operating band analyzed
with the correlation), (b) correlation (detailed in Equation (3)) of total and modal fields, (c) total
current distribution of the antenna at the four positions, and radiation patterns at resonance when the
antenna is placed at (d) P1(x,y) = (0,0), (e) P2(x,y) = (45,0), (f) P3(x,y) = (0,45), and (g) P4(x,y) = (45,45).
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3.3. Small Ground Plane (a = b = 30 mm)

The second subsection analyzes an electrically small square ground plane with the
dimensions a = b = 30 mm, which correspond to a < λ/4. As in the previous subsection,
the same four positions of the antenna are considered: top-left corner P1(x,y) = (0,0), top-
middle P2(x,y) = (12,0), left-middle P3(x,y) = (0,12) and center P4(x,y) = (12,12), detailed in
Figure 6a.
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Figure 6. (a) Analyzed ground plane of 30 × 30 mm2 with the antenna at four different positions
on the ground plane, (b) characteristic angles of the isolated ground plane modes (J1–J5) with the
operating frequency band colored in gray, and (c) current distribution of mode J1 and J′1 of the isolated
ground plane. Black arrows describe the direction of the currents.

The CMA of the isolated plane shows that at the operating band (gray band of
Figure 6b), all the modes have not resonated yet due to the limited size of the plane.
Only modes J1 and J′1 have a lower value of characteristic angle, and they will be the only
modes that will be excited. In Figure 6c, the current distribution of modes J1 and J′1 at
2.4 GHz is represented. Since the modes are far from resonance, it can be observed that
currents are not only flowing vertically or horizontally (like at resonance), but they have an
external path beginning in the current minimum (at the middle of one of the edges) and
flowing throw the edge of the perimeter (C-shape path) until the middle of the other edge.

After the ground plane analysis, the antenna is analyzed at the four ground plane
positions. The reflection coefficient (S11) and the total efficiency are depicted together in
Figure 7a. The result for the S11 parameter shows the same narrow bandwidth operating
band (25 MHz for S11 < −6 dB) as in the electrically large ground plane and high stability
with no detuning nor bandwidth degradation even when the antenna is displaced in such
a limited ground plane.

The total efficiency is also affected by the position of the antenna. With a simple
inspection of the two modes of the isolated ground plane J1/J′1, it is possible to anticipate
which position is more suitable to obtain the highest total efficiency. Position P3(x,y) = (0,12)
provides the highest efficiency value (−9.5 dB) because the antenna is placed in the middle
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of the current maximum associated with mode J1, and also, the current flow of the antenna
follows the current flow of the mode. In addition, mode J′1 is excited with a lower level
because it has a current null in that position, but the prolongation of intense currents in
the C-shape distribution from the middle-top to middle-bottom point (which appears at
such low frequencies) creates an additional current path in phase with the current flow
of the antenna. The following efficiency values are −11.4 dB and −11.5 for positions
P1(x,y) = (0,0) and P4(x,y) = (12,12), respectively. For P1(x,y) = (0,0), the antenna is placed
not in a current minimum nor a maximum for mode J1 and J′1. Both modes are excited at
a low level, because the antenna current flow has the same direction as the modes, but it
is not placed in any of the current maximums. In the case of P4(x,y) = (12,12), only mode
J1 is excited with medium level because even though it has the same current flow as the
mode, it is not placed in the exact current maximum (edge). The worst result for the total
efficiency (−13.5 dB) is obtained at P2(x,y) = (12,0), with a current minimum for mode
J1 (with antenna current flow in phase) and a maximum of J′1 (but with the current flow
orthogonal to the mode). Only mode J1 is then excited in this case, but with a poor level.
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Figure 7. (a) Reflection coefficient (S11) and total efficiency (dB) of the antenna located at the four
analyzed positions (the frequency band colored in gray corresponds to the operating band analyzed
with the correlation), (b) correlation (detailed in Equation (3)) of total and modal fields, (c) total
current distribution of the antenna at the four positions, and radiation patterns at resonance when the
antenna is placed at (d) P1(x,y) = (0,0), (e) P2(x,y) = (12,0), (f) P3(x,y) = (0,12), and (g) P4(x,y) = (12,12).
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Total currents with the antenna placed at the four positions are depicted in Figure 7c
for its visual comparison with the modal currents. The radiation patterns (directivity) for
planes φ = 0◦ and φ = 90◦ are also depicted in Figure 7 for all the analyzed positions.

After the second analysis, it can be stated that, again, the best position for the antenna
placement is the middle-left position, because the antenna is placed in the current maximum
of mode J1, and the current flow of the antenna is parallel to the current flow in the
maximum of the mode. The worst position is the top-middle P2(x,y) = (12,0) because either
the current flow is orthogonal to the current maximum flow of J′1 or, in the case of J1, it is in
a current minimum.

3.4. Long Ground Plane (a = 15 mm and b = 100 mm)

The last subsection provides the analysis of an electrically long ground plane with
dimensions a = 15 mm and b = 100 mm. In this study, due to the reduced width (a)
of the ground plane, only two positions are analyzed: Top P1(x,y) = (0,0) and middle
P2(x,y) = (0,45). At each position, the antenna is placed in two orthogonal ways (see
Figure 8a).
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Figure 8. (a) Analyzed ground plane of 15 × 100 mm2, with the antenna at two different positions
and two polarizations, (b) characteristic angles of the isolated ground plane modes (J1–J5) with the
operating frequency band colored in gray, (c) current distribution of modes J1–J5 of the isolated
ground plane (black arrows describe the direction of the currents), and (d) total current distribution
of the antenna at the four positions.

With an inspection of the characteristic angles associated with the modes of the long
ground plane (Figure 8b), it can be observed that mode J1 is resonant before the operating
band (remarked in gray color), and mode J2 is close to resonance. The other modes resonate
at higher frequencies, and by a first impression, it can be stated that only modes J1 and J2
will be present in the analysis. Mode J1 has the current distribution of the vertical mode (see
Figure 8c), with nulls at the top and bottom edges and maximums in the middle of the left

121



Sensors 2023, 23, 3007

and right sides. Mode J2 presents a current minimum in the middle of the right/left sides
and a current maximum at the top and bottom edges. Mode J3 corresponds to the loop
mode, and mode J4 is a higher-order mode, with four current nulls and four maximums.
The total currents, including the antenna, are depicted in Figure 8d for a visual comparison
between modal and total currents.

Regarding the matching of the antenna (see Figure 9a), results show the same stability
as in previous studies, with no detuning observed when the antenna is displaced, or the
polarization is changed.
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Figure 9. (a) Reflection coefficient (S11) and total efficiency (dB) of the antenna located at the four
analyzed positions (the frequency band colored in gray corresponds to the operating band analyzed
with the correlation), (b) Correlation (detailed in Equation (3)) of total and modal fields, and radiation
patterns at (c) P1(x,y) = (0,0), (d) P2(x,y) = (0,45), (e) P1’(x,y) = (0,0) and, (f) P2’(x,y) = (0,45).

The total efficiency (Figure 9a) exhibits the highest dynamic range among all the
performed studies. On the one hand, the best total efficiency results (−7.6 dB and −7.8 dB)
observed in Figure 9a are obtained at positions P1’(x,y) = (0,0) and P2(x,y) = (0,45). By
analyzing the correlation (Figure 9b), it can be observed that for P1’(x,y) = (0,0), mode
J2 is perfectly excited because the antenna is placed parallel to the top edge, and there
is a current maximum flowing in the same direction of the currents of the antenna. For
P2(x,y) = (0,45) position, the antenna is clearly exciting mode J1 og the ground plane,
because it is placed in the middle of the left and right sides, and since the plane is very thin,
both maximums are excited. The next highest value for the total efficiency is obtained for
P2’(x,y)= (0,45), where mode J2 is excited but not at the same level, because the antenna is
placed in the current minimum. Although it is placed in the maximum for J1, the current
flow of the antenna is orthogonal to the currents of this mode. The worst total efficiency
value (−12.9 dB) is observed for P1(x,y) = (0,0) positions. The reason for such a low level is
that mode J1 has a current minimum and mode J2 has its maximum on the top edge, but it
is orthogonal to the current flow of the antenna.

Radiation patterns (directivity) for planes φ = 0◦ and φ = 90◦ are also depicted for all
the analyzed positions in Figure 9.
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The information gathered in the last analysis shows that for narrow ground planes,
the antenna position has a big impact on the total efficiency. Really high correlation and
efficiency values are obtained if the antenna is placed in the correct position, always taking
into consideration the current distribution of the modes close to resonance and taking also
into consideration the current flow of the antenna.

4. Conclusions

A low-profile on-ground LTCC chip antenna resonating at 2.41 GHz has been pre-
sented. The antenna exhibits a total volume of 0.067 × 0.048 × 0.019λ3

0 and does not require
a clearance area on the ground plane where it is installed. Characteristic modes analysis of
ground planes with different sizes, and the correlation between the total radiated fields
(antenna + ground plane) and modal radiated fields (ground plane) were successfully per-
formed, justifying the best position for the antenna location in terms of total efficiency. This
study shows that the antenna is really stable to detuning effects and shows a considerable
difference in terms of efficiency from the best to the worst position (5.3 dB difference), as
described in Table 3. The best results are obtained when the antenna is placed in the middle
of the left side of the ground plane, and the reason is demonstrated by the modal analysis.
Due to the size of the antenna and the lack of clearance area requirement, this antenna is a
great candidate to be installed in extremely size-limited devices working for 2.4 GHz IoT
applications. As further work, once the on-ground (no clearance) chip antenna concept has
been presented and the CMA and correlation study to find the optimum location of the
antenna in a ground plane has been performed, the impedance bandwidth enhancement of
the proposed antenna will be investigated. A comparison between classical chip antennas
with clearance area and on-ground chip antennas will be carried out.

Table 3. Summary of the results. Red cell: Antenna in a wrong location, Orange cell: Antenna in an
intermediate location, Green cell: Antenna in the optimum location

Ground P. Size Antenna Position T.Eff. Ground P. Size Antenna Position T.Eff.

100 × 100 mm2 P1(0,0) −10.2 dB 100 × 100 mm2 P2(45,0) −12 dB
100 × 100 mm2 P3(0,45) −8.5 dB 100 × 100 mm2 P4(45,45) −12 dB

30 × 30 mm2 P1(0,0) −11.4 dB 30 × 30 mm2 P2(12,0) −13.5 dB
30 × 30 mm2 P3(0,12) −9.5 dB 30 × 30 mm2 P4(12,12) −11.5 dB

15 × 100 mm2 P1(0,0) −12.9 dB 15 × 100 mm2 P2(0,45) −7.8 dB
15 × 100 mm2 P1’(0,0) −7.6 dB 15 × 100 mm2 P2’(0,45) −8.3 dB
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Abstract: This paper presents the application of CORPS (coherently radiating periodic structures) for
feeding CRA (concentric rings array) with a reduced number of phase shifters. The proposed design
technique for the structure of concentric rings provides a better scanning capability with respect
to other existing configurations. This design technique utilizes 2 × 3 or 4 × 7 CORPS networks
depending on the configuration or the number of antenna elements in the phased array system.
These CORPS networks are set strategically in the feeding network to provide several advantages
with respect to others in the scanning capability and the reduction of the number of phase shifters of
the array system. The contribution of this paper is the full antenna system design of phased CRA
for analyzing scanning and the reduction of phase shifters. The proposed phased array reduces
the number of phase shifter devices in CRA for a scanning range of ±25◦ in the elevation plane.
Differential evolution (DE) was applied to optimize the amplitudes of the proposed system. Several
design cases were analyzed using full-wave simulation results to verify the phased array model
and to take mutual coupling into account. Full-wave simulation results provide radiation patterns
with low SLL in all scanning directions. The proposed phased array was validated by experimental
measurements of the full antenna system prototype.

Keywords: phased array; CORPS network; concentric rings; beam-scanning; side lobe level

1. Introduction

There is great interest about minimizing the number of electronic devices used in the
feeding network of the antenna system while maximizing the radiation pattern quality [1].
Two of the main components of phased array systems are the array architecture and the
beam-forming network (BFN). The first one determines the spatial distribution of each
antenna element, and the BFN is a crucial component for feeding each antenna element
of the system with adequate amplitudes and phases. An adequate BFN design allows us
to generate radiation patterns with desirable properties such as a wide range of beam-
scanning and low side lobe level (SLL) [2,3].

The complexity and cost of phased array systems depend strongly on the BFN. This
complexity is high for a high number of electronic devices (phase shifters, amplifiers,
switches, etc.) [4]. It is crucial to find out different antenna arrays geometries and BFN
configurations for minimizing the number of electronic devices [5–7] in applications of wide
range scanning and low SLL. There are several recent techniques in the state of art such
as: checkered networks [8], minimal redundancy [9], hybrid beamforming [10], rotated
elements [11], directional modulation [12], and coherently radiating periodic structures
(CORPS) [13], among others.

Sensors 2022, 22, 9528. https://doi.org/10.3390/s22239528 https://www.mdpi.com/journal/sensors126



Sensors 2022, 22, 9528

The techniques based on CORPS have been studied for reducing the number of phase
shifters in the BFN. Several CORPS network configurations have been analyzed yielding a
better scanning capability with respect to other BFN configurations [14–22].

The previously mentioned works have provided several design techniques for feeding
different antenna array structures such as linear, planar, and concentric rings. In this sense,
new design methodologies are needed to minimize the complexity of the feeding system
of the antenna array. All these methodologies can set more design options for emerging
systems based on antenna arrays.

Our manuscript illustrates the use of CORPS to feed antenna array systems with
a geometry of concentric rings by using a minimum quantity of phase shifters. The
phased antenna system using the proposed CRA uses cophasal excitation and provides
an interesting option for feeding the antenna elements and diminishing the quantity of
phase devices. This antenna system design using the geometry of CRA can achieve a wide
scanning range. In this case, 2 × 3 or 4 × 7 CORPS networks are utilized in the proposed
CRA to provide the required phase distribution. The proposed design methodology using
these CORPS blocks achieves some benefits, such as a wide scanning of the main beam
and the simplification of the BFN by diminishing the quantity of phase shifters of the
antenna system. The differences with respect to our previous work published in [22] are
the reduction of phase shifters for a configuration based on arrays of concentric rings and
the analysis of the radiation performance for different configurations.

The contribution of this paper is the full antenna system design of phased CRA for
analyzing scanning and the reduction of phase shifters. The proposed phased array reduces
the number of phase shifter devices in CRA for a scanning range of ±25◦ in the elevation
plane. Differential evolution (DE) [23] was applied to optimize the amplitudes of the
proposed system. Several design cases are analyzed using different numbers of antenna
elements with full-wave simulation results (using CST Microwave Studio) to verify the
phased array model and to take mutual coupling into account. Full-wave simulation results
provide radiation patterns with low SLL in all scanning directions. The proposed phased
array was validated by experimental measurements of the full antenna system prototype.

2. Phased Array Model

2.1. Concentric Rings Array

The geometry of concentric rings is considered for the phased array model. We have
selected this geometry because the behavior of the required cophasal excitation for this
structure facilitates the application of CORPS.

Basically, this array geometry incorporates multiple rings with antenna elements in
a circular layout, sharing a common center where each ring has its own radius [21]. This
concentric ring geometry considers M rings with Nm antenna elements on the x-y plane,
as shown in Figure 1. Thus, the array factor expression considering this structure can be
written as follows [21,24]:

AF(θ, φ) =
M

∑
m=1

Nm

∑
i=1

Wmejkrm(λ)[sinθcos(φ−φmi)+sinθ0cos(φ0−φmi)] (1)

Where M is the number of rings, Nm is the number of elements in ring m, Wm is the
excitation current of elements on mth ring, k is the angular wavenumber with λ as the
wavelength, rm(λ) is the radius of each circular ring with inter-element spacing between
rings of dm; θ ∈ [0, π] and φ ∈ [0, 2π] are the elevation and azimuth angles (from the
positive z-axis and from the positive x-axis), respectively. The maximum radiation direction
is defined by θ0 and φ0. The element angular separation φmi from the positive x-axis in
each ring can be calculated as φmi = 2π(i − 1)/Nm.
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Figure 1. Geometry of the concentric rings array.

We analyzed the impact of the application of CORPS for reducing the number of
phase shifter devices in this geometry of concentric rings. Two design configurations were
proposed in order to take advantage of the CORPS properties for providing the required
cophasal excitation for this structure and to consider the scanning possibilities.

Configuration 1, shown in Figure 2a, considers three rings with 10 antenna elements
per ring. This kind of array configuration permits the control of blocks of three antenna
elements. Each block had the same angular separation. Then, this configuration can utilize
CN2×3 (2 × 3 CORPS networks) and take advantage of the phase interpolation property
of CORPS networks [22] for generating the required cophasal excitation.

 

Figure 2. Array configurations: (a) Configuration 1 of three rings with 30 antenna elements,
(b) Configuration 2 of seven rings with 100 antenna elements, both at 6 GHz.

The array configuration assumes the distance between antenna elements of the same
ring to be 0.5λ, trying to avoid the effects of mutual coupling. Then, the corresponding
radii for configuration 1 are: r1 = 0.7958λ, r2 = 1.2958λ, and r3 = 1.7958λ. Figure 2a
shows the antenna array using a circular patch with a central frequency of 6 GHz, diameter
of 12.91 mm, p′ = 2.07 [25], the FR4 substrate with a thickness of h = 1.6 mm, relative
permittivity er = 4.2, and tangent loss δ = 0.025.

The other interesting array configuration is illustrated in Figure 2b. As shown in
Figure 2b, configuration 2 uses 100 antenna elements distributed over seven rings. This
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configuration permits the control of blocks of seven antenna elements and blocks of three
elements. Therefore, the array configuration can use CN4×7 (4 × 7 CORPS networks) and
CN2×3 in order to generate the cophasal excitation for beam-scanning and reducing the
number of phase shifter devices. As in configuration 1, the array configuration assumes the
distance between antenna elements to be 0.5λ, having the next radii values: r1 = 0.7958λ,
r2 = 1.2958λ, r3 = 1.7958λ, r4 = 2.2958λ, r5 = 2.7958λ, r6 = 3.2958λ, and r7 = 3.7958λ.

2.2. CORPS Networks

The feeding networks are based on CORPS to be used as a beam-forming network of
the concentric rings array. The CORPS networks take advantage of the wave propagation,
splitting (S), and recombining (R) the waves or signals in basic nodes [14,15]. We applied
the CORPS networks for taking advantage of the phase interpolation property of a CORPS
network of one layer.

The C-BFN configurations were designed according to the CRA model structure. As
commented previously, the CRA of configuration 1 utilizes CN2×3 and the CRA of the
configuration 2 uses CN4×7 and CN2×3 in order to generate the cophasal excitation for
beam-scanning. The CN2×3 uses 2 splitting nodes and 1 recombining node as shown in
Figure 3a, and the CN4×7 is designed by interconnecting several CN2×3 [22] (Figure 3a).
Unlike a CORPS conventional network (which has 15 splitting and 12 recombining nodes),
this configuration uses only 6 splitting and 3 recombining nodes [22]. The theoretical power
distribution is illustrated in Figure 3b.

 
Figure 3. CORPS networks. (a) CN2×3, which uses 2 splitting uses and 1 recombining node,
(b) CN4×7, which uses 6 splitting nodes and 3 recombining nodes.

Gysel power dividers [26] can perform the practical functions of the splitting and
recombining nodes. Figures 4 and 5 illustrate the CN2×3 and CN4×7 using Gysel dividers.
These configurations incorporate the FR4 substrate with a thickness of 1.6 mm, relative
permittivity er = 4.2, and tangent loss δ = 0.025. Gysel power dividers include chip resistors
of 50 Ohms (FC0603-surface mount) and SMA connectors at each input and output port.

The power flow through the networks can be simulated. CN2×3 includes a combi-
nation of 3 Gysel power dividers that produce power attenuations (≈−3 dB per divider).
Figure 6 shows the simulated power flow of the CN2×3 when the input ports are fed
separately and simultaneously by a 6 GHz signal with the same phase value and a unitary
amplitude. The Gysel power divider acts as a splitting or combining node of the network.
In addition to this, Figure 7 shows a combination of 9 Gysel power dividers, which cor-
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respond to 3 CN2×3 interconnected. Thus, this network reduces until 66%, the required
Gysel power dividers with respect to the conventional CORPS network. Please note that
the performance details of these networks (CN4×7 and CN2×3) such as reflection and
transmission coefficients are explained and found in the references [20,22].

 

Figure 4. CN2×3, which uses 3 Gysel power dividers at 6 GHz in CST Studio Suite.

 

Figure 5. CN4×7, which uses 9 Gysel power dividers at 6 GHz in CST Studio Suite.

 

Figure 6. Power flow through the CN2×3.
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Figure 7. Power flow through the CN4×7.

Figure 7 shows the simulated power flow of the CN4×7 when the input ports are fed
separately and simultaneously by a 6 GHz signal with the same phase value and a unitary
amplitude. This configuration has a symmetric performance between the first two input
ports and the last two input ports of the network, in which the power flow, attenuation, and
phase shift are the same at the corresponding output ports. The maximum phase shift of
the signal is found in the center. The phase shift can be adjusted at the ends of the network,
generating longer lines.

The behavior of CN2×3 and CN4×7 can be studied using simulations and measure-
ments. The S-parameters of CN2×3 and CN4×7 are illustrated in Figures 8 and 9 in terms
of reflection and transmission coefficients and phase versus frequency. The CN2×3 shows
a bandwidth of 3.9 GHz (as shown in Figure 8) with reflection coefficients of less than
−20 dB and −18 dB in the simulated and measured results at 6 GHz, respectively. The
transmission values are approximately −3.75 dB in the ports 3 and 5 and approximately
−5.35 dB in the port 4.
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Figure 8. S-parameters of the CN2×3: (a) input 1 to outputs 3 and 4, (b) input 2 to outputs 4 and 5.
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Figure 9. S-parameters of the CN4×7: (a) inputs 1 and 4, (b) inputs 2 and 3.

Figure 9 shows a reflection coefficient of −20 dB for the CN4×7 considering the
input ports 1 and 4, and −15 dB for the ports 2 and 3 (6 GHz). This network presents a
bandwidth of 2.45 GHz. The transmission values obtained are S1,5˘4,11 = −7.52 dB and
S1,6˘4,10 = −10.4 dB for the input ports 1 and 4, and of approximately S2,6˘3,10 = −11.1 dB,
S2,7˘4,9 = −12 dB, and S2,8˘4,8 = −15.3 dB for the ports 2 and 3.

2.3. Proposed Model for Phased Antenna Arrays

Each phased antenna array system (PAAS) was developed by the interconnection of
the CORPS-BFN configuration with its corresponding CRA case. These interconnections
are realized from the output of the network to each antenna element in the different rings of
the array and the different array inputs are arranged or set as linear subsets. This simplifies
the phased array system by a feeding network that uses a smaller number of phase shifters.

Figure 10 illustrates a schematic diagram for the PAAS of the CRA configuration
1, including 10 CN2×3. A layer of attenuators/amplifiers was set at the output of the
feeding networks. These values of amplitude excitation can be optimized in order to yield
radiation pattern characteristics with a low SLL for each main beam direction. These values
of amplitude excitation are considered fixed, i.e., the same value of attenuation is used in
each antenna element for each scanning direction.

 

Figure 10. Schematic diagram for the phased antenna array system of configuration 1, including
CN2×3.
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As an example, Table 1 shows the different phase values generated by the CN2×3
at θ0 = 25◦ in the cut of φ= 0◦. The computed phase value is illustrated for each antenna
element of the CRA. Because of symmetry of the CRA geometry, the CN2×3 (the networks
2–10, 3–9, 4–8, and 5–7) generate the same phase values for each CN2×3 pair at the output
of the feeding network. It is important to note that the input phase difference above
180◦ could generate power reflections at the input ports due the passive elements of the
network. Therefore, phase differences above 180◦ (between input ports of CN2×3) must be
absolutely avoided. This situation is not presented in this arrangement of antenna elements
and CN2×3 for the CRA of configuration 1. This configuration provides a scanning range
±25◦. Please, take note that this scanning performance is reached by controlling 30 elements
of the CRA for this configuration with 20 phase shifters. There was a reduction of 33% in
the number of phase shifters for phased arrays in a geometry of CRA.

Table 1. Phases values in each element of antenna grouped in each output port for CN2×3 of CRA of
configuration 1.

CN2×3 No. Element of Antenna Phase Value (Rad)

1 1, 11, 21 −2.11, −3.44, −4.77
2; 10 2, 12, 22; 10, 20, 30 −1.71, −2.78, −3.86
3; 9 3, 13, 23; 9, 19, 29 −0.65, −1.1, −1.47
4; 8 4, 14, 24; 8, 18, 28 0.65, 1.1, 1.47
5; 7 5, 15, 25; 7, 17, 27 1.71, 2.78, 3.86

6 6, 16, 26 2.11, 3.44, 4.77

The schematic diagram for the PAAS of the CRA configuration 2 is shown in Figure 11.
This configuration includes 10 CN2×3 and 10 CN4×7. Although 70 antenna elements could
be controlled by the 10 CN4×7, 30 antenna elements are controlled by 10 CN2×3. These
30 elements set in 10 subarrays of 3 elements are added in order to provide better radiation
characteristics. A layer of attenuators/amplifiers is set at the output of the feeding networks
and these values of amplitude excitation are considered fixed, as previous configuration.
Therefore, this configuration provides a scanning range ±25◦ by controlling 100 elements
of the CRA for this configuration with 60 phase shifters. There was a reduction of 40% in
the number of phase shifters.

 

Figure 11. Schematic diagram for the phased antenna array of configuration 2, including CN4×7 and
CN2×3.
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Table 2 illustrates the different phase values generated by the 10 CN2×3 and the
10 CN4×7 at θ0= 25◦ in the cut of φ= 0◦. As in the previous configuration, the CN4×7
(networks 2–10, 3–9, 4–8, and 5–7) and the CN2×3 (networks 1–10, 2–9, 3–8, 4–7, and
5–6) generate the same phase values (for each networks pair mentioned previously) at
the output of the feeding network. As shown in Table 2, the phase differences above 180◦
between input ports are avoided.

Table 2. Phases values in each element of antenna grouped in each output port for configuration 2.

Network No. Antenna Element Phase Value (Rad)

CN4×7
1 1, 11, 21, 31, 41, 61, 81 −2.11, −3.44, −4.77, −6.1, −7.42, −8.75, −10.08

2; 10 2, 12, 22, 32, 43, 63, 83; 10, 20, 30, 40, 59, 79, 99 −1.71, −2.78, −3.86, −4.93, −6, −7.1, −8.15
3; 9 3, 13, 23, 33, 45, 65, 85; 9, 19, 29, 39, 57, 77, 97 −0.65, −1.06, −1.47, −1.88, −2.3, −2.7, 3.11
4; 8 4, 14, 24, 34, 47, 67, 87; 8, 18, 28, 38, 55, 75, 95 0.65, 1.1, 1.47, 1.88, 2.3, 2.7, 3.11
5; 7 5, 15, 25, 35, 49, 69, 89; 7, 17, 27, 37, 53, 73, 93 1.71, 2.78, 3.86, 4.93, 6, 7.1, 8.15

6 6, 16, 26, 36, 51, 71, 91 2.11, 3.44, 4.77, 6.1, 7.42, 8.75, 10.08
CN2×3

1; 10 42, 62, 82; 60, 80, 100 −7.06, −8.32, −9.58
2; 9 44, 64, 84; 58, 78, 98 −4.36, −5.14, −6
3; 8 46, 66, 86; 56, 76, 96 0, 0, 0
4; 7 48, 68, 88; 54, 74, 94 4.36, 5.14, 6
5; 6 50, 70, 90; 52, 72, 92 7.06, 8.32, 9.58

3. Experimental Results

Simulation and experimental results were obtained for the PAAS of the CRA con-
figurations. The full antenna system for the PAAS of the CRA configuration 1 was full
wave simulated, fabricated, and measured for evaluating its performance. The PAAS of
CRA configuration 2 was only evaluated by using full wave simulations due to the high
complexity.

Figure 12a shows the full system design for the PAAS of the CRA configuration 1. The
prototype was fabricated using the array design characteristics mentioned in Section 2.1
(Figure 12b). The design and the prototype illustrate the feeding network based on CN2×3,
the attenuators, and the antenna elements of the CRA. All was constructed on FR4 substrate.
More details are given in the next sections.

 

Figure 12. Full system design for the CRA configuration 1: (a) design and (b) prototype.
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Figure 13 illustrates the active reflection coefficients for the CRA of configuration 1
and configuration 2 at θ0= 25◦. Every direction of the scanning range was examined, as this
was the furthest scanning direction and the case of worst performance for active reflection
coefficients. The reflection coefficients of all antenna elements remained below −10 dB at
the design frequency of 6 GHz. The antenna elements show a good matching performance
for the frequency of interest.
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Figure 13. Active reflection coefficients for the CRA of (a) configuration 1 and (b) configuration 2 at
θ0 = 25◦ for a frequency of 6 GHz.

The amplitude excitations were optimized, intending to find radiation patterns with
low SLL in all scanning directions for the PAAS of the two CRA configurations. The
optimization process was made using a metaheuristic algorithm based in the DE [23]. The
principal aim of this algorithm was to determine and select, from a random vector, the
best combination of amplitudes for each CRA configuration. This algorithm has been
applied extensively and successfully in the array design. Therefore, the details of this
optimization algorithm can be found in [23]. We seek with this optimization to represent
the use of a set of passive attenuators (due to the low cost of the fabrication). The DE
algorithm was run with an initial population of 100 and a number of generations of 1000
iterations. Furthermore, the optimization process considers the next cost–function (CF),
which evaluates the radiation parameters of SLL and Directivity (D):

CF = W1SLL(θ)− W2/D(θ) (2)
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where W1 and W2 are weighting factors. The values of W1 and W2 can be set to give
more importance to reduce the SLL or to improve directivity. Then, the values of SLL
and directivity (used in the CF) are compared and evaluated by the DE algorithm trying
to minimize the CF in Equation (2). The radiation pattern is considered to be scanned in
the elevation plane in a range of θ0 = ±25◦. Steps of 1◦ are considered to evaluate all the
scanning range and the worst radiation characteristics (SLL and D) are obtained for the
farthest direction. Table 3 presents the vectors of different amplitudes computed with DE
algorithm for each CRA configuration.

Table 3. Optimized amplitudes for the PAAS of the two CRA.

Model Amplitudes

Configuration 1

1.9998 0.3621 1.8963 1.9419 0.2094 1.9184 0.1059 1.6764 1.8317
0.3447 0.9966 0.4440 0.2555 0.1302 0.6474 0.4949 0.4979 0.1406
0.3137 0.5950 0.8243 0.5703 0.1405 0.3697 0.2117 0.2139 0.5985

0.3781 0.3781 0.3781

Configuration 2

0.4151 1.1743 1.2849 1.3340 0.5434 0.5843 1.3178 1.4168 1.1669
1.3718 1.3698 1.1058 1.4535 1.2601 0.7342 1.3838 1.3736 1.1524
1.3929 0.6461 0.8586 1.2891 1.2774 1.1981 1.4290 1.2180 1.4155
1.4239 1.1275 1.2777 0.6157 0.9340 0.4964 0.7554 0.8111 0.4849
0.7463 0.7183 0.9163 0.8420 0.5775 1.0298 0.8356 1.2533 0.5876
0.7050 0.6295 1.0512 0.8737 0.7361 0.5168 0.8362 0.7704 0.8781
0.7116 0.8127 0.5718 1.0242 0.5790 0.8141 0.6353 0.5105 0.5185
0.8109 1.0423 1.0958 0.4863 0.6007 0.5798 0.4462 0.4412 0.5110
0.6597 1.0407 0.8082 0.7466 0.7569 0.5486 0.4373 0.4019 0.5701
0.5093 0.5716 0.8326 1.2098 1.4269 1.1416 1.0053 0.4846 0.6187
0.6801 0.4758 0.5502 0.7493 0.7493 1.3071 1.3102 1.1493 0.4216

0.4216

Each attenuator of the prototype illustrated in Figure 14 was realized considering
unequal Wilkinson power divider [27]. The split tee power divider consists in a common
power divider with an isolated port. By this way, the output port has an attenuated signal
from input [27]. The attenuation level is controlled by the different transmission lines
width. Figure 14 illustrates the design of attenuators in CST Studio Suite with the split tee
power dividers and (surface mount) resistors of 50 and 100 Ohms for attenuation levels of
−1.86 dB and −8.13 dB of attenuation.

 

31 mm

20 mm 23.72 mm

50  chip resistor  Ω
100  chip resistor Ω

Input
Port

Input
Port

Output
Port

Output
Port

Figure 14. Design of attenuators in CST Studio Suite at 6 GHz.

All the attenuators were full wave simulated and measured to be integrated with
the feeding network of CN2×3, i.e., the full system design for the PAAS of the CRA
configuration 1 shown in Figure 12b. All the attenuation coefficients for the full system
design (the simulation model in CST and the prototype illustrated in Figure 12a) are shown
in Table 4. The attenuation values are given in dB.
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Table 4. Attenuation coefficients of the full system design for the CRA configuration 1 shown in
Figure 12.

Element of Antenna
Attenuation
Coefficient

Element of Antenna
Attenuation
Coefficient

1, 3, 4, 6, 8, 9 −1.86 dB 2, 10 −8.13 dB
5, 7 −8.16 dB 11 −7.74 dB

12, 20 −8.39 dB 13, 19 −9.28 dB
14, 18 −9.34 dB 15, 17 −8.5 dB

16 −7.92 dB 21 −8.15 dB
22, 30 −8.16 dB 23, 29 −8.07 dB
24, 28 −7.99 dB 25, 27 −7.88 dB

26 −7.91 dB

Experimental measurements of the radiation pattern for the prototype of the PAAS for
configuration 1 (Figure 12b) were performed in a far field anechoic chamber. It is important
to note that this phased array design generates (or considers) a cophasal excitation across
the antenna elements. More work and study could be done in the phase control in order
to generate an optimal phase distribution, but this was outside the aim of our paper.
In our case, the measurement system generates the phase shifts required at the input
ports to generate a cophasal excitation across the CRA. These delays or transmission
lines can be replaced by electronic phase shifters without change in the radiation pattern
performance [6].

Figure 15 shows the radiation pattern obtained by full wave simulations (in CST) and
experimental measurements, (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦, and (d) θ0 = 25◦, for
the system of the CRA configuration 1 (shown in Figure 12). These results illustrate that
the design of the phased CRA (using the proposed technique) provides a reduction of
phase shifters (33%) generating a radiation pattern with low SLL. This SLL performance
remained in all scanning ranges. The radiation pattern obtained by the proposed design
was compared (in Figure 15e) with respect to the case without amplitude excitations
optimization and the uniform conventional CRA. The optimization of the amplitude
coefficients generates a radiation pattern with a SLL value of −24 dB and a reduction
of ≈11 dB in the SLL with respect to the other techniques. Furthermore, the radiation
pattern obtained by the proposed optimized design with the reduction of phase shifters
is compared with respect to the case of using 1 phase shifter by elements with optimized
amplitudes (Figure 15f). Evidently, as shown in Figure 15f, there is a cost to having the
reduction of phase shifters (1.5 dB of SLL with respect to the optimal case using 1 PS per
element). The phased antenna system based on CRA configuration 1 was validated by
experimental measurements as illustrated in Figure 15g). The radiation pattern results
obtained by experimental measurements agree with the simulation results with a slight
deviation in the SLL performance (−22.5 dB).

Furthermore, the scan-loss of the CRA configuration 1 is shown in Figure 16. The
gain losses of the radiation pattern with respect to the natural response at the direction of
θ0 = 0◦ (without beam steering) are approximately −0.51 dB and −0.36 dB at θ0 = −25◦
and θ0 =25◦, respectively. The results demonstrate low losses in the gain values of the
radiation pattern in the entire scan range, even when any phase shift is used (from θ0 = 0◦
to θ0 = ±25◦).

Figure 17 illustrates the radiation pattern obtained by full-wave simulations for the
system of the CRA configuration 2 at (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦, and (d) θ0 = 25◦,
and a comparison is shown in Figure 17e (with respect to the uniform conventional CRA
and without optimization). As shown in Figure 17, the radiation pattern obtained by
the proposed design for this CRA configuration provides a SLL value of −27.9 dB, a
significant reduction of SLL (≈11.2 dB) with respect to the conventional techniques. This
SLL performance was reached by a reduction of 40% in the number of phase shifters in all
scanning ranges.
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Figure 15. Radiation pattern obtained for the system of the CRA configuration 1 (Figure 12) by
full-wave simulations (CST) (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦, (d) θ0 = 25◦, (e) comparison of the
radiation pattern with respect to conventional techniques, (f) comparison of the radiation pattern
with respect to the case of using 1 PS by element (optimized amplitudes), and (g) experimental
measurements.
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Figure 17. Radiation pattern obtained for the system of the CRA configuration 2 by full-wave
simulations (CST) (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦, (d) θ0 = 25◦, (e) comparison with respect to
conventional techniques.

Table 5 illustrates a comparative analysis of the proposed design for PAAS of the CRA
configurations with respect to other state of art techniques (for designing phased arrays in
the geometry of CRA). This comparative analysis is made in terms of the SLL, reduction of
phase shifters, number of antenna elements, and scanning range. The proposed design for
the CRA configurations provides a reduction in phase shifters (of 33% for configuration
1 and 40% for configuration 2) for a scanning range of ±25◦ with a peak SLL of −24 dB
(full-wave simulations) (−22.5 dB obtained with measurements) for configuration 1 and
−27.9 dB (full-wave simulations) for configuration 2.

Table 5. Comparison between different works of concentric rings arrays with reduced phase shifters.

Optimization
Number of
Elements

Number of
Phase Shifters

Reduction of
Phase Shifters

(%)
Scanning Range

Feeding
Technique

Peak SLL (dB)

Conv. case No 30 30 0% ±90◦(θ) Uniform −10
This work:

Conf. 1 Yes 30 20 33% ±25◦(θ)
Scan loss = 0.5 dB C-BFN −24 (sim.),

−22.5 (Measured)
This work:

Conf. 2 Yes 100 60 40% ±25◦(θ) C-BFN −27.9 (Full-wave)

[18] Yes 90 60 33% Not specified C-BFN −25 (Array factor)
[21] Yes 92 87 6% Not specified C-BFN −23 (Array factor)
[28] Yes 49 Not specif. 0% Not specified Uniform −34 (Array factor)

[29] Yes
201
142
134

Not specif. 0% Not specified Uniform
−29.03

−28 (Array factor)
−29.07

[30] Yes 18
30 Not specif. 0% Not specified Uniform −36 (Array factor)

−32.88

4. Conclusions

The proposed design technique for the structure of concentric rings provided a better
scanning capability with respect to other existing configurations. CORPS networks were
set strategically in the feeding network to provide several advantages with respect to others
in the scanning capability and the reduction of the number of phase shifters of the array
system. The proposed phased array reduced 33% and 40% of the phase shifters devices
for CRA configuration 1 and configuration 2, respectively. DE was applied to optimize the
amplitudes of the proposed system for both CRA configurations.

The proposed design for the CRA configurations provided a reduction in phase
shifters for a scanning range of ±25◦ with a peak SLL of −24 dB (full-wave simulations)
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(−22.5 dB obtained with measurements) for CRA configuration 1 and −27.9 dB (full-wave
simulations) for CRA configuration 2. The proposed phased array achieves a good design
compromise with respect to other techniques in the literature.
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Abstract: This paper presents a new scheme of applying CORPS (coherently radiating periodic
structures) for reducing the number of phase shifters in linear antenna arrays. This scheme can
be seen as a combination of the properties of two techniques: CORPS and butler. The proposed
system applies an interleaving of several blocks of 2 × 3 CORPS networks. This interleaving of
two stages of 2 × 3 CORPS networks is made in a convenient way to provide the required progressive
phase for beam-scanning and the level of amplitude excitations necessary for achieving the radiation
characteristics of low SLL. Interesting results are provided based on experimental measurements
and full-wave simulations to analyze and evaluate the performance of the feeding network based
on CORPS and the reduction capability of the number of phase shifters in the antenna system. The
proposed design methodology achieves a reduction capability of 66% in the number of phase shifters
used in linear antenna arrays. This reduction in the complexity of the antenna system is reached
maintaining a peak SLL of −22 dB with scanning ranges of until ±25◦. A good design option is
provided to simplify the complexity of the feeding network in antenna array applications.

Keywords: linear array; scanning range; phase shifter; CORPS

1. Introduction

The new sensor technologies require novel radiating systems with better performance
characteristics. Antenna arrays play a very important role as radiating systems in the new
generation of communication systems. New communications systems can be possible
with the application of different structures of antenna arrays based on beam-forming
networks [1]. These beam-forming networks are responsible of generating different beams
in certain directions of a scanning range with the desired characteristics of the side lobe level
(SLL). The complexity of these beam-forming networks to generate desired patterns limit
the application of antenna arrays in communication systems. The applications of antenna
arrays will increase with key benefits for the system if the complexity of the beam-forming
networks is decreased. Simpler, low-cost beam-forming networks that provide the required
performance are required. One way of reducing the complexity of the beam-forming
networks is to reduce the number of phase shifters used in the antenna system [2].

There are several design methodologies in the literature for generating beam-forming
networks. There is an interesting study line from the traditional (or classical) networks
such as the butler matrix [3], Blass [4], and Nolen [5] to the most recent feeding networks
for reducing the number of active devices including the application of subarrays [6–13],
overlapping techniques [14–18], interleaving schemes [19] and CORPS (coherently radiating
periodic structures) networks [20–23].

The use of subarrays is the most used technique to reduce the number of phase
shifters. The antenna array can be partitioned in groups of uniform subarrays [11,13] or non-
uniform subarrays [1]. A high number of phase shifters can be reduced by using subarrays.
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However, the radiation characteristics of array systems deteriorate substantially. So, the
design problem complexity increases as the subarray size is increased. The overlapping [14]
and interleaving [19] techniques could provide a reduction in the number of phase shifters
and generate acceptable radiation characteristics. However, these techniques in general are
complex and not easy to fabricate in the feeding network system.

It has been demonstrated recently that the CORPS technique reduces the number of
phase shifters for linear [21] and planar [22] antenna arrays. Although these configurations
of the previous work provide an interesting way of applying CORPS considering the
cophasal excitation required for beam-scanning, the application of CORPS for reducing the
number of phase shifters in the beam-forming network is really scarce in the literature. The
CORPS concept can be considered to design new schemes or methodologies that simplify
the complexity of the antenna system with the required radiation characteristics.

This paper introduces a new scheme of applying CORPS for reducing the number
of phase shifters in linear antenna arrays. This new scheme applies an interleaving of
several blocks of 2 × 3 CORPS networks. The outputs of a set of 2 × 3 CORPS networks
are connected to the inputs of other set of 2 × 3 CORPS networks. This interleaving
of two stages of 2 × 3 CORPS networks is made in a convenient way to provide the
required progressive phase for beam-scanning and the level of amplitude excitations
necessary for achieving the radiation characteristics of low SLL. In this case, a raised cosine
amplitude distribution is applied to obtain low SLL. Interesting results are provided based
on experimental measurements and full-wave simulations to analyze and evaluate the
performance of the feeding network based on CORPS and the reduction capability of
the number of phase shifters in the antenna system. The proposed design methodology
achieves a reduction capability of 66% in the number of phase shifters used in linear antenna
arrays. This reduction in the complexity of the antenna system is reached maintaining
a low value of SLL with scanning ranges of until ±25◦. The feeding network and the
full system using linear antenna arrays were validated using experimental measurements
and electromagnetic simulations. This proposed technique provides several benefits with
respect to other techniques in the literature.

2. Proposed Array Design Methodology

An interesting scheme to feed linear antenna arrays is proposed to achieve a reduction
in the number of phase shifters in the system. So, the model and the proposed design
configuration is described for this geometry. This new scheme can be seen as a combination
of properties of two techniques: CORPS and crossovers.

2.1. Theoretical Aspects of CORPS

The feeding network systems based on CORPS have been introduced previously
in [20–23]. The CORPS networks consist of the iteration of recombination and split
nodes [23]. The key theoretical aspect of these networks is the power or energy prop-
agation through the network using these nodes (split or recombination) [23]. Figure 1
illustrates this; it shows a linear antenna array using 9 elements and a CORPS feeding
network of 5 layers and 4 input ports. Then, the signals set at the input ports are split
and recombined in each layer delivering a phase and amplitude distribution at the output
ports. Amplifiers and phase shifters can be used at the input ports to generate desirable
characteristics of the phase and amplitude at the output ports. The basic case of Figure 1
reduces from 9 phase shifters (used in a traditional phased array) to 4. As set in [23],
the design configuration of these networks must consider that the losses increases if the
number of layers increases.

An interesting property of the CORPS networks was studied in [21,22]. This property
considers that if 2 signals are fed to a CORPS network of 2 × 3, as shown in Figure 2,
the phase average of the two signals is obtained at the output of the recombination node.
This property is useful to generate the desirable progressive phase for linear antenna array
configurations [21].
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Figure 1. Standard scheme for a CORPS feeding network of 9 elements and 4 input ports.

Figure 2. CORPS feeding network of 2 input ports and 3 output ports.

The proposed scheme takes advantage of using blocks of 2 × 3 CORPS networks and
certain crossovers to interconnect two stages of 2 × 3 CORPS networks in a convenient way
to provide the required progressive phase for beam-scanning. Though the crossovers in
the design of antenna arrays could be undesirable, the crossovers can be useful to set new
and different configurations by interconnecting different stages or blocks of 2 × 3 CORPS
networks. The combination of these two properties helps to set a new configuration for
reducing the number of phase shifters.
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2.2. Design Configuration for Linear Antenna Arrays

The description of this proposed design scheme begins setting the array factor for the
linear antenna array of 9 elements, as shown in Figure 3. The array factor is given as a
function of θ using the next equation [24]:

AF(θ) =
N

∑
n=1

Inej(kd(n−1)sin(θ)+αn) (1)

Figure 3. Proposed design scheme for a linear antenna array of 9 elements based on 2 × 3 CORPS
networks and crossovers.

N is the number of antenna elements; each antenna element has an amplitude excita-
tion using a fixed or variable amplifier and In is the nth amplitude excitation, d is given as
the separation between antenna elements, k is the phase constant, and αn is the progressive
phase excitation for beam-steering at θ0. The progressive phase excitation is calculated as:

αn = −kd(n − 1) sin(θ0) n = 1, 2, . . . , N (2)

Then, a progressive phase excitation is required at the antenna elements. Therefore,
before the amplifiers stage, each group of three antenna elements is fed by a 2 × 3 CORPS
network. As demonstrated in [21], one 2 × 3 CORPS network provides the average value
of the phase values received at its two input ports. This network configuration applies an
interleaving of two stages of 2 × 3 CORPS networks. The outputs of two 2 × 3 CORPS
networks (first stage) are connected to the inputs of three 2 × 3 CORPS networks (second
stage) to feed the 9 elements of the linear array (Figure 3). If we follow the phase values
at each stage of the proposed network from input ports (P1, P2, P3 and P4), the required
progressive phase for beam-scanning can be set at the antenna elements of the array system.
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The phase values P1, P2, P3, and P4 are set at the input ports in a convenient way to consider
the required phase values. These required phase values can be generated from Equation (2)
for a desired value of θ0. The input port 1 does not have a phase shifter. This is because the
phase value P1 = 0 for all scanning directions.

A raised cosine distribution is generated for the amplitude excitations at the antenna
elements to obtain low SLL values. Variable amplifiers are considered at the outputs from
a recombination node and fixed amplifiers from split nodes. The center of the linear array
is the phase reference, and dn can be set as the distance of the nth element to the antenna
array center. The distribution of raised cosine for amplitude excitations can be calculated
using the next equation [1]:

In =
1 + cos

(
dncos−1(2a−1)

0.5L

)
2

n = 1, 2, . . . , N (3)

In the last expression, the value of a can be considered fixed and L as the array
longitude. A value of a = 0.35 can be set to reach a desired SLL of −22 dB in a scanning
range of ±25◦. The amplitude excitations values (In) must be determined considering the
level of amplitude values at the output ports (IOn) of the 4 × 9 CORPS network.

The required amplification values at the outputs of the feeding network (A1 . . . A9)
for different scanning directions are shown in Table 1. The required value at the output of a
recombination node is higher for higher scanning values.

Table 1. Amplification values (at the outputs of the feeding system) that are required to obtain a
raised cosine.

θ0 A1 A2 A3 A4 A5 A6 A7 A8 A9

−5◦ 0.71 0.85 1.59 1.83 1.42 1.34 1.59 0.85 0.71
0◦ 0.71 0.82 1.59 1.33 1.00 1.33 1.59 0.82 0.71
5◦ 0.71 0.85 1.59 1.83 1.42 1.34 1.59 0.85 0.71
10◦ 0.71 0.96 1.59 1.34 1.17 1.34 1.59 0.96 0.71
15◦ 0.71 1.20 1.59 1.75 1.91 1.75 1.59 1.20 0.71
20◦ 0.71 1.73 1.59 1.34 2.11 1.34 1.59 1.73 0.71
25◦ 0.71 3.42 1.59 2.01 6.23 2.01 1.59 3.42 0.71

The proposed scheme can be designed considering the higher value of antenna ele-
ments in the linear array by adding more input ports (and 2 × 3 CORPS networks). Table 2
shows a behavior of the numerical values (array factor performance) that could be reached
as the number of antenna elements increases. Table 2 indicates that performance could be
maintained in the reduction of phase shifters and SLL (below −20 dB).

Table 2. Numerical values as the number of antenna elements increases.

Number of
Elements

Number of
Phase

Shifters

Number of
Fixed Phase

Shifters

Number of
2 × 3

CORPS
SLL [dB]

Maximum
Beamwidth

9 3 4 5 −22.64 34.41◦

18 7 8 10 −20.73 16.39◦

27 11 12 15 −20.89 10.63◦

36 15 16 20 −20.39 8.11◦

45 19 20 25 −20.55 6.31◦

54 23 24 30 −20.38 5.23◦

63 27 28 35 −20.49 4.51◦
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2.3. Proposed Feeding System Based on 4 × 9 CORPS Network

As seen previously, the proposed scheme for linear phased arrays is based on a 4 × 9
CORPS network to provide the progressive phase for beam-scanning and to reduce the
number of phase shifters. In comparison with a conventional CORPS [20], the proposed
feeding system can achieve a good control of phase for beam-scanning and the number
of recombination nodes (losses by energy dissipation) is lower, as observed in Figure 4.
A total of 25 recombination nodes are used in a conventional CORPS network (a CORPS
network of 4 inputs and 9 outputs with 5 layers), and 5 recombination nodes for the
proposed feeding system. This means a reduction of 80% of recombination nodes. Fonseca
et al. [25] advises a value of phase difference within the range 0◦ to 90◦ (between the two
input ports of each 2 × 3 CORPS network) to avoid recombination losses. Therefore, we
tried to avoid recombination losses by taking this consideration into account using fixed
phase shifters of 90◦ and 180◦, as indicated in Figure 4. Then, the use of these fixed phase
shifters helps to set phase differences within the range 0◦ to 90◦ at the input ports of 2 × 3
CORPS networks of the first stage. The values of the fixed phase shifters compensate this
phase difference, avoiding severe recombination losses. Furthermore, this is helpful to
generate the amplitude excitation values of the raised cosine distribution. These amplitude
excitation values are less attenuated by using the fixed phase shifters illustrated in Figure 4.

Figure 4. Scheme to illustrate the recombination nodes for the 4 × 9 CORPS network.

A mathematical description of the 4 × 9 CORPS network can be given by considering
the next scattering matrix of each 2 × 3 CORPS network [20]:

[S]NETWORK =

⎡
⎢⎣

1√
2

0
1
2

1
2

0 1√
2

⎤
⎥⎦ (4)

Each 2 × 3 CORPS network has two inputs and three outputs. The complex inputs can
be named as a1 and a2. The outputs (b1 b2 b3) of each 2 × 3 CORPS network are generated
by multiplying the complex inputs by the matrix of the Equation (4), and we have as a
result a1√

2
, a1/2 + a2/2 and a2√

2
.

Therefore, we can follow each stage of the proposed feeding network to see the
values of amplitude and phase generated by the complex inputs; Figure 3 illustrates this.
The complex inputs are named P1, P2, P3, and P4. If we analyze the first stage, the first
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2 × 3 CORPS network has the inputs P1 and P2, and the second 2 × 3 network has the
inputs P3 and P4. Therefore, it is easy to determine that the outputs of the first stage are:

IO1′ =
P1√

2
(5)

IO2′ = P1/2 + P2/2 (6)

IO3′ =
P2√

2
(7)

IO4′ =
P3√

2
(8)

IO5′ = P3/2 + P4/2 (9)

IO6′ =
P4√

2
(10)

By following the structure of the proposed feeding network (Figure 3), the outputs
of the first stage (IO1′ , IO2′ , IO3′ , IO4′ , IO5′ , and IO6′ ) are the inputs of the second stage,
i.e., the left 2 × 3 network has the inputs IO1′ and IO4′ , the central 2 × 3 network has the
inputs IO2′ and IO5′ , and the right 2 × 3 CORPS network has IO3′ and IO6′ as inputs. Then,
the outputs of the second layer are:

IO1 =
IO1′√

2
(11)

IO2 = IO1′/2 + IO4′/2 (12)

IO3 =
IO4′√

2
(13)

IO4 =
IO2′√

2
(14)

IO5 = IO2′/2 + IO5′/2 (15)

IO6 =
IO5′√

2
(16)

IO7 =
IO3′√

2
(17)

IO8 = IO3′/2 + IO6′/2 (18)

IO9 =
IO6′√

2
(19)

Then, the proposed feeding scheme can be designed for studying its behavior and
performance. Figure 5 shows the design in CST Microwave Studio of the proposed feeding
system. The feeding system in Figure 5 considers a frequency at 6 GHz using Gysel
power dividers [26] and resistances of surface mount (50 Ohms-FC0603). The Gysel power
dividers operate as split or recombination nodes. Furthermore, a substrate of 290 × 156
mm is considered with the next characteristics: FR4, thick = 1.6 mm, relative permittivity
εr = 4.2, tangent loss = 0.025, and μ = 1.0. The values of length and width of the transmission
line sections are illustrated in Figure 5a). Figure 5b) indicates where the components are
located and the values of the characteristic impedances of all transmission line sections.
The process of simulation (full-wave CST) takes the resistances and the SMA connectors
into account.
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(a) 

 
(b) 

Figure 5. Design of the proposed feeding system based on 4 × 9 CORPS network: (a) Design in CST
Microwave Studio, (b) components and values of the characteristic impedances of all transmission
line sections.

150



Sensors 2022, 22, 8207

The system of 9 antenna elements of the linear array are controlled with 3 input
ports (or phase shifters), as illustrated in Figure 5. The nine phase values (generated by a
conventional system of progressive phase excitation) are generated using only three control
ports (3 phase shifters). The phase values at the input ports (P1, P2, P3 and P4) are set in
according to the phase values required at the antenna elements: 1, 3, 7, and 9 (Equation (2)).
Then, the blocks of 2 × 3 CORPS networks and the crossovers provide the phase values
required at the antenna elements 2, 4, 5, 6, and 8. That is the key stone of the proposed
feeding system. The crossovers are designed in a conventional way by considering line
couplers as detailed in [27–29].

3. Results and Discussion

The antenna system of the linear phased array was evaluated considering the exper-
imental measurements of the proposed feeding system based on 4 × 9 CORPS network.
The details of the prototype and experimental measurements are given in the next sections.

3.1. Measurements of the Proposed Feeding System (4 × 9 CORPS Network)

The proposed feeding system of the 4 × 9 CORPS feeding network was fabricated
and measured to evaluate its performance and its impact in feeding linear phased arrays.
Figure 6 illustrates the fabricated prototype using the design values given in the previous
section. Figure 7 illustrates the reflection coefficients simulated by CST and measured
experimentally for the proposed feeding system of the 4 × 9 CORPS network. The mea-
surement results gives a bandwidth of 2.6 GHz for the proposed feeding system, as shown
in Figure 7. The measurement results show that the maximum value of the reflection
coefficients is approximately −17 dB at 6 GHz (set as the design frequency). Figure 7
indicates that the behavior of the results of the reflection coefficients obtained by simulation
and experimental measurements are very similar.

 

Figure 6. Fabricated prototype of the proposed feeding system.
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Figure 7. Reflection coefficients simulated and measured for the proposed feeding system.

Figure 8 illustrates the transmission coefficients simulated by CST and measured ex-
perimentally for the proposed feeding system. Power losses are generated by Gysel power
dividers, SMA connectors, crossovers, and energy dissipation. However, the measurement
results shows a good transmission considering the output ports of interest for each input
port. The numbers 5, 6, 7, 8, 9, 10, 11, 12, and 13 indicate the output ports 1, 2, 3, 4, 5, 6,
7, 8, and 9 of the feeding system (4 × 9 CORPS network). As commented previously, a
variable amplifier is considered at each output from a recombination node of the proposed
feeding network [21]. The electromagnetic simulation results and the measurement results
are very similar.

3.2. Experimental Evaluation of the Linear Phased Array

The measured CORPS feeding network (4 × 9) was used to feed the linear phased array
considering the performance in the reduction of phase shifters and scanning capabilities. A
separation of d = 0.5λ is considered as uniform in the array system. The linear phased array
was designed, simulated electromagnetically, and fabricated to analyze its performance
considering the error of amplitude and phase of the proposed feeding system (4 × 9 CORPS
network). A circular patch is considered at a central frequency of 6 GHz with the next design
characteristics: r = 13.02 mm, h = 1.6 mm (FR4 substrate) and =2.07 [24]. The radiation
efficiency is approximately 90% considering the FR4 substrate for the design frequency.

The fabricated prototype of the complete system for the linear phased array is illus-
trated in Figure 9. The complete array system includes the antenna elements (set as shown
in Figure 9a), the stage of attenuators, the proposed feeding network (4 × 9), and the power
division network. Every stage was fabricated on FR4. The reflection coefficient for the
entire system was measured in a vector network analyzer, and its behavior is shown in
Figure 10. As illustrated in this figure, each stage was designed and fabricated to match
the design requisites. The system accomplishes the impedance requirements to operate
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in a bandwidth of 975 MHz (considering 6 GHz as the design frequency). The stage of
attenuators was designed and fabricated using the technique of unequal Wilkinson power
division [30]. In this case, resistors of surface mount (50 and 100 Ohms) are considered
as shown in Figure 11. Transmission lines (of different length) are employed as the phase
shifts. The proposed feeding network is fed by the power divider. Then, the outputs of the
proposed feeding network are connected to the stage of attenuators and antenna elements.

 

Figure 8. Transmission coefficients simulated and measured experimentally for the proposed feeding
system (of 4 × 9 CORPS network) for each input port: (a) P1, (b) P2, (c) P3 and (d) P4.

The proposed feeding system using the linear phased array generates a reduction
of phase shifters, providing a maximum SLL of approximately −22 dB for the range
of θ0 = ±25◦. The SLL performance (−22 dB) is maintained during beam-scanning in
θ0 = ± 25◦.

The radiation pattern for the prototype of the full system was measured experimentally
in an anechoic chamber (far field), as shown in Figure 12. Furthermore, the complete
system based on the linear array was simulated using full wave software (CST) to study
the behavior of the radiation pattern generated. Figure 13 shows the radiation pattern
generated by electromagnetic simulations in CST for (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦,
and (d) θ0 = 25◦ and (e) measured experimentally for the complete system of the linear
phased array. Figure 13e illustrates the behavior of the radiation pattern (normalized) for
the frequency values of 5.6 GHz, 5.8 GHz, 6 GHz, 6.2 GHz, and 6.4 GHz. This figure shows
the radiation pattern for the farthest scanning direction (θ0 = −25◦). There are some very
slight changes in the radiation pattern for these frequency values. However, the radiation
performance remains for these frequency changes. The use of the raised cosine distribution
in the proposed design methodology generates low values of SLL (aprox. −19 dB) in the
scanning range, as shown in the obtained results.
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(a) 

 
(b) 

Figure 9. Linear phased array, (a) antenna elements configuration, and (b) the fabricated prototype
of the complete system with power values of approximately 15 dBm, and phase shift values of
(0◦, 152.14◦, 96.42◦, 248.57◦) for P1, P2, P3 and P4.
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Figure 10. Reflection coefficient for the complete system measured by a vector network analyzer.

 

Figure 11. Example of the schematic diagram for the attenuators.
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Figure 12. Prototype of the full system measured experimentally in a far field anechoic chamber.

Table 3 illustrates a comparative analysis of the proposed feeding system with respect
to other design cases based on linear array geometries. The proposed design methodology
reduces the number of phase shifters by 66%. The proposed technique outperforms to other
techniques in the reduction of the number of phase shifters to be used in the antenna system.
This reduction capability in the number of phase shifters is reached while maintaining a
low SLL in the scanning range of ±25◦.

The values presented in Table 3 are based on the designs presented in each reference
cited. Each paper or work provides the information of reduction of phase shifters, and we
compared this information with that of our design case. This Table indicates the number
of antenna elements used in the systems of each previous work. However, the reduction
of phase shifters of each case in the table could be applicable if the number of elements
is increased.

The technique presented in this paper can be considered a good design option to
reduce the complexity of the feeding network in antenna array applications.

Table 3. A comparative analysis of the proposed feeding system with respect to other design cases
based on linear array geometries.

Number of
Elements

Number of
Phase Shifters

Reduction of
Phase Shifters

Scanning
Range

Peak Side
Lobe Level

Number of
Variable

Amplifiers

This work 9 3 66% ±25◦ −22 dB (sim.)
−19 dB (mea.) 5

[21] 7 3 57% ±25◦ −20 dB 3
[20] 10 8 20% ±30◦ −19 dB 8
[1] 30 12 60% ±12◦ −15 dB 12
[2] 28 14 50% ±24◦ −15 dB 14
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(e) 

Figure 13. Radiation pattern obtained by CST simulations for (a) θ0 = −25◦, (b) θ0 = 0◦, (c) θ0 = 15◦,
and (d) θ0 = 25◦ and (e) measured experimentally for the complete system.
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4. Conclusions

This paper presented a design scheme to feed linear antenna arrays and achieve
reduction capability in the number of phase shifters of the system. A feeding network
(4 inputs and 9 outputs) based on CORPS technology and crossovers was proposed. This
proposed feeding network was designed, simulated, and implemented. The proposed
feeding system uses only 5 recombination nodes, i.e., a reduction of 80% of recombination
nodes with respect to a conventional CORPS network. Experimental measurements showed
that the proposed feeding network can operate in a wide bandwidth and provide the
progressive phase for beam-scanning while obtaining a reduction in the number of phase
shifters employed.

The proposed feeding system was analyzed and evaluated to feed linear phased arrays
with respect to other techniques. The obtained benefits were a reduction capability of 66%
in the number of phase shifters and a good SLL performance for beam-scanning using
a raised cosine distribution. The electromagnetic simulation results for the full system
generate a radiation pattern with a scanning range of ±25◦ maintaining a maximum SLL
of −22 dB during beam-scanning. Furthermore, the linear phased array was validated by
taking measurements obtaining a slight deviation in the SLL (approximately −19 dB) for
different frequency values.
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Abstract: In recent years, with the increased interest in smart home technology and the increased
need to remotely monitor patients due to the pandemic, demand for contactless systems for vital sign
measurements has also been on the rise. One of these kinds of systems are Doppler radar systems.
Their design is composed of several choices that could possibly have a significant impact on their
overall performance, more specifically those focused on the measurement of cardiac activity. This
review, conducted using works obtained from relevant scientific databases, aims to understand
the impact of these design choices on the performance of systems measuring either heart rate (HR)
or heart rate variability (HRV). To that end, an analysis of the performance based on hardware
architecture, carrier frequency, and measurement distance was conducted for works focusing on both
of the aforementioned cardiac parameters, and signal processing trends were discussed. What was
found was that the system architecture and signal processing algorithms had the most impact on
the performance, with FMCW being the best performing architecture, whereas factors like carrier
frequency did not have an impact.This means that newer systems can focus on cheaper, lower-
frequency systems without any performance degradation, which will make research easier.

Keywords: Doppler radar; HRV; remote vital signs; CW; FMCW; UWB

1. Introduction

Over the last few years, the need to remotely monitor the vital signs of people has been
on the rise. Whether this is due to the possible appearance of another highly contagious
disease, or the increasing interest in smart home technology to assist in providing healthcare
for the elderly, this technology presents plenty of relevant use cases that justify giving
attention to the topic. These systems are usually designed to measure certain physiological
parameters, for example, respiratory and cardiac rates in a person or the variability of their
heart rate. Traditionally, these measurements are performed either by direct observation
of a patient, as is the case of respiratory rate measurements, or by direct contact through
sensors placed on the patient’s body for cardiac measurements. Despite providing the best
results, these methods are sometimes not suitable due to requiring direct contact and or
proximity to the patient, being impractical, being unusable (e.g., they cannot be used for
infants and people with skin conditions or burns), and just being generally uncomfortable
for the patient; this can also negatively affect the results. Remote measurement systems
tackle these issues, since they are able to obtain results without causing any hindrance to
the patients in question. Over the years, several different kinds of remote sensing systems
have been developed, such as ones based on thermal or optical cameras that extract data
from the changes in skin temperature or color [1,2], Doppler radar systems [3], ultrasonic
systems [4], and systems that leverage the channel state information in Wi-Fi networks
to extract physiological signals [5]. However, camera- and Wi-Fi-based systems present
problems relative to privacy and light/temperature interference which make radar systems
the better candidate for remote vital sign sensing. Radar still presents its own set of
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challenges, but these can be more easily dealt with by employing the appropriate hardware
and software implementations of the system, usually defined on a case-by-case basis. Due
to this myriad of not only use cases but also system implementations, research on this topic
is very widespread and, as such, several reviews have already been carried out on this
topic; they are detailed below.

Obadi et al. [6] compared the implementations of these types of radar systems both
from a hardware and signal processing perspective, concluding with an analysis of the
existing implementations, which was performed using Field Programmable Gate Arrays
(FPGAs); this required the consideration of points that are usually disregarded in the
literature, such as power consumption and the computational complexity of the used
algorithms. Zhang et al. [7] carried out a review on the state of the art of implementations
based on the target objective of the given system, such as vital sign monitoring, activity
detection, or noise mitigation. An analysis of the trends in radar hardware architecture and
signal processing chains was also performed, the latter differentiating between each class
of algorithms (spectrum and periodicity, among others), in order to assist in understanding
which situations each architecture and algorithm are best suited to. A review of existing
public datasets was performed, and lastly, a discussion about the current challenges that
radar-based cardiac monitoring faces, as well possible future work to solve them, was
carried out. Wu et al. [8] listed the main challenges that affect the several parts of the signal
processing chain, such as data collection, feature extraction, and parameter estimates; they
discussed possible solutions for these issues and concluded with a review of the deep learn-
ing approaches used in vital sign monitoring. Liebetruth et al. [9] reviewed the current state
of the art, analyzing testing conditions, the reference measurement methods used, and the
error metrics used in the literature, for the three main hardware architectures (continuous
wave (CW), frequency-modulated continuous wave (FMCW)/linear frequency-modulated
continuous wave (LFMCW), and ultra wideband (UWB)). In summary, most recent reviews
focus on analyzing and comparing the several types of system implementations, from the
architecture to the signal processing chain, but they mostly focus on their use in monitoring
respiratory and cardiac rates. To the best of the authors’ knowledge, no review has been
conducted that analyzes implementations directed specifically towards the measurement of
heart rate variability (HRV), nor has one been carried out that assesses the impact that the
several parts of the system have on its performance. As such, in terms of the contribution
made by this work, this review aims to fill that gap by providing an analysis of the current
trends in HRV and HR monitoring and comparing them in order to understand what
design choices have the biggest impact on the performance of the system and whether or
not HRV monitoring requires a different approach in order to obtain quality measurements.

The rest of the work is organized as follows: Section 2 provides a short overview
of the different radar hardware architectures that are more commonly used, as well as a
brief definition of HRV; Section 3 contains the listing of the reviewed literature, alongside
an explanation for their inclusion; in Section 4, the results of the review are discussed; in
Section 5, conclusions are taken from the discussion, and future work is proposed for the
challenges presented.

2. Background Overview

Radar refers to systems that, through sending and receiving electromagnetic waves
into the environment, are able to detect and sense the range of objects therein. Although
these systems were initially used to help prevent ship collisions and for aircraft detection,
in more recent years, the use of radars has expanded to applications such as weather
analysis and measuring vital signs. The measurement of vital signs using radar technology
leverages the displacement of the chest wall to perform its measurements which, according
to the Doppler effect, causes a shift in the frequency of the reflected radar signal that can
also be interpreted as a phase shift [10]. It is by analyzing the phase shift in the signal that
parameters like the respiratory and cardiac rate are extracted.
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In the remainder of this section, an overview of the different types of radar architec-
tures will be presented, followed by a general overview of the physiological components
relevant to these measurements.

2.1. Radar Architectures

Although similar in principle, as illustrated in Figure 1, the several architectures are
distinguished by the way with which they emit and receive the signals that are sent out
into the environment. Based on what is said in [10], CW radars transmit a signal with a
constant frequency, FMCW radars transmit a signal where the frequency is modulated over
time according to a specific modulation type (linear, stepped), and UWB radars function by
emitting pulses with a short duration and a wide-frequency bandwidth. The information
regarding the vital signs of the subjects is extracted either from the phase of the reflected
signal in the case of CW and FMCW systems, or from the propagation delay of the signal
in the case of UWB systems.

Figure 1. Basic radar architecture example.

Each use case has its unique requirements and as such, each architecture can be
used properly if chosen for the right scenario; CW radars are simple in design, but since
there is no modulation, it is impossible to measure the range of objects from the reflected
signals [10,11]. This means that, if there are multiple targets in range, the signal will suffer
distortion, and extra signal processing is required to extract the results. FMCW radars
are capable of measuring this range, allowing for target separation and for the mitigation
of noise due to reflections from surrounding objects. UWB radars allow for through-
wall sensing and monitoring over long distances due to the wide frequency spectrum
in its pulses. The downside is that this increases the hardware complexity of the system.
However, this has gradually become of a less limiting factor due to the increased availability
of hardware platforms that make it easier to implement these architectures [7].

Another important aspect of the design of these systems is the carrier frequency. This
is because it not only affects the design of the antennas that are used with the radar, but it
also affects the sensitivity to the phase changes and noise of the radar signal. As the carrier
frequency increases, the phase changes resulting from smaller movements like the ones
caused by cardiac activity also increase. However, this brings the downside of increased
sensitivity to noise, meaning that while the phase change from cardiac movements is more
noticeable in the reflected signal, so is the impact of random body movements by the
subject. The distortion caused by these movements becomes greater as a consequence of
this and requires more extensive signal processing to properly mitigate the resulting errors.

2.2. Heart Rate Variability

Heart rate variability (HRV) is defined as the variability of the intervals between
consecutive heart beats, as seen in Figure 2 and as stated in [12]; this is caused by the
autonomic nervous system and the interactions between the brain and the heart. Because
of this, it can be used to infer something about a person’s physiological and psychological
state. There are a myriad of parameters that allow for the assessment of HRV, which are split
between two domains: the frequency and time domain. For time domain measurements,
the basis of all parameters is the beat-to-beat interval (BBI), which is then used to calculate
parameters such as the standard deviation of N-N intervals (SDNN), the root mean square
of successive interval differences (RMSSDs), and the percentage of intervals that differ by
more than 50 ms (pNN50). The frequency domain parameters are obtained by analyzing
the spectrum of the signal, usually an electrocardiogram, within specific frequency bands.
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However, the frequency domain parameters are usually not calculated. This is because
when using radars, the only phenomenon that is measured for the heart is the vibration
it causes on the chest wall, as opposed to an ECG, where the measured signal contains
information related to every single step of cardiac activity. As such, the recovered signals
will not have enough information to properly calculate these parameters. With this in mind,
these parameters will be disregarded in the reviewed works (whether they are measured
or not).

Figure 2. Beat-to-beat interval variation example.

3. Materials and Methods

In this section, the listing of the reviewed works is carried out. Since the review focused
on the system design for both HR and HRV measurement systems, these are listed separately.
Only information on the factors relevant to this review is listed, since others like measurement
time and number of subjects under testing do not necessarily impact the performance of the
system. These would serve only to assess the reliability of the results for any given work.
However, since no information regarding the performance can be extracted from these factors,
these will not be considered during the analysis for this review.

The works that were reviewed were obtained via Scopus (TITLE-ABS-KEY (“vital
signs”) AND TITLE-ABS-KEY (cardiac OR “heart rate variability” OR hrv OR bbi OR “Beat
to Beat Intervals” OR “Heart Rate” OR hr) AND TITLE-ABS-KEY (radar OR “Doppler
radar” OR “non-contact monitoring”) AND PUBYEAR > 2017 AND PUBYEAR < 2025)
and via IEEExplore (“All Metadata”: “vital signs” AND (“All Metadata”: cardiac OR “All
Metadata”: “Heart Rate Variability” OR “All Metadata”: hrv OR “All Metadata”: bbi
OR “All Metadata”: “beat to beat intervals” OR “All Metadata”: “heart rate” OR “All
Metadata”: hr) AND (“All Metadata”: radar OR “All Metadata”: “doppler radar” OR
“All Metadata”: “non-contact monitoring”)). The characteristics that were analyzed for
similarities were the system architecture, carrier frequency, and measurement distance.
While the first two are the most important, they are implementation-specific. The distance
was also catalogued and analyzed in order to not only try and assess the impact it has on
the measurements but also to assess the conditions in which the measurements are usually
done, since, for a technology with such a wide range of possible uses, it is necessary to test
it in an equal amount of varied scenarios. The number of subjects is also listed to provide
some insight into how extensively each system is tested. With regard to the application
scenarios in the reviewed works, most perform measurements in a laboratory environment
with the subjects sitting upright and static during the experiments. As such, the scenarios
are not specified in the tables. The results of this review are listed in Tables 1 and 2, and the
yearly distribution of the reviewed works is displayed in Figure 3 where, based on the large
number of works published in recent years, it is evident that cardiac activity measurement
with radar is a relevant research topic that is attracting a lot of attention.
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Figure 3. Number of works published per 5-year interval.

4. Results

In this section, the results of the analysis of the reviewed works are presented. Firstly,
the works are split into two separate categories depending on whether they measure HRV
or not. Within each category, the architectures and carrier frequencies are analysed and
compared in order to establish any possible trends in system development and also to try
to find a correlation between these parameters and the quality of the measurements made
in their respective works, which is one of the main goals of this work. During the analysis
of the works listed above, there was a noticeable lack of consistency in terms of the error
metrics that researchers used to present their results, which makes a broader comparison
of all works more difficult and makes it impossible to compare certain works within a
category or subcategory. As such, when performing any sort of quantitative analysis of the
reported error metrics, a criterion had to be established in order to be able to compare these
results beyond a general qualitative assessment. The chosen criterion was to determine
the most used type of error metric within each category and only consider works that
reported this metric when performing comparisons. In the case of the two aforementioned
categories, the metrics used were the mean absolute error (MAE) for HR-focused systems
and the mean relative error (MRE) for HRV-focused systems. In order to increase the
amount of data that could be analysed in the first category, the MRE of some works was
converted into a corresponding MAE. However, due to some works not reporting a mean
HR, a reference mean HR of 70 bpm was used to convert between the two metrics. For HRV
focused works this was not possible to do since the second most reported error metric is
the root mean square error (RMSE) of the intervals, which cannot be directly converted to a
mean relative or absolute error. As a result, both categories will present numerical analyses
and comparisons that do not consider all of the reviewed works for that respective category.
As a final remark, it is important to note that for all the works that were reviewed, none of
them provided an explanation as to why the architectures and carriers were chosen in favor
of other options, which means that the conclusions drawn in this work regarding these
points do not factor in the reasons that these design choices were made in the first place.

4.1. Works Measuring Heart Rate

Out of all the works listed in the previous section, 56 works are analyzed in this
category. Based on the criteria established in the same section, and since 25 of these works
do not report their metrics in the form of the MAE, they will not be considered for the
quantitative analysis that follows. They will, however, be considered when discussing the
number of works for any given parameter.
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4.1.1. Hardware Architecture

For the works in this category, in terms of architecture usage, only one of the works
did not specify which one they were implementing [56], and only one work reported using
an architecture that differed from all the other ones that were mentioned [52]. As for the
other architectures, the number of times that these are used is described in Figure 4.

Figure 4. Architectures used in HR-focused works and the respective number of implementations.

As can be seen in the image, the FMCW architecture is used more times than both
other architectures combined, while UWB is the one that is rarely used for this type of
system. Based on the explanations provided in [10] regarding each of the architectures,
certain points can be made. While CW radars are cheaper and easier to implement in
terms of hardware, they are more heavily affected by forms of noise that do not affect these
other two architectures because of their frequency modulation, such as multi-path noise.
On the other side, UWB systems have much more complex hardware implementations
and are harder to work with in terms of signal processing. FMCW radars strike a better
balance with ease of use than UWB radars and have a more robust functionality than CW
radars. With the recent increase in the availability of hardware platforms that allow for
the implementation of more complex hardware platforms, FMCW radars have come to
be the most researched and tested type of architecture in the field of radar-based heart
rate monitoring.

As for the link between architecture and system performance, the boxplot displayed
in Figure 5, which was made using the available data related to the MAE, was used to
perform a comparisons and draw any possible conclusions.

As displayed in Figure 5, CW is the architecture with the higher median error when
compared to both FMCW and UWB. It presents similar values to FMCW for maximum
and minimum, but higher errors on average with regard to the other two. To compare
FMCW and UWB, despite the significant difference in the number of works between the
two architectures, it is still relevant to point out the similarities in their results. UWB shows
a smaller interquartile range and a lower maximum value, therefore outperforming FMCW.

The results of this analysis point to a link between an improvement in system perfor-
mance and the chosen system architecture, with FMCW being the better performing one
when compared to CW. This is expected, given the fact that the architecture is inherently
more robust to noise and signal interference due to how it functions. As for UWB, is is
uncertain whether or not it definitively outperforms the other two architectures, and more
research using UWB systems is needed to solidify this point.
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Figure 5. Boxplot of the MAE values for each architecture.

4.1.2. Carrier Frequency

For comparing the carrier frequencies that are used across the listed works in this
category, they are separated into the following four frequency bands:

1. Below 20 GHz;
2. 20 to 40 GHz;
3. 60 to 80 GHz;
4. Above 120 GHz.

For the works in this category, only two did not specify the used carrier [32,33], and
for the remaining works, the carriers used in each were split into the aforementioned
bands based on their frequency for unmodulated systems and their corresponding center
frequency for systems with frequency modulation. Their distribution across the bands is
displayed in Figure 6.

Figure 6. Number of works using carriers in each band based on their architecture in HR
focused works.

As displayed in the image, carriers in the third band are the ones that are most used.
This is directly related to the architecture usage trends, since most of the systems in this
band use an FMCW radar, whereas for the first and second bands, the most predominant
architecture is CW. All of the implemented UWB systems use carriers in the first band.

For the performance comparison of the carrier frequencies, a boxplot of the mean
absolute error was made to analyze the distribution of errors across each individual bands,
which is displayed in Figure 7. These results show that the second band, which is mostly
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composed of works using a carrier of 24 GHz, is the one that achieves the worst results,
displaying not only the highest maximum error but also a higher median error, while the
other two bands present very similar median values. The fourth band was not included
in this analysis due to there only being two works using a system with a carrier of this
band, which means it is not possible to accurately compare it to the others. As for works
that performed HR measurements on different carriers, only [13] performed these tests,
meaning that the connection between the carrier frequency and system performance is not
widely researched for these systems. Despite the fact that it is not possible to definitively
say whether the performance differences between the bands is due to the carriers or the
architectures predominantly used in each one, since both the first and third bands present
similar results, we can confirm that there is no inherent loss of performance associated with
lower carrier frequencies; therefore, there is no inherent performance gain to be achieved
by increasing them.

Figure 7. Boxplot of the MAE values reported per frequency band.

4.1.3. Measurement Distance

Measurement distance is important for these systems because it affects the perfor-
mance of the system in several different ways, the foremost of which being its effect on the
power of the reflected signal Pr in relation to the transmitted power Pt, as illustrated in the
radar equation [10]:

Pr =
PtG2σλ2

(4π)3R4 =
PtG2σc2

(4π)3 f 2R4 (1)

where G is the antenna gain, λ is the wavelength, and σ represents RCS. This equation
establishes an inverse relation between the distance R and Pr and a similar relation between
the carrier frequency and Pr. This relation is obviously extremely important because the
more power the reflected signal has, the better the cardiac movement can be measured.
The other effects that distance has are much less noticeable and apparent. Larger distances
mean that there are more parts of the subject’s body that reflect the signal, which in turn
increases its distortion. Inversely, placing the antennas too close to the subject’s body can
also affect the reflected signal due to the differences between an antenna’s near field and
far fields resulting in uncertain behaviour and distortion for the reflected signal.

An important part of the design of these systems is the environment in which they are
meant to be used. With this in mind, beyond trying to quantify the impact distance has on
system performance, it is also pertinent to analyze the conditions in which these systems
are commonly tested to see how similar they are to the radar’s potential use cases. To that
end, as displayed in Figure 8, the distances at which tests were performed across all works
in this category were counted.
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Figure 8. Number of HR-focused tests performed for each of the reported distances.

These distances lie mostly in the range below 1 m, with tests commonly being per-
formed in increments of 0.5 m. As mentioned before, in an attempt to quantify the relation
between distance and a performance metric, in this case the MAE, a linear regression was
used to model the relation between distance and result error. The corresponding results are
displayed in Figure 9, where there is a noticeable increase in the MAE as the distance also
increases. Therefore, it is possible to link a variation in system performance based on the
measurement distance, but no specific values could be determined.

Figure 9. MAE distribution and linear regression with regards to distances tested in HR-
focused works.

4.2. Works Measuring Heart Rate Variability

Out of all the works listed in the previous section, 30 works are analyzed in this
category. Based on the criteria established in the same section, since 16 of these works
do not report their metrics in the form of the MRE, they will not be considered for the
quantitative analysis that follows. They will, however, be considered when discussing the
number of works for any given parameter.

4.2.1. Hardware Architecture

The distribution of the architectures used across the works relevant to this category
can be seen in Figure 10, where it is evident that both CW and FMCW see similar amounts
of usage, whereas UWB is once again the least used type of system. As such, the UWB
architecture cannot be accurately compared to the other two and will not be included in
any comparison of results performed from this point forward. The remaining architectures
still follow a similar usage pattern to the previous category, although CW systems are more
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predominant in this category. Since the authors never give a reason as to why a specific
architecture is chosen, it is difficult to explain this difference in usage. One possibility is
that, despite the fact that FMCW radars are more robust to noise and interference than CW,
they are more expensive to develop, making them less worthwhile to use in research.

Figure 10. Architectures used in HRV-focused works and respective number of implementations.

Comparing the results using what is presented in Figure 11, FMCW systems present
better performance, as evidenced by the lower median error and smaller values for max-
imum and minimum error. This means that, on a general level, it is possible to argue
that using the FMCW architecture will produce better results. This is explained by the
aforementioned robustness of the architecture, which leads to a smaller dispersion of the
results when compared to CW. These results follow a similar trend to the one displayed in
Figure 5, which means that there is a clearly better performing architecture, which is FMCW.
Lastly, since UWB is not as widely tested for these scenarios when compared to the other
two architectures, it is not possible to say if (similar to the results for HR measurements)
UWB would outperform the other two architectures. More tests are required to verify
this possibility.

Figure 11. Boxplot of the MRE values for each architecture.

4.2.2. Carrier Frequency

The comparison of the results based on the used carrier frequencies follows the same
categorization into bands as mentioned in Section 4.1.2. The distribution of this category of
work across these bands is displayed in Figure 12, where it can be seen that all bands are
used in a more or less equal capacity.
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Figure 12. Number of works using carriers in each band based on their architecture in HRV fo-
cused works.

Based on the boxplot displayed in Figure 13, which was made from the mean relative
errors of the works in this category, it is possible to say that the third frequency band
of 60 to 80 GHz leads to better results, presenting not only the lowest median of 1% but
also low values for the extremes. The 0 to 20 GHz band presents a similar distribution
but exhibits a higher median value of 2%. With regard to the second band specifically, it
could simply be due to the fact that all of the systems using carriers in this band use the
CW architecture, which, as mentioned before, is more susceptible to interference. In fact,
the boxplot for this band and the boxplot for the CW architecture shown in Figure 11 are
extremely similar. The same applies to the third band and the FMCW architecture. For the
first band, the performance can be explained in very much the same way as the second
one, where the predominant architecture used in this band is CW; however, it is also due
to the fact that these frequencies do not have enough sensitivity to achieve the same kind
of results that are achievable using carriers in the third band. Lastly, considering the fact
that the reasoning for choosing a specific carrier is never given, and based on the analysis
performed, it is possible to say that the frequency of the carrier signal does not have an
impact on the performance of the system.

Figure 13. Boxplot of the MRE values reported per frequency band.

4.2.3. Measurement Distance

As mentioned in Section 4.1.3, the distance at which measurements are taken is
extremely important because it will affect the energy of the reflected signal, making it
more or less susceptible to noise relative to the radar’s positioning. In the case of HRV
measurements, this is important because there needs to be minimal loss of information
regarding the cardiac activity in order to obtain reliable results. Despite this, the possible
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effects due to close proximity of the antennas to the subject still apply, so one cannot simply
place them as close as possible, and, depending on the overall system and use case, the
proper positioning needs to be determined.

Regarding the tests conducted for the works in this category, their distribution in
terms of range is displayed in Figure 14 where, much like what was displayed in Figure 8,
most of the tests are conducted at distances lower than 1 m. As for systems tested across
different ranges, only four of the works in this category performed measurements in
different ranges [13,70,76,79], following the trend of HR-focused systems where there are
few tests being performed at ranges larger than 1 m.

Figure 14. Number of HRV-focused tests performed for each of the reported distances.

Given the amount of works also presenting RMSE as an error metric, linear regression
was also performed for this metric, alongside the one performed for MRE. The results of
these regressions are presented in Figure 15, where it can be seen that there is an increase
in the error values related to an increase in distance. This is effectively the same result as
was achieved for the previous category of works.

Figure 15. MRE/RMSE distribution and linear regression with regard to distances used in HRV tests.

4.3. Vital Sign Extraction Algorithms

Given the fact that HRV measurements rely on the measurement of the interval
between consecutive signal peaks and HR measurement is performed either by measuring
the number of peaks in a signal or by performing some form of frequency domain analysis,
the algorithms used for signal processing will not be analyzed in separate categories. The
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algorithms used in each work were not listed in Section 3 for the sake of clarity. Lastly,
all algorithms mentioned in this section are ones that have reported uses in radar-based
systems, and it is in the context of these systems that they are analyzed.

The algorithms (not the full signal processing chain) used across the reviewed works
can be split into several different classes based on their functionality (not all algorithms
are listed):

• Digital Filtering, e.g., Bandpass, Moving Average;
• Spectral Analysis, e.g., Fourier Transform, Cossine Transform, CZT, FTPR;
• Mode Decomposition, e.g., EMD, EEMD, VMD, ICA;
• Wavelet Transform, e.g., DWT, MODWT, CWT, WPT;
• Deep Learning;
• Uncategorized, e.g., Autocorrelation, Differential Enhancement.

For almost all of the reviewed works, the signal processing chains use either zero-
crossing detection or peak detection in order to detect the data points relevant for HR/HRV
parameter calculation. However, some resort to more complex forms of event detection to
avoid false positives and improve results such as the Viterbi Algorithm or HSMM [73,78]
or the Decoding Peak Detection and Template Matching Algorithms [20,50,78]. As for
the usage distribution of each of the aforementioned algorithm classes, it is difficult to
tally them individually, since most of the time, they are used as parts of a larger signal
processing chain, in which case there is no reason to count individual uses of the algorithm.
Instead, it would make more sense to try and count the times a specific algorithm chain
is used (for example, how many times mode decomposition is used in tandem with a
wavelet transform), but that is also not reasonable because there are different pairings of
mode decomposition and of the wavelet transform, which can lead to different results
or even applications of the same algorithms that lead to different results due to different
parametrization. This means that when comparing the results obtained in the works that
were reviewed, the only outcome is a general idea of which algorithms might perform
better in general. It is important to note that since there are works in which the details
of the algorithms implemented are not disclosed, for example, exact data for the filters
designed in [81] or which type of wavelet transform is used and the criteria used to choose
the correct IMFs in [15,23], attempting to replicate the algorithms used in some of these
works might lead to results that are different from what was expected.

Despite these constraints, it is still an important analysis to perform, since it allows
us to obtain a general idea of which classes of algorithm are used more frequently, and
how these classes are used together. In terms of performance in HR measurements, most
algorithms can achieve good results (considering a minimum accuracy of over 95%), with
mode decomposition, wavelets and digital filtering being the most used, either combined or
individually. Although several types of the wavelet transform are used, none present a clear
advantage when considering only the results. For mode decomposition, improvements on
existing algorithms have been presented, but since no single improvement sees frequent
use, it is hard to assert which one is better. FTPR also stands out with highly accurate
results (≥99%), but as it is not frequently tested [43,44], it is uncertain whether this accuracy
would be maintained with further testing. Signal processing methods using deep learning
algorithms or other forms of neural network or machine learning are also used, albeit
rarely in the reviewed works; however, they present good results. For HRV measurements,
the algorithms that are used more frequently follow the trend for HR measurements, but
works relying mostly on digital filtering and the simpler forms of mode decomposition
tend to display higher error values. Signal processing chains that properly implement
several algorithms in tandem [68,78] or improved/more complex versions of pre-existing
algorithms [63,76] tend to be the ones that obtain the best results. Deep learning was also
used in one work for HR measurements [60] and in one work for HRV measurements [65],
with both achieving good results. Overall, there is a large overlap in terms of the algorithms
used for measuring HR and HRV; however, systems measuring the latter tend to present
more complex signal processing.
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5. Discussion

The goal of this review is to assess, in terms of hardware architecture, carrier frequency
and the signal processing chain, the choices of which tend to lead to the best possible
performance based on the work that has already been performed for this kind of system.
However, when comparing systems based on each of these categories individually, the
impact of other categories cannot be separated. Because of this, the points made for each of
the categories are not meant to be definitive, but more so guidelines to help researchers to
make their decisions when designing their own systems.

With regard to the impact that the used architecture has on the performance of the
system, if comparing based solely on the values for the median error metrics that were pre-
sented, then FMCW is the better choice for this kind of system. However, when considering
other factors like cost and hardware complexity, then CW is still a viable alternative despite
the fact that the architecture suffers from more interference than FMCW. With regard to
the UWB architecture, given the performance displayed for HR measurements, it is still a
viable choice presenting good performance. However, further testing and experiments for
HRV measurements are required to truly determine how much better or worse it might
perform when compared to the other two architectures. IRegarding the impact of the
carrier frequency, systems with carriers in the range below 20 GHz and carriers above
60 GHz present better results for both categories. However in the context of this work, it is
important to note that it is not possible to say for certain that the results presented are solely
due to the used carrier frequency or if they are in part or solely due to the architectures that
are used, since most systems using higher carrier frequencies tend to use FMCW, whereas
systems with lower frequencies use mostly CW. Based on the relationship between the car-
rier frequency and the sensitivity to the chest wall displacement mentioned in Section 2.1,
it was expected that systems with higher carrier frequencies would perform better than
ones with lower frequencies. However, as can be seen in the results of the reviewed works,
this is not the case. With this in mind, it is not possible to establish a definitive link between
the used carrier frequency and the overall performance of the system. For the measurement
distance, the decrease in performance due to larger distances was to be expected, not only
due to the mathematical relation between distance and received signal power described by
the radar equation but also due to the fact that larger distances mean that the signal will be
reflected off of a larger surface of the subject’s body, which can cause significant amounts of
interference. Apart from analyzing the extent of the impact on performance, analyzing the
number of tests per distance also provided some insight into the current state of research
on these systems. When analyzing this distribution, it became apparent that the number
of experiments that were conducted at distances greater than 1 m is extremely low; for
HR-focused works, out of 86 total tests, only 23 tests were performed at distances greater
than 1 m. For HRV-focused works, out of 40 total tests, only 7 were performed at distances
greater than 1 m. Since most of the reviewed works focus on studying the performance of
specific signal processing methods, performing tests at distances that minimize interference
and the impact of confounding variables is desirable. However, it is also important to
perform tests in scenarios closer to the ones encountered in real-world applications. As
such, an increase in testing performed in non-ideal scenarios is recommended. As for the
signal processing performed, there is no singularly defined approach that is considered
ideal. What is used is mostly dependent on what parameter the system is meant to be
extracting: measuring HR only requires the preservation of the number of peaks within the
measured signal, whilst HRV measurements also require the preservation of the position of
the peaks with respect to time. This means that algorithms that measure HR through any
form of spectral analysis, like the Fourier Transform, are not recommend for use in HRV
measurements. Since there is not one individual signal processing chain/algorithm that
is used frequently, it is not possible to determine which one would categorically lead to
better results.

Lastly, in the closing of this review, based on the points made regarding the current
state of the research on these systems, certain trends were seen that are worth trying to
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change. First, the standardization of the reported performance metrics is recommended in
order to be able to properly judge different works on the same level. While certain works,
for both HR- and HRV-focused systems, provide clear listings of the results per subject,
there are still some that choose to report the metrics as an average of all subjects or use
a different error metric. Some works report their performance solely in metrics that are
not part of the norm, such as a correlation coefficient, or report their performance using
only one type of metric. This makes a proper analysis of system performance significantly
more difficult, since results can only be compared qualitatively (MRE and RMSE cannot be
directly compared). Secondly, clearer explanations of the parameters necessary for some of
the used signal processing algorithms are encouraged in order to improve replicability. This
makes the testing of certain algorithms across different systems easier and opens up a path
for research focused on comparing the most well performing algorithms and analyzing in
which systems they perform better, if at all. Lastly, an increase in experiments conducted in
non-ideal scenarios is recommended, in order to test the technology in conditions closer to
the ones it will face if and when it becomes widely adopted.

As for recommendations for future work, although an assessment of which architec-
ture/carrier frequency presents the best results is not really necessary, an assessment of
which algorithm presents the best results by default for the widest variety of systems is
a promising idea. Establishing a baseline system from which, if necessary, more specific
implementations can be designed is a good step forward for a technology that is intended
for use in the medical field and therefore needs to cover a variety of use cases.

6. Conclusions

Cardiac activity measurement using radar is a promising solution to the increased
interest in the remote measurement of vital signs in smart-home environments and other
scenarios in which contact is not possible. This review focuses on analyzing the performance
of recent implementations of radar systems for cardiac activity measurement to try and
link changes in performance to changes in several aspects of the overall system: hardware
architecture, carrier frequency, and measurement distance. A general overview of the
signal processing methods used in these systems was also carried out to establish possible
usage trends. Based on the results of the performed analysis, it is possible to conclude that
the hardware architecture and the signal processing methods used in the system are the
aspects with the most significant impact, whereas the impact that the carrier frequency has
is unclear. From this review, several recommendations are also given and mostly relate
to the standardization of the reporting of results and the ease of replicating pre-existing
systems. As more research is carried out on this topic, the focus should be on trying to find
a baseline from which more specific systems can be designed.
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Abbreviations

The following abbreviations are used in this manuscript:

FPGA Field Programmable Gate Array
CW Continuous Wave
FMCW Frequency Modulated Continuous Wave
LFMCW Linear Frequency Modulated Continuous Wave
UWB Ultra Wideband
HR Heart Rate
HRV Heart Rate Variability
BBI Beat to Beat Interval
SDNN Standard Deviation of N-N Intervals
RMSSD Root Mean Square of Sucessive Differences
MAE Mean Absolute Error
MRE Mean Relative Error
RMSE Root Mean Square Error
RCS Radar Cross Section
PCC Pearson Correlation Coefficient
QSIL Quadrature Self Injection Locked
AAEP Absolute Average Error Percentage
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