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PATs Operating in Water Networks under Unsteady Flow Conditions: Control Valve
Manoeuvre and Overspeed Effect
Reprinted from: Water 2018, 10, 529, doi:10.3390/w10040529 . . . . . . . . . . . . . . . . . . . . . 49

Firstname Lastname, Firstname Lastname and Firstname Lastname

Topological Taxonomy of Water Distribution Networks
Reprinted from: Water 2018, 10, 444, doi:10.3390/w10040444 . . . . . . . . . . . . . . . . . . . . . 66

Haixing Liu, Mengke Zhao, Chi Zhang and Guangtao Fu

Comparing Topological Partitioning Methods for District Metered Areas in the Water
Distribution Network
Reprinted from: Water 2018, 10, 368, doi:10.3390/w10040368 . . . . . . . . . . . . . . . . . . . . . 85

Claudia Quintiliani, Cristiana Di Cristo and Angelo Leopardi

Vulnerability Assessment to Trihalomethane Exposure in Water Distribution Systems
Reprinted from: Water 2018, 10, 912, doi:10.3390/w10070912 . . . . . . . . . . . . . . . . . . . . . 97

Wei Peng and Rene V. Mayorga

Developing a Statistical Model to Improve Drinking Water Quality for Water Distribution
System by Minimizing Heavy Metal Releases
Reprinted from: Water 2018, 10, 939, doi:10.3390/w10070939 . . . . . . . . . . . . . . . . . . . . . 112

Dongwoo Jang and Gyewoon Choi

Estimation of Non-Revenue Water Ratio Using MRA and ANN in Water Distribution Networks
Reprinted from: Water 2018, 10, 2, doi:10.3390/w10010002 . . . . . . . . . . . . . . . . . . . . . . . 125

Assia Mokssit, Bernard de Gouvello, Aurélie Chazerain, François Figuères and Bruno Tassin

Building a Methodology for Assessing Service Quality under Intermittent Domestic
Water Supply
Reprinted from: Water 2018, 10, 1164, doi:10.3390/w10091164 . . . . . . . . . . . . . . . . . . . . . 138

v





About the Special Issue Editors

Giuseppe Pezzinga obtained a PhD in Hydrodynamics in October, 1990. His career developed at the

University of Catania as researcher from 1989 to 1992, as an associate professor from 1992 to 2000,

and as a full Professor of Hydraulics since 2000. He has taught fluid mechanics (from 1992 to 2010)

and computational hydraulics (from 1993 to 2011). He currently teaches advanced hydraulics. He

has been the tutor of more than 110 degree theses. He has taught PhD courses at the University of

Catania. He was the Director of the second Master Course in “Water Management and Environment

Protection”, organized by the Istituto Superiore di Catania per la Formazione di Eccellenza (2002–03).

He was Chairman of the Didactic Council of Civil Engineering of the University of Catania from 2006

to 2012. He conducts research in the field of theoretical and applied hydraulics, working mainly on

secondary currents in pressure and free surface flows; unsteady friction in pipe flows; protecting

devices in unsteady flows; flood propagation models; models for blood flow in the arterial system;

and the optimization of hydraulic networks. He is author of more than 70 scientific papers presented

in international and national journals and conferences. The contributions were mainly improvements

of theoretical models and numerical schemes, together with experimental research carried out for

validation. He has been the manager of research financed by the University of Catania, and the local

manager of research financed by the Italian Ministry of the University. He has been a referee for

several international journals.

Enrico Creaco obtained his PhD in Hydraulic Engineering in 2006 and has researched topics pertinent

to water and environmental systems for over ten years. His career began at the Universities of Catania

and then Ferrara, Italy. From May 2014 to June 2015 he took up a Research Fellow post at the

University of Exeter and became Assistant Professor at the University of Pavia in September 2015.

He has been Associate Professor at the University of Pavia since September 2018. Since 2016, he

has been Honorary Senior Research Fellow at the University of Exeter and Adjunct Senior Lecturer

at the University of Adelaide. In September 2018, he obtained the Full Professor Qualification

in the Hydraulics, Hydrology and Hydraulic Infrastructure Sector. He has lectured on hydraulic

infrastructures at both undergraduate and postgraduate level and have published more than 50

papers in a variety of Scopus- and ISI-indexed international journals. He is Associate Editor of the

Journal of Water Resources Planning and Management-ASCE and has participated in/coordinated

various national and international research projects. His research interests are the design and

management of water distribution, sewer and irrigation systems; numerical modelling of shallow

water and sediment transport; demand analysis; and the protection of water distribution systems

from contamination.

vii





Preface to ”Advances in Water Distribution Networks”

The research into water distribution networks has recently been characterized by a deep renewal

and development, due to technical progress in control systems and computational resources. In recent

decades, the research has examined in depth the well-established topics related to the quantitative

simulation and optimization of water distribution systems, and it has broadened to include water

quality aspects, such as those concerning the network capacity in terms of residual disinfection and

its protection from the effects of accidental or terroristic contamination events.
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Abstract: This Editorial presents a representative collection of 10 papers, presented in the Special Issue
on Advances in Water Distribution Networks (WDNs), and frames them in the current research trends.
Four topics are mainly explored: simulation and optimization modelling, topology and partitioning,
water quality, and service effectiveness. As for the first topic, the following aspects are dealt with:
pressure-driven formulations, algorithms for the optimal location of control valves to minimize
leakage, benefits of water discharge prediction for the remote real time control (RTC) of valves,
and transients generated by pumps operating as turbines (PATs). In the context of the second
topic, a topological taxonomy of WDNs is presented, and partitioning methods for the creation of
district metered areas (DMAs) are compared. With regards to the third topic, the vulnerability to
trihalomethane is assessed, and a statistical optimization model is presented to minimise heavy
metal releases. Finally, the fourth topic focusses on estimation of non-revenue water (NRW),
inclusive of leakage and unauthorized consumption, and on assessment of service under intermittent
supply conditions.

Keywords: water distribution networks; non-revenue water; leakage; energy; real time control;
pumps as turbine; pressure-driven analysis; topology; partitioning; district metered areas;
water quality; trihalomethane; heavy metals

1. Introduction

The research on water distribution networks (WDNs) has recently undergone important renewal
and development, due to technical progress in control systems and computational resources. In the
last few decades, the research has examined in depth the well-established topics related to the
quantitative simulation and optimization of water distribution systems, and it has broadened to
water quality aspects.

As for water quantity, one of the most explored topics is undisputedly modelling [1]. In this
context, the extended period simulation, which represents WDN behaviour as a sequence of steady
states, is by far the most widely adopted modelling tool. This is because it enables obtaining
good results in the trade-off between accuracy and computation burden. However, the thorough
assessment of nodal outflows is an essential requirement for the accuracy of the simulation. To this
end, the pressure-driven approach originally proposed by Bhave [2], which relates nodal outflows
to demands and pressure-heads, proved to perform much better at reproducing WDN behaviour in
a wide range of service pressure, in comparison with the demand-driven approach, in which nodal
outflows are set equal to demands. However, little attention has been dedicated to the comparison of
the various pressure-driven formulations available in the scientific literature, e.g., [2–7].

Besides outflow to authorized users, nodal outflows also include non-revenue water (NRW) [8],
which is represented by leakage and unauthorized consumption. Numerous studies, e.g., [9–11],
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have been carried out on the effective parameters for characterizing WDN in terms of NRW. However,
the correlation between NRW ratio to overall water production and WDN operational and physical
parameters has not been thoroughly explored.

To decrease the NRW ratio, as well as to obtain other benefits such as the reduction in pipe bursts
and the extension of infrastructure life, water utility managers often choose to perform service pressure
regulation in WDNs. This requires the installation of control valves at suitable locations and the real
time control (RTC) of these devices, to meet the demand variations in time. After the work of Jowitt and
Xu [12], many other works, e.g., [13–17], in the scientific literature explored optimal location of control
valves in WDNs. Nevertheless, few comparative works exist to help water utility managers choose
the best algorithm for generic case studies. As for RTC, some work was done to set-up increasingly
effective algorithms to regulate control valve settings as a function of the pressure at critical nodes [18]
and variables, such as water discharges at valve sites [19]. An interesting idea, which can be further
developed, was recently presented by Page et al. [20,21] to include water discharge forecast within the
control logic.

Instead of being dissipated at control valves, the surplus of service pressure can be recovered
by installing turbines or pumps operating as turbines (PATs) [22,23]. While the performance of
these devices has been analysed in many contexts, e.g., [24–27], including real WDNs, e.g., [28,29],
little attention has been given so far to the effects of transients generated by turbines or PAT.

Besides service pressure regulation, WDN management includes other practices such as
partitioning. This is done to subdivide the WDN into sufficiently small areas, called district metered
areas (DMAs) [1], to facilitate management and monitoring. Numerous algorithms, e.g., [30–35],
are proposed in the scientific literature for WDN partitioning, while few comparative analyses are
available. Furthermore, since WDN partitioning is generally carried out by making use of the graph
theory, a study is missing on the behaviour of WDNs from the topological point of view, to characterize
their basic metrics.

While the research on WDNs in the 20th century was mainly dedicated to water quantity aspects,
the two first decades of the current century have seen the birth of new research lines concerning
water quality. These lines have received nourishment from the changes in the regulations in many
countries, which encourage the draft and adoption of water safety plans [36]. A water safety plan
is a plan to ensure the safety of drinking water using a comprehensive risk assessment and risk
management approach, which encompasses all steps in water supply from catchment to user. In this
context, the WDN plays an important role since it can be threatened by events of accidental and
intentional contaminations [37–39]. These events can cause supplied water to contain inacceptable
concentrations of undesired compounds, such as heavy metals, disinfection by products and so forth.
Therefore, methodologies for improving water quality and estimating the vulnerability of WDNs to
these compounds should be developed.

2. Overview of the Special Issue

The Special Issue was established to point out the recent trends on WDNs, with emphasis on the
opportunities introduced by technical progress for simulation, design, and management of water
distribution systems. The collected papers are representative of some current main research topics
in WDNs.

2.1. WDN Simulation and Optimization

Four papers form part of this topic:

• Ciaponi and Creaco [40] present the comparison of five pressure-driven formulations in the
context of WDN modelling. The results of two case studies show that the formulations tend to
behave similarly in terms of nodal outflows. The formulations with smooth relationship between
nodal outflow and pressure head tend to guarantee faster algorithm convergence, in comparison
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with a relationship with derivative discontinuities. The results yielded by the formulations for
low values of the nodal pressure head can be very different;

• Creaco and Pezzinga [41] present the comparison of two different algorithms for the optimal
location of control valves for leakage reduction. The former is based on the sequential
addition (SA) of control valves: at each step, the optimal combination of valves is searched
for, while containing the optimal combination found at the previous step. Therefore, the former
algorithm searches for only one new valve location at each step, among all the remaining ones.
The latter algorithm consists of a multi-objective genetic algorithm (GA), in which valve locations
are encoded inside individual genes. The results obtained on two WDNs show that SA and GA
yield identical results for small number of valves. When this number grows, GA performs
increasingly better than SA. However, the smaller computation time of SA may make this
algorithm preferable in the case of large WDNs;

• Creaco [42] explores the benefits of water discharge prediction in the RTC of WDNs. An algorithm
aimed at controlling the settings of control valves and variable speed pumps, as a function of
pressure head signals from remote nodes in the network, is used. Two variants of the algorithm
are considered, based on the measured water discharge in the device at the current time and
on the prediction of this variable at the new time, respectively. The RTC algorithm attempts to
correct the expected deviation of the controlled pressure head from the set point, rather than the
currently measured deviation. The results of the applications prove that RTC benefits from the
implementation of the prediction, in terms of closeness of the controlled variable to the set point;

• Pérez-Sánchez et al. [43] characterize the water hammer phenomenon in the design of PAT systems,
emphasizing the transient events that can occur during a normal operation. This is based on
project concerns towards a stable and efficient operation associated with the normal dynamic
behaviour of flow control valve closure or by the induced overspeed effect. The analysis shows
how precise evaluation of basic operating rules depends upon the system and component type,
as well as upon the required safety level during each operation, with emphasis on the analysis
of transients.

2.2. WDN Topology and Partitioning

Two papers belong to this topic:

• Giudicianni et al. [44] apply Complex Network Theory to characterize the behaviour of WDNs
from a topological point of view. A tool of analysis is provided to help in finding solutions to
several problems of WDNs. The application of the methodology to 21 existing networks and
13 literature networks highlights some topological peculiarities and the possibility to define a set
of best design parameters for ex-novo WDNs. Also, the interplay between topology and some
performance requirements of WDNs is discussed;

• Liu et al. [45] present a comparative analysis of three partitioning methods, including Fast
Greedy, Random Walk, and Metis, which are commonly used to establish the DMAs in water
distribution systems. A complex water distribution network is used for comparison considering
two cases, i.e., unweighted and weighted edges, where the weights are represented by the
demands. The results obtained from the case study network show that the Fast Greedy method
is more effective in the weighted graph partitioning. The study provides an insight for the
application of the topology-based partitioning methods to establish district metered areas in a
water distribution network.

2.3. Water Quality

Two papers are concerned with water quality issues:

• Quintiliani et al. [46] propose a methodology for estimating the vulnerability with respect to users’
exposure to disinfection by-products (DPBs) in WDNs. The presented application considers total
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trihalomethane (TTHM) concentrations, but the methodology can be used also for other types of
DPBs. Five vulnerability indexes are adopted. The results obtained on five case studies suggest
that the introduced indexes identify different critical areas in terms of elevated concentrations of
TTHMs. This allows identification of the higher risk nodes in terms of different kinds of exposure
(short period of exposure to high TTHMs values, or chronic exposure to low concentrations);

• Peng and Mayorga [47] propose a statistical multiple objectives optimization, namely Multiple
Source Waters Blending Optimization (MSWBO), to find optimal blending ratios of source waters
for minimizing three heavy metals (HMR) in a WDN. Three response surface equations are
applied to describe the reaction kinetics of HMR, and three dual response surface equations
are used to track the standard deviations of the three response surface equations. A weighted
sum method is performed for the multi-objective optimization problem to minimize three HMRs
simultaneously. The experimental data of a pilot distribution system are used to demonstrate the
model’s applicability, computational efficiency, and robustness.

2.4. Service Effectiveness

Two papers consider service effectiveness aspects:

• Jang and Choi [48] estimate the NRW ratio, that is the ratio of losses from unbilled authorized
consumption and apparent and real losses to the total water supply. NRW is an important
parameter for prioritizing the improvement of a WDN. The paper shows that the accuracy of
multiple regression analysis (MRA) is low compared to the measured NRW ratio, where the
accuracy of estimation by an artificial neural network (ANN) with the optimal number of neurons,
is higher;

• Mokssit et al. [49] propose a methodology for assessing the effectiveness of water distribution
service in the context of intermittent supply, based on a comparison of joint results from
literature reviews and feedback from drinking water operators who had managed these networks,
with standards for defining the effectiveness of drinking water service. The results are used
to structure an evaluation framework for water service and to develop improvement paths
defined in intermittent networks. The resulting framework highlights the means available to
water stakeholders to assess their operational and management performance in achieving the
improvement objectives defined by the environmental and socio-economic contexts in which
the network operates. Practical examples of intermittent system management are collected from
water system operators and presented for illustration purposes.

3. Discussion

All the papers of the special issue are focussed on topics that are at the forefront of the research in
WDNs. Besides achieving the expected objectives, they are founded on very accurate reviews of the
most recent works in the scientific literature.

Four papers in the special issue namely [40,41,45,49] have the merit of presenting comparative
analyses. The results of these works may become a benchmark for future reference and may also offer
precious information to orientate future research efforts.

Another merit of the papers in the special issue lies in the fact that the methodology proposed are
applied to real WDNs, considering complete or skeletonized layouts. This confers reliability to the
results obtained.

The methodologies adopted are multi-faceted, ranging from hydraulic [40–43] and water
quality [46,47] modelling, to the graph theory [44,45], statistical [42,48], and optimization [41,47] techniques.

However, the special issue feels the effect of a strong and widespread tendency in the scientific
literature, which has recently been producing many more numerical models and mathematical methods
than experimental studies for model validation. In fact, only one of the ten papers, namely [43],
reports novel experimental results. The others, instead, use literature data for model validation. It is
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the Authors’ idea that the collection of new data from laboratory and in-situ experiments, by means
of modern and accurate equipment available nowadays, could enable more accurate validation of
numerical models and mathematical methods developed so far.

4. Conclusions

The paper presents an overview on the present research topics on WDNs through the analysis of
the literature and of the papers presented in the Special Issue on Advances in Water Distribution Networks.
The analysis of existing literature is carried out to put in evidence the aspects covered by the research
in WDNs. With regards to water quantity, one of the most explored topics is the modelling, both for
simulation and for optimisation purposes. Attention is focused on: demand models, pressure driven
formulation, hypotheses on flow. In the context of WDN simulation, a paper presented in the special
issue compares various pressure driven formulations [40]. With regards to optimisation, although
there is a wide consideration of aspects to be optimised, in recent years the regulation of pressure by
valves and the recovery of energy surplus by micro-turbines or PATs have assumed a fundamental role.
As for WDN optimization, a paper in the special issue presents the comparison of deterministic and
probabilistic algorithms for the location of control valves [41]. Another paper of the special issue shows
the extent to which RTC of valves can benefit from implementation of water discharge prediction
at valve site [42]. Staying in the context of WDN modelling, a paper presented in the special issue
concerns energy recovery by means of PATs, with emphasis on the analysis of transients [43].

Along with service pressure regulation, another commonly adopted practice in WDN management
is partitioning, which consists of WDN subdivision into small areas, which can be easily monitored and
managed. A topic very closely related to partitioning is topology. Numerous algorithms were proposed
in the scientific literature for WDN partitioning, generally carried out by making use of the graph theory.
A paper presented in the special issue compares WDN partitioning algorithms [45]. Another paper
proposes a topological taxonomy of WDNs [44].

The research lines considering water quality aspects have received recent attention from the
adoption of water safety plans, to ensure safety of drinking water. Methodologies are currently
being developed to improve water quality and to estimate the vulnerability of WDNs, to avoid the
risk of contamination of supplied water by undesired substances. As for water quality, two papers
were presented in the special issue, concerning assessment of vulnerability to trihalomethane [46]
and development of a statistical optimization model to improve drinking water quality through the
minimization of heavy metal releases [47], respectively.

Aspects related to service effectiveness have also received increased attention. This is because
water authorities need to save water resources and to optimize their financial resources, while meeting
users’ satisfaction. Besides traditional issues, such as those associated with guaranteeing the suitable
service pressure at users’ connections, subjects as NRW, and intermittent supply conditions have
recently been explored. In the context of the analysis of service effectiveness, the special issue
includes two papers. The former concerns estimation of NRW, inclusive of leakage and unauthorized
consumption, using multiple regression analysis and artificial neural networks [48]. The latter, instead,
proposes a methodology for assessing service effectiveness under intermittent supply conditions [49].

Each of these papers gives contributions on the research in WDNs and gives possible research
topics to be developed in the future.

Funding: This research received no external funding.
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5



Water 2018, 10, 1546

References

1. Walski, T.M.; Chase, D.V.; Savic, D.A.; Grayman, W.; Beckwith, S.; Koelle, E. Advanced Water Distribution
Modeling and Management; Haestad Methods, Inc.: Waterbury, CT, USA, 2004.

2. Bhave, P.R. Node flow analysis of water distribution systems. J. Transp. Eng. 1981, 107, 457–467.
3. Wagner, B.J.M.; Shamir, U.; Marks, D.H. Water distribution reliability: Simulation method. J. Water Resour.

Plan. Manag. 1988, 114, 276–294. [CrossRef]
4. Fujiwara, O.; Li, J. Reliability analysis of water distribution networks in consideration of equity, redistribution,

and pressuredependent demand. J. Water Resour. Res. 1998, 34, 1843–1850. [CrossRef]
5. Tucciarelli, T.; Criminisi, A.; Termini, D. Leak Analysis in Pipeline System by Means of Optimal Value

Regulation. J. Hydraul. Eng. 1999, 125, 277–285. [CrossRef]
6. Tanyimboh, T.; Templeman, A. Seamless pressure-deficient water distribution system model. J. Water Manag.

2010, 163, 389–396. [CrossRef]
7. Ciaponi, C.; Franchioli, L.; Murari, E.; Papiri, S. Procedure for defining a pressure-outflow relationship

regarding indoor demands in pressure-driven analysis of water distribution networks. Water Resour. Manag.
2015, 29, 817–832. [CrossRef]

8. Frauendorfer, R.; Liemberger, R. The Issues and Challenges of Reducing Non-Revenue Water; Asian Development
Bank: Mandaluyong, Philippines, 2010.

9. Jung, J.J. The Primary Factor of Management Evaluation Indicators for Local Public Water Supplies &
Suggestion of Alternative Evaluation Indicators. J. Korean Policy Stud. 2012, 12, 139–159.

10. Lambert, A.O.; Brown, T.G.; Takizawa, M.; Weimer, D. A Review of Performance Indicators for Real Losses
from Water Supply Systems. J. Water SRT Aqua 1999, 48, 227–237. [CrossRef]

11. Shinde, V.R.; Hirayama, N.; Mugita, A.; Itoh, S. Revising the Existing Performance Indicator System for
Small Water Supply Utilities in Japan. Urban Water J. 2013, 10, 377–393. [CrossRef]

12. Jowitt, P.W.; Xu, C. Optimal Valve Control in Water-Distribution Networks. J. Water Resour. Plan. Manag.
1990, 116, 455–472. [CrossRef]

13. Reis, L.; Porto, R.; Chaudhry, F. Optimal location of control valves in pipe networks by genetic algorithm.
J. Water Resour. Plan. Manag. 1997, 123, 317–326. [CrossRef]

14. Araujo, L.; Ramos, H.; Coelho, S. Pressure control for leakage minimisation in water distribution systems
management. Water Resour. Manag. 2006, 20, 133–149. [CrossRef]

15. Pezzinga, G.; Gueli, R. Discussion of “Optimal Location of Control Valves in Pipe Networks by Genetic
Algorithm”. J. Water Resour. Plan. Manag. 1999, 125, 65–67. [CrossRef]

16. Creaco, E.; Pezzinga, G. Embedding Linear Programming in Multi Objective Genetic Algorithms for Reducing
the Size of the Search Space with Application to Leakage Minimization in Water Distribution Networks.
Environ. Model. Softw. 2015, 69, 308–318. [CrossRef]

17. Covelli, C.; Cozzolino, L.; Cimorrelli, L.; Della Morte, R.; Pianese, D. Optimal Location and Setting of PRVs
in WDS for Leakage Minimization. Water Resour. Manag. 2016, 30, 1803–1817. [CrossRef]

18. Campisano, A.; Creaco, E.; Modica, C. RTC of valves for leakage reduction in water supply networks. J. Water
Resour. Plan. Manag. 2010, 136, 138–141. [CrossRef]

19. Creaco, E.; Franchini, M. A new algorithm for the real time pressure control in water distribution networks.
Water Sci. Technol. Water Supply 2013, 13, 875–882. [CrossRef]

20. Page, P.R.; Abu-Mahfouz, A.M.; Yoyo, S. Parameter-Less Remote Real-Time Control for the Adjustment of
Pressure in Water Distribution Systems. J. Water Resour. Plan. Manag. 2017, 143, 04017050. [CrossRef]

21. Page, P.R.; Abu-Mahfouz, A.M.; Mothetha, M.L. Pressure Management of Water Distribution Systems via
the Remote Real-Time Control of Variable Speed Pumps. J. Water Resour. Plan. Manag. 2017, 143, 04017045.
[CrossRef]

22. Kougias, I.; Patsialis, T.; Zafirakou, A.; Theodossiou, N. Exploring the potential of energy recovery using
micro hydropower systems in water supply systems. Water Util. J. 2014, 7, 25–33.

23. Pérez-Sánchez, M.; Sánchez-Romero, F.; Ramos, H.; López-Jiménez, P.A. Energy Recovery in Existing Water
Networks: Towards Greater Sustainability. Water 2017, 9, 97. [CrossRef]

6



Water 2018, 10, 1546

24. Ramos, H.M.; Borga, A.; Simão, M. New design solutions for low-power energy production in water pipe
systems. Water Sci. Eng. 2009, 2, 69–84.

25. Carravetta, A.; Del Giudice, G.; Fecarotta, O.; Ramos, H.M. Energy Recovery in Water Systems by PATs:
A Comparisons among the Different Installation Schemes. Procedia Eng. 2014, 70, 275–284. [CrossRef]

26. Caxaria, G.; de Mesquita e Sousa, D.; Ramos, H.M. Small Scale Hydropower: Generator Analysis and
Optimization for Water Supply Systems. 2011, p. 1386. Available online: http://www.ep.liu.se/ecp_article/
index.en.aspx?issue=57;vol=6;article=2 (accessed on 12 March 2017).

27. Sinagra, M.; Sammartano, V.; Morreale, G.; Tucciarelli, T. A new device for pressure control and energy
recovery in water distribution networks. Water 2017, 9, 309. [CrossRef]

28. Muhammetoglu, A.; Nursen, C.; Karadirek, E.; Muhammetoglu, H. Evaluation of performance and
environmental benefits of a full-scale pump as turbine system in Antalya water distribution network.
Water Sci. Technol. Water Supply 2017, 18, 130–141. [CrossRef]

29. Balacco, G.; Binetti, M.; Caporaletti, V.; Gioia, A.; Leandro, L.; Iacobellis, V.; Sanvito, C.; Piccinni, A.F.
Innovative mini-hydro device for the recharge of electric vehicles in urban areas. Int. J. Energy Environ. Eng.
2018. [CrossRef]

30. Clauset, A.; Newman, M.E.J.; Moore, C. Finding community structure in very large networks. Phys. Rev. E
2004, 70, 06611. [CrossRef] [PubMed]

31. Di Nardo, A.; Di Natale, M.; Santonastaso, G.; Tzatchkov, V.; Alcocer-Yamanaka, V. Water network
sectorization based on graph theory and energy performance indices. J. Water Resour. Plan. Manag. 2013, 140,
620–629. [CrossRef]

32. Giustolisi, O.; Ridolfi, L. A novel infrastructure modularity index for the segmentation of water distribution
networks. Water Resour. Res. 2014, 50, 7648–7661. [CrossRef]

33. Scarpa, F.; Lobba, A.; Becciu, G. Elementary DMA design of looped water distribution networks with
multiple sources. J. Water Resour. Plan. Manag. 2016, 142, 04016011. [CrossRef]

34. Sela Perelman, L.; Allen, M.; Preis, A.; Iqbal, M.; Whittle, A.J. Automated sub-zoning of water distribution
systems. Environ. Model. Softw. 2015, 65, 1–14. [CrossRef]

35. Di Nardo, A.; Giudicianni, C.; Greco, R.; Herrera, M.; Santonastaso, G. Applications of graph spectral
techniques to water distribution network management. Water 2018, 10, 45. [CrossRef]

36. WHO (World Health Organization). Guidelines for Drinking-Water Quality—First Addendum to Third Edition,
Volume I: Recommendations; WHO: Geneva, Switzerland, 2006.

37. Nilsson, K.A.; Buchberger, S.G.; Clark, R.M. Simulating Exposures to Deliberate Intrusions into Water
Distribution Systems. J. Water Resour. Plan. Manag. 2005, 131, 228–236. [CrossRef]

38. Khanal, N.; Buchberger, S.G.; McKenna, S.A. Distribution system contamination events: Exposure, influence,
and sensitivity. J. Water Resour. Plann. Manag. 2006, 132, 283–292. [CrossRef]

39. Davis, M.J.; Janke, R. Importance of Exposure Model in Estimating Impacts When a Water Distribution
System Is Contaminated. J. Water Resour. Plan. Manag. 2008, 134, 449–456. [CrossRef]

40. Ciaponi, C.; Creaco, E. Comparison of Pressure-Driven Formulations for WDN Simulation. Water 2018, 10,
523. [CrossRef]

41. Creaco, E.; Pezzinga, G. Comparison of Algorithms for the Optimal Location of Control Valves for Leakage
Reduction in WDNs. Water 2018, 10, 466. [CrossRef]

42. Creaco, E. Exploring Numerically the Benefits of Water Discharge Prediction for the Remote RTC of WDNs.
Water 2018, 9, 961. [CrossRef]

43. Pérez-Sánchez, M.; López-Jiménez, P.A.; Ramos, H.M. PATs Operating in Water Networks under Unsteady
Flow Conditions: Control Valve Manoeuvre and Overspeed Effect. Water 2018, 10, 529. [CrossRef]

44. Giudicianni, C.; Di Nardo, A.; Di Natale, M.; Greco, R.; Santonastaso, G.F.; Scala, A. Topological Taxonomy
of Water Distribution Networks. Water 2018, 10, 444. [CrossRef]

45. Liu, H.; Zhao, M.; Zhang, C.; Fu, G. Comparing Topological Partitioning Methods for District Metered Areas
in the Water Distribution Network. Water 2018, 10, 368. [CrossRef]

46. Quintiliani, C.; Di Cristo, C.; Leopardi, A. Vulnerability Assessment to Trihalomethane Exposure in Water
Distribution Networks. Water 2018, 10, 912. [CrossRef]

47. Peng, W.; Mayorga, R.V. Developing a Statistical Model to Improve Drinking Water Quality for Water
Distribution System by Minimizing Heavy Metal Releases. Water 2018, 10, 939. [CrossRef]

7



Water 2018, 10, 1546

48. Jang, D.; Choi, G. Estimation of Non-Revenue Water Ratio Using MRA and ANN in Water Distribution
Networks. Water 2018, 10, 2. [CrossRef]

49. Mokssit, A.; de Gouvello, B.; Chazerain, A.; Figuères, F.; Tassin, B. Building a Methodology for Assessing
Service Quality under Intermittent Domestic Water Supply. Water 2018, 10, 1164. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

8



water

Article

Comparison of Pressure-Driven Formulations for
WDN Simulation

Carlo Ciaponi and Enrico Creaco *

Dipartimento di Ingegneria Civile e Architettura, Univ. of Pavia, Via Ferrata 3, 27100 Pavia, Italy;
ciaponi@unipv.it (C.C.)
* Correspondence: creaco@unipv.it

Received: 24 March 2018; Accepted: 19 April 2018; Published: 21 April 2018

Abstract: This paper presents the comparison of five pressure-driven formulations in the context
of water distribution network (WDN) modelling. These formulations, which relate nodal outflow
q to users to demands d and nodal pressure heads h, were implemented inside the global gradient
algorithm for the snapshot solution of the equations concerning mass and energy conservation at
WDN nodes and pipes, respectively. The modelling of leakage nodal outflows as a function of
pressure was also considered. The applications concerned two case studies, in which nodal demands
were suitably amplified to lower service pressure below the desired values. This was done to stress the
effects of the pressure-driven dependence q(h) in the WDN. The results showed that the formulations
tend to behave similarly in terms of nodal outflows. Compared to a widely used formulation, which
features a q(h) relationship with derivative discontinuities, the other four formulations analyzed
tend to guarantee faster algorithm convergence, above all for simple and poorly interconnected
WDNs, due to their smooth q(h) relationship. The results in terms of nodal pressure heads can be
very different, above all for low values of h.

Keywords: water distribution network; snapshot simulation; pressure-driven

1. Introduction

The traditional approach for simulating water distribution networks (WDNs) is the demand-
driven approach (DDA) [1–4], in which nodal outflows are set equal to demands independently from
service pressure. In this context, the solution of mass and energy balance equations enables determining
nodal heads and pipe flows in either snapshot or extended-period simulations [5]. The DDA yields
satisfying results in some applications, such as WDN design, in which service pressure is assumed to
be larger than the desired value for full demand satisfaction. However, some abnormal operational
scenarios [6], such as those occurring during pipe bursts, segment isolation, or excessive water use,
may cause service pressure to fall below the desired value. In these scenarios, DDA was noticed to yield
poor prediction of nodal heads and pipe flows in the WDN. To solve this issue, the pressure-driven
approach (PDA) was proposed in [7] and then considered by numerous authors, e.g., [8–22]. In PDA,
the ratio of nodal outflow to nodal demand can be expressed as a function of a nodal pressure head by
using one of the numerous formulations available in the scientific literature [7,9,12,13,17,20].

Whereas lots of research was dedicated to setting up increasingly robust and efficient algorithms
for WDN solution (e.g., [15,16,21]), the effects of the various formulations proposed in terms of WDN
solution results and algorithm convergence speed have been analyzed marginally. This paper aims to
contribute to this issue.

In the following sections, first the methodology is described, including the pressure-driven
formulations considered and the model used for WDN solution. The methodology is followed by the
applications to two case studies and by the conclusions of the work.

Water 2018, 10, 523; doi:10.3390/w10040523 www.mdpi.com/journal/water9
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2. Materials and Methods

In the present section, the pressure-driven formulations compared are presented (Section 2.1)
followed by the algorithm used for WDN resolution (Section 2.2).

2.1. Pressure-Driven Formulations

The pressure-driven formulations considered in this work to express the actual nodal outflow
q as a function of the actual nodal pressure head h and demand d are those of Wagner et al. [9],
Fujiwara and Li [12], Tucciarelli et al. [13], Tanyimboh and Templeman with default parameters [17],
and with calibration proposed by Ciaponi et al. [20]. All formulations consider the definition of a
desired pressure head hdes for full demand satisfaction. The Wagner et al. [9], Fujiwara and Li [12],
and Tanyimboh and Templeman with default parameters [17] formulations also consider a minimum
pressure head hmim to have outflow while the Tucciarelli et al. [13] and Ciaponi et al. [20] formulations
were developed considering hmim = 0.

In the formulations of Wagner et al. [9], Fujiwara and Li [12], and Tucciarelli et al. [13], q/d = 0
and q/d = 1 for h ≤ hmin and h ≥ hdes, respectively.

For hmin ≤ h ≤ hdes, the Wagner et al. [9] formulation yields:

q
d
=

(
h − hmin

hdes − hmin

)1/γ

, (1)

with coefficient γ usually set at 2 to re-obtain the same kind of relationship of the outflow through
an orifice. Though being the most widely used, this formulation has the drawback of presenting
derivative discontinuities for h = hmin and h = hdes. This drawback is overcome in the formulations of
Fujiwara and Li [12] and Tucciarelli et al. [13].

For hmin ≤ h ≤ hdes, the Fujiwara and Li [12] formulation yields:

q
d
=

(h − hmin)
2(3hdes − 2h − hmin)

(hdes − hmin)
3 . (2)

For hmin ≤ h ≤ hdes, the Tucciarelli et al. [13] formulation yields:

q
d
= sin2

(
π

2
h

hdes

)
. (3)

Unlike the formulations of Wagner et al. [9], Fujiwara and Li [12], and Tucciarelli et al. [13], that of
Tanyimboh and Templeman [17] is based on the following single smooth relationship, which holds for
all of the values of h:

q
d
=

exp(Y + Bh)
1 + exp(Y + Bh)

, (4)

where, in absence of field data, the default values of the parameters Y and B are calculated through the
following expressions:

Y =
−4.595hdes − 6.907hmin

hdes − hmin
, (5)

B =
11.502

hdes − hmin
. (6)

Using the same structure as (4), Ciaponi et al. [20] developed statistically expressions for Y and B
with the objective to reproduce, on average, the complex and varied set of phenomena governing the
actual water delivery at each network node. The resulting formulation, proposed for flat sites, is:

q
d
=

exp(−3.178 + 8.214h/hdes)

1 + exp(−3.178 + 8.214h/hdes)
. (7)
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The graphical comparison of the five formulations presented above is reported in Figure 1 for
hmin = 0 and hdes = 20, showing that the Fujiwara et al. [12] and Tucciarelli et al. [13] formulations give
very similar values of q/d, which are lower than the other formulations over almost the entire range
of h/hdes. The Wagner et al. [9] formulation gives the highest values of q/d up to h/hdes = 0.5, while
being overcome by the Tanyimboh and Templeman [17] and Ciaponi et al. [20] formulations to the
right of this value. As for the last two formulations, it must be remarked that they behave similarly
over the entire range of h/hdes and give higher values of q/d to the right and to the left of h/hdes = 0.5,
respectively. Both formulations yield q/d ≈ 1 for h/hdes = 1 and a q/d higher than 0 for h/hdes = 0
(especially the latter). The explanation for these positive values is that, even if h = hmin = 0 enables no
outflow at the nodal ground elevation, some outflow is still feasible from underground floors.

0.0
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0.4

0.6

0.8

1.0

-0.5 0.0 0.5 1.0 1.5

q/
d 

h/hdes

Wagner et al. (1988)
Fujiwara and Li (1998)
Tucciarelli et al. (1999)
Tanyimboh and Templeman (2010)
Ciaponi et al. (2014)

Figure 1. Ratio of outflow q to demand d as a function of the ratio of the generic pressure head h to the
desired pressure head hdes for the various formulations.

2.2. WDN Resolution

WDN resolution consists in solving the momentum and continuity Equation (8) in vector form [3].
This enables us to obtain the unknown vectors Q and H of water discharges and heads for pipes and
demanding nodes, respectively, starting from the vector H0 of heads at source nodes.

{
A11Q + A12H = −A10H0 momentum equation
A21Q = qtot continuity equation

. (8)

In Equation (8), matrices A10 and A12 are obtained starting from the topological incidence matrix,
A, by considering only its columns associated with the nodes with a fixed and unknown head,
respectively. In fact, the number of rows and columns of matrix A is equal to the number of pipes
and nodes, respectively. For the generic pipe, matrix A enables us to distinguish the upstream and
downstream nodes (matrix elements equal to −1 and 1, respectively) from nodes not belonging to the
pipe (matrix element equal to 0). A11 is a diagonal matrix with the number of rows and columns equal
to the number of pipes. The generic diagonal element is defined as:

A11(j, j) = rj

∣∣∣Qj

∣∣∣αj−1, (9)

with rj and αj being the coefficient and the exponent, respectively, in the head loss equation relative to
the j-th pipe.

In Equation (8), qtot is the vector of nodal outflows obtained as the sum of the outflow q to the
users and the vector ql of leakage allocated to the demanding nodes. Whereas the generic element q of
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vector q is evaluated using whatever formulations presented in Section 2.1, the generic element ql of ql

can be calculated through the following formula derived from [13]:

ql =
ncp

∑
i=1

CLi
2

hn (10)

where C and Li are the WDN leakage coefficient and the length of the i-th of the ncp pipes connected to
the generic node, respectively.

The global gradient algorithm (GGA) enables iterative resolution of Equation (8). This enables us
to derive vectors H and Q at iteration τ + 1 starting from those at iteration τ [3,23]:

Hτ+1 = (Gτ)−1
{

A21(D
τ
11)

−1[(Dτ
11 − Aτ

11)Q
τ − A10H0]− qtot

τ
}

Qτ+1 = Qτ − (Dτ
11)

−1(Aτ
11Qτ + A12Hτ+1 + A10H0

) (11)

where D11
τ and A11

τ are the values of D11 and A11 at iteration τ, where matrix D11 is a diagonal
matrix, given by:

dA11 = D11dQG = A21(D11)
−1A12. (12)

At iteration τ = 0, the elements of vector Q0 can be set at a small starting value, e.g., 0.001 m3/s.
Furthermore, ql = 0 and q = d at all nodes, entailing that qtot

0 is equal to d (vector of nodal demands).
In the following iterations, vector qτ

tot is a function of d, which is independent from H, and of
head H. Vector qτ

tot in Equation (11) could be set at qtot

(
d, Hτ−1), which is the vector of total nodal

outflows, obtained as the sum of q and ql, evaluated though whatever formulation in Section 2.1 and
through Equation (10), respectively, while considering the vector H of heads at the previous iteration τ

− 1. However, this was noticed to yield numerical oscillations by various authors [15,19,21]. To tackle
this problem, the following underrelaxation method can be used to speed up the convergence of the
GGA:

qτ
tot = qτ−1

tot + Ωτ
[
qtot

(
d, Hτ−1

)
− qτ−1

tot

]
(13)

in which Ωτ lying between 0 and 1 is an underrelaxation factor, which is set at 1 at τ = 1. Then, across
the iterations, it is reduced in the case of the occurrence of oscillations in H. To this end, at the generic
iteration τ, it is calculated as:

Ωτ =

{
Ωτ−1

α Ωτ−1
if norm

(
Hτ − Hτ−1) < norm

(
Hτ−1 − Hτ−2)

if norm
(
Hτ − Hτ−1) ≥ norm

(
Hτ−1 − Hτ−2) . (14)

In Equation (14), α is set at a positive number lower than 1 (e.g., 0.5), to enable Ωτ reduction.
Various stopping criteria can be used in this model, such as max|Hτ − Hτ−1| ≤ T, with T being a

threshold, which can be set at the reasonable value of 0.001 m. The underrelaxation method is different
from those used in [15,21], in that the underrelaxation is applied on nodal outflows rather than on
nodal heads and pipe flows. Incidentally, the method presented above to prevent numerical oscillation
is a refinement of that originally proposed in [14]. The refinement consists in the introduction of norm
function as a criterion to vary Ω.

3. Application

3.1. Case Studies

The application of this work concerned two case studies (Figure 2a,b, respectively). The first is the
skeletonized WDN of Santa Maria di Licodia, a small town in Sicily, Italy [24,25]. The network layout
is made up of 34 nodes (of which 32 are with unknown head and 2 source nodes are with fixed head,
i.e., nodes 33 and 34) and of 41 pipes. The features of the WDN nodes and pipes are reported in the
referenced work. At the generic demanding node, hmin and hdes were set at 0 and 20 m, respectively.

12
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(a) 

(b) 

Figure 2. Water distribution networks (WDNs) for the two case studies (a,b). In the first case study
with source nodes 33 and 34, pipe numbers are close to the pipes and the numbers of demanding nodes
are inside circles.

The two source nodes, i.e., nodes 33 and 34, have a ground elevation of 477.5 m above sea level
and a mean daily head of 480.77 m. The topography of the network features declining nodal ground
levels as the distance from the source increases. The ground elevation of demanding nodes varies
between about 395 and 465 m above sea level.

The whole network demand is 18.5 L/s.
As to leakage, values of the coefficient CL = 2.79 × 10−8 m0.82/s and of the exponent nleak = 1.18

were assumed for all of the pipes of the network. The values of CL and nleak lead to a daily leakage
volume of about 1250 m3, which is about 44% of the water volume leaving the source nodes.

The second case study of the paper is made up of a real WDN in Northern Italy featuring 536 nodes
with unknown head, 825 pipes, and 2 reservoirs (Figure 2b) [26]. At the generic demanding node, hmin
and hdes were set at 0 and 23 m, respectively. The head of the two reservoirs is 30 m above sea level.
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Unlike the first network, the second network has flat topography with all nodal ground levels set at
0 m above sea level. The whole network demand is 367 L/s.

As to leakage, values of the coefficient CL = 1.99 × 10−7 m2.5/s and of the exponent nleak = 0.5
were assumed for all of the pipes of the WDN. The values of CL and nleak lead to a daily leakage volume
of about 7920 m3, which is about 20% of the water volume leaving the source nodes.

The two WDNs were solved in snapshot simulations using the five pressure-driven formulations
described in Section 2.1. In these simulations, nodal demands were varied considering a uniform
multiplying coefficient, αdem, ranging from 1 to 20 with step 1. This resulted in a total framework
of 100 simulations (5 pressure driven formulations × 20 demand increase steps) for each WDN.
The objective of the simulations was to investigate how differently the pressure-driven formulations
react to changes in network operating conditions. In fact, the progressively increasing demand puts
the WDNs to an increasingly severe test by lowering nodal pressure heads below hdes and, as a result,
by triggering the pressure-driven dependence q(h) (Figure 1). In this analysis, the Wagner et al. [9]
formulation was taken as benchmark.

3.2. Results

As for the first case study, the first analysis concerns the relationship between the total number
k of iterations and αdem (see graph in Figure 3). This graph shows k(αdem) for all of the formulations.
For the formulation of Wagner et al. [9], which is the most commonly used in the scientific literature,
WDN resolution tends to be slower and slower when αdem grows up to αdem = 20.
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Figure 3. First case study. Number k of iterations as a function of αdem for the various formulations.

The other formulations behave similarly to Wagner et al. [9] up to αdem = 10. Above this value,
they tend to converge faster, that is with lower values of k. This seems to suggest that the other
formulations suffer from the increase in αdem less than the Wagner et al. [9] formulation.

The graphs in Figures 4 and 5 and Table 1 report results concerning analyses and comparisons in
terms of outflow q to users. Those in Figure 4 compare the values of q obtained with the Wagner et al. [9]
formulation with those obtained with the four other formulations. For αdem = 1, the values are very
close because the pressure-driven dependence of q has not been triggered. For larger values of
αdem, some differences arise. Far from the 0, the four other formulations yield close values to those
of the Wagner et al. [9] formulation, with differences of a similar order of magnitude. However,
the differences obtained through the Fujiwara and Li [12] and Tucciarelli et al. [13] formulations are
always negative (underestimation). Those obtained through the Tanyimboh and Templeman [17] and
of Ciaponi et al. [20] formulations, instead, are alternatively positive and negative. Close to the 0 of the
Wagner et al. [9] formulation, all the other formulations tend to yield larger values of q. This behavior
may be due to the softer declining trend that the other formulations have in Figure 1 when h/hdes goes
down to 0.
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Figure 4. First case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms
of outflow q to users.

A quantitative estimation of the comparison shown in Figure 4 is reported in the following Table 1.
This table points out that the mean absolute deviation in q of the various formulations compared to
the Wagner et al. [9] formulation tends to grow with αdem. Overall, the formulations yield almost no
deviation for αdem = 1, in correspondence to which the pressure-driven behavior is not fully activated.
Indeed, it concerns only a few demanding nodes. For αdem = 10 and αdem = 20, they behave similarly,
with the Tanyimboh and Templeman [17] and Ciaponi et al. [20] formulations providing the largest
deviations, respectively.

Table 1. First case study. Mean absolute deviation (m3/s) of the various formulations in terms of
outflow q to users compared to the Wagner et al. [9] formulation for the three values of αdem.

Formulation αdem = 1 αdem = 10 αdem = 20

Fujiwara and Li [12] 0 0.00022 0.00049
Tucciarelli et al. [13] 0 0.00024 0.00049

Tanyimboh and Templeman [17] 0 0.00042 0.00044
Ciaponi et al. [20] 0 0.00029 0.00051

Figure 5 shows the trend of the global demand satisfaction rate ∑q/∑d, as a function of αdem,
pointing out that all of the formulations behave similarly. This happens because the overestimations
and underestimations compared to the Wagner et al. [9] formulations tend to cancel each other
out. As an example of the results, for αdem = 10, the formulations of Fujiwara and Li [12] and of
Tucciarelli et al. [13] give a satisfaction rate of 0.52. The Wagner et al. [9] formulation gives a satisfaction
rate of 0.55. Finally, the formulations of Tanyimboh and Templeman [17] and of Ciaponi et al. [20] give
an intermediate value of 0.53.

The graphs in Figure 6 compare the nodal pressure heads h obtained with the Fujiwara et al. [12],
Tucciarelli et al. [13], Tanyimboh and Templeman [17], and Ciaponi et al. [20] formulations with those
obtained with the Wagner et al. [9] formulation. In all cases, the dots are well-aligned along the bisector,
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apart from close to the 0 of the Wagner et al. formulation, in correspondence to which the other
formulations seem to overestimate h.
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Figure 5. First case study. Satisfaction rate ∑q/∑d for the various formulations as a function of αdem.

Figure 6. First case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms
of nodal pressure head h.

A quantitative estimation of the comparison shown in Figure 6 is reported in the following Table 2.
This table points out that the mean absolute pressure head deviation of the various formulations
compared to the Wagner et al. [9] formulation tends to grow with αdem. Overall, the Ciaponi et al. [20]
and the Tucciarelli et al. [13] formulations are the closest and furthest, respectively.

Figure 7 shows the generalized resilience/failure index (GRF) [27] related to the pressure head
distribution in the WDN. This index, ranging from −1 to 1, represents an estimate of WDN resilience
through the pressure-driven approach when leakage is present. The positive and negative values of
GRF are associated with WDNs under power surplus and deficit conditions, respectively. The graph in
Figure 7 shows that, despite the differences in h remarked in Figure 6, the formulations yield similar
decreasing trends of GRF, as was the case with the satisfaction rate in Figure 5.
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Table 2. First case study. Mean absolute deviation (m) of the various formulations in terms of nodal
pressure head h compared to the Wagner et al. [9] formulation for the three values of αdem.

Formulation αdem = 1 αdem = 10 αdem = 20

Fujiwara and Li [12] 0.0012 2.65 2.69
Tucciarelli et al. [13] 0.0010 2.68 2.76

Tanyimboh and Templeman [17] 0.0024 1.84 2.26
Ciaponi et al. [20] 0.0013 1.54 1.54
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Figure 7. First case study. Generalized resilience/failure index (GRF) for the various formulations as a
function of αdem.

The similar values of GRF are because this index depends on both h and q. In fact, the variations
in these variables across the various formulations tend to cancel each other out.

The results of the applications to the second case study are reported in the following Figures 8–12.
These figures are homologous to Figures 3–7, respectively, of the first case study. The comparison of
Figures 3 and 8 highlights that k tends to grow as αdem grows also for the second case study. However,
the beneficial effects of the Fujiwara et al. [12], Tucciarelli et al. [13], Tanyimboh and Templeman [17],
and Ciaponi et al. [20] formulations in terms of k reduction, in comparison with the Wagner et al. [9]
formulation, are attenuated in the second case study. This may be because of the more interlinked
structure of the second network, which helps to regularize pipe flows and nodal heads across the
iterations in WDN resolution. All of the other figures have similar interpretations to the homologous
figures of the first case study.
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Figure 8. Second case study. Number k of iterations as a function of αdem for the various formulations.
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Figure 9. Second case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms of
outflow q to users.
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Figure 10. Second case study. Satisfaction rate ∑q/∑d for the various formulations as a function
of αdem.

The fact that the h overestimation of the Fujiwara et al. [12], Tucciarelli et al. [13], Tanyimboh and
Templeman [17], and Ciaponi et al. [20] formulations compared to the Wagner et al. [9] formulation
seems to be larger in the second case study (compare Figure 11 with Figure 6) is mainly due to the scale
used in the graph (h values ranging from 0 to 30 m in the second case study versus h values ranging
from −5 to above 80 m in the first case study). This is clear from Figure 13, where Figure 6 of the first
case study is plotted with similar scale to Figure 11.
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Figure 11. Second case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms of
nodal pressure head h.
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Figure 12. Second case study. GRF for the various formulations as a function of αdem.
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Figure 13. First case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms
of nodal pressure head h. Zoom of Figure 6 with scale similar to Figure 11.

4. Conclusions

In this paper, a comparison of various pressure-driven formulations, aimed at expressing
nodal outflows to users as a function of nodal demands and of the actual nodal pressure, was
presented. To this end, the widely adopted formulation of Wagner et al. [9] was taken as benchmark.
The comparison was made in the framework of the snapshot steady flow simulation of two different
WDNs. These WDNs represent the main skeleton of a poorly interconnected WDN situated in a hilly
territory and a very interconnected real WDN situated in a flat territory, respectively. Nodal demands
were largely amplified to stress the pressure-driven behavior of the WDNs.

The main outcomes of the work are:

- The increase in nodal demands tends to cause the growth of the number of iterations for WDN
algorithm convergence due to the activation of the pressure-driven relationship.

- Especially in the poorly interconnected WDN, the Fujiwara and Li [12], Tucciarelli et al. [13],
Tanymboh and Templeman [17], and Ciaponi et al. [20] formulations yield faster convergence for
large nodal demands compared to the Wagner et al. [9] formulation.

- All formulations similarly simulate nodal outflows.
- The Fujiwara and Li [12], Tucciarelli et al. [13], Tanymboh and Templeman [17], and Ciaponi et al. [20]

formulations overestimate nodal pressure heads compared to the Wagner et al. [9] formulation.

Though the effects of the various formulations were compared, it must be noted that:

- The different effects of the formulations were accentuated in this work due to the large and
uniform amplification of WDN demands. In real cases, the pressure-driven behavior is usually
remarkable in small pressure-deficient areas, due to hydrant activations or segment isolations.
Therefore, the differences are expected to be more confined.
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- Only the comparison with experimental data can reveal which formula is the most consistent
with the real WDN behavior.

- In the absence of experimental data, the use of formulations based on statistical simulation
of a varied set of situations and phenomena governing the actual water delivery, such as the
formulation of Ciaponi et al. [20], may be preferable.

As for the last remarks, it must be noted that parameterizing pressure-driven formulations on
the field may be a heavy task. In fact, at a generic WDN node, the outflow q is the only variable that
can be measured through metering devices. Demand d can only be supposed. Another tricky factor
lies in the fact that, as stated above, the pressure-driven behavior of the WDN is often temporary and
unpredictable. Therefore, the only viable option in most circumstances may be the parameterization of
the formulations based on statistical simulations of outflow, as was done by Ciaponi et al. [20].
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Abstract: The paper presents the comparison of two different algorithms for the optimal location of
control valves for leakage reduction in water distribution networks (WDNs). The former is based on
the sequential addition (SA) of control valves. At the generic step Nval of SA, the search for the optimal
combination of Nval valves is carried out, while containing the optimal combination of Nval − 1 valves
found at the previous step. Therefore, only one new valve location is searched for at each step of
SA, among all the remaining available locations. The latter algorithm consists of a multi-objective
genetic algorithm (GA), in which valve locations are encoded inside individual genes. For the sake of
consistency, the same embedded algorithm, based on iterated linear programming (LP), was used
inside SA and GA, to search for the optimal valve settings at various time slots in the day. The results
of applications to two WDNs show that SA and GA yield identical results for small values of Nval.
When this number grows, the limitations of SA, related to its reduced exploration of the research
space, emerge. In fact, for higher values of Nval, SA tends to produce less beneficial valve locations in
terms of leakage abatement. However, the smaller computation time of SA may make this algorithm
preferable in the case of large WDNs, for which the application of GA would be overly burdensome.

Keywords: valve; pressure; leakage; optimization

1. Introduction

The pursuit of benefits in terms of leakage and pipe burst reduction as well as of infrastructure
life extension has spurred water utilities to perform the active control of service pressure in water
distribution networks (WDNs) [1–3]. In fact, if service pressure is reduced without violating pressure
constraints for water supply, positive effects arise without the service effectiveness being affected.
The active control of service pressure can also be performed through devices that enables electric
power generation [4,5].

When WDN sources have pressure surplus compared to demanding nodes, the active control can
be carried out by inserting control valves in key locations of the network. Two main lines of research
are currently underway in this context: the former, which started with the paper by Jowitt and Xu [6],
concerns the optimal location and control of valves, while the latter, which started with the paper by
Campisano et al. [7], concerns the real time regulation of these devices.

In the former line of research, which is the topic of the present paper, some initial works were
dedicated to setting up algorithms for the optimization of control valve settings to minimize daily
leakage, while meeting minimum pressure requirements at WDN demanding nodes. In this context,
Jowitt and Xu [6] proposed an algorithm based on iterated linear programming (LP) to minimize
leakage at each time slot of the day. Vairavamoorthy and Lumbers [8], instead, proposed the use
of sequential quadratic programming, with an objective function that allows minor violations in
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the targeted pressure requirements. Other papers [9–14] addressed both the issues of valve location
and control. Reis et al. [9] tackled the optimization of valve locations and settings by using genetic
algorithms (GA) and LP, respectively. In detail, LP was embedded in the genetic algorithm to search
for the optimal valve settings for each location of control valves proposed as a solution by the genetic
algorithm. Araujo et al. [10] and Cozzolino et al. [13] made use of genetic algorithms for both issues.
Liberatore and Sechi [11] proposed a two-step procedure for the optimal valve location and control.
In the former step, candidate sets for the location of valves are restricted to pipes defined based on
hydraulic analysis. The meta-heuristic Scatter Search routines were used in the latter step to identify the
best solution in the location and control problems by optimizing a weighted multi-objective function
that considers the cost of inserting valves and the penalty for node pressures that do not meet the
requirements. Ali [12] made exclusive use of genetic algorithms, in which he incorporated the physical
knowledge of the WDN to improve the algorithm efficiency. De Paola et al. [14] made use of the
harmony search approach to optimize both control valve locations and settings.

Whereas all the algorithms cited above are based on the single-objective approach,
other algorithms [15–18] were conceived using the multi-objective approach, to construct Pareto
fronts of optimal solutions in the tradeoff between number of control valves, as a surrogate for the
installation cost, and daily leakage. Pezzinga and Gueli [15] proposed, for optimal valve location,
a fully deterministic procedure, based on the sequential addition (SA) of beneficial valves up to a
maximum number of valves installable in the WDN has been fixed. LP is used, instead, for optimal
valve control. Nicolini and Zovatto [16] used a multi-objective GA to optimize both valve locations
and control settings. Creaco and Pezzinga [17,18] used a GA to search for the optimal valve locations,
and LP to optimize the control valve settings for each solution proposed by the GA.

Despite the plethora of works available on the subject, there are only a few comparative analyses.
In fact, authors have often proposed new algorithms without testing them against those already
available in the scientific literature. Furthermore, the merits and demerits of deterministic and
probabilistic multi-objective approaches have never been compared. The lack of this kind of comparison
in the scientific literature has motivated the present work. The algorithms of Pezzinga and Gueli [15]
and of Creaco and Pezzinga [17,18] were chosen as representative for the comparison. The former
was chosen because of its fully deterministic approach, which confers significant computational
lightness on the methodology. The choice of the latter is due, instead, to its computational effectiveness,
which was acknowledged [19] during the battle of background leakage assessment for water networks
(BBLAWN) [20].

In the remainder of the paper, algorithms are first described and then applied to two WDNs.

2. Materials and Methods

In the present section, first the LP used in both SA [15] and GA [17,18] for the optimization of
control valve settings is described (Section 2.1). Sections 2.2 and 2.3 are dedicated to describing the
different approaches used in SA and GA, respectively, to tackle optimal valve locations.

2.1. Fitness Evaluation of the Generic Location of Control Valves

The generic location of control valves, proposed as solution by whatever algorithm
(e.g., the algorithms described in Sections 2.2 and 2.3), can be evaluated in terms of installation cost
and daily leakage volume WL. The former assessment comes straight away after the control valves
have been installed in selected pipes of the WDN model. In the applications of this work, the total
number of control valves is considered as a surrogate for the cost. The latter assessment requires
determination of the daily pattern of optimal valve settings in the context of WDN extended period
simulation (EPS).

Let us assume a WDN with np pipes and nn nodes = n demanding nodes + n0 sources.
WDN operation can be represented through a succession of NΔt time slots, all featuring the same
duration Δt. At each time slot, in which source heads and nodal demands are assigned, pipe water
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discharges and nodal heads can be derived by solving the following equations, derived from previous
works [17,18,21]: {

A11MQ + A12H = −A10H0 momentum equation
A21Q = d + qL continuity equation

, (1)

where H (n × 1) and Q (np × 1) are the unknown vectors of nodal heads at the demanding nodes and of
pipe water discharges, respectively. H0 (n0 × 1) and d (n × 1) are the assigned vectors of source heads
and nodal demands, respectively. Matrixes A12 and A10 come from the incidence topological matrix
A, with size np × nn. In the generic row of A, associated with the generic network pipe, the generic
element can take on the values 0, −1 or 1, whether the node corresponding to the matrix element is not
at the end of the pipe, it is the initial node of the pipe, or it is the final node of the pipe, respectively.
Starting from A, matrix A12 (np × n) is obtained by considering the columns corresponding to the n
network nodes with unknown head. A21 (n × np) is the transpose matrix of A12. Matrix A10 (np × n0)
is obtained by considering the columns corresponding to the n0 nodes with fixed head. A11 (np × np)
is a diagonal matrix, the elements of which identify the resistances of the np network pipes through
the following relationship:

A11(i, i) =
bi|Qi|α−1Li

ki
γDi

β
, (2)

where Di is the diameter of the i-th pipe and where roughness coefficient ki, coefficient bi and exponents
α, β and γ depend on the formula used to express pipe head losses. As an example, α = 2, β = 5.33 and
γ = 2 in the Strickler formula. Matrix M in Equation (1) is used to increase the resistance of the Nval
pipes fitted with the control valve. It is a diagonal matrix (np × np), in which the diagonal elements
corresponding to the Nval pipes fitted with control valve are equal to Vk (k = 1, . . . , Nval), whereas those
corresponding to the np-Nval pipes without valve are equal to 1. Indeed, Vk is the valve setting ranging
from 0 to 1. For the generic pipe subject to a certain head loss, it represents the ratio of the pipe water
discharge in the presence of the regulated valve to the water discharge in its absence. The extreme
values of the range represent the fully closed and fully open valve, respectively.

In Equation (1), the vector qL (n × 1) of leakage allocated to network demanding nodes can be
calculated starting from the following Equation (3):

qL =
|A21|QL

2
, (3)

where the elements of the vector QL (np × 1) of leakage outflows from WDN pipes can be assessed
through the following relationship [6]:

QLi = CL,iLih
nleak
i , (4)

where, for the i-th pipe, hi and Li are the mean pressure head (ratio of pressure to specific weight of
water) and the length, respectively. CL,i and nleak are empirical coefficients. The mean pressure head hi
can be calculated as:

hi =
Hi,1 + Hi,2 − zi,1 − zi,2

2
, (5)

where Hi,1, Hi,2 and zi,1, zi,2 are the heads and elevations, respectively, for the end nodes of the pipe.
At each time slot of WDN operation, the vector V of valve settings Vk (k = 1, . . . , Nv) can be

optimized to minimize the total leakage volume WL,j from the network, while meeting the minimum
pressure head requirement hdes at the demanding nodes:

WL,j =
np

∑
i=1

QLiΔt. (6)
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This can be done using iterated linear programming (LP). This algorithm was first proposed by
Jowitt and Xu [6] and then refined by Pezzinga and Gueli [15] and by Creaco and Pezzinga [17,18]
through the implementation of an underrelaxation method for setting update throughout the iterations.

The total daily leakage volume can be obtained as the sum of the leakage volumes WL,j at each
time slot:

WL =
nΔt

∑
i=1

WL,j. (7)

2.2. Optimal Location through Sequential Addition of Valves (SA)

The algorithm based on the sequential addition of valves (SA) was proposed by Pezzinga and
Gueli [15]. In other words, SA is based on the optimal location of each single valve one after the
other, independently from the potential benefit of the remaining ones. First, a maximum number
Nmax of valves installable in the network has to be fixed. The total number of steps in the algorithm
is then Nmax + 1. At Step 0 of this algorithm, the WDN has no control valves. At Step 1, the optimal
location of 1 valve is searched for among the available locations in the WDN, i.e., all the np pipes.
To this end, the control valve is placed inside the WDN model at one potential location at a time.
The algorithm described in Section 2.1 is applied, enabling assessment of the installation cost of the
system (or rather the total number of control valves as a surrogate, banally coinciding with the step
of SA) and assessment of WL. Then, the most beneficial valve, which yields the largest WL reduction
compared to the no valve scenario, is detected. At Step 2, the optimal location of two control valves
is searched for, while keeping the first optimal control valve obtained from Step 1 installed in the
WDN. The second valve for the optimal combination of two valves is searched for among the available
locations, i.e., the np − 1 remaining pipes. The algorithm of Section 2.1 is applied considering np − 1
combinations of two control valves and the most beneficial one is detected in terms of WL reduction
compared to the 1 valve scenario. Other steps of SA can be carried out up to Nmax, always considering
the following basic assumption: at the generic Step Nval, the optimal combination of Nval valves is
searched for, while containing the optimal combination of Nval − 1 valves detected at the previous step.
Considering the number Nmax of control valves installable in the WDN, SA would require the following
number C∗

v of locations of control valves to be evaluated with the algorithm described in Section 2.1:

C∗
v = Nmaxnp − Nmax(Nmax − 1)

2
. (8)

C∗
v is much smaller than the total enumeration Cv with no repetitions, which is given by:

Cv =
Np!

Nmax!
(
np − Nmax

)
!
. (9)

Therefore, SA consists in a deterministically driven exploration of the research space of possible
locations of control valves. The exploration of SA is expected to be very effective in the cases where the
sequentially added valves do not affect each other. Otherwise, in those cases where the non-linearities
of the problem are high, the effectiveness of SA is expected to diminish.

By plotting the WL values obtained through SA as a function of Nval, with 0 ≤ Nval ≤ Nmax,
a Pareto front of optimal solutions with 0 ≤ Nval ≤ Nmax is obtained.

2.3. Optimal Location through Multi-Objective Genetic Algorithm (GA)

The multi-objective Non-Dominated Sorted Genetic Algorithm II (NSGA II) [22] was used to
optimize the optimal location of control valves. In this GA, the adaptive mutation operator described
by Carvalho and Araujo [23] was implemented. The decisional variables are encoded in individuals
(i.e., solutions), with several genes equal to the number np of potential locations of control valves.
Each gene can take on two possible values, 0 and 1, which indicate the absence and presence of the
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control valve at the generic pipe, respectively. The number Nval of valves for the generic solution is
banally obtained by summing up the gene values.

In GA, the number of population individuals and the total number of generations must be fixed
in light of the trade-off between computation time (which is related to the total number of objective
function evaluations and is then a function of the available computation capabilities) and accuracy
of the results. Incidentally, the total number of function evaluations is given by the total number of
population individuals times the total number of generations.

The various individuals of the GA, which represent various locations of control valves installed
in the network, are compared based on their fitness, composed of two objective functions evaluated
through the algorithm described in Section 2.1, i.e., cost, or rather number of control valves, and WL.
Both the objective functions need to be minimized inside the GA. Similar to the algorithm for SA,
the results of the multi-objective optimization are Pareto fronts. Unlike SA, in which the Pareto fronts
feature a maximum number of valves equal to Nmax depending on the number of SA steps, the GA
Pareto fronts are made up of solutions with Nval ranging from 0 to np.

GA carries out a probabilistically driven exploration of the research space. Unlike SA, GA is
theoretically able to explore all the possible locations.

3. Application

3.1. Case Studies

The application of this work concerned two case studies (Figure 1a,b, respectively). The first
is the skeletonized WDN of Santa Maria di Licodia, a small town in Sicily, Italy [24]. The use of a
skeletonized WDN is not expected to undermine the validity of the results since the pipes with larger
diameter, which compose the WDN skeleton, are typically the best candidates for the installation of
control valves.

The network layout is made up of nn = 34 nodes (of which n = 32 with unknown head and n0 = 2
source nodes with fixed head, i.e., Nodes 33 and 34) and of np = 41 pipes. The features of the WDN
demanding nodes in terms of ground elevation z, mean daily demand d, and desired pressure head hdes
for full demand satisfaction, are reported in Table 1. At the generic demanding node, the latter variable
was set at the minimum value between 15 m and the daily lowest pressure head under uncontrolled
conditions. This was done to avoid any pressure deficit increase at nodes that were pressure deficient
ab initio. Table 2 reports the features of the pipes in terms of length L, diameter D and Strickler
roughness coefficient k. The two source nodes, i.e., Nodes 33 and 34, have a ground elevation of
477.5 m a.s.l.

NΔt = 12 2-h-long time slots were used to represent the WDN daily operation. The patterns of the
heads at the source nodes and of the hourly multiplying coefficient Ch for nodal demands are reported
in Table 3.

As to leakage, two conditions were considered. In the former, values of the coefficient
CL = 2.79 × 10−8 m0.82/s and of the exponent nleak = 1.18 were assumed for all the pipes of the network.
The values of CL and nleak lead to a daily leakage volume WL = 1242.6 m3, which is about 44% of the
water volume leaving the source nodes, as evaluated in the real network. In the latter, the coefficient
CL was reduced to 0.85 × 10−8 m0.82/s, obtaining a daily leakage volume WL = 397.7 m3 (about 20% of
the water volume leaving the source nodes) without control valves.

The second case study is a district of the pipe network model used as benchmark in the Battles
of Water Networks of the last WDSA conferences [19,20]. This district is made up of nn = 46 nodes
(of which n = 45 with unknown head and n0 = 1 source node with assigned head, i.e., tank Node 46)
and np = 52 pipes. The features of the district demanding nodes and pipes are provided by Creaco
and Pezzinga [16], who also reported the values of the leakage exponent nleak = 0.9 and of the leakage
coefficient CL ranging from 0.2 to 1 m1.1/s in the various pipes. In this district, the leakage volume
adds up to 118.7 m3, which is 6.1% of the water volume entering the district, in the no valve scenario.
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Figure 1. WDNs for the two case studies. Pipe numbers close to the pipes. Numbers of demanding
nodes inside circles. (a) First case study has source Nodes 33 and 34. (b) Second case study has pump
inflow at Node 1 and source Node 46. Main interconnection line is between the pump and source node.
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Table 1. Features of network demanding nodes.

Node z (m) d (m3/s) hdes (m) Node z (m) d (m3/s) hdes (m)

1 465 0 14.5 17 437.6 0.0007516 15
2 462 0 15 18 450 0.0006938 15
3 456 0.0001156 15 19 442 0.0011563 15
4 451.3 0.0001156 15 20 436.5 0.00075164 15
5 451 0.0002891 15 21 433.5 0.0008094 15
6 448.5 0.0002891 15 22 434 0.0008672 15
7 444 0.0006359 15 23 431.2 0.000925 15
8 446 0.0005781 15 24 436.8 0.0008672 15
9 445 0.0008672 15 25 435.8 0.0008672 15
10 442 0.0006938 15 26 438.6 0.0006938 15
11 438.6 0.0006359 15 27 440.3 0.0007516 15
12 437.5 0.0006938 15 28 430.1 0.0008672 15
13 448 0.0004047 15 29 465 0.0001734 11
14 435 0.0004625 15 30 445 0.0003469 15
15 441 0.0006938 15 31 454 0.0006938 15
16 394.8 0.0005781 15 32 435 0.0002313 15

Table 2. Features of network pipes in terms of length L, diameter D and Stricker roughness k.

Pipe L (m) D (mm) k (m1/3/s) Pipe L (m) D (mm) k (m1/3/s)

1 352 250 75 22 110 125 65
2 314 175 65 23 214 150 65
3 1100 125 75 24 85 100 65
4 350 100 65 25 398 100 65
5 96 250 75 26 242 100 65
6 282 100 75 27 118 175 65
7 148 250 75 28 324 175 65
8 256 250 75 29 140 125 65
9 192 100 75 30 206 125 65
10 58 100 75 31 70 125 65
11 66 100 75 32 142 150 65
12 230 150 75 33 86 150 65
13 200 100 75 34 294 80 65
14 44 250 75 35 150 80 65
15 226 250 75 36 124 125 65
16 70 150 65 37 144 125 65
17 88 80 65 38 158 125 65
18 204 125 65 39 130 80 65
19 172 125 65 40 124 80 65
20 94 125 65 41 500 80 65
21 90 125 65

Table 3. Temporal pattern of reservoir heads and of hourly demand coefficient Ch.

Time Slot (h) Source 33–34 Head (m) Ch (-) Time Slot (h) Source 33–34 Head (m) Ch (-)

0–2 480.77 0.40 12–14 480.55 1.8
2–4 481.14 0.40 14–16 480.45 0.90
4–6 481.46 0.55 16–18 480.64 0.70
6–8 481.22 1.70 18–20 480.53 1.45
8–10 480.91 1.25 20–22 480.19 1.40
10–12 480.94 1.0 22–24 480.41 0.45

In the application, values equal to 105.8 m a.s.l. and 2.4 m, respectively, were assigned to the
elevation and to the average water level of the source node. An inflow (that is a negative demand)
takes place in correspondence to Node 1, at certain hours of the day, due to the activation of a pumping
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system that takes water from another district of the network. The detailed operation of this system,
in terms of relationship between water discharge and head gain across the pump, is neglected in
this work.

The district operation can be summarized in three time slots, for each of which the head of the
source node, the inflow from the pump and the hourly demand coefficient for the demanding nodes
were specified by Creaco and Pezzinga [18]. No valve installation is allowed in the main line (Figure 1b)
that connects the pump with the tank node, to prevent any interferences with the filling/emptying
process of the tank.

3.2. Results

In the application with SA [15] to the first case study, the optimal locations of up to Nmax = 10
control valves were searched for. This required 365 objective function evaluations.

In the application with GA [17,18], a population of 50 individuals and a total number of
50 generations, corresponding to total number of 2500 objective function evaluations, were used.
A healthy initial population was generated in GA to guarantee high computation efficiency at the end
of the optimization.

The applications of this work were performed in the Matlab(R) 2011b environment by making
use of a single processor of an Intel(R) Core(TM) i7-7700 3.60 GHz unit.

The tradeoff curves of WL as a function of Nval obtained with SA and GA in the first leakage
condition are reported in Figure 2. As for GA, two Pareto fronts are shown, the final one
(after 50 generations) and that after seven generations. The latter is associated with 350 objective
function evaluations (very close to SA). Though GA explored solutions with Nval values up to np

(see Section 2.3), only the solutions with Nval ≤ 10 were reported in the graph for a consistent
comparison with SA. This graph shows that the curve of SA and the final curve of GA have identical
trend up to Nval = 3. To the right of Nval = 3, the curve obtained with GA dominates that of SA, in that it
provides lower values of WL for each value of Nval. Furthermore, the distance between the two curves
increases as Nval grew. This seems to suggest that, for low number of Nval, SA can provide identical or
close results to those of GA. Conversely, for high number of Nval, the better performance of GA stands
out, due to the wider exploration of the research space. However, this comes at an about seven times
larger computational cost. As was expected, the curve of GA after seven generations features worse
solutions than the final curve of GA to the right of Nval = 3. The curve of GA after seven generations
enables the results of GA to be compared with those of SA, given the same computational budget.
Interestingly, neither curve prevails in absolute terms. In fact, identical solutions are observed up to
Nval = 3. GA after seven generations is slightly better for Nval = 7, 9 and 10, while not offering any
solutions for Nval = 8. SA, instead, is better for Nval = 5 and 6. Summing up the results in Figure 2,
the better performance of GA stands out only with a higher computational budget.

Figure 2. First case study. Daily leakage volume WL as a function of Nval for the two algorithms.
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An insight into the different results obtainable with SA and GA is provided in Table 4,
which reports the optimal valve locations and the WL values for the two algorithms. Whereas the valve
positions suggested by SA and GA are the same up to Nval = 4, the two algorithms behave differently
starting from the optimal location of five valves. In fact, at Step 5, SA suggests adding valve in Pipe 33
to the optimal location of Nval = 4 valves, in which the valve-fitted pipes are 3, 7, 14 and 27. Instead,
for the sake of optimality, GA proposes valve elimination in Pipe 14 and valve insertion in Pipes 25
and 26, while moving from Nval = 4 to Nval = 5. The locations of SA and GA for Nval = 5 valves are
shown in Figure 3. As Table 4 shows, this yields a 4.36% benefit of GA compared to SA, in terms of WL.
The percentage benefit of GA tends to grow up to almost 10% for Nval = 10.

Table 4. First case study. Optimal valve locations and daily leakage volumes WL obtained with SA and
GA. Benefits of GA in terms of WL reduction.

Nval Valve Locations with SA WL with SA (m3) Valve Locations with GA WL with GA (m3) Benefits of GA (%)

0 - 1243 - 1243 0.00
1 27 1029 27 1029 0.00
2 27,7 885 7,27 885 0.00
3 27,7,3 805 3,7,27 805 0.00
4 27,7,3,14 751 3,7,14,27 751 0.00
5 27,7,3,14,33 725 3,7,25,26,27 693 4.36
6 27,7,3,14,33,4 708 3,7,8,25,26,27 672 5.02
7 27,7,3,14,33,4,2 692 3,7,8,23,25,26,27 647 6.38
8 27,7,3,14,33,4,2,41 680 3,4,7,8,23,25,26,27 630 7.38
9 27,7,3,14,33,4,2,41,6 670 3,4,7,8,24,25,26,27,33 614 8.36
10 27,7,3,14,33,4,2,41,6,30 659 2,3,4,7,8,24,25,26,27,33 598 9.29

Figure 3. First case study. Optimal location of five valves for: (a) SA; and (b) GA. Valve locations
indicated with thick lines.

Another example of the results obtained is provided in the graphs in Figure 4, associated with
the optimal location of three valves, installed in Pipes 3, 7 and 27, respectively, for both SA and
GA. Figure 4a shows the temporal pattern of V, optimized through the iterated LP at each time slot.
Figure 4b shows the pressure head hdown at the downstream node, which can be used as the time
varying setting to be prescribed if the water utility chooses to perform the pressure regulation by
means of pressure reducing valves (PRVs). In fact, PRVs has the downstream pressure head as setting.
This variable is always equal to hdes (that is 15 m) at the valve in Pipe 3 because the downstream node
of Pipe 3, namely Node 32, is a terminal node of the network. It is always equal to hdes also for the valve
in Pipe 7, though the downstream node of this pipe, namely Node 3, is not terminal. This happens
because the descending topography downstream of Pipe 7 facilitates the meeting of the pressure
requirements. The case of the valve in Pipe 27, which has Node 9 as downstream node, is similar.
However, this valve cannot reduce hdown to hdes at nighttime, even if it is almost fully closed (V ≈ 0).
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Figure 4. First case study. Optimal location of three valves. For each valve, trend of: V (a); and hdown

(b) in the daily time slots.

An analysis should also be carried out concerning the possibility to convert the control valves
proposed by the optimizer to isolation valves. This could be done when the optimal settings V are
very close to 0 throughout the day. Furthermore, isolation valves could be closed in some pipes in
parallel to the installed control valves if water flow is remarked to bypass the latter. However, neither
situation was remarked to occur in the present case study. Furthermore, it must be noted that closing
an isolation valve may decrease WDN redundancy and reliability.

The tradeoff curves of WL as a function of Nval obtained with SA and GA in the second leakage
condition are reported in Figure 5. This figure leads to similar remarks as Figure 2, as far as the
comparison of the two algorithms is concerned.

Figure 5. First case study under modified leakage conditions. Daily leakage volume WL as a function
of Nval for the two algorithms.
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Table 5 gives some insight into optimal valve locations, WL values and benefits of GA compared
to SA. The comparison of Table 5 (low starting leakage) and Table 4 (high starting leakage rate) points
out that the reduction in the starting leakage has the following minor effects:

• The optimal valve locations change for Nval > 3 (e.g., for Nval = 4, the optimal valve locations with
GA are 3-7-24-27 and 3-7-14-27 in Table 5 and in Table 4, respectively).

• The benefits of GA in Table 4 tend to grow with Nval increasing, whereas the values in Table 5
tend to stabilize around 6.5%.

Table 5. First case study under modified leakage conditions. Optimal valve locations and daily leakage
volumes WL obtained with SA and GA. Benefits of GA in terms of WL reduction.

Nval Valve Locations with SA WL with SA (m3) Valve Locations with GA WL with GA (m3) Benefits of GA (%)

0 - 398 - 398 0.00
1 27 338 27 338 0.00
2 27-7 282 7-27 282 0.00
3 27-7-3 257 3-7-27 257 0.00
4 27-7-3-24 235 3-7-24-27 235 0.00
5 27-7-3-24-8 228 3-7-25-26-27 217 4.97
6 27-7-3-24-8-23 221 3-8-10-25-26-27 206 6.73
7 27-7-3-24-8-23-20 215 3-8-10-23-25-26-27 201 6.33
8 27-7-3-24-8-23-20-2 209 3-4-8-10-23-25-26-27 196 6.47
9 27-7-3-24-8-23-20-2-4 204 3-4-8-10-20-23-25-26-27 191 6.54
10 27-7-3-24-8-23-20-2-4-41 200 3-4-8-10-20-23-24-25-26-27 187 6.68

The applications to the second case study were carried out similarly to the first case study.
The results are reported in Figure 6 and Table 6. The former reports the Pareto fronts obtained through
SA and GA, whereas the latter reports optimal valve locations and WL provided by the two algorithms,
as well as the benefits of GA. Similar to the first case study, these benefits stand out only for Nval ≥ 5.
However, they are smaller (always below 4.32%), due to the different structure of the WDN. In fact,
while the network of Santa Maria di Licodia is very interconnected, the network of the second case
study is made up of quite independent branch structures fed by the main line, along which valves
cannot be installed. This attenuates the non-linearities pertinent to optimal valve location.

Figure 6. Second case study. Daily leakage volume WL as a function of Nval for the two algorithms.
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Table 6. Second case study. Optimal valve locations and daily leakage volumes WL obtained with SA
and GA. Benefits of GA in terms of WL reduction.

Nval Valve Locations with SA WL with SA (m3) Valve Locations with GA WL with GA (m3) Benefits of GA (%)

0 - 119 - 119 0.00
1 49 114 49 114 0.00
2 49-45 113 15-45 112 1.14
3 49-45-15 107 15-25-45 107 0.00
4 49-45-15-5 103 5 -15-45-49 103 0.00
5 49-45-15-5-27 102 7-15-38-45-49 100 1.85
6 49-45-15-5-27-7 101 5 -7-15-25-38-45 96 4.32
7 49-45-15-5-27-7-38 95 5-7-25-32-38-39-45 95 0.09
8 49-45-15-5-27-7-38-52 94 5-7-15-32-38-39-45-49 92 2.61
9 49-45-15-5-27-7-38-52-33 94 5-7-15-25-27-32-38-39-45 90 3.92
10 49-45-15-5-27-7-38-52-33-30 93 5-7-15-27-32-33-38-39-45-49 89 4.05

4. Conclusions

In this work, two algorithms for the optimal location of control valves, aimed at reducing service
pressure and leakage in water distribution networks (WDNs), were compared. The former algorithm
is deterministic and explores the research space of possible locations by adding one control valve
at each step (sequential addition of valves SA). This exploration results in a significant reduction in
the research space. The latter algorithm is a multi-objective genetic algorithm (GA), which explores,
using a probability driven approach, the whole research space without restraints. The applications to
skeletonized WDNs show that the two algorithms give identical results for a small number of installed
control valves. However, GA outperforms SA when the number of installed valves increases. This may
be because the non-linear effects of the optimization problem, totally neglected by SA, become more
and more predominant as the number of installed valves grows. The benefits of GA are larger in the
very interconnected WDNs, in which the non-linearities are emphasized. However, it must be noted
that SA has a much smaller computational overhead and may then be preferable in the case of overly
large networks. Furthermore, valve cost increase typically discourages water utilities from installing
too many valves in the network. However, an advantage of GA lies in the possibility of accounting
for other issues in the evaluation of the fitness of the generic solution. As an example, different and
more complete objective functions could be easily and more rigorously considered inside GA, such as
a relationship to express valve cost as a function of the diameter of the valve-fitted pipe. Furthermore,
the closure of isolation valves, which are already available in WDNs to isolate segments [25], can be
accounted for in GA to improve leakage reduction, as was shown in the works [17,18].
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Abstract: This paper explores numerically the benefits of water discharge prediction in the real time
control (RTC) of water distribution networks (WDNs). An algorithm aimed at controlling the settings
of control valves and variable speed pumps, as a function of pressure head signals from remote
nodes in the network, is used. Two variants of the algorithm are considered, based on the measured
water discharge in the device at the current time and on the prediction of this variable at the new
time, respectively. As a result of the prediction, carried out using a polynomial with coefficients
determined through linear regression, the RTC algorithm attempts to correct the expected deviation
of the controlled pressure head from the set point, rather than the currently measured deviation.
The applications concerned the numerical simulation of RTC in a WDN, in which the nodal demands
are reconstructed stochastically through the bottom-up approach. The results prove that RTC benefits
from the implementation of the prediction, in terms of the closeness of the controlled variable to the
set point and of total variations of the device setting. The benefits are more evident when the water
discharge features contained random fluctuations and large hourly variations.

Keywords: valve; pump; real time control; pressure; water distribution modelling; leakage

1. Introduction

Nowadays, water utility managers often choose to perform active pressure control in their water
distribution networks (WDNs) due to the many associated benefits [1], which include leakage and
pipe burst reduction and the extension of network infrastructure useful life [2]. Another benefit of
pressure control lies in the possibility of recovering energy from the WDN through turbines or similar
devices [3,4]. After the WDN is subdivided in pressure zones [5], active pressure control requires
a suitable pressure control device to be installed in the pipe(s) connecting each pressure zone to its
source(s). Recent studies have proven that active pressure control can be more cost effective when
the device setting is controlled in real time, in order to meet WDN demand variations in time [6].
In this context, the device controlled in real time can be a pressure control valve [7] or a variable
speed pump [8], depending on whether the source node is under pressure surplus or deficit conditions
compared to the pressure zone it feeds.

Remote real time control (RTC) is a kind of control in which the pressure head is monitored
at remote critical node(s) in the WDN. By making use of suitable algorithms operating on the
pressure head measurements, a programmable logic controller sets the new suitable device setting
to maintain the minimum desired pressure at the remote node(s). In the scientific literature of
WDNs, the first study on service pressure RTC was carried out by Campisano et al. [9], followed
by many others [10–15]. Whereas the proportional algorithms of Campisano et al. [9,10,12] only
used the pressure head measurement at the critical node, Creaco and Franchini [11] set up a more
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effective algorithm that also makes use of the water discharge measurement in the pipe fitted with
the control device. Like the algorithm used by Campisano et al. [9,10,12], the algorithm of Creaco and
Franchini [11] has a parameter that needs to be tuned to ensure the maximum regulation performance.
Later, a parameter-less algorithm with only slightly worse performance than the algorithm of Creaco
and Franchini [11] was proposed for the RTC of control valves [13] and variable speed pumps [14].
The algorithm of Page et al. [13,14] has the novel aspect of making use of the water discharge prediction
in the pipe fitted with the control device. The prediction is carried out through water discharge
measurements at small temporal steps (smaller than the RTC temporal step, which has order of
magnitude of some minutes). However, a limit of this approach lies in the fact that it is effective only if
the water discharge trend is smooth.

In this work, the water discharge prediction is implemented in a refined version of the algorithm
of Creaco and Franchini [11]. Unlike the work of Page et al. [13,14], the prediction method operates on
larger temporal steps than the control temporal step. Therefore, it is able to cope with the irregular trend
of the pipe water discharge at fine temporal scale, due to the random nature of demand [15,16]. To show
this, a stochastic bottom-up approach is used for nodal demand reconstruction in the applications,
which concern the numerical simulation of RTC in a WDN.

2. Materials and Methods

In the following subsections, first the algorithm proposed by Creaco and Franchini [11] for control
valve regulation is summarized, followed by its extension to variable speed pumps. Then, a novel
upgrade of the algorithm is proposed, to include prediction at the new time. In both the cases of
control valve and variable speed pump, the device setting is regulated in such a way to bring the
pressure head at the control node close to the desired set point value. This node is selected as that
which features the lowest pressure head among all the nodes sensitive to valve regulation [9].

2.1. Control Valve Regulation

The algorithm is described with reference to the schematic on the left side of Figure 1, in which a
control valve is positioned in a pipe upstream from the control node B. At current time t1 (s), let the
water discharge in the pipe, temporally averaged over the control temporal step Δt (s), be equal to Q
(m3/s). The valve closure setting is then assumed to be equal to α1 (-), which can range from 0 (fully
open valve) to 1 (fully closed valve). If ξ(α) is the valve curve, ξ1 (-) is the local head loss coefficient
associated with α1. As shown in [5], the corresponding local head loss Δh1 (m) is then equal to:

Δh1 =
ξ1Q2

2gA2 , (1)

where A (m2) is the pipe inner cross section area and g = 9.81 m/s2 is the gravity acceleration. In the
downstream pipe end B, a temporally averaged pressure head value hB (m), far from the set point
value hsp (m) by a quantity e (m), is observed. Incidentally, positive and negative values of e indicate
larger and smaller values of hB (m) than hsp, respectively.

In order to bring the pressure head at node B close to the value hsp at new time t2 (s) (with t2 = t1 +
Δt), the valve has to be regulated in such a way that the new head loss Δh2 (m) is equal to:

Δh2 = Δh1 + e. (2)

By making use of the relationship between head loss and head loss coefficient in Equation (1) and
considering Equation (2), the head loss coefficient ξ2 (-) at time t2 has to be equal to:

ξ2 =
2g A2

Q2 (Δh1 + e), (3)
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which can be rewritten as:

ξ2 = ξ1 +
2g A2

Q2 e. (4)

In order to be able to tune the promptness of the control algorithm as well as to account for the
fact that the system in Figure 1 is a simplified representation of a WDN, a correction coefficient K (-) is
inserted in Equation (4), yielding the following Equation (5):

ξ2 = ξ1 + K
2g A2

Q2 e. (5)

Indeed, coefficient K enables modulating the pressure head deviation e to correct. By using the
relationship α(ξ) of the control valve, the valve setting α2 corresponding to ξ2 can be easily obtained.
The setting variation from α1 to α2 has to be limited by the maximum correction allowed by the valve
shutter velocity [9].

Figure 1. Schematic for the description of the operation of logic controller for the control valve (left)
and for the variable speed pump (right): situation at the current (above) and new (below) times. HGL
stands for head grade line.

2.2. Variable Speed Pump Regulation

The algorithm is described with reference to the schematic on the right side of Figure 1, in which
a variable speed pump is positioned in a pipe upstream from the control node B. At current time t1, let
the water discharge in the pipe, temporally averaged over the temporal step Δt, be equal to Q. If β1 (-),
which can range from 0 (pump speed equal to 0) to 1 (maximum pump speed), is the current speed
setting for the pump, the head Δh1 provided by the pump is obtained through the pump curve:

Δh1 = aQ2 + bQβ1 + cβ2
1, (6)

where a (s2/m5), b (s/m2) and c (m) are the pump curve coefficients. Equation (6) was obtained by
considering that a second order curve can fit effectively the curve data of head and water discharge
from pump catalogues, and by applying the affinity laws for pumps [5].

Let the temporally averaged pressure head hB in the downstream pipe end B be far from the set
point value hsp by a quantity e.
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In order to bring the piezometric height at node B close to the value hsp at new time t2, the pump
has to be regulated in such a way that the head is equal to:

Δh2 = Δh1 − e. (7)

An estimate for the new pump setting β2 (-) can then be calculated starting from the following
equation, derived from Equation (7) and from Equation (6):

cβ2
2 + bQβ2 − bQβ1 − cβ2

1 + e = 0. (8)

The positive solution for β2 in the previous equation is:

β2 =
−bQ +

√
b2Q2 − 4c

(−bβ1Q − cβ2
1 + e

)
2c

. (9)

A corrective coefficient K is introduced in this case as well, so that the formula for the estimation
of the new pump setting is:

β2 =
−bQ +

√
b2Q2 − 4c

(−bβ1Q − cβ2
1 + Ke

)
2c

. (10)

The setting variation from β1 to β2 has to be limited by the maximum correction allowed by the
variable speed drive.

2.3. Algorithm Refinement through State Prediction

As described in the sections above, variables Q and e appearing in Equations (5) and (10) are
estimated at current time t1. However, the algorithm can be improved if it is aimed at eliminating
the expected pressure head deviation at new time t2, rather than at eliminating the pressure head
deviation at current time t1. Therefore, reference should be made to the predicted water discharge
Qforecast [m3/s] and deviation eforecast [m]. Qforecast is the predicted water discharge at the new time;
eforecast, instead, is the deviation that would be expected at time t2 if no setting variations were made
from time t1.

Unlike Page et al. [13,14], no water discharge measurements inside the control temporal step
Δt are used in this work for water discharge prediction. This choice was made because the water
discharge features, at small temporal scale, not negligible random fluctuations [15,16] that can distort
the prediction. These fluctuations are due to the random nature of demand [15,16]. A further risk
connected to the use of discharge measurements at small temporal scale, that is below the control
temporal step Δt, is the presence of not temporally averaged measurement errors. Therefore, a
prediction algorithm is set up to estimate Qforecast, based on the value of the water discharge at time t1

and at other previous times. At time t1, based on the series of temporally averaged values Q = Q(t1),
Q(t1 − Δt), Q(t1 − 2Δt), . . . , Q(t1 − (N − 1)Δt) derived from the available measurements, a regression
is carried out to evaluate a smooth (fluctuation-free) trend of Q in the time interval from time t1 − (N
− 1)Δt to time t1, with the following second order polynomial:

Q(t) = r1 + r2t + r3t2, (11)

where coefficients r1 (m3/s) r2 (m3/s2) and r3 (m3/s3) are derived through the application of linear
regression [17]. This polynomial is used for calculating Qforecast, that is Q(t2 = t1 + Δt).

At this stage, a caveat has to be made about the number N (-) of water discharge measurements
to consider for estimating the coefficients of the polynomial in Equation (11). Indeed, this represents
the number N of measurements that must be stored inside the logic controller to make the prediction.
To estimate coefficients r1, r2 and r3, a value of N ≥ 3 must be considered. Incidentally, for r = 3, no
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best fit has to be searched for since only one parabola passes through three points. At each case study,
an ad hoc analysis should be performed to understand the best window size N. As an explicative
example of the prediction algorithm, let us consider a water discharge prediction at time t1, in the
context of RTC with Δt = 180 s (see graphs in Figure 2, in which dots and lines represent the measured
values of Q and the polynomials obtained through regression, respectively). As graph a) highlights,
if the water discharge trend is smooth (regular trend of the dots), as is the case with the aggregation
of stochastically reconstructed demands from very numerous users, N = 3 already gives excellent
prediction results. When the trend features visible random fluctuations (irregular trend of the dots),
as is the case with the aggregation of stochastically reconstructed demands from few users (e.g., see
Figure 2b), a larger value of N has to be considered to obtain a polynomial that reflects reliably the
global temporal trend of Q, though failing to catch its random fluctuations. A small value of N
(e.g., N = 3), instead, makes the water discharge prediction too dependent on random fluctuations.
At each case study, the optimal window size must be assessed with the objective to maximize the
overall performance of water discharge prediction and, therefore, of RTC. In this context, the closeness
of the controlled variable to the set point can be considered as an indicator of the RTC performance for
the choice of N, as is shown in Appendix A.

Figure 2. Example of application of the polynomial regression method for water discharge prediction
in smooth (a) and irregular (b) demand trends.

As for eforecast, which is associated with Qforecast, the two following expressions can be used in the
case of control valve or variable speed pump, respectively:

eforecast = e − ξ1

(
Q2

forecast − Q2)
2g A2 . (12)

eforecast = e + a
(

Q2
forecast − Q2

)
+ b(Qforecast − Q)β1. (13)
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The formulas in Equations (12) and (13) reflect how the pressure head at the critical node is
expected to vary if the water discharge in the device changes from the value Q to the value Qforecast,
in the absence of device setting variations. Potentially, two additional terms could be inserted in the
right side of the expressions (12) and (13): the former associated with the predicted pressure-head
variation upstream from the device (i.e., at the source) from time t1 to time t2; the latter associated
with the predicted head loss variation in the WDN from time t1 to time t2. However, these terms are
neglected in the present work because they are usually smaller than the contribution related to the
variation in head loss (Equation (12)) or in head gain (Equation (13)) across the device. Furthermore,
the assessment of these terms would require other variables to be monitored in the WDN. Ultimately,
the presence of the corrective term K in Equation (5) and in Equation (10) enables taking account of all
the effects not explicitly considered in the analysis.

3. Results

The applications concerned the numerical simulation of a network in Northern Italy, which serves
about 30,000 inhabitants and has already been used for research in the field of pressure control [6,11,15].
The skeletonized layout is reported in Figure 3.

The network has a single source node, 26 demanding nodes with ground elevation of 0 m a.s.l. and
32 pipes. The uniform ground elevation and the size make the network eligible for being considered
as a single pressure zone.

More details about characteristics of the pipes, in terms of pipes and length, can be found in the
referenced work.

Two scenarios were considered hereinafter. In scenario 1, the source node is considered to have
a constant head of 40 m a.s.l. Furthermore, a DN350 plunger control valve is inserted in pipe 26-11,
which connects the source node to the rest of the network. The valve curve ξ(α) considered for the
plunger valve has the following form [10]:

ξ = 10c1−c2 log10 (1−α), (14)

where c1 = 0.75 and c2 = 3.25 are the coefficients calculated to best fit the data provided by a valve
manufacturer. In Equation (14), α was allowed to range from 0 (fully open) to 0.95 (almost fully closed).

Figure 3. Water distribution network considered for the applications.
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In scenario 2, the source node is considered to have a constant head of 1 m a.s.l. and a variable
speed pump is inserted in pipe 26-11. The curve used for this device is the following:

Δh = −250 Q2 − 20 Qβ + 48β2, (15)

with β allowed to range from 0.5 (minimum speed) to 1 (maximum speed).
In both scenarios, the critical node of the network, which features the lowest pressure head values

along the day, is node 1. Therefore, node 1 was selected as control node. The RTC of the control valve
and of the variable speed pump, in scenarios 1 and 2, respectively, was carried out to bring the pressure
head at the control node to set point value hsp = 25 m.

For each node, the demand trend was obtained through the bottom-up approach by applying the
methodology described in [15,16], which is based on demand pulse generation through the Poisson
model. In the present work, the same pulse features as those associated with Dutch households with
two to three inhabitants (reported in [16]), in terms of duration, intensity, and duration/intensity
correlation, were considered. After being generated for five consecutive days and for all the network
nodes, the demand pulses were aggregated over Δt = 180 s long temporal steps, to correspond to the
temporal step adopted for RTC and for the extended period simulation [18] of the network. At this
stage, a remark must be made about the choice of Δt = 180 s as control temporal step for RTC. In fact,
this choice was made based on the findings in [15], which proved that 180 s guarantees the best
trade-off between closeness of the controlled variable to the set point and number of actuator setting
variations in this case study.

Each instant of network operation was simulated through the global gradient algorithm [19].
Incidentally, the combination of extended period simulation with nodal demands reconstructed with
the bottom-up approach at medium temporal steps represents the best combination to simulate the
behavior of RTC [15] and WDNs [16] in real time, in the trade-off between accuracy of the results and
computational efficiency.

At each node and at each instant of simulation, the outflow to the users was evaluated with the
pressure-driven approach through the Wagner et al. [20] formula, taking hsp as the pressure head
for full demand satisfaction at all nodes. Furthermore, leakage qleak (m3/s) was related to the nodal
pressure head h through the Tucciarelli et al. [21] formula:

qleak = αleakhγ ∑ L
2

, (16)

where ∑L (m) is the total length of the pipes connected to the node. Furthermore, αleak (m2−γ/s) and
γ (-) are the leakage coefficient and exponent, respectively. While γ depends on pipe material and
leak opening shape [22], αleak depends on the number of leak openings along the pipe and then grows
with pipe age. In this work, these parameters were assumed uniform over the network. γ was set
to 1 (typical value for plastic pipes) while αleak was set to 9.4 × 10−9 m/s in order to have in the first
scenario a leakage percentage rate close to 20% of the total outflow from the source, in the case of fully
open control valve.

The total network demand D (L/s) trend at the Δt = 180 s temporal scale obtained with the
bottom-up reconstruction is reported in graph a) in Figures 4 and 5 for the five consecutive days of
network operation. These graphs show that, despite the spatial and temporal aggregation, demand
random fluctuations are still present, especially under low demand conditions. Furthermore, each
daily trend of demand is slightly different from the others. These aspects are due to the stochastic
method used for demand generation, which obtains nodal demands as the superimposition of demand
pulses [15,16], consistently with real WDNs.
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For analyzing the performance of RTC, two indices were used. The former, indicated as mean|e|,
concerns the closeness of the controlled variable at the generic i-th time, that is the pressure head hi at
the control node, to the set point value hsp. It is calculated as:

mean|e| =

Ntot
∑

i=1

∣∣hi − hsp
∣∣

Ntot
, (17)

where Ntot = 2400 is the number of temporal steps Δt in the five days of simulation.
The latter index, indicated as ∑|Δα| and ∑|Δ β| for the control valve and for the variable speed

pump, respectively, is representative of the total variations of the device setting. In the two scenarios,
it is calculated as:

Σ|Δα| =
Ntot

∑
i=2

|αi − αi−1|, and (18)

Σ|Δβ| =
Ntot

∑
i=2

|βi − βi−1|, (19)

where αi and β i are the values of valve setting α and pump setting β, respectively, at the generic i-th
time. Generally speaking, a good controller is expected to keep the controlled variable close to the set
point with small device setting variations, to avoid the wear of the control device. Therefore, it will
feature a low value of both indices.

For both control valves (Equation (5)) and pumps (Equation (10)), the coefficient K of the logic
controller was calibrated in such a way as to minimize mean|e|.

Globally, 4 simulations were carried out: simulations 1a and 1b, associated with scenario 1, and
simulations 2a and 2b, associated with scenario 2. Simulations 1a and 2a were carried out considering
the original RTC algorithm of Creaco and Franchini [11] with no water discharge prediction, hereinafter
indicated as LCa (logic controller a). In simulations 1b and 2b, the refined RTC algorithm fitted with
the water discharge prediction, hereinafter indicated as LCb (logic controller b), was used. In the
application, the polynomial regression useful for the demand prediction was carried out on N = 20
time instants, following a preliminary analysis the results of which are reported in Appendix A.

The setting variation speed of both the control valve and the variable speed pump was set in such
a way as to allow the maximum setting variation (0–0.95 and 0.5–1 for the former and the latter device,
respectively) inside the control temporal step Δt = 180 s.

The results of the simulations in terms of optimal K, mean|e| and ∑|Δα| are reported in Tables 1
and 2 for the control valve and the variable speed pump, respectively.

The results in Table 1 highlight, for the control valve controlled in real time, the superiority of
LCb, in terms of both mean|e| and ∑|Δα|. In fact, accounting for the water discharge prediction
enabled the controlled variable to stay, on average, closer to the set point with smaller control valve
setting variations.

The results in Table 2 highlights, also for the variable speed pump controlled in real time, the
better performance of LCb.

Table 1. Results of simulations 1a and 1b related to scenario 1 (control valve), in terms of mean|e| and
∑|Δα| for the optimal value of K. LCa (logic controller a); LCb (logic controller b).

Simulation Logic Controller K (-) Mean|e| (m) ∑∑∑|Δα| (-)

1a LCa 0.5 0.79 26.59
1b LCb 0.5 0.70 25.11

Other results of simulations 1b and 2b (with LCb) are reported in Figures 4 and 5, respectively. In
either Figure, graphs b and c report the trend of the device setting and of the controlled pressure head,
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respectively. Graph b) in Figure 4 shows, as expected, that the control valve tends to open (lower values of
α, down to about 0.2) in correspondence to the morning, midday and evening demand peaks. Outside the
peaks, instead, the control valve tends to close (higher values of α, up to about 0.9), in order to cause larger
local head losses. Only minor oscillations are observed in the valve setting trend. Graph c shows that h is,
on average, always close to the set point. However, up to 2.5 m large overshooting and undershooting are
remarked. These oscillations take place due to the imperfect effectiveness of the prediction method. In
fact, as was remarked above with reference to Figure 2b, the prediction method is not able to catch the
random fluctuations of the water discharge, though being able to detect its overall trend.

Table 2. Results of simulations 2a and 2b related to scenario 2 (variable speed pump), in terms of
mean|e| and ∑|Δβ| for the optimal value of K. LCa (logic controller a); LCb (logic controller b).

Simulations Logic Controller K (-) Mean|e| (m) ∑∑∑|Δβ| (-)

2a LCa 1.4 0.25 10.66
2b LCb 1.4 0.22 9.64

In this context, it has to be stressed that it is unfeasible to totally eliminate the random oscillations
of the pressure head at a remote node. In fact, this would require the prediction/time step to be
reduced. However, the control time step cannot be reduced below a threshold value, which accounts
for signal propagation from the control node to the valve, as was stated in [15].

Figure 4. Real time control (RTC) of control valve through LCb. In the five days of network operation,
trends of total network demand (a), device setting (b) and controlled pressure head (c).

44



Water 2017, 9, 961

The graphs in Figure 5 show that, contrary to α, the pump speed ratio β tends to increase during
demand peaks and to decrease under low demand conditions. Furthermore, in the case of the variable
speed pump, the oscillations of the controlled variable are smaller, especially under low demand
conditions. This can be explained as follows. If we consider, for an assigned value of water discharge
Q, the device settings bringing the controlled pressure head to the set point, a variation in Q, like that
associated with a demand fluctuation, tends to produce a smaller change in terms of Δh for the pump
(Equation (6)) than for the valve (Equation (1)). In other words, the pump tends to dampen the effects
of water discharge variations better than the valve, especially under low-demand conditions (which
require high valve closures and low pump speeds).

A sensitivity analysis is then carried out to investigate if the superiority of LCb persists when
other values are used for the parameters in the bottom-up generation of nodal pulsed demands.
In new simulations performed with the control valve, the pulse parameters associated with the Milford
households [23] were used (see [16] for more details on the values of these parameters). Furthermore,
a flatter trend was considered for the demand pattern throughout the day, leading to the total demand
D shown in Figure 6a, where demand fluctuations are more evident than in Figures 4a and 5a. The
optimization of parameter K yielded, for both LCa and LCb, the optimal value of 0.3, in correspondence
to which the two algorithms produce an almost identical value of mean|e| = 0.8. However, LCb is
still superior in terms of ∑|Δα| (9.42 for LCb vs. 11.09 for LCa). Graphs b and c in Figure 6 show
the trend of the valve closure setting and of the controlled pressure head for LCb under conditions of
modified demand.

Figure 5. RTC of variable speed pump through LCb. In the five days of network operation, trends of
total network demand (a), device setting (b) and controlled pressure head (c).
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Overall, the advantages of LCb are less evident in the case of the modified pulse parameter values,
due to the more evident presence of random fluctuations, uncaptured by the water discharge prediction
method (see Figure 2), in the total network demand (compare Figure 6a with Figures 4a and 5a).
This entails that, ceteribus paribus, the benefits of LCb will be more evident when the random
fluctuations of demand are small compared to its hourly variations. Otherwise, the benefits of LCb
will decrease due to the worse effectiveness of the prediction.

Figure 6. RTC of control valve through LCb under conditions of modified demand. In the five days of
network operation, trends of total network demand (a), device setting (b) and controlled pressure head (c).

4. Conclusions

In this paper, two variants of the logic controller of [11] were numerically applied to the RTC of
control valves and variable speed pumps, namely, its original version and the novel version fitted with
the prediction of the water discharge through the device. Thanks to this prediction, the algorithm
attempts to correct the expected deviation of the remotely controlled pressure head from the set point
at the new time, rather than the measured one at the current time. In this work, water discharge
prediction was carried out using a polynomial function constructed starting from the measured water
discharges in the previous time instants. The results showed that this simple prediction method can
represent the global temporal trend of the water discharge, even when nodal demands feature random
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fluctuations due to the stochastic reconstruction through the bottom-up approach. As a result, the
performance of the RTC algorithm benefits from the implementation of the water discharge prediction
method in terms of closeness of the controlled variable to the set point and of total variations of the
device setting. The benefits stand out above all when the random fluctuations of demand are small
compared to its hourly variations.

Future work will be dedicated to the setup of more complicated prediction methods, such as those
based on probabilistic concepts. By enabling proper interpretation and representation of the random
water discharge fluctuations, which arise because of the random nature of demand, these methods
are expected to improve the effectiveness of the prediction and, as a result, the performance of RTC.
Future work will also be dedicated to testing the RTC algorithms in other case studies, to explore the
influence of network size and topography on the algorithm effectiveness.

Furthermore, in another development of this work, a different kind of device regulation will be
used, which will consider an acceptable range of pressure heads at the critical node, rather than a
single set point. This is expected to reduce the number of actuator setting variations and, ultimately, to
extend the useful life of the device.
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Appendix A

A preliminary analysis was carried out to select the optimal window size N on which to apply the
regression in Equation (11). In this analysis, algorithm LCb was applied to the five days of network
operation considering values of N ranging from 3 to 30. For each simulation in the analysis, mean|e|
was calculated. The graph in Figure A1 reports the trend of mean|e| as a function of N (window size).
The curve has a minimum at N = 20, indicating that, in the present case study, this is the optimal size
of the window used for the prediction. This value was then adopted for all the simulations with LCb
in the paper. However, as highlighted in the section entitled “Materials and Methods”, the optimal
value of N may be different in different case studies from that considered in this paper. Furthermore, it
is expected to vary as a function of the control temporal step Δt. Therefore, an ad hoc analysis should
be performed for assessing this parameter in each case study.
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Figure A1. Trend of mean|e| as a function of the window size N used for water discharge prediction.
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Abstract: The knowledge of transient conditions in water pressurized networks equipped with
pump as turbines (PATs) is of the utmost importance and necessary for the design and correct
implementation of these new renewable solutions. This research characterizes the water hammer
phenomenon in the design of PAT systems, emphasizing the transient events that can occur during a
normal operation. This is based on project concerns towards a stable and efficient operation associated
with the normal dynamic behaviour of flow control valve closure or by the induced overspeed effect.
Basic concepts of mathematical modelling, characterization of control valve behaviour, damping
effects in the wave propagation and runaway conditions of PATs are currently related to an inadequate
design. The precise evaluation of basic operating rules depends upon the system and component
type, as well as the required safety level during each operation.

Keywords: energy recovery systems; runaway conditions; unsteady flow; water hammer

1. Introduction

The need to increase the efficiency in pressurized water networks has allowed the development
of new water management strategies in the last decades [1,2]. These strategies have focused on
two different directions according to the water pressurized network type (i.e., pumped or gravity
systems). In pump solutions, the efficiency increase in the network is directly correlated with the
reduction of the manometric head [3,4], the correction of operation rules and the design of facilities
(e.g., pump efficiency, leakage control and the establishment of optimum schedules) [5]. In gravity
systems, the efficiency improvement is related to the reduction of the leakage level through the
installation of pressure reduction valves [6–10]. Ramos and Borga (1999) proposed the replacement
of pressure reduction valves (PRVs) by hydraulic machines, which could also generate energy [11].
These systems provide two benefits: on the one hand, PATs reduce the pressure in the system and
therefore, the leakages are also reduced by the operation of PRVs; on the other hand, the generated
energy contributes to the improvement of the energy balance of these water systems, increasing the
efficiency in the water networks, as well as improving performance indicators [12]. PATs can be used
in any pipe system with excess of flow energy being more suitable for: (1) water supply networks,
(2) irrigation systems, (3) industry processes, (4) drainage or storm systems and (5) treatment plants or
at the entrance of reservoirs/tanks. The range operation (i.e., flow and head) is high and depends on
the selected machine (i.e., radial, axial, mixed and multistage). Commonly, the flow rate is between
1 and 100 l/s and the head rate oscillates between 1 and 80 m w.c. (meters water column) However,
it is possible to reach higher flows and heads if the machines are installed in parallel or in series.
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A deep analysis of the use of PATs in pipe systems, as well as the operation rate was described by [12].
Therefore, the success of PATs is related to the high operation rate and their combination (parallel or
series), enabling the installation of these recovery machines where traditional turbines are not suitable.

Commonly, when replacing PRVs, a proposed hydraulic machine is a PAT [6]. Numerous researchers
analysed the behaviour of these machines under steady flow conditions. A review of available
technologies was conducted by different researchers [12–15]. A PAT analysis of performance and
modelling was done on different hydraulic machines [14,16–19], while the computational analysis of
these machines in a water distribution network was also studied [20–23]. The design of innovative
strategies to maximize the recovered energy when the flows vary along a day, as well as their economic
feasibility [24–27], in which the computed payback period achieved values between 2–12 years,
depending on the system characteristics, was presented. Therefore, although the PAT installation
is generally feasible, there are some cases in which the investment is economically unfeasible [28].
These strategies were applied to determine and maximize the theoretical recovered energy in both
drinking and irrigation water systems [29,30]. The last case studies consider the significance of the
flow change over time to predict the generated power in these facilities when they are installed in
water systems [31]. The variability of the PATs performance as a function of flow, the maximization of
the recovered energy that was developed using optimization procedures, and the economic analysis
were successfully introduced in the analysis of a water pressurized system [32].

However, the study of the unsteady flow is poorly analysed in these systems and the installation of
PATs encourages the need to know more about this subject. The transient analysis allows the estimation
of the overpressures that could risk hydraulic facilities [33,34]. As a novelty, this research analyses the
effective percentage of closure (effective %) in valve manoeuvres, the start-up and shutdown of radial
and axial PATs with low inertia (i.e., of small sizes), as well as the runaway conditions induced by the
overspeed effect through experimental data collection.

2. Material and Methods

2.1. Basic Hydraulic Modelling of the Transient Conditions

The unsteady flow can be analysed by a one-dimensional (1D) model type in pressurized pipe
systems with higher length than diameter, using the mass and momentum conservation equations
which are derived from the Reynolds transport theorem [35]. These principles are defined by
differential Equations (1) and (2) [36–39]:

∂H
∂t + c2

gA
∂Q
∂x = 0 (1)

∂H
∂x + 1

gA
∂Q
∂t + 4τw

ρgD = 0 (2)

where H is the piezometric head in m; t is the time in s; c is the pressure wave speed in m/s, which is
defined by the Equation (3); g is the gravity acceleration in m/s2; A is the inner area of the pipe in m2;
Q is the flow in m3/s; x is the coordinate along the pipeline axis; τw is the shear stress at the pipe wall
in N/m2; ρ is the density of the fluid in kg/m3; and D is the inner diameter of the pipe in m.

c =
√

K
ρ(1+(K/E)ps) (3)

where K is the fluid bulk modulus of elasticity in N/m2; E is the Young’s modulus of elasticity of
the pipe in N/m2; and ps is the dimensionless parameter that takes into account the cross-section
parameter of the pipe and supports constraint.

The considered assumptions applied in the classical, one dimensional, water hammer models
are [37–39]:

• The flow is homogenous and compressible;
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• The changes of density and temperature in the fluid are considered negligible when these are
compared to pressure and flow variations;

• The velocity profile is considered pseudo-uniform in each section, assuming the values of
momentum and Coriolis coefficients constant are equal to one;

• The behaviour of the pipe material is considered linear elastic;
• Head-losses are calculated by uniform flow friction formula, which is used in steady flow.

The differential Equations (1) and (2) can be simplified into a hyperbolic system of equations [36,39].
These equations can be presented as a matrix (4):

∂U
∂t

+
∂F(U)

∂x
= D(U) (4)

being:

U =

[
H
Q

]
; F(U) =

[
c2

gA Q
gA H

]
; D(U) =

[
0

−JgA
Q2 Q|Q|

]
(5)

where J is the hydraulic gradient.
The solution of these equations is obtained through a discretized time interval for each time step

‘Δt’ at a specific point of the pipe for each ‘Δx’, fulfilling the Courant condition (Cr = 1) (6):

Δx
Δt

= a (6)

The differential Equation (4) can be transformed into linear algebraic equations, obtaining
Equations (7) and (8). The application of these equations is denominated the “Method of
Characteristics” (MOC).

C+ : Hn+1
i − Hn

i−1 +
A
c

(
Vn+1

i − Vn
i−1

)
+

f n
i−1Δx

D
Vn

i−1
∣∣Vn

i−1
∣∣ = 0 (7)

C− : Hn+1
i − Hn

i−1 −
A
c

(
Vn+1

i − Vn
i−1

)
− f n

i−1Δx
D

Vn
i−1

∣∣Vn
i−1

∣∣ = 0 (8)

where Hn+1
i is the piezometric head in m w.c. at pipe section “i” and time instant “n + 1”; Vn+1

i is the
velocity in m/s at pipe section “i” and time instant “n + 1”; where Hn

i−1 is the piezometric head in
mw.c. at pipe section “i − 1” and time instant “n”; Vn

i−1 is the velocity in m/s at pipe section “i − 1”
and time instant “n”; f n

i−1 is the friction factor in the section “i − 1” at time instant “n”.

2.2. Control Valves

The valves are system components, which are responsible for changing the flow when its opening
degree changes. Any operation in a valve modifies the opening degree and varies the loss coefficient
of the valve causing a flow variation in the system, being one of the origin for hydraulic transients
events. The closure time as well as the valve type influence the type of water hammer (i.e., fast or slow
manoeuvers) for a system characterized by its diameter, length and pipe material.

For any manoeuvre, the loss coefficient of the valve is function of the opening degree [40] and in a
simplistic characterization, the behaviour of the valve can be defined by the Equation (9):

Q(t) = Qo

(
1 − t

Tc

)b
(9)

Figure 1 shows different closures as function of b exponent. If the exponent is one, the closure law
is linear and the variation of the flow loss coefficient is continuous. When the exponent is less than
one, the variation of the flow loss coefficient is higher at the end of the closure time (e.g., diaphragm
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valve-Figure 1a(f)). This significant difference in the loss coefficients (Kv) for different opening degrees
will change the effective time closure defined in the Equation (10).

Figure 1. Valves manoeuvres. (a) type of loss coefficients and (b) opening cross area depending on the
type of valve and the opening degree.

If the exponent is greater than one, the closure is higher at the beginning of the manoeuvre
(e.g., butterfly valve), can cause higher overpressures since the main closure occurs when the velocity
of the fluid is greater [41,42]. Although the closure law depends on the opening degree, by knowing
the ratio of the free area as a function of the opening degree, the type of valve has great significance in
the generated transient in a pipe system.

The duration of the valve manoeuvre, the diameter, the type of closure law (linear or non-linear)
and the actuator type will influence the shape and values of the piezometric line envelopes.
The effective time closure (Tef) is the real time of valve closure (shorter than the total time (TC)),
which can induce high discharge reduction, responsible for the extreme water hammer phenomenon
(as presented in Figure 2). Equation (10) mathematically defines the effective time closure based on the
tangent to the point of the curvature in which dq/dt is highest:

Te f =
ΔQ(

dq
dt

)
max

(10)

where ΔQ is the discharge variation in the hydraulic system, q is the ratio Q/ Qo (relative discharge
value) and Qo is the discharge for total opening.
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Figure 2. Comparison between effective closure and total closure of a ball valve: H/H0 (upstream and
downstream) variation and Q/Q0. (a) turbulent flow (Re = 100,000) and (b) laminar flow (Re = 1000).
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2.3. Damping Effects

Water hammer analysis usually focuses on the estimation of the extreme pressures associated with
the valve manoeuvre, the pump trip-off or the turbine shutdown or start-up. The correct prediction of
the pressure wave propagation, in particular, the damping effect, is not always properly accounted for.
The latter will influence the system re-operation, the model calibration and the dynamic behaviour of
the system response. Currently, transient solvers commercially available are not able to predict the
observed damping pressure surge in real systems.

A new simplified approach of surge damping is presented considering the pressure peak damping
in time. This damping can be a combined effect of the non-elastic behaviour of the pipe-wall and the
unsteady friction effect, depending essentially upon the pipe material [43]. This technique aims at
the characterization of energy dissipation through the variation of the extreme piezometric head over
time [6,43–45].

In a rigid pipe with an elastic behaviour, the energy dissipation of the system over time for a
rough turbulent flow, in a dimensionless form, varies with h2 (due to almost exclusively friction effects).
Based on the well-known upsurge given by the Joukowsky formulation through Equation (11):

ΔHj =
cQ
gS

(11)

where c is the celerity wave in m/s; Q is the flow in m3/s; g is gravity constant in m/s2 and S is the section
of the pipeline (m2), the time head variation (h = H

ΔHj
) can be obtained according to Equation (12):

h =
1

1
h0

+ KΔh0(τ − τ0)
(12)

assuming τ = t
2L
c

, being h0 the dimensionless head at initial time, τ0 = t0
2L
c

, and t0 the time for the first

pressure peak where the head is maximum.
According to the same type of analysis, in a plastic pipe with a non-elastic behaviour (e.g., PVC,

HDPE), the pipe-wall retarded-behaviour is mainly responsible for the pressure damping. Thus,
the energy dissipation can adequately be reproduced with mathematic transformations using
Equation (13) [43,44]:

h = h0e−KΔh0(τ−τ0) (13)

This equation is in accordance with the typical behaviour of a viscoelastic solid. For systems with
combined effects (i.e., elastic and plastic), the surge damping can be evaluated by the combination of
both former effects through Equation (14) [43,44]

h =
1(

Kelas
Kplas

+ 1
h0

)
eKplasΔh0(τ−τ0) − Kelas

Kplas

(14)

where Kplas and Kelas are decay coefficients for the plastic and elastic effects, respectively.

2.4. Runaway Conditions

The specific rotational speed (ns) given by Equation (15):

ns = n
P1/2

H5/4 (15)

where ns is the specific speed of the machine in (m, kW); n is the rotational speed of the machine
in rpm; P is the power in the shaft, which is measured in (kW); and H is the recovered head in
(m w.c.), a characteristic parameter describing the runner shape and its associated dynamic behavior.
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The flow drops with the transient overspeed in reaction turbines with low specific speed. Conversely,
the transient discharge tends to increase for turbines with high specific speed [6,35,44–49].

The flow across a runner is characterized by three types of velocities: absolute velocity of the
water (V) with the direction imposed by the guide vane blade, relative velocity (W) through the runner
and tangential velocity (C) of the runner.

If a uniform velocity distribution is assumed at inlet (Section 1) and outlet (Section 2) of a runner,
the application of Euler’s theorem enables us to obtain the relation between the motor binary and the
momentum moment between Sections 1 and 2 by Equation (16):

BH = ρQ(r1V1cosα1 − r2V2cosα2) (16)

where α and r are the angle and radius, respectively (Figure 3).

α

β

Figure 3. Velocity components across a reaction turbine runner. (a) scheme of an impeller and
(b) velocity vectors (adapted from [6,35,44–50]).

The output power in the shaft is defined by Equation (17).

P = BH·ω (17)

where BH is the hydraulic torque in Nm and P the output power in W.
The velocity components (Figure 3) at the inlet and outlet of a runner allow us to obtain the ratio

between the flow discharge under runaway conditions (QRW) and the discharge for initial conditions
(Q0), which lean towards a linear increase with the rise of the specific speed (Figure 4) [6,35,45].

 

Figure 4. Overspeed effect on the discharge variation (QRW/Q0) of reaction turbines (adapted from [6,35]).
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Furthermore, the variations of the ratio as a function of N/NBEP for constant values of h (H/HBEP)
are shown in Figure 5 for radial and axial conventional turbines. Q/QBEP are based on Suter parameters
which are in accordance with the dynamic behaviour associated with the runner shape [35].
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Figure 5. Q/ QBEP as function of N/NBEP and h for (a) radial and (b) axial machine (adapted from [47–49]).

3. Results and Discussion

3.1. Experiments and Simulations

The identification of turbomachines that can be used in pressurized systems are of action or
reaction types. In the reaction machines, the hydraulic power is transmitted to the axis of the machine
by varying the pressure flow between the inlet and outlet of the impeller, which depends on the specific
speed of the machine (e.g., Francis, propeller and Kaplan). In action turbines, the energy exchange
(hydraulic to mechanical) is carried out at atmospheric pressure, and the hydraulic power is due to the
kinetic energy of the flow (e.g., Pelton and Turgo).

Experimental tests were carried out in the CERIS-Hydraulic Lab of Instituto Superior Técnico
from the University of Lisbon for a radial and an axial reaction machine with small size (Figure 6a).
A small pressurized system was installed in order to develop the experimental test. The facility scheme
(Figure 6b) is composed of: (1) a reservoir to collect and supply the water looped facility; (2) one pump
to recirculate the flow; (3) an air vessel to guarantee the uniform pressure in the pipe gravity system;
(4) 100 m of HDPE pipeline or 25 m of PVC pipe for experiments with radial or axial PAT, respectively;
(5) a radial or axial PAT depending on the selected machine. In both cases, the discharge was measured
by an electromagnetic flowmeter; the pressure was registered by pressure transducers, through the
Picoscope data acquisition system; the power was measured by a Wattmeter which was connected to
the generator; and the rotational speed was measured by a frequency meter.

Figure 6. Lab set-up. (a) experimental facility at IST; (b) scheme of the facility [6].
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The used machines were a radial pump working as turbine (PAT), with a rotational specific
speed of 51 rpm (in m, kW); and an axial one, with a rotational specific speed of 283 rpm (in m, kW)
(Figure 7). Each machine was tested on different hydraulic circuits according to the available facilities.
The radial machine scheme was composed of a reservoir to stabilize the flow; a pump to recirculate
the flow; an air-vessel tank to control and stabilize the system pressure, which had a 1 m3 capacity;
an electromagnetic flowmeter; one hundred meters of high density polyethylene (HDPE) pipe, with
50 mm nominal diameter; a PAT which is connected downstream of the HDPE loop pipe; and a ball
valve located downstream of the PAT.

 

Figure 7. Experimental Head and Efficiency curves of axial (N0 = 750 rpm) and radial
(N0 = 1020 rpm) machines.

The ball valve was connected to the reservoir by a PVC pipe. The pump and air vessel were joined
by a PVC pipe of 7.40 m of length and 50 mm of nominal diameter. The air vessel and flowmeter were
joined by another rigid PVC pipe 1.80 m long. Two pressure sensors were installed upstream and
downstream of the PAT to estimate the net head.

For the axial machine, the scheme was similar to the previous one. The facility was composed
of a reservoir, a pump to recirculate the flow, an air vessel tank to maintain a quasi-uniform pressure
(the capacity of this tank is 1 m3), an electromagnetic flowmeter to measure the flow and the axial
machine, which is followed by a butterfly valve to isolate the facility. The pump and the air vessel
were joined by a steel pipe with a length of 3.50 m and diameter of 80 mm. The axial machine and
the butterfly valve were connected by a pipe, which is composed of PVC (4.90 m and 110 mm of
diameter) and a steel pipe (4.50 m and 80 mm of diameter). The butterfly valve and the reservoir
were connected by a steel pipe, 2 m long, with a diameter equal to 80 mm. Two pressure sensors were
installed upstream and downstream of the axial machine.

These hydraulic systems (Figure 8) were simulated by Allievi software [51] according to the
system characteristics in each facility, previously described. The inner diameter and the wave speed
are shown in Table 1 according to the pipe material. During the simulation process, all singularities
were verified and the friction losses along the pipe system were defined, adopting the following
procedure with excellent results: (1) a model calibration for the friction factor (pipe roughness) and
for the singular head losses was done, considering different singularities, such as ball valves, inlet
and outlet of the air-vessel, elbows, bifurcations and valve connections; this setting under steady
state conditions that allowed us to make small refinements after comparisons with the experiments;
(2) due to the system characteristics, it was also possible to fit the damping effect, as well as the phase
shift of the pressure waves during unsteady state conditions; based on the authors experience, it was
concluded that in viscoelastic pipes and for slow manoeuvres, the unsteady friction has no significance
in terms of the damping and the shape of the pressure wave propagation. The dynamic mathematical
model considers the internal friction losses to analyse the presence of a PAT in a water distribution
network with suitable results [46,47].
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The simulated flow and the head in the pump, as well as the pressure in the air vessel,
were calibrated in each developed simulation (i.e., for radial and axial machines) according to the
registered experimental data for each test type. When the radial machine was tested, the flow values
oscillated between 1 and 7 l/s, the upstream pressure between 15 and 30 m, and the head drop between
3 and 10 m. In the axial machine, the tested flow varied between 5 and 14.1 l/s, the upstream pressure
between 10 and 20 m and the head drop between 0.25 and 7 m, as previously designed [20,50].

Figure 8. Simulation scheme used in Allievi model.

Table 1. Basic parameters for the simulation.

Material Inner Diameter (m) Roughness (mm) Wave Speed (m/s)

HDPE 0.044 0.2 280
PVC 0.110 1.2 385

Rigid PVC 0.047 0.2 527
Steel 0.068 2 1345

3.2. Control Valve Closure and PAT Trip-Off

This section shows the flow and the rotational speed variation when a fast shutdown was carried
out downstream of the PAT. Figure 9 shows four tests with different initial flow values in the radial
machine and three tests for the axial one. The values rapidly varied from the nominal values (flow and
rotational speed) to zero. The closure time is around two seconds in all considered manoeuvres.

According to the installed systems, the model was implemented in Allievi software as the scheme
presented in Figure 8 shows. The software is a computational model that enables us to analyse water
systems (pressurized and open channel flows) under steady and unsteady conditions. The developed
model was calibrated to consider the damping effects that were associated with the characteristic
parameters of the system, as well as the type of hydraulic machines.

Comparisons between experimental and simulated pressure values (upstream and downstream)
presented adequate fitting. In Figure 10, the experimental overpressure in the radial machine was
69.85 m w.c. while the simulated overpressure was 70.52 m w.c. The result in the first depression
wave was similar, where the minimum experimental value was 24.54 m w.c. and the simulated was
19.73 m w.c. The axial machine presented values of 46.23 m w.c. (experimental) and 49.24 m w.c.
(simulated). The minimum experimental depression value was 36.54 m w.c. while the simulated value
was 33.63 m w.c. These results showed the dynamic behaviour of the radial and axial machines when
a downstream induced transient attained the turbine runner. The transient wave passed through the
runners and the pressure variation upstream and downstream was essentially in phase.
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Figure 9. Experimental data recorded for the fast closure of the downstream control valve in radial and
axial turbine machines. (a) flow for radial machine (b) rotational speed for radial machine (c) flow for
axial machine (d) rotational speed for axial machine.
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Figure 10. Experimental and simulated pressure values along time in a fast closure manoeuvre (t = 2 s):
(a) radial and (b) axial machine.

3.3. Control Valve Opening and PAT Start-Up

The flow, the rotational speed, and the pressure values (upstream and downstream) were recorded
over time (Figures 11 and 12). Figure 11 shows the flow and speed variation for a fast opening of the
downstream control valve for each system. Some variations can be observed, where the rotational
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speed of the machine reached 2235 rpm. This value was double the nominal rotational speed of the
machine for 4.65 l/s in the radial machine. The reached value was 1500 rpm for the axial machine,
when the nominal flow and the nominal rotational speed were 6.93 l/s.
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Figure 11. Experimental data recorded flow and rotational speed for the fast opening of the downstream
control valve in turbine machines. (a) flow for radial machine (b) rotational speed for radial machine
(c) flow for axial machine (d) rotational speed for axial machine.
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Figure 12. Experimental data and simulation for pressure variation due to a fast opening downstream
control valve of (a) radial and (b) axial machine.

The trend in the valve opening for PAT start-up was similar in all cases: firstly, the machine
increased the rotational speed upper its nominal value. When the overspeed was reached for flow
value near 4.00 l/s (in radial machine) and 7.86 l/s (in axial machine), the rotational speed decreased
to the nominal one. In this time, the flow attained the nominal flow with the maximum valve opening
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degree. A downsurge wave in both machines (radial and axial) was observed with the valve opening.
This depression depended on the flow and the opening time. This value was also simulated with
Allievi, achieving quite accurate results (Figure 12). The root mean square error (RMSE) for each
simulation with Allievi was determined. The average RMSE obtained in the first phase of the water
hammer phenomenon (i.e., worst value) was 2.37%, and the standard deviation was 3.47%. When the
maximum downsurge and upsurge were compared to the experiments, the maximum error was 1.26%.

3.4. Overspeed Effect in PATs

Some interesting conclusions can be drawn for both types of runners. Figure 13 presents the
obtained values of flow, rotational speed, and pressure (upstream and downstream) for the overspeed
conditions. The flow value decreased over time in all tests induced by the runner shape associated
with the low specific speed value as previously mentioned from Figures 3–5. This decrease of the flow
was related to an increase in the rotational speed, with the minimum flow attained when the runaway
conditions were reached.

 

Figure 13. Experimental data of flow, rotational speed, and upstream and downstream head in the
radial machine under the overspeed effect. (a) flow for radial machine (b) rotational speed for radial
machine (c) flow for axial machine (d) rotational speed for axial machine.

Regarding the pressure variation, some issues can be observed: the upstream pressure value
increased, resulting in the maximum pressure when the machine reaches the runaway conditions and
consequently, the downstream pressure decreased (Figure 13). Therefore, the radial runner induced a
flow cut effect under overspeed conditions.

The experimental data under runaway conditions can be expressed by different parameters:
the discharge flow, the pressure and the rotational speed for total opening valve degree (Q0, H0, N0).
Furthermore, the experimental results can be associated with the values of the best efficiency point of
the machine in turbine mode (QBEP, HBEP, NBEP). These variations are shown in Figure 14. If QRW/Q0

versus NRW/N0 (the subscripts ‘RW’ indicates runaway conditions) is observed, the values were almost
constant for all experimental data denoting a typical characteristic of the radial machine. In this case,
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the ratio QRW/Q0 is near 0.514; therefore, there was a flow reduction of around 50%. This value is
close to the presented value in Figure 4 that shows the characteristic of the radial machine under the
overspeed effect. Similar conclusions can be obtained if the upstream and downstream pressures are
analysed in the axial machine. In this case, the values were near 1.40 and 0.85, inducing an upsurge
and a downsurge upstream and downstream, respectively, of the machine. If the values are compared
with the best efficiency point of the radial machine, under the overspeed effect, the flow decreased for
a constant value of h (h = H/HBEP).

 

Figure 14. (a) QRW/Q0 and HRW/H0 as a function of NRW/N0 and (b) Q/QBEP as a function of N/NBEP

and H/HBEP for the radial machine.

Converse results were obtained when the experimental data were analyzed for the axial machine
(Figure 15). The flow rise over time as the rotational speed increased until to reach the runaway value.
In these cases, the upstream and downstream pressures remained almost constant over time.
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head in the axial machine under the overspeed effect.
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As for the radial machine, Figure 16 shows the experimental data for the discharge flow, pressure,
and the rotational speed variation for the total valve opening (Q0, H0, N0) during the overspeed
conditions of the axial machine. In this case, the ratio QRW/Q0 showed an increase in flow. This value
is higher than the obtained value using Figure 4, for ns of 280 rpm (in m, kW).
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Figure 16. (a) QRW/Q0 and HRW/H0 as a function of NRW/N0 and (b) Q/QBEP as a function of N/NBEP

and h = H/HBEP for the axial machine.

The experimental data were also correlated with the values of the best efficiency point (QBEP,
HBEP, NBEP). The results contrasted with those obtained for the radial machine. Under a constant
value of h (h = H/HBEP), the flow increased when the rotational speed increased. Figure 16 shows all
analysed cases considering a constant h value and they present the same tendency.

4. Conclusions

Based on the authors’ experience and laboratory tests, a large number of criteria to deal with the
design and hydraulic transients of micro hydropower systems are addressed. The type of analysis
will be influenced by the design stage and the complexity of each system. Hence, based on each
hydraulic system characteristic, for the most predictable manoeuvres, the designers will be able to
define exploitation rules according to expected safety levels. In fact, convenient operational rules need
to be specified in order to control the maximum and minimum transient pressures. These specifications
will mainly depend on the following factors:

• the characteristics of the pipe system to be protected; in fact, these characteristics based on the
head loss and inertia of the water column can adversely modify the system behaviour and the
same valve closure time can induce a slow or a rapid flow change;

• the intrinsic characteristics of the valve: a butterfly valve (e.g., for medium heads) and a spherical
valve (e.g., for high heads) have different effects on the dynamic flow response for the same
closure law;

• since PATs have no guide vane, the flow control is made through valves where the closure and
opening laws are crucial in the safety system conditions, such as the type of the valve actuator;

• based on the characteristics of the pump such as turbine machine (i.e., radial or axial), different
dynamic behaviour will be associated with:

� the small inertia of the rotating masses induces a fast overspeed effect under runaway
conditions imposed by a full load rejection.

� the overspeed effects provoke flow variations (i.e., flow reduction in low ns machines
and flow increasing in the high ns machines) and pressure variations that can propagate
upsurges upstream of a radial machine and downsurges downstream of it, in contrast to
axial machines (downsurges upstream and upsurges downstream).
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As a novelty, the manuscript analyses the unsteady flow behaviour in real PATs system.
This analysis is based on data obtained during an intensive experimental campaign, and important
information is presented and utilized for some specific PAT transient state conditions, using a
computational tool that was previously calibrated.

This analysis required a mathematical transformation of available data of pumps (based on
experiments especially developed for this study) into characteristic curves of discharge variation,
Q/QBEP, with the rotating speed, N/NBEP (Figures 14 and 16, for radial and axial machines,
respectively). This procedure facilitates understanding of the dynamic pump as turbine behaviour
under unsteady conditions.

The feasibility of pumps operating as turbines was proved, based on typical performed control
analyses. The dynamic behaviour of those machines presents similarities to the classical reaction
turbines, regarding the flow variation due to the runner type, generally characterized by its specific
rotational speed (ns) [35,45,47,51] apart from the associated scale effects.

These PAT solutions can be adopted instead of energy dissipation devices in conveyance pipe
systems with excess available energy at some pipe sections. Therefore, the use of reverse pumps in
drinking, irrigation and sewage or drainage water systems can be a rather interesting solution in some
cases, taking the advantage of the available head that in another way would be dissipated.
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Abstract: Water Distribution Networks (WDNs) can be regarded as complex networks and modeled
as graphs. In this paper, Complex Network Theory is applied to characterize the behavior of
WDNs from a topological point of view, reviewing some basic metrics, exploring their fundamental
properties and the relationship between them. The crucial aim is to understand and describe the
topology of WDNs and their structural organization to provide a novel tool of analysis which could
help to find new solutions to several arduous problems of WDNs. The aim is to understand the role
of the topological structure in the WDNs functioning. The methodology is applied to 21 existing
networks and 13 literature networks. The comparison highlights some topological peculiarities
and the possibility to define a set of best design parameters for ex-novo WDNs that could also
be used to build hypothetical benchmark networks retaining the typical structure of real WDNs.
Two well-known types of network ((a) square grid; and (b) random graph) are used for comparison,
aiming at defining a possible mathematical model for WDNs. Finally, the interplay between topology
and some performance requirements of WDNs is discussed.

Keywords: water distribution network management; complex network theory; topological analysis;
mathematical model

1. Introduction

Biological and chemical systems, brain neural networks, social interacting species, the Internet
and the World Wide Web, and the multiple and interconnected infrastructures that provide several
services to consumers in the cities are network shaped [1,2]. It seems that the efficiency of the systems
largely depends on their ability to create (if they are natural) or to have (in the case of man-made
structures) multiple links between the units. On the one hand, it ensures better performance and
self-recovering function in the case of failure of an element thanks to a redundant structure. On the
other hand, it makes it difficult to understand the principles of their functioning and behavior. In this
regard, a suitable approach to capture the local and the global properties of network systems is to
model them as graphs, where the nodes represent the units, and the links stand for the interactions
between them.

The study of networks is known as graph theory, and, since its birth in 1736 by the Swiss
mathematician Leonhard Euler, graph theory has solved several practical problems revealing
interesting properties of many systems [3]. In the past decades, two important papers [4,5] established
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the mathematical bases of a new movement of interest and research in the study of complex networks,
i.e., networks with irregular, complex, and dynamically evolving structure. The main focus was to
provide tools for the analysis of irregular systems with thousands or millions of nodes.

The huge analysis of networks from different fields produced a series of unexpected and
interesting results about their behaviors that led to the identification of a series of unifying principles
and statistical properties. The effort was the definition of new concepts and measures to characterize
the topology and the structure of real networks, to help in understanding their behavior and dynamic
development. For example, it was shown how the robustness of the network systems to perturbations
(such as failures and attacks) strongly depends on topology [6]; the functioning of the Internet network
is studied from a topological point of view by Faloutsos et al. [7]; for the understanding of cancer cell
growth mechanism, the analysis of the p53 gene and protein, and also the study of the whole network
interacting with them, was proposed by Vogelstein et al. [8]. Consequently, a topological approach has
become crucial in the last years, helping to characterize quantitatively certain local and global aspects
of systems.

Based on the successful application of the Complex Network Theory to several fields (e.g., the
Internet, neuroscience, computer science, biology, social science, medicine, etc.), in this paper, Water
Distribution Networks (WDNs) are regarded as complex systems, modeled as graphs, and studied
within the approach of the Complex Network Theory. In fact, WDNs can be considered as complex
networks [9], as they are often constituted of thousands of elements, are strongly looped and show
irregular shape, since they follow the layout of the city they serve. Water distribution networks have
been successfully modeled as graphs to design an optimal sub-region layout [10], to study their global
robustness [11–13], to evaluate their vulnerability to single pipe failures [14], to make a spectral analysis
of the system [15,16], or to investigate possible benchmark values for the information entropy [17].
In general, strong correlations have been shown to exist among graph theory metrics and performance
measures of model planar networks [18]; hence, the complex systems approach has been proposed as
a framework to design and implement sustainable and hybrid water systems [19,20].

The complex and meshed structure of WDNs allows the system to recover from failures, exploiting
the topological redundancy provided by closed loops, so that the flow could reach a given node
through different paths. This redundant design approach gives the system an intrinsic capability of
overcoming perturbations (e.g., local pipe failures or peaks of water demand), and, together with
pipe diameters larger than those strictly necessary to fulfill the design pressure at the network nodes,
to guarantee a power surplus to be dissipated [21,22]. In [21], Todini introduced a resilience index
which accounts for the power surplus for an assigned network layout without any information about
topology. More recently, Prasad and Park [23] proposed the concept of network resilience, which
combines the effects of surplus power and reliable loops, but with a very simplified approach. Even if
there is awareness that topology affects the performance and behavior of WDNs, this effect has not
been quantified yet. Defining the topology of a WDN is a layout problem aimed at ensuring robustness
and reliability [24] and represents one of the most difficult tasks in the design [25].

In fact, WDNs are critical infrastructures, whose reliable, robust, and efficient operation greatly
affects national economic prosperity and people everyday life. It has been widely agreed that there
are inseparable interdependencies between the robust structure of WDNs, their efficiency, as well
as that of directly and indirectly related infrastructure operations. Therefore, the understanding of
complex infrastructure systems needs a balance between holistic and reductionist methodologies [26].
This requires predictability of the complex network topology, behavior, and evolution dynamics over
time, through a novel analysis framework.

In the last years, several new methodologies and metrics have been proposed in the scientific
literature to better understand, describe, measure and optimize the topology of complex networks
(a wide review is provided in [3,27]). Previous studies on real infrastructure networks indicated that
they do not present small-world features (i.e., the presence of short geodesic distances between each
nodes, meaning that it takes only a few steps to go from one node to another [4], and so the most part
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of the communication cross these hub nodes [5]). This is because, generally, infrastructure networks
are planar networks with significant spatial limitation.

In this paper, the major and basic complex network metrics are applied to a large set of real
and synthetic WDNs of various size. Then, the relationships between the obtained values of the
metrics and the topology of WDNs are analyzed. The focus is identifying typical values for the
topological metrics of WDNs to define a range of benchmark values and a general model of WDN
structure, seeking possible relationships among these metrics and some indices of performance of
WDNs. This topological framework could be a preliminary and alternative tool to the classical methods
of analysis and design of WDNs, especially in the case of incomplete or lacking information about the
system, since a calibrated hydraulic simulation model is not required. Furthermore, two well-known
types of networks are considered, exploring the same number of nodes as the studied WDNs, namely
the square grid and the random graph. For these networks, the topological metrics are calculated
and used as a comparison to find possible relations and benchmark values. The results can help to
define a mathematical model to describe the structure and the topology of WDNs. Finally, the clear
relationships between some of the adopted topological metrics allows limiting the set of metrics
needed to successfully describe the taxonomy of WDNs and so which of them should be further
investigated and adopted as efficiently made for power grids by [28]. In this way, the paper can be
seen as a contribution to the understanding, from a topological point of view, of WDNs, which could
serve as a guidance for planning and monitoring practices.

2. Methods

From a topological and mathematical point of view, WDNs can be modeled as link-node planar
(e.g., networks forming vertices wherever two edges cross) spatially organized weighted graphs
G = (V, E, w), where junctions, water sources and water demand points are represented by the set V
of n nodes (hereinafter assumed as a measure of network size), while pipes and valves are represented
by the set E of m edges, and w is a function that assigns to each edge a weight characterizing the
physical characteristics of the pipe or of the valve [14]. In particular, WDNs belong to the class of
networks strongly constrained by their geographical embedding [3], for which connections between
distant nodes are unlikely to be found, due to physical and economic constraints [29]. In particular,
the long range connections in a spatial network are constrained by the Euclidean distance, having
important consequences on the network statistical properties. In addition, the number of edges that
can be connected to a single node is limited by the physical space to connect them (it is evident for
urban streets, where only a small number of streets can cross in an intersection).

Generally, a complete representation of a network is provided by its adjacency matrix A which
indicates which of the vertices are connected (adjacent): element aij = 1 indicates that there is a link
between nodes i and j, aij = 0 otherwise. For an undirected network, the A matrix is symmetric since
aij = aji. A weighted graph can be represented by its weighted adjacency matrix W where wij > 0
indicates the intensity of the link between nodes i and j, and wij = 0 if nodes i and j are disconnected.
In the case of WDNs, the weight of the links could be hydraulic and/or geometric characteristics
of the pipes (e.g., length, diameter, hydraulic resistance, flow, etc.) if available. From the adjacency
matrix, the Laplacian matrix L = D − A can be defined [30], where D = diag(ki) and ki = ∑j aij is
called the degree of the node i. In the case of a weighted graph, ki = ∑j wij. The matrices A and L
described above represent two of the major and most frequently used graph matrices, the spectra
of which, together with topological metrics defined and computed from them appear in many real
case applications. In the following, the definitions of several topological metrics used in the paper are
given. It is worth highlighting that most quantify the connectivity and the communication rate within
a network. Hence, their meaning is diametrically opposed if network sectorization is discussed in
terms of its effect on water flows or on potential contaminant transmission.
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2.1. Link Density q

The link density q is the ratio between the total number m of network edges and the maximum
number of edges m∗ = n(n − 1)/2 of a network with n nodes:

q =
2m

n(n − 1)
(1)

For most real networks, the link density value is low [27], since they are sparse, indicating that
they are not fully connected.

2.2. Average Node Degree k

One of the simplest, and most important characteristics of a node is its degree ki, defined as the
total number of edges concurring in the node. The node degree counts the number of neighbors of
node. The average value of ki over all nodes n:

K =
2m
n

(2)

providing immediate information on the organization and structure of network, and its connectivity.
The higher is the value of the average node degree, the better is the communication between the nodes.

2.3. Diameter D

The diameter D is defined as:

D = max dij (3)

where dij is defined as the shortest path from node i to node j, computed as the number of edges
along the shortest path connecting them (when there is no path between a pairs of nodes, the distance
is assumed infinite). The diameter D is defined as the maximum shortest distance (the maximum
geodesic length) between any pair of vertices [31]. It expresses how cohesive a system is.

2.4. Average Path Length l

The average path length l is the average number of steps along the shortest paths for all possible
pairs of nodes in the network, determining the average degree of separation between any pair of nodes:

l =
2 ∑ dij

n(n − 1)
(4)

It measures the mean distance between two nodes, averaged over all pairs of nodes [4].
The geodesic length provides an optimal path way, since one would achieve a fast transfer and
save system resources. The average path length gives information about the flow communication
between any pairs of nodes.

2.5. Spectral Radius (or Spectral Index) λA
1

The spectral radius λA
1 corresponds to the largest eigenvalue of the adjacency matrix A of a graph

and it is related to the mean value of vertex degrees, taking into account not only immediate neighbors
of vertices but also the neighbors of the neighbors [32]. Spectral radius plays an important role in
abstract models for computer virus spreading through a network. In particular, the smaller the radius,
the larger the network robustness against the spread of viruses is [33]. In this regard, Wang et al.
[28] showed that the epidemic threshold (i.e., once exceeded, the infection survives and becomes an
epidemic) in virus spreading is proportional to 1/λA

1 . This fact can be explained as the number of
walks in a connected graph is proportional to λA

1 . The greater is the number of walks of a network,
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the easier is the spread of the “moving substance” through it. Conversely, the higher is the spectral
radius, the better is the communication within a network.

2.6. Spectral Gap ΔλA

The spectral gap ΔλA is the difference between the first and second eigenvalue of the adjacency
matrix A. Low values of this spectral metric indicate the presence of bottlenecks (articulation points or
bridges) in the network [34], which hence can be easily split into sub-regions by removing few nodes
or links [6].

2.7. Algebraic Connectivity λL
2

The algebraic connectivity λL
2 corresponds to the second smallest eigenvalue of graph Laplacian

matrix L [30], and quantifies the strength of network connections even if the graph is sparse
(“how strong” are network connections). Its properties are extensively discussed in [35] with regard to
its application to the analysis of graph robustness in terms of node and link failures, and proneness to
clustering. Consequently, the larger the algebraic connectivity is, the more difficult it is to split the
network into independent components.

2.8. Eigengap ΔL

The eigengap ΔL(s) corresponds to the difference between the (s + 1)th eigenvalue and the sth

eigenvalue of the Laplacian matrix:
ΔL(s) = λL

s+1 − λL
s (5)

where s is the number of clusters in which the network is intrinsically shaped. Choosing the proper
number s of clusters is a general problem for all clustering algorithms, and, in the case of water
distribution networks, it constitutes the arduous problem of water network partitioning [36]. A tool
which is particularly designed for spectral clustering [35], but can also be applied successfully to other
clustering algorithms, is the eigengap heuristic, which chooses the number of proper clusters copt

such that all eigenvalues λ1, . . . , λcopt are small, but λcopt+1 is relatively large. In other words, a simple
indication of the proper number of clusters copt, from a topological point of view, is given by the first
eigengap which results significantly larger than the previous ones. An explanation for this procedure,
based on perturbation theory, is that, in the ideal case of c completely disconnected clusters, the 0
eigenvalue has multiplicity copt, and there is a gap to the (copt + 1)th eigenvalue, that is λcopt+1 > 0 [37].
It is worth highlighting that the more pronounced is the cluster structure in the network, the better is
the eigengap works.

3. Materials

To represent the topology of typical water systems, publicly available datasets of real and synthetic
WDNs were used. These model networks are reported in the literature and their data-files are accessible
on-line. Furthermore, to conduct the analysis and explore the structural properties of WDNs from a
wide size range, we also compared the value of the above introduced topological metrics with that
concerning square grids and random regular graphs. In Table 1, the name, the number of nodes n, the
number of pipes m, the type (real or synthetic) and the data-file sources are reported for all networks
used in the paper.
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Table 1. Name of network, number of nodes n, number of pipes m, number of loops r, type and
data-file sources for all WDNs.

Name Number of Nodes n Number of Links m Number of Loops r Type Source

Two Loop 6 8 2 synthetic [38]
Two Reservoirs 10 17 8 synthetic [39]
New York tunnel 19 42 24 synthetic [40]
Goyang 22 30 9 synthetic [41]
Anytown 22 43 22 synthetic [42]
Blacksburg 30 35 6 synthetic [43]
Hanoi 31 34 4 synthetic [44]
Bakryan 35 58 24 synthetic [45]
Fossolo 36 58 23 synthetic [46]
Richmond Skelton 68 99 4 synthetic [47]
Pescara 41 44 32 synthetic [46]
BWSN2008-1 126 168 43 real [48]
Skiathos 175 189 15 real [49]
Parete 184 282 101 real [14]
Villaricca 196 249 54 real [14]
Monteruscello 205 231 27 real [50]
Modena 268 317 50 real [46]
Celaya 333 477 145 real [51]
Castellamare 365 439 75 real GORI Spa
D-Town 399 443 45 real [52]
Balerma Irrigation 443 454 12 real [53]
Oreto 462 792 331 real [54]
Richmond 865 949 85 real [47]
Giugliano 994 1077 84 real [16]
Matamoros 1283 1651 369 real [10]
Wolf Cordera Ranch 1782 1985 204 real [55]
San Luis Rio Colorado 1890 2681 792 real [10]
Exeter 1891 3032 1142 synthetic [56]
Exnet 1891 2465 575 synthetic [56]
Denia 6276 6555 280 real Aqualia
E-Town 11063 13896 2834 real [57]
Alcala 11473 12454 982 real Aqualia
BWSN2008-2 12523 14822 2300 real [48]
Chihuahua 34868 40330 5463 real [10]
SG1 9 12 4 synthetic Matlab
SG2 100 180 81 synthetic Matlab
SG3 1024 1984 961 synthetic Matlab
SG4 10000 19800 9801 synthetic Matlab
SG5 34969 69564 34596 synthetic Matlab
RG1 10 15 6 synthetic Matlab
RG2 100 150 51 synthetic Matlab
RG3 1000 1500 501 synthetic Matlab
RG4 10000 15000 5001 synthetic Matlab
RG5 35000 52500 17501 synthetic Matlab

Square grids: A lattice graph, mesh graph, or grid graph is a graph whose drawing, embedded in
some Euclidean space Rn, forms a regular tiling [3]. This type of graph may more shortly be called just
a lattice, mesh, or grid. A particular type of two-dimensional n × n lattice graph (indicated with Gn,n,
and also known as square grid graph) is the graph whose vertices correspond to the points in the plane
with integer coordinates, x-coordinates being in the range 1 . . . n, y-coordinates being in the range
1 . . . n, and two vertices are connected by an edge wherever the corresponding points are at distance
1 from each other (see Figure 1a). In other words, it is a unit distance graph for the described point
set. A two-dimensional grid graph, also known as a square grid graph, is an n × n lattice graph Gn,n.
In this paper, the two-dimensional square grid graph was considered, with a number of nodes equal to
n = 9, 100, 1024, 10000, and 34969 (respectively, named SG1, SG2, SG3, SG4, and SG5). In this way,
a benchmark value was obtained for the entire size range of the studied networks. In fact, the largest
considered square lattice has a number of nodes similar to the largest WDN considered in the paper
(Chihuahua, for which n = 34868).
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Random graph: The systematic study of random graphs was initiated by Erdos and Renyi [58].
The term random graph refers to the disordered arrangement of links between nodes. In particular,
they considered graphs obtained by uniform sampling of all possible graphs with n vertices and m
edges. In practice, random graphs are generated by connecting couples of randomly selected nodes
(prohibiting multiple connections), until the number of edges equals m (see Figure 1b). It is clear that
a given graph is only one realization of all the possible combinations of connections. A particular
class of random graphs is the random k-regular graph, for which each node has the same number
of neighbors (e.g., every node has the same degree k). A 3-regular graph is known as a cubic graph.
Some important characteristics are: (a) a graph is regular if and only if it exists an eigenvector of the
Adjacency matrix A whose eigenvalue is the constant degree k of the graph; and (b) a regular graph of
degree k is connected if and only if the eigenvalue k has multiplicity one. Since k-regular graphs are
subject to constraints, to generate them efficiently while ensuring an unbiased sampling one can resort
either to the algorithm, implementing the most general configuration model [59], or to a refinement of
such algorithm [60].

Figure 1. Examples of the synthetic networks used for comparison: (a) a small 3 × 3 square grid with
9 nodes and 12 edges; and (b) a small random 3-regular graph with 10 nodes and 15 edges.

In the present paper, to compare with the water networks explored, k-regular graphs with k = 3
and with a number of nodes equal to n = 10, 100, 1000, 10000, and 35000 were considered (respectively,
named RG1, RG2, RG3, RG4, and RG5).

4. Results and Discussion

In recent years, several researchers studied the statistical and topological properties of several
systems and infrastructures to provide novel solutions and understand what kind of network is needed
to support and optimize the functioning of the systems themselves. In this regard, in this paper, the
topological characteristics of WDNs are studied, based on some real-world and synthetic systems. In
the following, the topological metrics defined in Section 2 are calculated for the networks described in
Section 3, and then they are displayed as function of the number of nodes of each WDN. The results
are reported in Table 2.

In Figure 2, the relationship between the link density q and the number of nodes n for the analyzed
WDNs is plotted in log–log scale. It can be noticed that the two groups of WDNs (synthetic and real)
follow the same trend with q ∼ n−1.04. Specifically, for increasing n, the link density tends to zero
and closely follows a power-law with exponent −1, as reported in [27] for other real-world networks
(linguistic systems, power grids, actor networks and biological systems). The link density shows
a well defined scaling behavior, resulting inversely proportional to the network size n. It is worth
highlighting that both square grids and random regular graphs show the same trend, meaning that
water distribution networks are equally sparse in these two types of graph. In fact, link density is
strongly related to the average node degree, which is not significantly different for WDNs, SG, and the
considered RG. Such a similar behavior can be interpreted by means of Equation (1). In fact, introducing
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in Equation (1) the well-known topological relationship m = n + r − 1, linking the number of pipes m,
nodes n, and loops r of a network, it results q = 2/n + 2r/n(n − 1). As in WDNs it is r << (n − 1),
the second term is always smaller than the first, so that q = 2/n. SG and RG are instead more looped
than most WDNs. In fact, in Figure 1, it is clear that the link density is slightly higher for SG and
RG, which is due to the presence of a greater number of loops (according to the above relationship),
as shown in Table 1. In this regard, since the number of loops can be regarded as a robustness metric,
clearly the link density can be used as a surrogate metric for the robustness of WDNs. In fact, it takes
into account the number of nodes, pipes and, implicitly, the number of loops.

Table 2. Topological metric values calculated for all case studies: link density q, average node degree K,
graph diameter D, average path length l, spectral gap ΔλA, algebraic connectivity λL

2 , inverse spectral
radius 1/λA

1 , optimal cluster number copt.

Name q K D l ΔλA λL
2 1/λA

1 copt

Two Loop 0.5333 2.67 4 1.90 1.2213 0.68862 0.404 2
Two Reservoirs 0.3778 3.40 6 2.59 0.8799 0.37909 0.303 2
New York tunnel 0.2456 4.42 9 4.21 0.5560 0.11799 0.400 3
Goyang 0.1299 2.73 9 3.75 0.2595 0.09969 0.331 3
Anytown 0.1861 3.91 7 2.94 0.4581 0.28044 0.218 2
Blacksburg 0.0805 2.33 9 4.37 0.3077 0.08998 0.372 2
Hanoi 0.0731 2.19 13 5.31 0.2739 0.06116 0.412 4
Bakryan 0.0975 3.31 12 4.30 0.4793 0.07860 0.299 3
Fossolo 0.0921 3.22 8 3.67 0.3516 0.21888 0.307 2
Richmond Skelton 0.0537 2.15 24 9.24 0.0266 0.01091 0.411 3
Pescara 0.0435 2.91 20 8.69 0.3024 0.00891 0.306 4
BWSN2008-1 0.0213 2.67 25 10.15 0.1004 0.00750 0.330 4
Skiathos 0.0124 2.16 27 11.52 0.0461 0.00835 0.374 3
Parete 0.0171 3.10 20 8.80 0.1714 0.02117 0.303 4
Villaricca 0.0130 2.54 32 11.29 0.1194 0.00665 0.334 4
Monteruscello 0.0110 2.25 47 20.24 0.0481 0.00152 0.352 5
Modena 0.0089 2.37 38 14.04 0.1385 0.00908 0.334 6
Celaya 0.0086 2.86 32 11.81 0.1915 0.01336 0.281 6
Castellamare 0.0066 2.41 37 13.62 0.1640 0.00627 0.311 6
D-Town 0.0056 2.22 66 26.32 0.0703 0.00065 0.350 5
Balerma Irrigation 0.0046 2.05 60 23.89 0.0845 0.00069 0.370 6
Oreto 0.0074 3.43 27 11.98 0.2016 0.00492 0.252 4
Richmond 0.0025 2.19 135 51.44 0.0727 0.00014 0.345 8
Giugliano 0.0022 2.17 51 21.22 0.1354 0.00243 0.327 9
Matamoros 0.0020 2.57 80 27.76 0.1439 0.00100 0.291 8
Wolf Cordera Ranch 0.0013 2.23 69 25.94 0.0612 0.00053 0.326 8
San Luis Rio Colorado 0.0015 2.84 76 28.86 0.0063 0.00089 0.268 7
Exeter 0.0017 3.21 54 20.61 0.6121 0.01021 0.257 10
Exnet 0.0014 2.61 59 21.31 0.1190 0.00102 0.257 10
Denia 0.0003 2.09 186 70.48 0.0797 0.00004 0.328 17
E-Town 0.0002 2.51 289 71.13 0.0570 0.00003 0.281 13
Alcala 0.0002 2.17 163 64.88 0.0957 0.00009 0.295 13
BWSN2008-2 0.0002 2.37 297 93.30 0.0147 0.00002 0.308 14
Chihuahua 0.0001 2.31 368 186.05 0.0175 0.00001 0.282 18
SG1 0.3333 2.67 4 2.00 1.4142 1.00000 0.354 -
SG2 0.0364 3.60 18 6.67 0.2365 0.09790 0.261 -
SG3 0.0037 3.88 62 21.33 0.0271 0.00963 0.251 -
SG4 0.0004 3.96 198 66.67 0.0029 0.00099 0.250 -
SG5 0.0001 3.98 398 124.67 0.0008 0.00028 0.250 -
RG1 0.3333 3.00 3 1.80 1.3820 1.38200 0.333 -
RG2 0.0303 3.00 8 4.73 0.2614 0.26142 0.333 -
RG3 0.0030 3.00 13 8.04 0.1805 0.18055 0.333 -
RG4 0.0003 3.00 17 11.37 0.1737 0.17368 0.333 -
RG5 0.0001 3.00 19 13.01 0.1717 0.17170 0.333 -
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Figure 2. Relationship between the link density q and the network size n. The data points follow
a trend that can be fitted with a power law decrease q ∝ n−1.4. Both water networks, random regular
graphs and planar square lattice show a similar q ∼ 1

n scaling expected for sparse networks. The blue
continuous line and the broken red line refer to random graph and square grids, respectively. The black
dots represent the studied WDNs. For numerical values, please see Table 2.

In Figure 3, the average node degree K—the coarsest characteristic of node interconnections [27]—is
plotted in semi-log scale as a function of the size n. We observe that the average node degree is nearly
invariant with respect to the network size n—perhaps with a slightly decreasing trend—confirming
that water distribution networks are sparsely connected. Such a behavior is expected for real networks
with economic and geographic constraints [16,29]. It is possible to identify a range of values from K ∼ 2
to K ∼ 4.5 that are the typical small values of WDNs. In fact, the lower bound (K = 2) corresponds to
simple line graphs, which have the lowest topological robustness, as the failure of a single pipe leads
to a complete network disconnection. An important aspect is that the nearly invariant trend is also
observed for the square grids, for which the average node degree seems to tend, as the number of nodes
increases, to an asymptotic value of K = 4. For the random graph, the average node degree is obviously
constant and equal to K = 3 for all networks (cubic graphs were chosen for the comparison). The small
variations of the average node degree for the two groups of WDNs (synthetic and real) is another
aspect of the n−1 trend observed for link density in Figure 2; in fact, q = 2m/[n(n − 1)] = K/(n − 1).
Another important aspect to highlight is that the node degree distribution is almost homogeneous [61],
i.e., almost all nodes have the same degree.

Hence, water distribution networks are not characterized by the presence of hubs—nodes with
very high degree—that happens in the case of scale free networks. This leads to the immediate
consequence that generally WDNs are almost equally robust against both intentional and accidental
pipe breaks. In this case, by taking into account the relationship m = n + r − 1, it is possible to better
interpret the typical values shown by WDNs. It results K = 2+ 2(r − 1)/n, which implies that K = 2 is
the lowest possible value for WDNs (i.e., no loops), and that values above 2 are related to the number
of loops and thus to the ratio r/n. In this respect, the average node degree can be used as a surrogate
measure of robustness, quantifying how a WDN is far from a line shaped network (for which K = 2).
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Figure 3. Relationship between the average node degree K and the network size n compared to the case
of random regular networks and planar square grids. Notice that, due to boundary effects, the square
grids approach their theoretical value K ∼ 4 only for large network sizes n. The blue continuous line
and the broken red line refer to random graph and square grids, respectively. The black dots represent
the studied WDNs. For numerical values, please see Table 2.

In Figure 4, the diameter D is plotted in log–log scale as a function of the number of nodes n.
It is clear that the graph diameter, for both synthetic and real WDNs, increases as the network size
increases, following a power law, with D ∝ n0.51. Thus, differently from communication systems,
WDNs do not represent the peculiar features of Small-World networks, for which—similar to in
random networks—D ∝ log(n). Such a feature leads to robustness in communications, since the
average shortest path between two nodes increases very slowly with the network size. The larger
diameter graph for the WDNs is due to economic and physical/geographic constraints that generally
do not allow the presence of long-range links, except in rare cases [29]. In fact, it is well known that
even a small fraction of links between distant nodes in a network can significantly shorten the path
lengths [4]. It is clear that, also from a communication point of view, square grids and WDNs show
a similar structure. In fact, in the SG, the nodes are always linked to the adjacent neighborhoods.
It means that, from a global communication point of view, the possible presence of few long-range
links in WDNs is not enough to reduce D, which also corresponds to the maximum of the shortest
paths between nodes. Conversely, the random regular graphs, with the same number of nodes and
with an average node degree close to WDNs, show a significantly lower diameter. In particular, they
can be well fitted by a D ∝ log(n), as expected in general for random graphs [58].

In Figure 5, the average path length l is plotted in log–log scale as a function of the number of
nodes n. The trend clearly resembles that of the diameter, as shown in Figure 3. In particular, l increases
as the network size increases following a power law, with l ∝ n0.48, for the same reasons described
above. In this case, the square grids follow a trend very close to WDNs, while the random graphs
confirm their better flow communication, showing a logarithmic increase of the average path length.
It can be observed that the n1/2 scaling of D and l in WDNs reflects their embedding in a 2D-spatial
environment. Very differently, the randomness of the cubic graphs provides the possibility to also have
long-range connections that drastically reduce the length of the shortest paths between each pair of
nodes. In this case, the global communication of the WDNs is strongly influenced by the fact that most
nodes are linked to the adjacent neighborhoods, which makes them very similar to the SG, for which
all the nodes are always and only linked to the adjacent neighborhoods.
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Figure 4. Plot of the diameter D versus the network size n for synthetic and real water networks, planar
square grids and random graphs. Notice that, similar to planar square grids, water networks also show
the D ∼ n1/2 scaling that is expected for planar spatial networks. The blue continuous line and the
broken red line refer to random graph and square grids, respectively. The black dots represent the
studied WDNs. For numerical values, please see Table 2.

Figure 5. Plot of the average path length l versus the network size n for synthetic and real water
networks, square grids and random graphs. Notice that, similar to planar square grids, water networks
also show the l ∼ n1/2 scaling that is expected for planar spatial networks. The blue continuous line
and the broken red line refer to random graph and square grids, respectively. The black dots represent
the studied WDNs. For numerical values, please see Table 2.

In Figure 6, the inverse of the spectral index λA
1 is plotted in semi-log scale as a function of the

water distribution network size n. It is possible to identify a typical WDN range with (λA
1 )

−1 ≈ 0.3± 0.1,
and so for λA

1 , which is related to the general relationship according to which K ≤ λA
1 ≤ max(k)
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[33]. For this reason, the inverse spectral radius of cubic random graphs assumes the constant value
(λA

1 )
−1 = 0.33, while for square grids it tends asymptotically to (λA

1 )
−1 = 0.25 (for these networks

the maximum node degree is equal to 4 and the larger the number of the network nodes, the fewer
of them are boundary nodes, which have a degree smaller than 4). Finally, for the water distribution
networks, λA

1 is nearly invariant with the size of the network. It means that, even if the size of the
water network increases, the topology does not vary. Since the spectral radius is linked to the “velocity
of spread” of a substance in the presence of percolation dynamics, it means that for WDNs it is possible
to define a characteristic value of the intrinsic capacity of being crossed by a substance, water flow or
contaminant. In this regard, the nearly invariant value of the spectral index suggests that, in general,
the probability of the spreading of a contaminant from a point to another in a WDN does not depend
on its dimension, as, apart from the hydraulic characteristics of the system, it is strongly related to
the number of connections of each node. The value of the spectral index for WDNs falls between
that of RG and SG as the number of nodes increases. It can be observed that the SG are the most
vulnerable in terms of substance spreading, since most of the nodes have a degree equal to 4, while
the RG, having a degree equal to 3 for all nodes, show the lowest value of (λA

1 )
−1. For WDNs, even if

the average node degree is usually lower than RG, the small fraction of nodes with a degree higher
than 3 gives WDNs a higher capability of being crossed by a substance. It can also be observed that
the relation K ≤ λA

1 ≤ max(k) indicates that the spectral radius simultaneously quantifies global and
local connectivity of the network. In fact, the lowest bound is related to the number of loops, while the
highest is related to the presence of hubs.

Figure 6. Relationship between the inverse of the spectral index λA
1 and the network size n for water

networks, random cubic networks and planar square grids. The blue continuous line and the broken
red line refer to random graph and square grids, respectively. The black dots represent the studied
WDNs. For numerical values, please see Table 2.

In Figure 7, the behavior of the spectral gap ΔλA is plotted in log–log scale as a function of the
network size n. A decreasing trend of the spectral metric with increasing size is visible for all the
studied networks, which could be fitted with a power scaling law ΔλA ∼ n−0.36. While, for square grids
and random graphs, the trends are quite clear—respectively, a power law decay and an exponential
decay to a plateau—for WDNs, the trend with network size is less clearly defined. However, the dots

77



Water 2018, 10, 444

representing the studied WDNs fall between the trend lines of square grids and random graphs.
As a small ΔλA indicates high probability of having articulation points or bridges (the failure of which
can cause the disconnection of the network in more sub-regions), this result points out that large WDNs
tend to be increasingly less robust against disconnection. It is also clear that random graphs show a
higher robustness than the square grids, since they show a higher value of the spectral gap ΔλA. This is
due first to the fact that the chosen cubic graphs have constant average node degree K = 3 which
guarantees that all nodes are linked to other three nodes. Furthermore, their randomness ensures the
presence of long-range links that lead to a more cohesive and compact structure. Clearly, this metric
does not depend on the number of connections, but rather on how nodes are connected to each other.
In fact, the SG have highest K, but at the same time they show the smallest spectral gap. In this respect,
the possible presence of few long-range links gives some randomness to WDNs, thus resulting more
similar to RG. This behavior resembles the concept of Pseudorandom graph (e.g., Torres et al. [18]),
in which random connections are allowed only between neighboring nodes.

Figure 7. Relationship between the spectral gap ΔλA and the network size n. For the water networks,
the fit of the data points is a power law ΔλA ∼ n−0.36; for the random networks, thick line is fitting
to an exponential approach ∼ e−n/35 to a plateau value of ΔλA; and, for the square grids, to a power
law ΔλA ∼ n−0.93. The blue continuous line and the broken red line refer to random graph and square
grids, respectively. The black dots represent the studied WDNs. For numerical values, please see
Table 2.

In Figure 8, the behavior of the algebraic connectivity λL
2 is plotted in log–log scale as a function of

the network size n. A clear decrease of the connectivity metric with increasing size can be seen for all
the networks, confirming the results of the spectral gap, but with clearer trends. Specifically, the water
distribution networks and the square grids show a power law behavior, respectively, λL

2 ∝ n−1.26

and λL
2 ∝ n−0.99, thus both curves tend to zero for increasing system size. This implies that the

robustness of these networks, and in particular of WDNs, decreases as the number of nodes increase,
with a high probability to have bottlenecks that can be easily broken with small effort (low value of
λL

2 ). The algebraic connectivity of WDNs results always smaller than for the square grids, implying in
general lower robustness, owing to the smaller number and less regularity of the connections between
nodes. On the other hand, the randomness of the k-regular graphs provides a higher robustness to the
system: in fact, the algebraic connectivity shows an exponential trend ∼ e−n/35, approaching a plateau
value of λL

2 = 0.17; hence, fragility does not increase with system size but stabilizes at a constant value.
Hence, the algebraic connectivity indicates that large WDNs can be easily subdivided (i.e., create
clusters with high density intra-clusters and low density infra-clusters), meaning that, as suggested by
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Wang et al. [28] for power grids, WDNs show a nested layout. In other words, it is easy to identify
regions with different levels of density that can be isolated from the rest of the network. Clustering
seems to constitute an intrinsic topological property of WDNs.

Figure 8. Relationship between the algebraic connectivity λL
2 and the network size n. For the water

networks, the fit of the data points is a power law λL
2 ∼ n−1.26; for the random networks, thick line

is fitting to an exponential approach ∼ e−n/35 to a plateau value of λL
2 ; and, for the square grids,

to a power law λL
2 ∼ n−0.99. The blue continuous line and the broken red line refer to random graph

and square grids, respectively. The black dots represent the studied WDNs. For numerical values,
please see Table 2.

Given a graph G = (V, E), a community (or cluster, or cohesive subgroup) is a sub-graph
G = (V′, E′), whose nodes are tightly connected, i.e., cohesive. The community structure of the
complex network systems constitutes a powerful tool for better understanding the functioning of the
network itself, as well as for identifying a hierarchy of connections within a complex architecture.
Different metrics can lead to different communities; however, for physical networks, one of the most
natural methods to partition its graph in reasonable communities is spectral partitioning [62], since it
allows the separation into subgraphs minimizing the number of links between such subgraphs. Spectral
partitioning uses the eigenvectors of the Laplacian matrix of a graph to determine the subgraphs
corresponding to separate communities. To optimize the number of such communities, it is customary
to look at the eigengap, i.e., at the maximum jump in the spectrum of the Laplacian matrix. According
to such a criterion, only the eigenvectors whose eigenvalue is smaller than the eigengap are used
to partition the network; in this regard, it has been shown that the eigengap can constitute a valid
and useful tool to solve the problem of establishing a preliminary number of districts for the water
network partitioning [16], according to only topological criteria, especially when no other information
is available. In Figure 9, the first largest eigengap ΔL(s) of the Laplacian matrix is used to calculate
the optimal number of cluster copt as a function of the network size n. It looks clear how the number
of clusters copt in which the water distribution networks are divided according to ΔL increases with
the system size. In particular, it follows approximatively a power law copt ∝ n0.28. Hence, the
number of districts grows sub-linearly with the network size, indicating that the optimal number of
districts does not increase significantly with system size. It is worth noticing that, since copt grows
sub-linearly, the number of partitions grows more slowly than the number of elements of the network.
Hence, for large water networks, the size of optimal districts grows, compared to small water networks.
It is worth noting that this result holds for network partitioning only from the topological point of
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view, while also the aims of the sectorization of the network should be considered in the choice of the
optimal dimension of districts. In fact, it is known that the larger districts are, the more difficult is the
identification of bursts and leakages from night flow data, although smaller districts imply higher costs
for valves, flow meters and maintenance. Conversely, in terms of network safety against accidental or
intentional water contamination, the larger is the district, the larger is the number of users potentially
exposed to injected pollutants.

However, the obtained result points out that, in large WDNs, the size of the districts should
necessarily increase. Otherwise, the benefits of an easier management guaranteed by smaller districts
would be partly nullified by the increased vulnerability (or lower robustness) of the network, caused
by the excessive fragmentation.

Figure 9. Relationship between the optimal number of clusters copt and the network size n. The thick
brown line is a power law fit for the analyzed water networks, yielding copt ∼ n0.28, providing
an indication for the optimal number of District Metered Areas (DMAs) of a water network of given
size. The black dots represent the studied WDNs. For numerical values, please see Table 2.

5. Conclusions

The topological analysis of several real and synthetic water distribution networks shows that such
networks tend to be sparse, being characterized by small values of the average degree K and of the link
density q ∼ n−1. The nearly homogeneous value of the node degree marks a distance between WDNs
and scale-free networks. The studied networks show many characteristics of planar lattices, since both
the diameter D and the average path length l scale as n1/2. Such power law trends confirm that WDNs,
similar to power grids or street networks, cannot be modeled as small world systems. Summarizing,
all the evaluated topological connectivity metrics indicate that the graphs of WDNs are far from being
totally random, as often claimed in theoretical studies, and rather resemble regular square grids.

The analysis of the spectral metrics, however, points out that WDNs present some randomness
which can have a positive effect on their topological robustness, despite the geographical constraints,
which make them close to planar graphs. In fact, for large network size, both the spectral index λA

1
and the spectral gap ΔλA fall in between the values of random graphs and square grids. On the one
side, the spectral index λA

1 , similar to planar lattices (for which λA
1 ∼ K), results nearly constant with

network size, indicating that WDNs are topologically protected from the spread of a contaminant,
apart from the hydraulic characteristics of the pipes. On the other side, the decreasing trend of the
spectral gap ΔλA with the network size indicates the presence of bottlenecks and articulation points,
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but not leading to the complete disintegration of the network, as for regular square grids. In fact, while
the strongly decreasing trend of the algebraic connectivity λL

2 with the network size indicates that
the “energy” required to break the network into independent sub-regions becomes lower, the optimal
number of clusters copt, identified by means of the eigengap ΔL(s), grows less than linearly with the
network size. Such a sub-linear growth hints that, from a connectivity point of view, the larger the
WDN, the larger is the optimal size of DMAs.

The topological analysis of an extensive number of real and synthetic water distribution networks
indicates that it is possible to identify a limited set of metrics that completely characterize the
topological structure of WDNs. In particular, the average node degree K strongly influences the
values of the spectral index λA

1 and of the link density q. Regarding the communication metrics, it is
evident that the graph diameter D and the average path length l provide nearly the same information
about the topology of a WDN. It seems preferable to use l, since it expresses a mean value over all
paths, and because it is more sensitive than D to the addition or removal of an edge. The comparison
between the two spectral robustness metrics, the spectral gap ΔλA and the algebraic connectivity λL

2 ,
suggests that, in the case of WDNs, the latter is more significant, both because it is strongly related to
the strength needed to split the network into sub-regions, and because it shows a clearer trend with
the network size. Finally, from a topological connectivity point of view, the eigengap ΔL(s) provides
a quick and good estimate of the optimal number of districts for the partitioning of a WDN.

According to the results presented in this study, the topological structure of WDN is very
far from the “totally” random networks often used in theoretical studies. Similar to the concept
of Nested-Smallworld, introduced for power-grids [28], and to the concept of Pseudorandom
graph, introduced by Torres et al. [18], WDNs could be classified as a novel structure defined
as Nested-Pseudorandom graph, because they show simultaneously nested and pseudorandom
characteristics. In particular, such a model is the result of connecting several pseudorandom
sub-networks through few long-range links, also in accordance with the above mentioned intrinsic
clustering property of WDNs.

The typical values of the topological metrics calculated in this paper could be used to generate
graphs of synthetic water distribution networks, which retain the topological characteristics of real
WDNs, e.g., through a graph generating software. This would allow having many test cases for
modeling purposes (it is not always easy to have the data and the graph of real WDNs), with realistic
topologies and with network size. In this respect, the automatic generation would be a useful tool,
as the currently used synthetic WDNs generally have small dimensions.
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Abstract: This paper presents a comparative analysis of three partitioning methods, including Fast
Greedy, Random Walk, and Metis, which are commonly used to establish the district metered areas
(DMAs) in water distribution systems. The performance of the partitioning methods is compared
using a spectrum of evaluation indicators, including modularity, conductance, density, expansion,
cuts, and communication volume, which measure different topological characteristics of the complex
network. A complex water distribution network EXNET is used for comparison considering two
cases, i.e., unweighted and weighted edges, where the weights are represented by the demands.
The results obtained from the case study network show that the Fast Greedy has a good overall
performance. Random Walk can obtain the relative small cut edges, but severely sacrifice the balance
of the partitions, in particular when the number of partitions is small. The Metis method has good
performance on balancing the size of the clusters. The Fast Greedy method is more effective in the
weighted graph partitioning. This study provides an insight for the application of the topology-based
partitioning methods to establish district metered areas in a water distribution network.

Keywords: water distribution network; graph partitioning; modularity; district metered areas

1. Introduction

Districted metered areas (DMAs) play an essential role in water distribution system (WDS)
management, such as pressure management, leakage reduction, and water quality incident control [1–4].
Many partitioning methods are available to divide the water distribution network into isolated DMAs,
whose inlets and outlets can be monitored with flow and pressure meters. However, there is a lack
of understanding in the performance of various partitioning methods, which will be investigated in
this paper.

The partitioning methods have stemmed from, and advanced, the field of complex networks [5,6].
The water distribution network—a typical complex network—is usually constructed under the ground
and along the road and provides drinking water to communities and cities. The network layouts
are usually shaped by the community characteristics, such as geography and building distribution.
The more developed the community is, the denser the connections (pipes) are in a community. The early
research regarding network partitioning focuses on detecting the community structures [7,8]. This type
of method is based on the modularity index, which is maximized using an optimization algorithm
(e.g., greedy algorithm [9]) and able to quantify the network partitioning performance by the number
of links and the degree of nodes [10].
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Recent research has focused on the development of topology-based partitioning methods
(e.g., graph theory, Metis, and Random Walk) to consider more network attributes. Most recently,
Perelman et al. [3] developed a network partitioning approach from a practical perspective, in which the
distribution network is partitioned based on the backbone transmission pipes identified in the first step.
The Metis partitioning method [11] was used to divide the network topology into DMAs. Moreover,
the water sources should be regarded as the main control elements for network partitioning [12] so that
the source supply areas have the least influence on the hydraulic performance of the isolated zones and
the finer communities are further divided by a graph partitioning method. Wright et al. [13] introduced
the concept of dynamically-controlled DMAs for burst identification and leakage estimation, and it can
be used to improve system resilience to permanent valve closures. The Walktrap algorithm, which is
also referred to as Random Walk [14,15], was used to trap the walker in the dense cluster, and partition
the water distribution network accordingly [16]. The aforementioned studies are the straightforward
applications to network partitioning, however, the mechanism, characteristic, and applicability of the
graphical partitioning methods (i.e., Metis, Random Walk) are not properly addressed. Moreover, there
is no comprehensive comparison of the various topology partitioning algorithms and, therefore, it is
difficult to determine which algorithm is more suitable and, thus, should be used for WDS partitioning
in practice.

Network partitioning can be assessed using hydraulic indicators and topological indicators.
Additionally, economic criteria can also be used to consider the costs and benefits involved by the
reconstruction and installation of partitioning but the difficulty lies in data availability. The hydraulic
indicators used in the literature include resilience index, water age, entropy, and pressure-related
performance index [12], however, this involves the use of a hydraulic model for assessment [17].
Topological indicators are normally easy for computation and use, thus, a spectrum of topological
indicators are used in this study, including the most commonly used modularity index.

This paper aims to compare three widely used partitioning methods, including Fast Greedy [9],
Random Walk [15], and Metis [18], using a spectrum of topology-based indicators. Note that heuristic
partitioning methods are also popular in water network partitioning [19], however, they are not
investigated in this study since they are more customized for specific water networks with problem
domain knowledge required. In comparison, graphical partitioning methods (i.e., Fast Greedy, Random
Walk, and Metis), developed from fundamental graphical theories, are easier to use and can be
applied to any WDS networks, thus, they are investigated in this study for network partitioning.
A water distribution network, EXNET [20], is investigated with two cases: weighted and unweighted
graphs. The advantage and disadvantage of the partitioning algorithms are discussed to support their
application to the water distribution network.

2. Partitioning Methods

A complex network can be represented by an undirected graph G(V, E), where V is a set of
vertices which indicates the nodes in the network, and E notes a set of edges, representing pipes
and other link elements in a hydraulic model, such as valves and pumps. Cluster, which represents
a group of edges and vertices, is commonly used in the graph analysis, while community in the
water distribution network is the cluster of pipes and nodes. In this paper, the terms—cluster and
community—are used interchangeably.

2.1. Fast Greedy

The Fast Greedy partitioning method, developed by Clauset et al. [9], is a modularity-based
topology analysis method. The modularity is a measure of the strength of the network partitioning to
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clusters (i.e., communities). It is based on a modularity function, which is optimized to find the best
cluster of a water distribution network. The modularity function is formulated as:

M =
1

2m∑
vw

[
Avw − kvkw

2m

]
δ(cv, cw) (1)

where M is the modularity value; m is the number of edges in the graph; Avw is an element of adjacency
matrix of the network, Avw = 1 when vertices v and w are connected, otherwise Avw = 0; kv is the degree
of a vertex v and is defined as the number of edges connected to it, kv = ∑

w
Avw. cv and cw are the

identifiers of a network cluster. δ is the function of the summation of the same clusters (if cv = cw, then δ

= 1, and otherwise δ = 0). Maximizing M implies maximization of the intra-links in a community and
minimization of the inter-links between communities. The higher value of the modularity, the better
the solution of the partitioning in the network.

The Fast Greedy partitioning method uses a greedy optimization approach to maximize the
modularity function, as shown in Figure 1. Each vertex represents a single community at the initial
step. Then it attempts to combine any two linking communities together, with an aim to maximizing
the modularity value. The combination process is repeated until the network merges to one community.
The Fast Greedy partitioning method improves its computational efficiency through storing only those
pairs of communities that are linked by one or more edges, instead of manipulating the entire sparse
matrix. The new matrix with the efficient data structure tracks the linking communities that can
potentially increase in the modularity value. Therefore, the computational time and memory can be
substantially reduced. A more detailed description with respect to the Fast Greedy method can be
found in the studies by Clauset et al. [9], Vincent et al. [5], and Fortunato [21].

Figure 1. Modularity-based aggregation in Fast Greedy.

2.2. Random Walk

The Random Walk partitioning method relies on the fact that the walker can be retained in a part
of densely-connected networks (i.e., a cluster) as much as possible before leaving for another cluster.
An infinite random walk is quantified by the map equation, which is the average number of bits per
step in the clusters of the network [14]:

L(M) = q�H(Q) +
m

∑
i=1

pi
�H

(
P i

)
(2)

where q� represents the probability of the walker switching the clusters per step, q� =
m
∑

i=1
qi�. qi�

is the probability of the walk running out of the cluster i per step. pi
� is calculated to weight the

movements within cluster i, pi
� = qi� + ∑

α∈i
pα, where α is the node in the cluster i and pα is the visit

frequency at node α. H(Q) and H
(P i) are the probability-weighted average length of the walk in the
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network and in the cluster i, respectively. H(Q) and H
(P i) are quantified by Shannon’ entropy [22].

H(Q) is the entropy of movements between the clusters:

H(Q) =
m

∑
i=1

qi�

∑m
j=1 qi�

log

(
qi�

∑m
j=1 qi�

)
(3)

The entropy of movements within cluster i is:

H
(
P i

)
=

qi�

qi� + ∑β∈i pβ
log

(
qi�

qi� + ∑β∈i pβ

)
+ ∑

α∈i

pα

qi� + ∑β∈i pβ
log

(
pα

qi� + ∑β∈i pβ

)
(4)

The random walk presents that the walker (i.e., a random moving point) is able to linger in
a relatively isolated area (i.e., with dense links) longer than the sparse network. That is because,
in dense communities, there are fewer routes to move outside of the communities, which matches
the concept of the network partitioning. The map equation (Equation (2)) has two terms to represent
the average numbers of bits to quantify the movements in the clusters and between clusters,
respectively. The variables of node visit probability pα and the leaving probability qi� in the
map equation are updated in each step during an optimization process. The smaller value of the
map equation is desirable and, thus, the minimization problem associated with map equation is
formulated. The problem is solved by a deterministic greedy search algorithm and then the solutions
are refined (i.e., the description length of the walk in the clusters) by the simulated annealing algorithm.
More details regarding the random walk method can be found in the follow studies [15,23,24].

2.3. Metis

The Metis partitioning method [18] uses a k-way (i.e., k clusters) partitioning method to
minimize the number of cuts (i.e., links between two clusters), while maintaining the balance of
the clusters. The partitioning process consists of coarsening, partitioning, and uncoarsening phases,
as explained below.

(1) Coarsening Phase. The coarsening phase is to combine the incident vertices and form an updated
graph that includes a smaller number of vertices. The modified Heavy Edge Matching (mHEM)
method [18] is implemented to decrease the average degree of coarser graphs by finding the
edges with the maximum weights. Hence, the total weight of the edges in a coarser graph is
reduced by the maximal matching.

(2) Partitioning Phase. This phase is realized by a high-quality bisection process in which the graph is
divided into two parts of approximately equal weights. The Kernighan-Lin algorithm [25] is used
in the partitioning phase. In the Kernighan-Lin algorithm, the vertices on the boundary of either
partitions attempting to be swapped to obtain a smaller number of edge cuts. If the swapping is
accepted, the new clusters are formed and this process continues until no more improvement
on the uniformity of clusters. Since the partitioning is implemented in a lumped graph after the
coarsening phase, the time consumed by the partitioning is much less than in the original graph.

(3) Uncoarsening Phase. Based on the partitioning results obtained from the second phase, the coarser
clusters are gradually projected back to the original graph. Due to the relative good partitioning
results derived, the refinement phase is only implemented on the small number of vertices that
link the different clusters. The modified Global Kernighan-Lin Refinement is proposed by Karypis
and Kumar [18], which enhances the capability of the partitioning refinement in order to escape
the local optima.

The Metis method uses several heuristic approaches (i.e., swapping vertices and bisection method)
to deal with the graph partitioning in a three-phase process. The heuristic that swaps the vertices
at the rim of the clusters can save the computational time and is able to derive the good clusters.
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The swapping action is beneficial for balancing the adjacent the clusters in a straightforward way.
These heuristics can improve the computational efficiency, avoiding manipulating a large scale matrix.
The heuristic (swapping boundary nodes) is not a global search approach, hence, the resulting
partitioning is not necessarily the global optimal solution. The detailed description of Metis can
be found in the following studies [18,26].

3. Evaluation Indicators

The clusters derived from the topological partitioning methods above need to be evaluated
to determine which method can derive a better WDS partitioning solution. Perelman et al. [27]
recommended to visually show the graphics of partitioning solutions, since the partitioning results and
the linkage between communities can be seen intuitively. This helps the decision maker to understand
the partitioning schemes and thus make an informed decision. Additionally, quantitative evaluation is
usually conducted to examine the effect of the partitioning [12,28,29]. In this paper, several indicators
in the context of topological analysis are proposed to quantify the performance of partitioning methods.

Modularity is commonly used for DMA partitioning [2,30,31], which gives a measure of the
strength of network partitioning into modules (i.e., communities). The modularity indicator indicates
the density of pipes in a community and the linkage between the communities. Therefore, the greater
the modularity value, the more community-like the network. The modularity value is calculated using
Equation (1).

Conductance represents the fraction of the total pipes that link to other pipes outside the community.
The formula of the conductance indicator is given as:

C =
cs

2ms + cs
(5)

where cs is the number of edges on the boundary of a cluster, and ms is the number of edges inside the
cluster S. These two variables are calculated as:

ms = |{(u, v); u ∈ S, v ∈ S}| (6)

cs = |{(u, v); u ∈ S, v /∈ S}| (7)

The conductance indicator for a given DMA is calculated for the incident pipes that link to other
DMAs. The smaller the conductance value, the fewer the pipes link outside, thus, network partitions
are more community-like.

Density is defined as the intra-cluster density, D = ms
ns(ns−1)/2 where ns is the number of nodes in

S, ns = |S|. The density indicator delivers the information of the pipes’ sparseness in a cluster. It is
the ratio of the number of edges in the cluster to maximal number of possible edges. The greater the
density value, the higher the density of pipes inside the cluster, thus, the better the partitioning method.

Expansion measures the number of pipes per node that link outside the cluster. The expansion
indicator is given as E = cs

ns
, where ns is the number of nodes in S. The smaller the expansion value,

the less links expand to the outside clusters, thus, the network partitioning is preferred.
Cuts indicates the average number of pipes by which a cluster links to the other. This indicator

denotes the number of valves or meters need to be installed for partitioning. The fewer number of
cuts, the partitioning retrofit is more cost-saving.

Communication volume (CV) is a measure of the communication complexity amongst the clusters.
Vb is the nodes at the cluster boundary, i.e., linking to other cluster(s). For each node v ∈ Vb, CV is the
number of outside clusters that v is adjacent to. The CV value is smaller, the communication cost is
lower, thus, the partitioning method is better.
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4. Case Study

The topological partition methods are applied to a large-scale water network: EXNET, as shown
in Figure 2. The network serves a population of 400,000. The network system consists of 2416 pipes
and 1891 nodes. The elevated reservoirs provide the energy to the entire system.

The weights could be allocated to edges or vertices for graph partitioning. In this paper,
the demand distributed along a pipe is regarded as the edge weight, since the demand is highly

related to the community scale. The distribution demand of a pipe is calculated: wd =
k
∑

i=1

1
ni

Di,

where Di is the demand at node i, ni is the number of pipes that link to node i, and k represents the
number of nodes of a pipe and it normally equals 1 or 2. Therefore, in this study, the weighted and
unweighted graphs are comparatively investigated in partitioning.

Figure 2. EXNET water distribution network.

5. Results and Discussion

5.1. Unweighted Partitioning

The EXNET network is partitioned into 5, 10, 15, 20, 30, and 50 communities using the Fast Greedy,
Random Walk, and Metis algorithms, respectively. The indicators are calculated for each partitioning
in the case study network. The averaged indicator values of all communities in the network are shown
in Figure 3. The modularity indicator varies significantly when the number of communities is less
than 20 in this case, but has little variation in the cases of more than 20 communities. Comparing
the three methods, the solutions derived from the Fast Greedy method are better than those from the
other two methods, though they are very close to those from the Random Walk method. In terms
of the density results, Metis outperforms the Random Walk and Fast Greedy methods. With respect
to the conductance and expansion indicators, Fast Greedy and Random Walk are better than Metis.
However, Random Walk produces the smaller number of cuts and communication volume than the
other methods. In all, the three methods have their respective advantages in terms of the different
indicators (i.e., modularity, conductance, density, expansion, cut, and communication volume). It is
impossible to say one method is absolutely better than others when all indicators are considered.

90



Water 2018, 10, 368

Figure 3. The indicator values of the three partitioning methods. (a) Modularity; (b) Conductance;
(c) Density; (d) Expansion; (e) Cuts; and (f) Communication Volume.

The numbers of nodes in all communities of the network are shown in Figure 4. The maximum
(top bar), the minimum (bottom bar), the 25 and 75 percentiles (box top and bottom edges), the median
(line in the box), and the mean (cross) are demonstrated in Figure 4. Usually, the similar numbers
of nodes throughout all communities are desired as a result of DMA partitioning. As can be seen
in Figure 4, Metis shows a smaller variation of the node number and, thus, its partitioning result
outperforms the Fast Greedy and Random Walk from the uniformity perspective. Random Walk shows
a larger variation in node number, particularly when the cluster number is small. However, when the
cluster number becomes large, e.g., 30 and 50 clusters, the variations derived from Fast Greedy and
Random Walk are very similar, but are still larger than that from Metis. Metis includes the outstanding
feature on the node distribution of partitioning, as it has two in three phases (i.e., partitioning and
refinement) to adjust the balance of the size of communities. If the uniformity of nodes in the
communities is pursued in the network partitioning, the Metis algorithm is strongly recommended.

91



Water 2018, 10, 368

Figure 4. The number of nodes in the communities from three partitioning methods. Divided into
(a) 5 communities; (b) 10 communities; (c) 15 communities; (d) 20 communities; (e) 30 communities,
and (f) 50 communities.

5.2. Weighted Partitioning

The demands are used as weights to differentiate the crucial edges. In doing so, the crucial
edges (i.e., with large weights) are not prone to be chosen as the cut edges (the links between
communities), since flow meters and isolation valves are normally installed at the boundary of
communities (i.e., cut edges). The results of the indicators are shown in Figure 5. As can be seen in
Figure 5, the indicator values are substantially different from those of the unweighted partitioning.
In particular, the Random Walk method has the distinct performance in comparison with Metis and
Fast Greedy. The Random Walk shows the lower modularity than Fast Greedy and Metis, which
indicates that the overall performance of Random Walk is worse, with the only exception being the
case of 50 communities. Fast Greedy obtained the higher modularity values in both weighted and
unweighted network partitioning, since the Fast Greedy optimizes the modularity function directly.
Similar to the unweighted partitioning, the cuts and communication volume of Random Walk are
better than the other two methods.

Figure 5. Cont.
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Figure 5. The indicators of the three partitioning methods in the weighted network. (a) Modularity;
(b) Conductance; (c) Density; (d) Expansion; (e) Cuts; and (f) Communication Volume.

Figure 6 shows the demand statistics in all communities with and without weights in partitioning.
The Fast Greedy method shows the best performance, since the demands become more condensed
(i.e., demands for all clusters concentrate on the average) when taking the weights into account.
The Metis shows the inconsistent performance, i.e., good performance at five communities’ partitioning,
but poor performance at 20 and 30 communities’ partitioning. The Random Walk method seems
incapable of dealing with the weighted partitioning.

Figure 6. Cont.
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Figure 6. The demands of all communities from the three partitioning methods with weighted and
unweighted graphs. (a) 5 communities, (c) 20 communities, (e) 30 communities in unweighted graph;
and (b) 5 communities, (d) 20 communities, (f) 30 communities in weighted graph.

5.3. Discussion

Random Walk is mainly concerned with the cut number, but significantly sacrifices the balance of
network partitions. In some engineering fields, including water distribution systems, balanced network
partitioning is vital. Hence, Metis and Fast Greedy methods are preferable for water distribution
network partitioning. Random Walk is applied in the directed and weighted graph partitioning in
Rosvall and Bergstrom [15]. That might be the reason why it does not perform well in the water
distribution network that is an undirected graph.

The EXNET is a water distribution network that is modified from a real network in the UK.
When applied to real-world networks, the partitioning methods need to consider the following
factors: (1) the real-world WDS has more complex structure and components (pump, tank, reservoir)
than the model network; (2) some small pipes of network branches in a complex network could be
removed because the focus should be on the main pipes of the real-world network regarding network
partitioning; and (3) hydraulic isolation (valve operation) should be considered in partitioning.

Further, network partitioning, in practice, should concern more influence factors that might
significantly impact the partitioning results, for example, pipe length, pressure area, water quality
deterioration, minimum night flow, degree of demand variation, and fire flow capacity, to name a
few [12,19].

6. Conclusions

This paper evaluated three partitioning methods, including Fast Greedy, Random Walk, and Metis,
using a spectrum of topological evaluation indicators. The three partitioning methods are commonly
used for water network partitioning and are developed from different theories. A large-scale water
distribution network, i.e., EXNET, is used for comparison analysis. The unweighted and weighted
graphs (represented by demands) are comparatively analyzed in partitioning. According to the results
obtained, key conclusions are given below:

(1) The Fast Greedy method is better than the Random Walk and Metis methods in terms of the
modularity indicator for a single test case. Fast Greedy directly optimizes the modularity function
which measures the network partitioning in a comprehensive way. The good overall performance
of Fast Greedy tends to weaken inter-community links and strengthen intra-community links.
Random Walk results in a smaller number of edge cuts, which indicates the connections between
the communities are not strong; conversely, Fast Greedy and Metis lead to the dense links in
the communities.

(2) Fast Greedy is able to reflect the effect of weighted edges in the partitioning, while Random Walk
does not perform well in the weighted graph partitioning. Metis shows the varied performance
with respect to the weighted graph, and its performance depends on the number of communities.
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(3) Metis is able to obtain well-balanced communities in terms of a similar number of nodes across
communities. This feature is preferred in the water distribution network partitioning, since the
uniformity of DMAs is convenient for the management and maintenance tasks in the utilities.

This study provides an insight into the partitioning methods from a topological perspective.
The three methods used in the study are all developed in the context of complex networks,
thus, they should be tailored when applied to DMAs partitioning. The mechanism, characteristic,
and applicability of the three partitioning algorithms demonstrated in this paper would provide useful
insight to extend the applications of network partitioning.

Only one water distribution network (EXNET) is applied in this study, and more case studies
should be investigated based on the methodology in future work. The future work should investigate
how to establish the suitable valves and meters to form the relatively isolated zones and consider the
hydraulic and economic performance when assessing network partitioning.
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Abstract: Chlorination is an effective and cheap disinfectant for preventing waterborne
diseases-causing microorganisms, but its compounds tend to react with the natural organic matter
(NOM), forming potentially harmful and unwanted disinfection by-products (DBPs) such as
trihalomethanes (THMs), haloacetic acids (HAAs), and others. The present paper proposes a
methodology for estimating the vulnerability with respect to users’ exposure to DPBs in water
distribution systems (WDSs). The presented application considers total THMs (TTHMs) concentration,
but the methodology can be used also for other types of DPBs. Five vulnerability indexes are adopted
that furnish different kinds of information about the exposure. The methodology is applied to five
case studies, and the results suggest that the introduced indexes identify different critical areas in
respect to elevated concentrations of TTHMs. In this way, the use of the proposed methodology
allows identifying the higher risk nodes with respect to the different kinds of exposure, whether
it is a short period of exposure to high TTHMs values, or chronic exposure to low concentrations.
The application of the methodology furnishes useful information for an optimal WDS management,
for planning system modifications and district sectorization taking into account water quality.

Keywords: water distribution system; water quality; disinfection by-products; vulnerability

1. Introduction

The disinfection of drinking water increases users’ protection by reducing their risk of exposure
to pathogenic contamination and limiting the proliferation of microbial species [1,2]. Among the
various technologies available nowadays, chlorination is still the major worldwide disinfection strategy,
due mainly to its effectiveness [3,4], low cost, and simplicity (easy to produce, store, transport, and use).

Despite the proved effectiveness of chlorine in preventing waterborne disease-causing
microorganisms, its compounds tend to react with the natural organic matter (NOM) naturally
occurring in the resource through reactions in bulk water or close to the pipe wall, unintentionally
forming potentially harmful and unwanted disinfection by-products (DBPs). It has been observed
that some DBPs have possible adverse health effects. Indeed, they are carcinogenic potential
substances [5–7], and some epidemiologic studies have raised the issue of potential adverse
reproductive effects [8–10]. The exposure via non-ingestion routes, such as inhalation and dermal
contact, may also pose risks to human health [11,12]. For this reason, a good water distribution
management with respect to chlorination requires the solution of two conflicting objectives: to maintain
sufficiently high chlorine residual and low enough DPBs concentrations in the whole system.

In the presented study, a methodology to assess the vulnerability respect to the DBPs exposure in
a water distribution system (WDS) is proposed. The vulnerability assessment is useful for an optimal
system operation for many purposes, such as for the optimization of chlorine booster functioning,
to design public health strategies to reduce risks [13,14], for the optimal position of water quality
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monitoring stations [15,16], to obtain indications for epidemiological investigations [17], or for the
district sectorization and skeletonization of a network based on water quality considerations [18,19].

Over the last 30 years, numerous DBPs have been studied and classified, including
trihalomethanes (THMs), haloacetic acids (HAAs), haloacetonitriles (HANs), and haloketones (HKs).
Even if it is unclear which specific DBPs are responsible for the adverse health effects [20,21],
only two classes of DBPs—THMs and HAA—are regulated. The four THMs species (chloroform,
bromodichloromethane, dibromochloromethane, and bromoform) are produced from sodium
hypochlorite reacting with the NOM. Even if the total THMs (TTHMs) concentration does not give
information on the HAA levels and it does not consider the relative role of the four THMs species
in contributing to adverse health outcomes, it is often used as a surrogate for the measurement of
DBPs [22].

Guidelines such as those from the World Health Organization [23] suggest maintaining in
the system a free chlorine residual concentration in the range of 0.2–0.5 mg/L, while the TTHMs
concentration is bounded by an upper regulation limit that is different in each country. For example,
the United States (US) standard for the TTHMs concentration is 80 μg/L, the Canadian [24] and
the Australian–New Zealand [25] guidelines set the maximum value to 100 μg/L and 250 μg/L,
respectively, while in Italy, the regulation is very restrictive, with the limit value equal to 30 μg/L.

In the presented application, the methodology is performed considered the TTHMs concentration,
furnishing indications to water companies for respecting the regulation limit. However, by adopting
the adequate formation model, it can be used for studying other DPBs.

In the existing literature, water age (represented by residence time of the water in the system),
contaminants, chlorine, and DBPs concentrations (such as bromide, TTHMs, and HAAs) are the
main elements considered to evaluate indexes representative of a network vulnerability in terms of
water quality.

Many studies estimated the exposure of the users to contaminants using different indexes.
For example, Propato and Uber and Murrey et al. [26,27] quantified the contaminated water ingested
by individuals during an event, evaluating the volume of polluted water that was delivered to the
users. Nilson et al. [28] considered as a vulnerability index the total mass contaminated load in each
node, and performed the sensitivity of the nodal mass distribution to various system characteristics
and stochastic demands representation. Other studies have considered the impacts of contamination
events without quantifying the ingestion by individuals, such as in Khanal et al. [29], which introduced
an exposure index based on the percentage of the users exposed. Davis and Janke [30] accounted for
the influence of ingestion timing in addition to the volume, and in a second work [31], the same authors
also presented a probabilistic model for timing ingestion based on data collected by the American
Time Use Survey in order to advise more realistic exposures.

Thompson et al. [32] estimated the vulnerability of a demand node in terms of exposure to low
residual chlorine concentration, while Baoyu et al. [33] presented a vulnerability assessment model
that also took into account the impact of water age, as well as the uncertainty related to bulk and wall
reaction coefficients, demand multipliers, and pipe roughness.

Other works performed vulnerability analyses to identify the areas of the system and the
population with a higher risk respect to DBPs exposure. More recently, Islam et al. [34] used a
non-compliance potential index predicted using TTHMs, haloacetic acids (HAAs), and free residual
chlorine as variables. Successively, Islam et al. [35] presented an index-based approach to locate
chlorine booster stations in WDSs. The maximization of a Water Quality Index (WQI) based on the
formation of TTHMs is used as objective of the optimization problem, and the required number of the
stations is recommended based on a trade-off analysis of risk potentials, WQI, and the life cycle cost of
a booster.

To perform the vulnerability analysis with respect to the consumers’ exposure to TTHMs, it is
fundamental to use models that are able to predict their formation within WDSs. Many mathematical
approaches have been proposed that have been obtained by means of laboratory and field scaled
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experiments on raw and pre-treated water [11,36]. They usually account for the correlations existing
between the formation of TTHMs and the elements that influence them, such as precursors, operational
parameters (pH, contact time), and environmental conditions (temperature and season variability).
Many predicting models are represented by empirical relationships between TTHMs concentrations
and the main parameters affecting the TTHMs formation [37,38], while others are based on kinetic
formulation that are, involved during chlorine bulk and wall reactions [39,40].

The present paper proposes a methodology for estimating the vulnerability respect to the TTHMs
exposure in a WDS. Five vulnerability indexes furnishing different kinds of information about the
exposure are adopted. The individually or aggregated use of these indexes allow identifying critical
points in a WDS with respect to different kinds of exposure: high concentration exposure for a short
period, or chronic exposure to low TTHMs concentrations, which are both important. The methodology
is easy to apply and is useful for the water companies to evaluate the more critical zone in terms of
water quality and also for analyzing future scenarios.

In this paper, the preliminary analysis performed on a literature network in Di Cristo et al. [41]
is completed with further investigation, and extended to two more literature schemes and two more
real water distribution systems.

The paper is structured in the following way: the following paragraph describes the methodology,
and then the vulnerability analysis is presented for the five considered cases of study. Finally,
some conclusions are drawn.

2. The Methodology

The five introduced indexes, which were evaluated in each node of the system, differ regarding
the kind of information they can provide, and the way that they are formulated. The first considered
parameter is the maximum TTHMs concentration value reached in each node during the entire simulation:

[TTHMs]max
i = max

{
[TTHMs]i,t

}
(1)

where [TTHMs]i,t is the actual TTHMs concentration at time t in the node i.
The second one is the TTHMs average concentration Ci

TTHMs weighted on nodes demand, which is
defined as:

CTTHMs
i =

∫ TOT
0 qi(t)·[TTHMs]i·dt∫ TOT

0 qi(t)·dt
(2)

where TOT is the total observation time, qi(t) is the actual demand node (L/s), and i represents the
node index.

Two other useful indexes are the dimensionless exposure time Ti
E and the normalized

contaminated volume Vi
c,n, which are expressed by:

TE
i =

∫ TOT
0 I(t)·dt

TOT
(3)

Vc,n
i =

∫ TOT
0 qi(t)·I(t)·dt∫ TOT

0 qi(t)·dt
(4)

where the factor I(t) is defined as:

I(t) =

{
1 i f [TTHMs]i,t > [TTHMs]lim
0 i f [TTHMs]i,t ≤ [TTHMs]lim

(5)

[TTHMs]lim is a fixed attention threshold. Ti
E and Vi

c,n, represent the percentage of the time and
the demand distributed in presence of contaminated water in a node during the observation period,
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respectively. They can assume values between 1, when all of the water that is delivered is contaminated,
and 0, which means that the threshold is never exceeded in the node. Note that with fixed base
demands in the nodes, there are no differences between the Ti

E and Vi
c,n, values. Moreover, in a node,

both values are equal to 1 if the limit concentration is exceeded for the entire simulation period.
The last index is the contaminated mass load Mi

TTHMs, which corresponds to the mass of TTHMs
delivered in each demand node when their concentration is above the threshold [TTHMs]lim, and is
formulated as:

MTTHMs
i =

� TOT

0

(
[TTHMs]i,t − [TTHMs]lim

)
·qi(t)·dt (6)

As already mentioned, the five indexes furnish different and complementary information.
In particular, both the maximum instantaneous and the average TTHMs concentrations are evidence
of a likely dangerous exposure, without considering number of users involved and the duration of
the exposition. The dimensionless exposure time and the normalized contaminated volume consider
the duration of the exposition to dangerous values, while the contaminated mass is also related to the
number of users exposed. The last three indexes indicate if there is a chronicle or sporadic TTHMs
exposure above the alert bound.

For the evaluation of the indexes defined by Equations (1)–(6), the chlorine concentration is computed
using the first-order kinetic equation, and assuming that it is consumed only through bulk reaction:

[Cl]i,t = [Cl2]i,0 exp(−kb·t) (7)

where [Cl2]i,0 (mg/L) and [Cl2]i,t (mg/L) are the chlorine concentration initially and at time t for the
node i, respectively; and kb (1/h) is the bulk chlorine decay coefficient.

The TTHMs concentrations are computed as a linear function of consumed chlorine [37,42],
using the following equation:

[TTHMs]i,t = [TTHMs]i,0 + D·
(
[Cl2]i,0 − [Cl2]i,t

)
(8)

where [TTHMs]i,0 (μg/L) and [TTHMs]i,t (μg/L) are the TTHMs concentrations initially and at time t
in the node i, respectively; and D (μg/mg) is the TTHMs yield coefficient, which is defined as the ratio
of μg of TTHMs formed to mg of chlorine consumed.

Both the chlorine decay and the TTHMs formation coefficients have to be properly assigned.
Practically, they can be fixed considering literature suggestions or calibrated using measured data.

Hydraulic and water quality simulations are performed using the EPANET [43] and EPANET
Multi-Species Extension (EPANET-MSX) codes. EPANET-MSX [44,45] enables the evaluation of
chlorine and TTHMs concentrations through just providing the formulations governing the reaction
dynamics. Using the EPANET and EPANET-MSX toolkits working simultaneously, the whole
methodology is implemented in a code written in the C++ programming language.

3. Results

The proposed methodology is applied to five case studies (Figure 1): the example network Net-3
introduced in the EPANET User’s Manual, the PW06 network by Prasad and Walter [46], the Anytown
water distribution system [47], the main trunk of AVWSS (Aurunci-Valcanneto Water Supply System)
located in Lazio region, Italy [36], and the real network of Cimitile, which is located in South Italy.

In all of the cases, water is supposed to be disinfected through sodium hypochlorite. For the
reaction rate coefficients to model chlorine decay, kb (Equation (7)) and TTHMs formation,
D (Equation (8)), unique global values are assumed, because not significant variations of the
environmental conditions have been registered in the networks. In particular, for the cases of Net-3,
PW06, Anytown, and Cimitile, the following values are chosen from the literature: kb = 0.071 × 1/h [48]
and D = 45 μg/mg are included in the range identified by Bocelli et al. [49]. In the performed tests,
sodium hypochlorite is supposed to be injected with a constant dosage equal to 0.68 mg/L, and the
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initial chlorine and TTHMs concentrations at any demand node are fixed equal to 0.68 mg/L and
10.1 μg/L, respectively. As regards AVWSS, the values of the rate coefficients for chlorine decay and
TTHMs formation have been calibrated, which is explained in more detail in Section 3.4.

Figure 1. Scheme of case studies. (a) Net-3, (b) PW06, (c) Anytown, (d) Aurunci-Valcanneto Water
Supply System (AVWSS), and (e) Cimitile.

Considering that the Italian regulatory limit for TTHMs is of 30 μg/L, the TTHMs concentration
threshold is fixed equal to 25 μg/L as a precautionary measure. A different threshold can be adopted
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in a different country or when using the methodology for studying another DPB, through modifying
the identified vulnerable areas and number of users exposed. For the hydraulic and water quality
simulations, the time step is 5 min. The vulnerability indexes are computed considering 24 h of
simulation (TOT = 24 h).

3.1. Net-3 Network

The literature case study Net-3 is composed of 117 pipes, 92 junctions, two pumps, and three
tanks, and it is supplied by two sources that are modeled as reservoirs (Figure 1a). Geometric data,
base demands, and patterns are reported in the EPANET User’s Manual. The Hazen–Williams law is
adopted as the resistance formula. Sodium hypochlorite is supposed to be injected in the two reservoirs.

Figure 2 presents the vulnerability contour plot maps obtained for the five considered indexes.
The maps furnish complementary information about the different kind of exposure that they describe.
Considering [TTHMs]i

max and Ci
TTHMs (Figure 2a,b), the green regions represent the “safe” zones,

where the [TTHMs]lim is never exceeded. The vulnerable nodes identified with Ci
TTHMs, from yellow

to red areas, are less than the ones identified considering [TTHMs]i
max, because the latter parameter is

more restrictive and considers the node as critical even if the imposed limit has been exceeded only at
one time step. In particular, 59 nodes reach during the day a TTHMs concentration above the limit,
while Ci

TTHMs values above the threshold are registered in only 18 nodes. In particular, the nodes
131, 166, and 243 have the maximum Ci

TTHMs, which is approximately equal to 37 μg/L. Moreover,
the highest values of both [TTHMs]i

max and Ci
TTHMs are registered in node 243.

Figure 2. Vulnerability contour plot maps for Net-3: (a) maximum actual total trihalomethanes (TTHMs)
concentration, (b) demand weighted average TTHMs concentration, (c) dimensionless exposure time,
(d) normalized contaminated volume, and (e) contaminated mass load.

As expected, the maps obtained with Vi
c,n and Ti

E (Figure 2c,d) are very similar, indicating that
there are eight nodes (the red ones) in which the limit concentration is exceeded for all of the simulation
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period (Vi
c,n = Ti

E = 1). All of these nodes are characterized by high water age values. In this group,
the node 243 is also included.

Finally, the computed Mi
TTHMS values range from 277 μg to about 485 × 104 μg, as reported in

Figure 2e. The vulnerability map is slightly different from the other ones, and node 15, which is not
included in the ones selected through Vi

c,n and Ti
E, is individuated as the most vulnerable one. In fact,

in this node, the water age is lower, but the base demand, representing the daily mean values of the
outputs in the node, is higher, indicating a large number of users.

3.2. PW06 Network

The PW06 network (Figure 1b) has 47 pipes and 33 demand nodes with elevations that vary
between 10–30 m, and it is supplied from a single source (reservoir), where sodium hypochlorite is
supposed to be injected. The base demands are half of the ones reported in the original paper, and the
demand pattern of Figure 3a has been assigned in all of the nodes. The Hazen–Williams law is adopted
as the resistance formula.

Figure 3. Demand patterns used in case studies. (a) PW06 and Cimitile, (a,b) Anytown.

Unlike the Net-3 system, in this case study, the [TTHMs]i
max and Ci

TTHMs values are very similar,
as shown from the heat maps reported in Figure 4a,b. For both parameters, the limit is exceeded in the
same 13 nodes, and they identify node 15 as the most vulnerable one.

Figure 4. Cont.
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Figure 4. Vulnerability contour plot maps for PW06: (a) maximum actual TTHMs concentration,
(b) demand weighted average TTHMs concentration, (c) dimensionless exposure time, (d) normalized
contaminated volume, and (e) contaminated mass load.

As in the Net-3 case, the heat maps of Ti
E and Vi

c,n, as reported in Figure 4c,d, are similar, with
10 nodes in which the limit concentration is exceeded for the entire simulation period (Vi

c,n = Ti
E = 1).

They are located in the opposite side with respect to the source, where the water ages have larger
values. Also, the mass parameters individuate the same vulnerable area (Figure 4e), and the maximum
Mi

TTHMS value (Mi
TTHMS = 14,053 × 103 μg) is registered in node 7, which is included in the critical

nodes selected through Vi
c,n and Ti

E.

3.3. Anytown Network

The Anytown water distribution system (Figure 1c) has 16 junctions, two tanks, 34 pipes,
three pumps, and one reservoir, where sodium hypochlorite is supposed to be injected. The network
has been partially modified for the purposes of the paper. In particular, in the nodes 20, 50, 60, 80,
and 130, the base demands have been reduced by one third with respect to the original values, and the
pattern in Figure 3b has been assigned, while for the rest of the nodes, the base demands have been
reduced by one fifth with respect to the original values, and the demand pattern of Figure 3a has been
used. The Hazen–Williams law is adopted as the resistance formula for the simulation.

Figure 5 depicts the heat maps obtained with the five considered parameters. In this case study,
unlike PW06, [TTHMs]i

max and Ci
TTHMs identify the same critical nodes, but the values that they assume

are very different, as indicated from heat maps in Figure 5a,b. In 13 nodes, the TTHMs concentration
exceeds the limit, while the Ci

TTHMs reaches the threshold in only six nodes. For both parameters,
the most critical node is the number 170, which is located far from the source. Similarly to the Net-3
network, the comparison between Figures 5a and 5b indicates that the maximum concentration is a
more restrictive parameter.

The parameters Ti
E and Vi

c,n individuate the same nodes as critical, but their values are different,
as indicated from the heat maps of Figure 5c,d. In particular, the values of the dimensionless exposure
time are lower than the ones of the normalized contaminated volume. The limit concentration is
exceeded for the entire simulation period (Vi

c,n = Ti
E = 1) in only nodes 140 and 170.

Figure 5. Cont.
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Figure 5. Vulnerability contour plot maps for Anytown: (a) maximum actual TTHMs concentration,
(b) demand weighted average TTHMs concentration, (c) dimensionless exposure time, (d) normalized
contaminated volume, and (e) contaminated mass load.

The heat map corresponding to the parameter Mi
TTHMS reported in Figure 5e is slightly different

from the other ones, and the maximum value (Mi
TTHMS = 41,756 × 103 μg) is observed at node 80,

which is not included in the ones individuated from the other parameters.

3.4. Aurunci Valcanneto Water Supply System (AVWSS)

The considered main trunk of the AVWSS is located in the Lazio region, and it serves about
110,000 inhabitants distributed among 25 towns. As shown in Figure 1d, the system is supplied by
three sources (inlet nodes 1, 12, and 13), and water is delivered in nine outlet nodes, which represent
the insertion into nine different WDSs.

In November 2008, a campaign of water quality measurements was realized, and the measured
values of chlorine and TTHMs concentrations ([Cl2]m and [TTHMs]m) are reported in Table 1. A better
description of the AVWSS can be found in Di Cristo et al. [36], where the system has been used as
a case study to compare and validate some empirical and kinetics models for the prediction of the
TTHMs concentration.

The demands in the delivering nodes are reported in Table 1, and no pattern is assigned, since
the AVWSS is a main trunk. The simulation is performed in steady condition, and the obtained water
age in the nodes are reported in Table 1. The limit considered on TTHMs concentration is 1.5 μg/L,
which is fixed considering the extension of the WDSs connected to the outlet nodes. In other words,
this threshold corresponds to about the 25 μg/L at the more distant outputs nodes of the connected
WDSs. The initial chlorine concentration is 0.30 mg/L, while the TTHMs one is null. The reaction
rate coefficients to model chlorine decay, kb (Equation (7)), and TTHMs formation, D (Equation (8)),
are fixed through a specific calibration equal to 0.02 1/h and 43 μg/mL, respectively.

Without a pattern in the nodes, the parameter Ci
TTHMs does not make sense, and Ti

E and Vi
c,n are

coincident. As shown in Table 1, the results of the vulnerability analysis identify different critical nodes
according to the different indexes. In particular, [TTHMs]i

max selects node 9 as the most vulnerable
one (with a maximum value of 3.91 μg/L), which corresponds to the node with the maximum water
age. Ti

E assume the value 0 in four nodes where the [TTHMs]lim has never been exceeded, and 1 in
the nodes 5, 7, 8, 9, 10, corresponding to ages higher than 6 h. In terms of mass, the maximum value
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is delivered in node 10, with the maximum base demand (Mi
TTHMs = 16,460.44 × 103 μg), which is

included in the group identified by Ti
E.

Table 1. Water quality measurements of November 2008 and the results of the vulnerability analysis.

Node Number
Age
(h)

Q
(L/s)

[Cl2]m
(mg/L)

[TTHMs]m
(μg/L)

[TTHMs]i
max

(μg/L)
Ti

E Mi
TTHMs

(103 μg)

2 0.17 2 0.27 1.97 0.04 0 0
3 1.89 8 0.27 1.49 0.46 0 0
4 3.92 2 - - 0.94 0 0
5 6.85 2 0.26 1.32 1.65 1 26.28
6 5.98 8 - - 1.45 0 0
7 6.37 2.5 - 2.00 1.54 1 9.33
8 8.57 3 - 2.45 2.03 1 138.36
9 18.06 47 0.24 3.02 3.91 1 9823.64
10 8.2 112 0.25 - 3.20 1 16,460.44

3.5. Cimitile Network

Figure 1e reports the scheme of the water distribution network of Cimitile, a small town located
in the Campania region in Southern Italy. The system, which serves about 3700 residents located in
2.74 km2, consists of 433 pipes, with a total length of approximately 20 km, five regulation valves,
and 404 junction nodes. Pipe diameters range from 20 mm to 260 mm. Predominant pipe materials are
cast iron and steel, while there is only a small percentage of high-density polyethylene (HDPE) pipes.
The water comes from a regional main trunk (not reported in the scheme) and it goes into the system
through three inlet nodes (Gescal, Galluccio, and Pisacane).

Base demands values, as shown in the scheme of Figure 6 have been obtained working out utility
consumption billing data, and the daily total flow rate supplied to the users is about 34.25 m3/s.
The same water demand pattern, as characterized by two main peaks (Figure 3a), has been assigned
to all of the nodes. The Darcy–Weisbach head loss formula is used for the simulation, and the
hydraulic parameters have been previously calibrated using tank levels and pressure measurements.
The chlorination of the water occurs in the three inlet nodes.

The vulnerability contour plot maps, as reported in Figure 7, indicate that also in this case,
the vulnerable indexes tend to identify different risk areas considering different kinds of exposure.
For a better understanding, Figure 6 reports the scheme of the network with the more vulnerable
nodes selected using the different indexes. Moreover, Figure 8 illustrates the temporal variability of
the TTHMs concentration in nodes 211, 290, and 328.

In terms of [TTHMs]i
max and Ci

TTHMs (Figure 7a,b), the most critical nodes are located in the
west part of the network. The number of nodes characterized by the excess of the attention limit in
terms of maximum actual TTHMs concentration are more copious, because, as already mentioned,
this parameter leads to also classifying as vulnerable those nodes where the [TTHMs]lim is exceeded
only once during the simulation time. Both parameters individuate the node 211 as the most critical
one (Figure 6), in which the maximum Ci

TTHMs is about 27 μg/L. Furthermore, the same node 211 is
located in the area of the network that is characterized by the highest water ages.
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Figure 6. Scheme of the Cimitile network with the more critical nodes.

Figure 7. Vulnerability contour plot maps for Cimitile: (a) maximum actual TTHMs concentration,
(b) demand weighted average TTHMs concentration, (c) dimensionless exposure time, (d) normalized
contaminated volume, and (e), contaminated mass load.
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The heat maps show that the exposure time and the normalized contaminated volume (Figure 7c,d)
enable identifying the same critical areas in the system. In particular, the zones with high Ti

E and
Vi

c,n values are located in the north, central, and south parts of the network, and the lower and
higher residence times nodes are equally involved. In five nodes 7, 211, 212, 242, and 328 (Figure 6),
the concentration exceeds the limit for the entire simulation period (Vi

c,n = Ti
E = 1).

The Mi
TTHMs values range from 600 × 103 μg at node 214 to about 23 × 1012 μg at node 290

(Figure 7e). The high values of this parameter coincide with nodes characterized by large base demands,
namely with a high number of users served. Using this index, the most vulnerable is node number 290,
which is located in northwest region of the network, and is not included in the group individuated by
the other parameters (Figure 6).

Figure 8. Temporal variation of the TTHMs concentration in nodes 211, 290, and 328.

Figure 8 reports the TTHMs concentration time variability during the simulating day for the
nodes 211, 290, and 328, identified as the most vulnerable during the analysis.

In node 290, which is identified as the most critical one according to Mi
TTHMs, the TTHMs

concentration exceeds the attention limit for about 8 h at the beginning of the simulation and in the
last few minutes. In the other considered nodes, 211 and 328, which are vulnerable according to all
of the parameters except Mi

TTHMs, the TTHMs concentration are always above the threshold fixed at
25 μg/L, reaching a maximum value of around 27 μg/L in node 211. These results indicate that in the
area of node 290, many users were exposed to a high concentration for a short period, while in the
areas of nodes 211 and 328, fewer consumers were always exposed to TTHMs concentrations above
the fixed threshold. This kind of analysis is very useful for optimizing the network management for
better water quality.

4. Conclusions

Water distribution vulnerability to elevated TTHMs concentrations is explored through the use of
five different indexes that enable evaluating the population’s exposure. The methodology is applied to
five case studies: three literature schemes—namely Net-3, PW06, and Anytown—and two real systems,
namely AVWSS and Cimitile, which are both located in Italy.

The main outcome of the obtained results is that the introduced indexes identify different critical
areas with respect to elevated TTHMs concentrations, depending on the kind of exposure to which
they refer. They enable identifying the higher risk nodes with respect to the different kinds of exposure:
high concentration exposure for a short period, or chronic exposure to low TTHMs concentrations.
The comparison between the maps obtained from the different indexes suggests that their performances
strongly depend on the behavior of the system.
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The presented research is significant because vulnerability analyses are important for water
companies and administrators to design public health and strategies to reduce risks. The proposed
methodology provides valuable information for assisting water utilities in the WDSs management
considering water quality. In particular, the results of the presented study and the information
embedded are also effective in the implementation of methodologies for the formulation of
optimization problems such as chlorine dosage or chlorine booster allocation in the system or for
planning network modifications. The vulnerability indexes can also be adopted for performing the
district sectorization and skeletonization of a network accounting for water quality. Moreover, even
if it is presented considering the TTHMs, the proposed methodology can be used for evaluating
the exposure to others DPBs, adopting the adequate modelling for predicting the concentration and
selecting the relative threshold limit.
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Abstract: This paper proposes a novel statistical approach for blending source waters in a public water
distribution system to improve water quality (WQ) by minimizing the release of heavy metals (HMR).
Normally, introducing a new source changes the original balanced environment and causes adverse
effects on the WQ in a water distribution system. One harmful consequence of blending source water
is the release of heavy metals, including lead, copper and iron. Most HMR studies focus on the
forecasting of unfavorable effects using precise and complicated nonlinear equations. This paper uses
a statistical multiple objectives optimization, namely Multiple Source Waters Blending Optimization
(MSWBO), to find optimal blending ratios of source waters for minimizing three HMRs in a water
supply system. In this paper, three response surface equations are applied to describe the reaction
kinetics of HMR, and three dual response surface equations are used to track the standard deviations
of the three response surface equations. A weighted sum method is performed for the multi-objective
optimization problem to minimize three HMRs simultaneously. Finally, the experimental data of
a pilot distribution system is used in the proposed statistical approach to demonstrate the model’s
applicability, computational efficiency, and robustness.

Keywords: water quality (WQ); blending; release of heavy metals (HMR); dual response surface
optimization (DRSO); multiple source waters blending optimization (MSWBO)

1. Introduction

Mixing water from a new source may alter the original balanced environment in water networks.
As a consequence, pipe corrosion, decreasing disinfectant residual and microbiological growth
will deteriorate WQ. Optimizing the blending ratio of water coming from different sources may
minimize this water deterioration [1–4]. However, an optimal blending ratio usually cannot be realized
because an operational blending ratio is dependent on the water demand, capacities of water plates,
and locations of water plates and the mixing point of source waters. Furthermore, the concentrations
of heavy metals are unassignable by water plates. They are impacted by the chemical parameter
concentrations (such as chlorine concentration) and physical parameter levels (such as turbidity),
also influenced by the original balanced environment in water networks. It is a challenge to minimize
the release of heavy metals (HMR) in a water distribution system.

Imran et al. [1,5] described a method that optimize the blending of multiple source waters
for heavy metal corrosion abatement and monochloramine residual control in distribution systems.
They built up a pilot water distribution system to simulate a full-scale operational water
distribution system. They fitted the nonlinear empirical WQ models for copper, lead, apparent color,
and monochloramine dissipation. In addition, then based on the regulations, the optimal water
blending ratio ranges were found. However, this optimization may need to be further developed,
to provide some quantitative indicators to water utilities for improving the WQ in their water
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distribution systems. This paper proposes a new statistical optimization method for offering such
quantitative indicators.

The optimization of this study is nonlinear because of the nonlinearity of the WQ. Conventional
nonlinear optimization methodologies, such as gradient-based algorithms [6–8] and genetic
algorithms [9], have some disadvantages that may not be suitable for use in the field of WQ.
E.g., a gradient-based algorithm may have a large development cost and the linearization can be
time-consuming; the genetic algorithms are time-consuming when be used in a large-scale nonlinear
problem. Here, in this paper a second-order statistical model, namely the dual response surface
optimization (DRSO), is introduced to conduct this nonlinear optimization.

The DRSO is based on the Response Surface Method (RSM). The RSM is a statistical technique
used in empirical study. It approximates the true response surface and estimates the parameters;
it works well for solving real response surface problems [10,11]. As a consequence, it searches for an
optimal set of input variables to optimize the response by using a set of designed experiments. In the
past few years, several robust DRSO techniques have been developed [12,13]. Yanikoglu et al. (2016)
introduced Taguchi’s Robust Parameter Design approach into DRSO to develop a method that uses
only experimental data, and it can yield a solution that is robust against ambiguity in the probability
of inputs [12].

The optimization is also required to run rapidly because it faces the dynamics of WQ,
water demand, and source water capacity of water plates [14,15]. RSM programming can be quickly
solved by any commercial solver because it contains a quadratic model rather than a high-order
nonlinear model. All observations in RSM are typically assumed to have equal variation that may
not be practically valid [16]. Vining and Myers [17] then proposed a DRSO model that includes
two quadratic empirical models, one for the mean and another for the standard deviation, and then
optimized one of the responses subjected to an appropriate constraint given by the other. Because the
second empirical model considers the standard deviation, a DRSO approach can avoid misleading
optimum results and produce robust results.

Harmful chemical reactions (especially for HMR) and microbiological growth are required to be
controlled in water distribution systems. According to the previous studies, the biomass accumulation
is influenced to a greater extent by the nature of the supporting material (such as unlined ductile iron)
than by the secondary parameters of WQ [18]. Meanwhile, Imran et al. [1,5] confirmed that loss of
disinfectant residual is affected to a greater extent by the delivery distance and retention time rather
than the WQ. This paper only focuses on the relationships between the HMR and the chemical and
physical parameters of WQ in the distribution system. Three heavy metals are iron, lead, and copper.

This paper proposes a Multiple Source Waters blending Optimization (MSWBO) methodology to
find optimal blending ratios for multiple source waters according to the WQ parameters of these source
waters (shown in Table 1) and a variety of scenario designs. The objectives of the study are to reduce
three HMR of lead, copper, and iron in water distribution systems, and minimize the operational
cost. A weighed sum method is used for the multi-objective function in the MSWBO to minimize
HMR simultaneously. The dual response surface models are used to describe the reaction kinetics of
three HMR, with tracking the standard deviations of the responses of these three release equations.
An application is provided to demonstrate the applicability and advantages of this MSWBO.

Table 1. Water quality parameters of the source waters.

Parameter GW SW DW

Alkalinity (mg/L) as CaCO3 225 50 50
Calcium (mg/L) as CaCO3 200 50 50
Dissolved oxygen (mg/L) 8 8 8

pH 7.9 8.2 8.3
Silica (mg/L) 14 7 1
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Table 1. Cont.

Parameter GW SW DW

HRT (day) 5 5 5
Sodium (mg/L) 10 15 30
Chloride (mg/L) 15 10 50
Sulfates (mg/L) 10 180 30

Temperature (◦C) 25 25 25

Notes: Sourced from Imran et al. [1]; GW is groundwater, SW is surface water; DW is desalination water. HRT is
hydraulic retention time.

2. Methodology

The development of the proposed MSWBO approach consists of three main steps: data acquisition,
model fitting and optimization. Data acquisition includes data type identification, data range
determination, experiment design, and experimental data recording.

2.1. Data Acquisition

2.1.1. Data Type Identification and Range Determination

Three HMR are fitted into the dual response surface models. For the dual response surface
models, three mean responses are the release levels (RLs) of iron, lead, and copper in the mixed water;
three standard deviation responses are the standard deviations of the responses of these three release
equations; the input variables are the concentrations of the parameters of WQ in the source waters,
respectively. These WQ parameters include alkalinity, calcium, dissolved oxygen, pH, silica, sodium
chloride, sulfates, hydraulic retention time (HRT), and temperature.

For the MSWBO, the responses of the dual response surface models are treated as “the control
variables”; the operational cost of the WQ adjustment of source waters is also treated as “the control
variable”; the input variables of the dual response surface models are treated as “the state variables” or
“the decision variables”, which will be discussed in the next section; because the ratios of groundwater
(GW), surface water (SW), and desalination water (DW) in the blending are given by the decision
maker, they are treated as the state variables.

The value ranges of the variables related to WQ are limited by government standards such as
National Primary Drinking Water Regulations (Primary Standards) and National Secondary Drinking
Water Regulations (Secondary Standards) [19,20]. The sum of three ratios is equal to 1.

2.1.2. Experiment Design and Experimental Data Recording

Tampa Bay Water (TBW) operates a water distribution system and was required by the Southwest
Florida Water Management District to reduce groundwater withdrawal for minimizing hydrological
and ecological impacts to the riverine systems and ensuring that flows remain within the range of
natural variability [21]. To complete this requirement, TBW completed the constructions of a surface
water plant and a desalination plant [1,5]. Meanwhile, a study [1] was sponsored by TBW and
the American Water Works Association (AWWA) Research Foundation to evaluate the WQ impacts
from the new source water supplies. As a part of the above-mentioned study, a pilot distribution
system (PDS) was constructed in Florida, U.S., to simulate the full-scale operational water distribution
system of TBW [1,5]. Three source waters were selected in the PDS: a conventional groundwater
(GW), surface water (SW) and desalinated water (DW). Table 1 describes their WQ information.
The aged pipes of the PDS were removed from the water distribution system of TBW. The pipes
were assembled on the pilot site and allowed to equilibrate with groundwater over a period of five
months. After equilibrium was established, various blends were introduced into the PDS. Two years
of continuous operation was performed on the PDS which was used to study the relationship between
WQ and the distribution system.
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2.2. Model Fitting

Box and Wilson [22] first used the Response Surface Method to study the relationship between
a response and a set of input variables. Vining and Myers [11] first fitted second-order polynomial
models for a mean and standard deviation separately and optimized one of the responses subjected to
an appropriate constraint given by the other. Since the second empirical model considers the standard
deviation, a MSWBO approach can avoid misleading optimum and produce robust results. A general
dual response surface model is formulated as follows:

Cμ = h0 + S′h + S′HS (1)

Cσ = g0 + S′g + S′GS (2)

where g0 = α0, h0 = β0, g = (α1, α2, . . . αk)
′, h = (β1, β2, . . . βk)

′, and

H =
1
2

⎡
⎢⎢⎢⎢⎣

2β11 β12 . . . β1k
β21 2β22 · · ·

...
...

. . .
...

βk1 βk2 · · · 2βkk

⎤
⎥⎥⎥⎥⎦ (3)

G =
1
2

⎡
⎢⎢⎢⎢⎣

2α11 α12 . . . α1k
α21 2α22 · · ·

...
...

. . .
...

αk1 αk2 · · · 2αkk

⎤
⎥⎥⎥⎥⎦ (4)

where h0, h, g0, g, H and G are the appropriate scalars, (k × 1) vectors, and (k × k) matrices for the
estimated coefficients; Cμ and Cσ are the mean and standard deviation; S and S′ are (k × 1) vectors of
the input variables and their transpose, respectively.

The proposed study needs to fit three couples of second-order polynomial models: (1) the lead
release model and its standard deviation model; (2) the copper release model and its standard deviation
model; and (3) the iron release model and its standard deviation model. It should be noticed that these
three couples of models use same secondary WQ parameters (alkalinity, sodium, pH, conductivity,
etc.) as input variables.

2.3. Dual Response Surface Optimization

The next step is to optimize the above response surface models simultaneously. The objectives
represent the desire for minimizing (1) metal RLs; (2) standard deviations of metal RLs; (3) adjustment
costs of WQ for the source waters. With the constraints related to the above control variables, a MSWBO
model is formulated as follows:

Min f =
n

∑
j=1

{w1(Cμ)
2
j + w2(Cσ)

2
j + w3[xki(Uki − Ûki)]

2
j } (5a)

s.t.
(Cμ)j =

(
ho + S′h + S′HS

)
j ≤ (Lμ)j (5b)

(Cσ)j =
(

go + S′g + S′GS
)

j (5c)

Sk =
m

∑
i=1

xiUki (5d)

Uki
——

≤ Uki ≤ Uki (5e)
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0 ≤ xi ≤ 1 (5f)
m

∑
i=1

xi = 1 (5g)

where j is the index of the response of metal release, j = 1, 2, . . . , n; i is the index of the source water,
i = 1, 2, . . . , m; Lμ is the maximum permissible metal RL; Sk is the concentration of the kth input
variable in the blend, k is the index of input variables; xi is the percentage of the source water i in the
blend, i is the index of source waters; Uki is the concentration of the kth input variable in the source
water i; Ûki is the original concentration of the kth input variable in the source water i; Uki

——
and Uki are

the lower bound and upper bound of Uki; w1, w2 and w3 are the weights to reflect different priorities to
the corrosion and the cost of WQ adjustment.

Uki is the decision variable. It directly affects the WQ of the blend. Meanwhile, the lower the
difference between Uki and Ûki, the low the operation cost of water utilities. In this study, Cμ, Cσ and
(Uki − Ûki) are included in the objective function to reflect the trade-off between operation cost and
WQ. This can be realized by adjusting values of w1, w2 and w3 as shown in Equation (5a).

3. Application

3.1. Nonlinear Empirical Model

The previous studies formulated the statistical nonlinear corrosion models for copper, lead and
color (iron) [1,5,23,24]. The nonlinear release models are listed as follows:

Cu = (T)0.72(Alk)0.73(pH)−2.86(SO4)
0.1(SiO2)

−0.22 (6)

Pb = 1.027(T−25)(Alk)0.677(pH)−2.726(Cl)1.462(SO4)
−0.228 (7)

ΔC = 10−1.321(T)0.813(Alk)−0.912(Cl)0.485(Na)0.561(SO4)
0.118(DO)0.967(HRT)0.836 (8)

where Cu and Pb are the copper and lead concentrations in mg/L, ΔC is the increase in apparent color
(measured in cpu: Co-Pt unit), T is temperature in ◦C, Alk is the concentration of alkalinity in mg/L
as calcium carbonated (CaCO3); SO4 and SiO2 are the concentrations of sulfates and silica in mg/L,
respectively, Cl is the concentration of chlorides in mg/L, pH is the dimensionless measure of the
acidity or alkalinity of a solution, and (HRT) is the hydraulic retention time in days.

Imran et al. (2006) concluded a strong relationship existed between the total iron (Fe) concentration
(mg/L) and the apparent color (cpu) [1]:

Fe = 0.0132 × Apparent Color (9)

R2 = 0.82

where R2 is the correlation coefficient.
The major advantage of the above nonlinear models is explicitly describing the relationships

between the metal RLs and the concentrations of secondary WQ parameters, but these nonlinear
models will cause the optimization to be time consuming.

3.2. Dual Response Surface Model

The dual response surface model is composed of two second-order polynomial models, one for
a mean and another for the standard deviation. The mean model of a metal release describes the
relationship between the metal RLs and the concentrations of WQ parameters. The standard deviation
model is to establish the relationship between the standard deviation and the WQ parameters. If it only
uses the mean model for optimization, the result may have a large variation. The second empirical
model of metal release considers the standard deviation; thus, the optimization can optimize the metal
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release subjected to its standard deviation constraints. The dual response surface optimization can
avoid generating such a large variation result and then can produce a robust result.

The WQ parameter of pH is non-conservative. It is defined as a negative decimal logarithm of
the molar concentration of the hydrogen ion activity in a solution. Because the pH value of blends
cannot be obtained from a mass balance equation, we chose the molar concentration of the activity of
hydrogen ions AH+ as a substitution (AH+ = 10−pH).

The next step is to convert the above metal nonlinear models into the dual response surface
models. The corresponding dual response surface models are formulated as follows:

Iron-release response surface model

CFe
μ =

10−3(−9763 + 355T − 2Alk + 17Cl − 43Na − 6.5SO4 + 1259DO + 699HRT
− 0.1T•Alk − 0.4T•Cl + 1T•Na + 0.1T•SO4 − 21T•DO + 3.9T•HRT
+ 0.1Alk•Na − 0.3Alk•DO − 0.2Alk•HRT + 0.1Cl•Na − Cl•DO
+ 0.9Cl•HRT + 1.9Na•DO + 0.2Na•HRT + 0.5SO4•DO
+ 0.2SO4•HRT + 8.2DO•HRT
− 4.2T2 + 0.03Alk2 − 0.04Cl2 + 0.1Na2 − 47.7DO2 − 118.4HRT2)

R2 = 0.817

(10)

CFe
σ =

10−4( − 65091 − 123T + 23Alk − 73Cl + 196Na − 39SO4 + 2601DO + 37656HRT
− 0.3T•Alk + 1.7T•Cl − 4T•Na + 0.7T•SO4 − 20T•DO + 11 T•HRT
− 0.1Alk•Na − 1.4Alk•DO + 0.1Alk•HRT
− 0.1Cl•Na + 5.2Cl•DO + 0.9Cl•HRT
− 13.8Na•DO − 0.1Na•HRT
+ 2.7SO4•DO + 0.2SO4•HRT + 0.3DO•HRT
+ 6.9T2 − 0.01Alk2 − 0.04Cl2 + 0.28Na2 − 0.01SO4

2 − 112.7DO2 − 5431HRT2)

R2 = 0.990

(11)

where CFe
μ is the mean response of iron release in mg/L, CFe

σ is the standard deviation response of
iron release; T is the temperature in ◦C; Alk is the concentration of alkalinity in mg/L as calcium
carbonate (CaCO3); Na, SO4 and Cl are the concentrations of sodium, sulfates and chlorides in mg/L,
respectively; DO is the dissolved oxygen content in mg/L; and HRT is the hydraulic retention time
in days. R2 is the correlation coefficient; it should be noticed that the value of R2 in Equation (10) is
calculated by the quadratic equation responses against the results of Equation (8).

Copper-release response surface model

CCu
μ =

10−3(−252.3 + 35T + 2.4Alk − 12.3AH+ + 1.4SO4 − 15SiO2

+ 0.1T•Alk + 1.2T•AH+ − 0.5T•SiO2

+ 0.04Alk•AH+ + 0.01Alk•SO4 − 0.14Alk•SiO2

+ 0.04AH+•SO4 + 0.34AH+•SiO2 − 0.08SO4• SiO2

− 0.77T2 − 0.68AH+
2 + 1.34SiO2

2)

R2 = 0.997

(12)
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CCu
σ =

10−4(−1132 + 124T + 4.8Alk − 77AH+ + 3SO4 − 6SiO2

− 0.2T•Alk + 2.6T•AH+ − 0.1T•SO4 + 0.3T•SiO2

+ 0.09Alk•AH+ − 0.03Alk•SiO2

+ 0.14AH+•SO4 + 1.27AH+•SiO2 − 0.17SO4•SiO2

− 2.92T2 − 0.01Alk2 − 0.81AH+
2 − 0.07SiO2

2)

R2 = 0.999

(13)

where CCu
μ is the mean response of copper release in mg/L, CCu

σ is the standard deviation response of
copper release; T is the temperature in ◦C; Alk is the concentration of alkalinity in mg/L as calcium
carbonate (CaCO3); SO4 and SiO2 are the concentrations of sulfates and silica in mg/L, respectively;
AH+ is the molar concentration of the activity of hydrogen ions in 109 mol/L (in order to keep the
same order of magnitude as the pH value). R2 is the correlation coefficient.

Lead-release response surface model

CPb
μ =

10−3(6239 − 159T + 49Alk − 1527AH+ − 257Cl + 66SO4

−0.2T•Alk + 35.3T•AH+ + 8.3T•Cl − 2T•SO4

+ 3.76Alk•AH+ + 1.25Alk•Cl − 0.29Alk•SO4

+ 11.6AH+ •Cl + 1.8AH+ •SO4 − 1.4Cl•SO4

−1.2T2 − 0.26Alk2 − 18.6AH+
2 + 2.18Cl2 + 0.12SO4

2)

R2 = 0.993

(14)

CPb
σ =

10−4(−49578 + 4041T + 188Alk − 2854AH+ + 471Cl + 50SO4

−8.7T•Alk + 62.3T•AH+ − 5.8T•Cl − 8T•SO4

+ 11Alk•AH+ − 1.5Alk•Cl + 0.004Alk•SO4

−5.4AH+ •Cl + 10.3AH+ •SO4 + 0.4Cl•SO4

−65.5T2 − 0.22Alk2 − 13.8AH+
2 − 1.1Cl2 + 0.05SO4

2)

R2 = 0.998

(15)

where CPb
μ is the mean response of lead release in mg/L, CPb

σ is the standard deviation response of lead
release; T is the temperature in ◦C; Alk is the concentration of alkalinity in mg/L as calcium carbonate
(CaCO3); SO4 and SiO2 are the concentrations of sulfates and silica in mg/L, respectively; AH+ is the
molar concentration of the activity of hydrogen ions in 109 mol/L (in order to keep the same order of
magnitude as the pH value). R2 is the correlation coefficient.

3.3. MSWBO Approach

3.3.1. Maximum Permissible Metal Release

The Lead and Copper Rule of US Environmental Protection Agency (EPA) for copper stipulates
90% of samples have a copper concentration less than 1.3 mg/L, and the concentration for lead is
less than 15 μg/L [19]. The goal of this study is to find optimal blending ratios of source waters
that can minimize the HMR in the distribution system. The minimized heavy metal concentrations
should be less than the values of the regulations. Assuming these HMR followed a normal distribution;
the maximum permissible metal RLs are their mean values. We know the standard deviations of
the copper and lead RLs are 0.22 mg/L and 7 μg/L, respectively, and a one tailed Z statistic for 90%
compliance is 1.28. The mean values of the copper and lead RLs are estimated on 1.02 mg/L and
6.04 μg/L, respectively. The actual government lead RL data indicated that the model (7) over-predicted
the lead RL [1,5]. The maximum permissible lead release is then modified on a value of 10 μg/L.
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The modification has been experimented with in the governments’ distribution systems and shows a
better reflection on the distribution function of lead release [1,5].

The EPA guides the secondary maximum contaminate level of iron is 0.3 mg/L [20]. We assume
an influent iron RL of 0.1 mg/L, the maximum permissible iron RL within the distribution system is
set at 0.2 mg/L. The metal release constraints are listed as:

LCu = 1 mg/L; LPb = 10 μg/L; LFe = 0.2 mg/L (16)

where LCu, LPb, and LFe represent the maximum permissible concentrations of copper, lead, and iron in
a water distribution system, respectively.

3.3.2. Variable Design

The task of this study is to find the optimal blending ratio of source waters, which consequently
minimize all harmful reactions in the distribution system, as well as minimize the quality adjustment
costs of source waters. The WQ chemical parameters of the source waters are considered as the
decision variables. It is not necessary to use all of these chemical parameters as decision variables in
the optimization model, such as some non-sensitive chemical parameters. Because these non-sensitive
chemical parameters do not make much contribution to the metal release, e.g., the concentration of
dissolved oxygen almost does not make contribution to the HMR, they are not necessary to be adjusted
in the source waters. Hence, chemical parameters are considered as state inputs (certain value inputs).
In practice, it is easy to increase the concentration of a chemical parameter in water rather than remove
it from water, except for pH value. Therefore, the decision variables are designed to be varied from
their initial value to a designed upper bound.

We found that only temperature, alkalinity and sulfates are common impacting parameters in the
three metal release models (Equations (6)–(8)). These three common impacting parameters are selected
as decision variables. Due to the parameter of temperature as an uncontrollable parameter which is
dependent on ambient temperature; it is set on 25 ◦C in this study. Because the initial concentrations of
alkalinity in the GW and sulfates in SW are high, they are considered as the state inputs.

The pH is a major importance in determining the corrosivity of water. In general, the higher pH
value, the lower HMR. Equations (6) and (7) show the effects of increasing pH for copper and lead
control. In water treatment process, addition of calcium hydroxide Ca(OH)2 is a technology for water
pH increasing. So that, in real-time operation increasing pH value of water is easier than reducing it.
In this study, pH is replaced by AH+, namely the molar concentration of the activity of hydrogen ions,
due to the AH+ value in a blending source waters can be calculated by mass balance. The SMCL’s for
pH is 6.5 to 8.5, and the initial pH values for the GW, SW and DW are 7.9, 8.2 and 8.3, respectively.
So that, we design the pH of GW is a decision variable, and the value range is from 7.9 to 8.5. The pH
of the SW and DW are state inputs because they are high initial values.

Equation (6) also demonstrates that increasing concentration of silica contributes to lower copper
release. Silica is then designed as a decision variable in the SW and DW rather than in the GW because
of a high initial concentration of silica in the GW.

A higher chloride and sodium concentrations may be expected because of membrane deterioration
in the desalination plant. Equations (7) and (8) display that a higher concentration of the chloride can
cause a higher release of lead and iron, and a higher concentration of the sodium leads to a higher
iron release. Because the primary objective of the MSWBO is to minimize releases of the metals,
the optimization model will inhibit any increase in chloride and sodium concentrations. Chloride
and sodium have to be treated as the state inputs. For the same reason, the parameters of HRT and
dissolved oxygen are also considered as the state inputs (independent variables) to the model. Table 2
lists the initial values of the state inputs and the ranges of the decision variables.
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Table 2. Value range of water quality parameter.

Parameter GW SW DW

Alkalinity (mg/L) as CaCO3 225 [50, 100] [50, 100]
Dissolved oxygen (mg/L) 8 8 8

Silica (mg/L) 14 [7, 14] [1, 14]
HRT (day) 5 5 5

Sodium (mg/L) 10 15 30
Chloride (mg/L) 15 10 50
Sulfates (mg/L) [10, 80] 180 [30, 80]

pH [7.9, 8.5] 8.2 8.3
Temperature (◦C) 25 25 25

3.4. Results and Discussion

The dual response surface models are established for the releases of iron (Equations (10) and (11)),
copper (Equations (12) and (13)) and lead (Equations (14) and (15)) in a particular water distribution
system. On the basis of the ALs, the maximum copper and lead RLs are set at 1.0 mg/L and 10 μg/L,
respectively. The maximum iron RL is established at 0.2 mg/L in accordance with the SMCLs.
According to Model 5, the MSWBO approach for this particular water distribution system is developed
when subjected to the dual response surface models and the relative constraints. The objectives are to
minimize the metal corrosions of the pipes and minimize the adjustment costs of WQ for the multiple
source waters. The decision variables of the MSWBO are selected from the WQ parameter, and the
value ranges of these variables are listed in Table 2.

Three source waters are used to study the blending source waters problem. The WQ information
of the three source waters are listed in Table 1. Theoretically, an optimal blending ratio may exist for
a minimum release. A distribution system needs different blends of source waters, which depend
on where the water demand is located on. It is not appropriate to set a constraint on source water
percentages as long as there was no centralized point of blending. On the other hand, to study infinite
blends of source waters is unrealistic. For brevity, only a few extreme situations and threshold blending
combinations are discussed here.

The blending ratio design in the extreme situations considers the situation of single source water
supply and one source off line; the threshold blending combinations are obtained from the conclusions
of previous studies [1,5], such as GW contributions of >60% result in unacceptable copper release and
<20% result in an unacceptable release in color. For the purpose of comparison, the release simulations
for the base scenario (WQ information is shown in Table 1) are conducted though the three metal
release models directly. The results are listed in Table 3.

In the objective function of the MSWBO, the term of the metal concentrations represents the WQ
of blending source waters and the term of the changes of the variables represents the operation cost.
The minimization of the objective reflects the trade-off between WQ and operation cost. This can be
realized thought adjusting values of w1, w2 and w3 as shown in Equation (5a). Here, two weighting
sets are designed as w1: w2: w3 = 1: 1: 1 and w1: w2: w3 = 100: 100: 1.

Examination of the MSWBO indicates that the unacceptable copper release, because of the effect
of high GW percentage, can be addressed by increasing the pH value and/or silica concentration in the
GW. Even for 100% of the GW, the copper RL can meet its maximum permissible RL though adjusting
the pH value from 7.9 to 8.3 (Tables 4 and 5). The results of the MSWBO show that high pH value
could help in controlling copper and lead release.
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Table 3. Results of release models.

x y z Pb Cu Fe

1 0 0 3.53 1.15 0.08
0.8 0.2 0 2.34 1.12 0.01
0.6 0 0.4 8.13 0.96 0.03
0.43 0.41 0.16 2.91 0.97 0.01
0.2 0.8 0 2.74 0.88 0.04
0 0.1 0.9 6 0.66 0.39
0 1 0 4.2 0.76 0.21
0 0.9 0.1 3.26 0.75 0.24

0.2 0.6 0.2 2.54 0.86 0.1
0.1 0.4 0.5 3.28 0.76 0.25
0.7 0.2 0.1 3.48 1.07 0.01
0.1 0 0.9 8.34 0.7 0.3
0 0 1 7.64 0.65 0.4

0.19 0 0.81 8.75 0.75 0.22
0.1 0.3 0.6 4.11 0.75 0.26
0.5 0.1 0.4 6.71 0.94 0.03
0.7 0.1 0.2 5.27 1.04 0.01
0.1 0.9 0 3.39 0.83 0.11

Notes: x is the blending ratio of GW, y is the blending ratio of SW, z is the blending ratio of DW; Pb is in μg/L,
others are in mg/L; Boldface number indicates the excess of maximum RL.

Table 4. Results of MSWBO with w1 = 1, w2 = 1 and w3 = 1.

x y z Pb Cu Fe
Alk
SW

Alk
DW

SiO2

SW
SiO2

DW
SO4

GW
SO4

DW
pH
GW

1 0 0 3.05 1 0.08 - - - - 10 - 8.3
0.8 0.2 0 1.94 1 0.01 100 - 14 - 10 - 8.35
0.6 0 0.4 7.72 0.89 0.03 - 50 - 14 20.3 36.9 7.95
0.43 0.41 0.16 2.99 0.89 0.01 50 50 7 1 10 30 7.93
0.2 0.8 0 2.75 0.86 0.04 50 - 8.56 - 10 - 7.9
0 0.1 0.9 9.4 0.93 0.21 100 100 7 1 - 30 -
0 1 0 4.2 0.72 0.2 51.1 - 8.7 - - - -
0 0.9 0.1 3.33 0.75 0.2 58.5 50.9 8.7 1.19 - 30 -

0.2 0.6 0.2 2.54 0.84 0.1 50 50 8.24 1.41 10 30 7.9
0.1 0.4 0.5 3.8 0.8 0.2 62.1 65.2 7.91 2.14 10 30 7.9
0.7 0.2 0.1 3.01 1 0.01 100 100 7 1 10 30 8.45
0.1 0 0.9 10 0.89 0.2 - 89.9 - 3.4 11.8 46 7.9
0 0 1 10 0.7 0.24 - 100 - 10.4 - 53.8 -

0.19 0 0.81 9.26 0.75 0.2 - 58.9 - 2.65 10 30 7.9
0.1 0.3 0.6 5 0.81 0.2 61.9 73.7 7.71 2.42 10 30 7.9
0.5 0.1 0.4 6.71 0.93 0.03 50 50 7.22 1.89 10 30 7.9
0.7 0.1 0.2 5.37 0.99 0.01 64.2 78.4 14 14 10 30 7.95
0.1 0.9 0 3.39 0.79 0.11 50 - 8.64 - 10 - 7.9

Notes: x is the blending ratio of groundwater (GW), y is the blending ratio of surface water (SW), and z is the
blending ratio of desalination water (DW); Pb is in μg/L, others are in mg/L; Boldface number indicates the excess
of maximum RL.

121



Water 2018, 10, 939

Table 5. Results of MSWBO with w1 = 100, w2 = 100 and w3 = 1.

x y z Pb Cu Fe
Alk
SW

Alk
DW

SiO2

SW
SiO2

DW
SO4

GW
SO4

DW
pH
GW

1 0 0 3.05 1 0.08 - - - - 10 - 8.3
0.8 0.2 0 1.94 1 0.01 100 - 14 - 10 - 8.35
0.6 0 0.4 7.72 0.89 0.03 - 50 - 14 20.3 36.9 7.95
0.43 0.41 0.16 2.99 0.89 0.01 50 50 7 1 10 30 7.93
0.2 0.8 0 2.75 0.78 0.04 50 - 14 - 10 - 7.91
0 0.1 0.9 9.4 0.93 0.21 100 100 7 1 - 30 -
0 1 0 4.2 0.64 0.2 51.1 - 14 - - - -
0 0.9 0.1 3.33 0.64 0.2 58.5 50.9 14 8.04 - 30 -

0.2 0.6 0.2 2.54 0.74 0.1 50 50 14 13.9 10 30 7.91
0.1 0.4 0.5 3.8 0.66 0.2 62.1 65.2 14 14 10 30 8.19
0.7 0.2 0.1 3.23 1 0.01 100 100 14 1 10 30 8.27
0.1 0 0.9 10 0.67 0.2 - 89.9 - 14 11.8 46 7.91
0 0 1 10 0.7 0.24 - 100 - 10.4 - 53.8 -

0.19 0 0.81 9.13 0.62 0.2 - 60.9 - 14 11.2 35.1 7.91
0.1 0.3 0.6 5 0.65 0.2 61.9 73.7 14 14 10 30 7.9
0.5 0.1 0.4 6.58 0.84 0.03 50 50 14 14 14.6 33.7 7.92
0.7 0.1 0.2 5.37 0.99 0.01 64.2 78.4 14 14 10 30 7.95
0.1 0.9 0 3.39 0.71 0.11 50 - 14 - 10 - 7.9

Notes: x is the blending ratio of groundwater (GW), y is the blending ratio of surface water (SW), and z is the
blending ratio of desalination water (DW); Pb is in μg/L, others are in mg/L; Boldface number indicates the excess
of maximum RL.

The results of the base scenario simulations (Table 3) demonstrate that the distribution system
does not have a heavy metal release problem when it receives the SW that has a percentage over
the 90% in the blend waters, and it is only mixed with GW. If the SW were mixed with DW and the
percentage of DW excessed 10% in the blend waters; then, high iron release will occur. The test of the
MSWBO shows that the SW can satisfy the original balance environment of the pipe system in any
percentage, by slightly increasing the concentration of silica and/or alkalinity. For instance, 100% of
SW can be distributed to the pipe system with adjusting the concentration of silica from 7 mg/L to
8.7 mg/L and the concentration of alkalinity from 50 mg/L to 51.1 mg/L (Table 4).

High DW percentages (>90%) will result in unacceptable iron release, no matter how the WQ
parameters are adjusted. However, this unacceptable iron release is much lower than that of the base
scenario. For example, 100% of DW would cause 0.24 mg/L of iron release after optimally adjusting
its alkalinity concentration (Table 4); for the base scenario, 100% of DW would result in 0.4 mg/L of
iron RL (Table 3).

Examination of the MSWBO also verifies a previous observation: “corrosion of copper and lead
pipes is increased by increasing alkalinity, whereas increasing alkalinity is beneficial in reducing
the release of iron products from pipes; increasing sulfates reduces lead release but increases iron
release” [1–3]. These conflicting WQ requirements for release abatement can be addressed by the
mathematical optimization technology of MSWBO. The trade-off between WQ and operation cost can
be realized by adjusting the weighting values of w1, w2 and w3. Tables 4 and 5 list the results of the
MSWBO with different weighting sets of w1: w2: w3 = 1: 1: 1 and w1: w2: w3 = 100: 100: 1, respectively.
The first weighting set shows that decision makers pay more attention to operation cost; the latter
represents that decision makers are focused on WQ.

It is worth mentioning that the development of the MSWBO is based on two assumptions: (1) the
pipes are of fixed geometry and the flow is in low conditions; (2) the changes of the WQ parameters
(such as alkalinity and sulfates) have no effect (or have a very slight effect) on the pH value. The future
studies could be: (a) develop a full-scale calibration of the model for the application of higher flow
rates; (b) develop a rigorous approach to evaluating the pH of bends.
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The MSWBO to the metal release problem assumes the means and variances of these metals
are known. It is found that the optimal solutions are quite sensitive to these assumptions. We can
use historical data to estimate the means and variances. However, the noises are rarely known and
that would result in a non-optimal solution [25]. These unknown noises need to be considered in a
future study.

4. Conclusions

The Multiple Source Waters Blending Optimization (MSWBO) has been developed for blending
source waters to improve WQ in a distribution system by minimizing the HMR. The developed
MSWBO approach has favorable advantages over other approaches in the current literature;
in particular it has the following properties:

• It provides a quantitative optimal blending ratio of source waters to water utilities for minimizing
the HMR in their water distribution systems.

• It has a wide range of applications, because the experiment of this model was designed in a
variety of scenarios, even for some extreme situations.

• It shows a high computational efficiency, due to fact that the model only includes some
second-order equations and inequalities, and also that the experiment showed that the run
time is only several milliseconds.

• It exhibits a robust operation, since the MSWBO model considers the standard deviation and
avoids ambiguity in the probability of inputs.
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Abstract: The non-revenue water (NRW) ratio in water distribution networks is the ratio of losses
from unbilled authorized consumption and apparent and real losses to the total water supply.
NRW is an important parameter for prioritizing the improvement of a water distribution system and
identifying the influencing parameters. Though the method using multiple regression analysis (MRA)
is a statistical analysis method for estimating the NRW ratio using the main parameters of a water
distribution system, it has disadvantages in that the accuracy is low compared to the measured NRW
ratio. In this study, an artificial neural network (ANN) was applied to estimate the NRW ratio to
improve assessment accuracy and suggest an efficient methodology to identify related parameters of
the NRW ratio. When using an ANN with the optimal number of neurons, the accuracy of estimation
was higher than that of conventional statistical methods, as with MRA.

Keywords: non-revenue water; multiple regression analysis; artificial neural network; water
distribution network

1. Introduction

Civil infrastructure such as bridges, buildings, and pipelines ensure economic and industrial
prosperity in a society. Specifically, water distribution systems assure the delivery of the primary
commodity of water [1]. They are, however, subject to deterioration over time that usually leads to
problems such as the reduced utility of hydraulic facilities, water loss, service disruption, and lower
water quality. Additionally, the gradual rise in consumer demand for water creates new problems
such as low pressure at demand junctions. This usually raises the entrance water pressure of the water
distribution system, which in turn increases the frequency of leakage [2].

To overcome problems in pressure management and ensure continuous, efficient, and economic
operation of a water distribution system, an effective rehabilitation strategy is required. The latter
should consider criteria on hydraulics, economics, reliability, and water quality performance, and [3]
since the economic resources available for the rehabilitation of a water distribution system are scarce,
it should also help prioritize investment [4].

In the early 1990s, no standard term existed to express and assess water losses in a water
distribution system. The International Water Association (IWA) has acknowledged this problem
and established a water loss task force (WLTF). The WLTF examined international best practices and
developed a standardized terminology for non-revenue water (NRW) [5].

The IWA has recently proposed new performance indicators and their successful applications
are being reported regularly [6,7]. A percentage indicator was also suggested not to be used for
performance comparison, especially where target areas see large differences in consumption per
service connection [8,9].

Analysis of the effects of pipe damage in water distribution networks determines the improvement
priorities for each district water supply system; a systematic plan for replacement and remediation
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is required to maintain a city waterworks [10,11]. The waterworks improvement projects of old
distribution networks are being implemented, but what is difficult is making management more
economical and upgrading the operating system through the evaluation of aged pipes and the
prevention of accidents based on empirical decisions [12].

Therefore, decision-making on the priority of maintenance of a water distribution network
requires the study and analysis of the factors affecting leaks, as well as identifying the physical
and operational parameters affecting leaks with parameters such as water pressure, and quality
and demand quantity. To decrease the NRW ratio, studies on water distribution analysis, reliability
enhancement, diagnosis of pipe network technology and pipe deterioration evaluation for optimal
water distribution were conducted.

It is important to determine the level of contribution of leaks and bursts to the overall NRW
volume [13] to evaluate the influence of water tariffs on NRW under a water supply plan [14].
Winarni (2009) found a performance indicator for facility management in water supply systems
by comparing the infrastructure leakage index (ILI) [15]. Efforts to reduce leaks and commercial losses
cost money, especially if large sections of piping need replacement. Nevertheless, studies have shown
that efforts toward conservation and NRW reduction can provide water at about half to a third of the
cost of water production [16]. A variety of studies have been carried out on the effective parameters of
a water distribution network [6,17–19].

The index of the NRW ratio of a water distribution system needs to be proven by correlation
with the region’s characteristics and quantifying the influence of related parameters. For example,
in areas with severe deterioration, the NRW ratio could be considered high because of many leaks,
and it is difficult to find the factor of leakage parameters. In addition, unless the relationship between
the regional characteristics and the NRW ratio is properly identified, the estimation of the ratio could
prove unrealistic and uneconomic, even if the ratio is high due to local specificity.

In this study, a NRW ratio estimation model was suggested by using an artificial neural network
(ANN) and multiple regression analysis (MRA). The statistical method was used to compare the
results of ANN and MRA with the real measured values of the NRW ratio. This study also proposed
a methodology for estimating the NRW ratio using ANN, which has the main parameters of water
distribution system as independent variables and the NRW ratio as the dependent variable. To verify
the suggested ANN and MRA, a target area was selected and applied.

2. General Research on the NRW Ratio and Theoretical Background

2.1. Non-Revenue Water of a Water Distribution Network

NRW corresponds to the percentage of water lost due to leaks and commercial problems, such as
the lack of precision or mistakes in client databases. In Equation (1), Ap is the volume of water
produced per time unit and Ab is the volume of billed water per time unit [2].

NRW =
Ap − Ab

Ap
% (1)

The definition of NRW could be described as follows. NRW is the difference between the volume
of water put into a water distribution system and that billed to customers. The NRW ratio comprises
three components [2].

(a) Physical losses comprise leaks from all parts of a water distribution system and overflow at water
storage tanks. They can be caused by poor operations and maintenance, lack of active leakage
control, and poor quality of underground assets.

(b) Commercial losses are caused by under-registration of customer meters, data handling errors,
and theft of water in various forms.

126



Water 2018, 10, 2

(c) Unbilled authorized consumption includes water used by a utility for operational purposes,
that used in firefighting, and that provided free to certain consumer groups.

Components of water balance in a water distribution system are shown in Table 1. One of the
main elements of NRW is leakage, and finding and improving related factors in a district metered area
(DMA) can lower the NRW ratio. In addition, it is important to identify the major factors influencing a
water distribution network for NRW estimation.

Table 1. Components of Water Balance. Non-revenue water (NRW).

Water Produced
Effective water

Revenue water
Billed and metered

Exported
Others

Effective NRW

Supplier’s use
Public use
Illegal use

Metering under-registration

Ineffective water Ineffective NRW
Discounted

Leaks

2.2. Multiple Regression Analysis

Regression analysis is used to identify specific relationships between variables with high
correlations or predict the value of variables. In the regression model, one independent variable
is called simple regression analysis, and one independent variable does not sufficiently explain the
dependent variable. When introducing multiple independent variables to the regression model, MRA
is used with a linear function.

The multiple linear regression model with independent variables is expressed as Equation (2) [20].

y = β0 + β1x1 + β2x2 + . . . + βkxk (2)

where xi (i = 1, . . . , k) is the independent variable, y is the dependent variable, βi (i = 1, . . . , k) is
the regression coefficients, β0 is the intercept of y, and β0 is the slope of the independent variables.

2.3. Artificial Neural Network

The ANN procedure used is a feed-forward network type with input, hidden and output layers,
as shown in Figure 1. Neurons in the input layer simply act as a buffer for distributing the input
signals to neurons in the hidden layer. The neurons in different layers are interconnected via weights.
The neurons in the hidden and output layers are called the activation function.

The activation function used here is a sigmoidal activation function. The input for each neuron j
in the hidden layer is the sum of the weighted input signal xi (∑n

i=1 wjixi = netj, in which wji is the
interconnecting weight between neuron j in the hidden layer and neuron i in the input layer). The
output yj from the neuron is given by Equation (3).

yj = f

(
n

∑
i=1

wjixi

)
=

1(
1 + e−netj

) (3)

The output of neurons in the output layer is computed in a similar fashion. Schematic diagram of
a multilayer feed-forward neural network is shown in Figure 1.
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Figure 1. Schematic Diagram of Multilayer Feed-Forward Neural Network [21].

3. Methodology for Estimating the NRW Ratio Using MRA and ANN

The main parameters of the NRW ratio were analyzed and a classification system based on
physical and operational parameters in water distribution systems was designated. Parameters that
directly affect estimation of the NRW ratio are selected and the equation for estimating the ratio is
introduced through MRA.

A parameter selection system was suggested through MRA, which is most widely used for
predicting the NRW ratio [22,23]. Methods for evaluating accuracy are also described in detail per the
entire process of estimating the NRW ratio, as shown in Figure 2.

When setting up the ANN model, effective parameters in water distribution networks are required.
For the analysis using accuracy assessment of the ANN simulation results with the measured values,
MRA is used to select statistically significant parameters and the NRW ratio was estimated by applying
selected parameters to ANN. For this purpose, the selection of the target area and collection of data on
the water distribution system are required. The influential factors selected are among the physical and
operational parameters of the water distribution system; the water pressure in the pipe network can be
considered through the demand energy ratio given by Jo [24].

The statistical procedure performs MRA with various physical and operational parameters as
independent variables and the NRW ratio as a dependent variable. MRA is needed to select the most
influential parameters of the ratio, and can also be used for estimating the ratio [25].

 

Figure 2. Study Diagram. Multiple regression analysis (MRA); artificial neural network (ANN).
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The procedure for NRW ratio estimation utilizes MRA and ANN. The ratio results calculated
from the selected parameters and measured value must be compared for analysis of the relations
between used parameters and NRW. For this, an accuracy assessment method can be used. The mean
absolute error (MAE), mean squared error (MSE), percent of bias (PBIAS), goodness of fit (G) value,
and determination coefficient (R2) can be commonly used to compare measured and simulated values.
Finally, the parameters that represent the simulated value most similar to the measured value is
selected for application of ANN.

Figure 1 shows the ANN structure for estimating the NRW ratio in a water distribution system.
The input layer consists of physical and operational parameters and a bias layer. The bias layer can
be considered a parameter that corrects the calculation results of the NRW ratio by ANN so that the
measurement results and deviation will be reduced. The number of hidden layers is determined
through trial and error, and the optimal number of neurons gives a highly accurate result. The optimal
number of neurons as being composed of within 2n which was suggested by Heaton, J., where n is the
number of independent variables [26].

4. Application to Study Area

4.1. Description of Data Collection and Parameters

The target area for this study was Incheon, Korea’s third-biggest city. The data covered the
status of the area, waterworks facilities and operational status, as well as water supply indicators of
the Incheon Waterworks Basic Plan [27]. In addition, data on analysis of water pipe networks and
simulation data of water distribution systems were collected [28].

The city’s 367 district metered areas (DMAs) were selected for technical diagnosis analysis and a
general technical diagnosis was conducted on 330 completed DMAs, as shown in Table 2 and Figure 3.
In Figure 3, DMAs are colored gray and unblocked DMAs are colored white.

Table 2. Status of Incheon’s DMAs.

Classification Total

DMA (District metered area) 278 (76%)
From DMA to unblocked DMA 52 (14%)

Unblocked DMA 37 (10%)
* Total 367 (100%)

Note: * Source: Waterworks Headquarters Incheon Metropolitan City [28].

In order to apply the methodology to study area for estimating the NRW ratio, 173 DMAs
were selected for estimation analysis and 194 DMAs excluded from the data for being unfinished,
non-operational or running abnormally among the 367 DMAs.

Six selected parameters were used as independent variables for estimating the NRW ratio.
Among the parameters reflecting physical characteristics selected were mean pipe diameter, pipe
length per demand junction, amount of water supply per demand junction and deteriorated pipe ratio;
the demand energy ratio and the number of leaks were selected as operational parameters.
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Figure 3. Water Distribution System of DMAs in Incheon [28].

The demand energy ratio is calculated by hydraulic pressure and demand in water distribution
systems from the research of Jo (2017) [24]. The data used for estimating the NRW ratio are shown in
Table 3.

Table 3. Selected parameters for estimating NRW ratio.

Classification Parameter Data Collection

Operational parameter Demand energy ratio Simulated data
No. of leaks Measured data

Physical parameter

Mean pipe diameter Designed data
Pipe length/demand junction Designed data

Water supply quantity/demand junction Measured data
Deteriorated pipe ratio Designed data

Selected parameters were determined by previous research on parameter classification systems in
water distribution networks [25]. These parameters were related with NRW and verified by statistical
analysis between the parameters and NRW. Jang (2017) suggested various parameters, simulated
estimating the NRW ratio, and determined the six parameters with high correlation and accuracy
for estimating the NRW ratio [25]. Data on the selected parameters were collected in the target area.
The NRW ratio, a dependent variable, is based on measured data in consideration of revenue water
and effective and ineffective NRW in 2014, as shown in Figure 4.

 

Figure 4. Data Status of NRW ratio in Incheon’s DMAs.
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The average NRW ratio of the 173 DMAs was 19.9%, the minimum NRW ratio was 0.2%
(DMA No. 853), and the maximum NRW ratio was 64.3% (DMA No. 886). Figures 5–10 are the data
of each independent variable.

 

Figure 5. Data of Pipe Length per Demand Junction in Incheon’s DMAs.

 

Figure 6. Data on Volume of Water Supply per Demand Junction in Incheon’s DMA.

 

Figure 7. Data on Deteriorated Pipe Ratio in Incheon’s DMAs.

 

Figure 8. Data on Demand Energy Ratio in Incheon’s DMAs.
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Figure 9. Data on No. of Leaks in Incheon’s DMAs.

 

Figure 10. Data on Mean Pipe Dimeter in Incheon’s DMAs.

The average value of the pipe length per demand junction (km/no. of junctions) is 0.0336;
the maximum value is 0.75 (DMA No. 418) at the beginning of the No. 400 DMA located in industrial
district, and; the number of demand junctions is lower than in residential district. Compared to other
DMAs, pipe length of industrial district is longer than other districts for water delivery in each DMA.

The highest volume of water supply per demand junction was 318 in DMA No. 627 in an
old industrial district. It was significantly higher than the average (9.1). The other district were
mainly distributed with low value as less than 50 and there were some high values depending on
DMA characteristics.

On average, pipelines more than 20 years old had an average NRW ratio of 11.3%; DMA No. 602
in the old industrial district had a ratio of 46.1%, significantly higher than other districts.

4.2. Result of MRA for Estimating NRW Ratio

The coefficient of equation for MRA was minus 0.048 for water supply quantity per demand
junction, 0.284 for number of leaks, 0.347 for the deteriorated pipe ratio, 1.709 for the demand energy
ratio, minus 0.064 for mean pipe diameter and 10.456 for pipe length per demand junction. The constant
was considered a little high at 20.488, and three parameters were statistically satisfactory because the
significance probability was lower than 0.05, but the other parameters were unsatisfactory. Results of
MRA are shown in Table 4 and the calculated multiple regression equation is shown as Equation (4).

NRW ratio (%) = 20.488 − 0.048 water supply quantity per junction + 0.284 number of leaks

+ 0.347 deteriorated pipe ratio + 1.709 demand energy ratio − 0.064 mean pipe diameter

+ 10.546 pipe length per junction

(4)

Figure 11 is the scatter plot graph. All original parameters were selected and applied to MRA. In
the graph, the R2 of 0.15 shows a low correlation with the real measured NRW ratio.
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Table 4. Results of Multiple Regression Analysis.

Classification Unstandardized Coefficients Significant Probability

Constant 20.488 0.000
Water supply quantity per demand junction −0.048 0.251

No. of leaks 0.284 0.074
Deteriorated pipe ratio 0.347 0.003
Demand energy ratio 1.709 0.454
Mean pipe diameter −0.064 0.036

Pipe length per demand junction 10.456 0.379

Figure 11. Scatter Plot of NRW Ratio Using MRA Results.

In order to calculate the multiple nonlinear regression for Equation (3), which was calculated
through multiple regression analysis, a new equation was derived by introducing the exponential
concept into each independent variable.

In order to determine the optimal formula, calculations of 1400 iterations were performed.
The final parameters of nonlinear equation were calculated by repeating the calculation until the
sum of squares error showed the smallest value. Finally the multiple nonlinear regression formula
was derived, as shown in Equation (5).

NRW ratio (%) = 18.316 + 68.6 water supply quantity per junction−0.0240

+ 0.038 number of leaks1.511 + 5.945 deteriorated pipe ratio0.274 + 0.038 demand energy ratio4.368

− 6.065 mean pipe diameter0.345 − 32.523 pipe length per junction−0.059

(5)

The result of the comparison between actual and simulated values is shown in Figure 12. As shown
in Figure 12, R2 is 0.19, which is approximately 21% higher than that of the multiple regression of
Equation (3).
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Figure 12. Scatter Plot of NRW Ratio Using Nonlinear MRA Results.

4.3. Result of ANN for Estimating NRW Ratio

The simulation condition for calculating the NRW ratio through ANN used the deteriorated pipe
ratio, mean pipe diameter, water supply quantity per demand junction, demand energy ratio, pipe
length per demand junction and number of leaks including both physical and operational parameters.

The number of hidden layers was capped at 15. To determine the optimal number of neurons in
hidden layers, the method of trial and error was used for estimating the NRW ratio. When 12 neurons
in hidden layers were selected for the optimal ANN model, they showed highest R2 value than other
the number of neurons applied case.

Figure 13 is a graph showing the comparison between the observation and simulation values of
the NRW ratio under the 12 neuron condition in the hidden layer, which are derived from the optimal
results among the 15 neurons.

 

Figure 13. Scatter Plot of NRW Ratio Using ANN Results.
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4.4. Accuracy Assessment for Analyzing Application Method

To evaluate the accuracy of the multiple regression equations proposed in the previous study
and the results of ANN found by this research, an error ratio analysis was performed to evaluate the
difference between the actual and model values. Accuracy analysis can be estimated by comparing the
actual value with the value generated by the model.

This meant the use of the mean absolute error (MAE), the mean square error (MSE), and the
percent of bias (PBIAS), which evaluates the bias of the estimation result, and the G-value prediction
method. The calculation method of each equation is shown in Equations (6)–(9), and the comparison
between the actual and model values can be more accurately evaluated through regression analysis.

MAE =
1
n

n

∑
i=1

[|z(xi)− ẑ(xi)|] (6)

MSE =
1
n

n

∑
i=1

[z(xi)− ẑ(xi)]
2 (7)

PBIAS =
1
n

n

∑
i=1

(z(xi)− ẑ(xi)) (8)

G =

(
1 − ∑n

i=1 [z(xi)− ẑ(xi)]
2

∑n
i=1[z(xi)− z]2

)
× 100 (9)

If MAE and MSE are smaller, the estimated value is more accurate. If PBIAS is close to zero,
the estimation result represents less bias. If the G value is 100, it is a perfect estimation. If the G value
is negative, this indicates lower reliable than using the average of data values as 10a predictor.

Table 5 shows the results of the accuracy assessment for the estimated results of MRA and ANN
that selected optimal the number of neurons as 12.

Table 5. Results of Accuracy Assessment. Mean absolute error (MAE); mean squared error (MSE);
percent of bias (PBIAS); goodness of fit (G).

Classification Measured NRW Ratio
Multiple Regression

Analysis
Non-Linear Multiple
Regression Analysis

ANN (12 Neurons)

Sum. 3279 3279 3279 3297
Ave. 20.1 20.1 20.1 20.2

Standard D - 23.7 23.5 21.9
MAE - 10.0 9.9 6.2
MSE - 146.8 139.9 63.7

PBIAS - 0.0 0.0 −0.1
G - 19.5 23.2 65.1

The ANN model with 12 neurons in the hidden layer was closest to the actual measured value.
The condition using ANN satisfied all accuracy evaluation items except PBIAS and average value
compared with MRA.

5. Conclusions

In this study, estimation of the NRW ratio using an ANN and MRA were conducted with specific
parameters affecting the frequency of leaks in water distribution systems. Accuracy assessment was
used to compare the selection of the optimal model between the ANN and MRA, and the following
conclusions were drawn through the research.

Based on the results of the previous study, calculation of the NRW ratio is recommended by using
MRA, which is obtained from the physical and operational parameters in water distribution networks.
This study tried to use an ANN for estimating the NRW ratio, then compared the results of MRA and
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the ANN. An accuracy assessment showed that the ANN model had higher prediction accuracy than
that of MRA.

A methodology has been developed for estimating the NRW ratio using an ANN with the main
parameters of water distribution systems. When an ANN was used, the accuracy of NRW ratio
estimation was higher than under the previous method of MRA. So when it is difficult to measure the
NRW ratio and use MRA in a DMA, the ANN model is recommended for estimating the NRW ratio
using the main parameters of water distribution systems.

When an ANN is used to predict the NRW ratio, finding the significance of the parameters is
possible because it calculates the optimized model considering the interconnection between mutual
parameters, despite the condition being statistically insignificant. The optimal number of neurons is
also determined in the range of 2n when the number of independent parameter is n.

MRA is the most widely used method to predict the NRW ratio, and formulas vary according to
regional characteristics and used parameters. If the volume of available data is sufficient, the ratio’s
prediction using an ANN is recommended for use in analysis of water distribution systems.

The use of the ANN model is expected to lead to the rehabilitation and improvement of water
distribution systems and the optimal operation of water supply facilities for DMA construction.
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Abstract: This document proposes a methodology for assessing the quality of water distribution
service in the context of intermittent supply, based on a comparison of joint results from literature
reviews and feedback from drinking water operators who had managed these networks, with
standards for defining the quality of drinking water service. The paper begins by reviewing and
proposing an analysis of the definition and characterization of intermittent water supply (IWS),
highlighting some important findings. The diversity of approaches used to address the issue and the
difficulty of defining a precise and detailed history of water supply in the affected systems broadens
the spectrum of intermittency characterization and the problems it raises. The underlined results are
then used to structure an evaluation framework for the water service and to develop improvement
paths defined in the intermittent networks. The resulting framework highlights the means available
to water stakeholders to assess their operational and management performance in achieving the
improvement objectives defined by the environmental and socio-economic contexts in which the
network operates. Practical examples of intermittent system management are collected from water
system operators and presented for illustration purposes (Jeddah, Algiers, Port-au-Prince, Amman,
Cartagena, Barranquilla, Mexico, Cancun, Saltillo, Mumbai, Delhi, Coimbatore . . .).

Keywords: intermittent water supply; water service quality; 24 × 7; water accessibility; water
affordability; water availability

1. Introduction

Access to safe and affordable drinking water is considered by the United Nations as essential to
the full exercise of a human being’s right to life [1]. Yet, despite increases in global coverage, more
than 663 million people in the world still lacked access to improved drinking water in 2015 [2], and
approximately 2.1 billion people worldwide lack access to safely managed drinking water [2]. Also,
with climate change, demographic growth, and urban sprawl that characterize our era, the water
distribution situation is a challenging issue.

The above factors impact the availability of resources and the need for water. At the city level,
this translates into a shortfall of water injected into the distribution network, faced with a growing
demand for water from the population. However, supply increase is usually costly and not always
possible, and on the other side, demand management is not entirely within the operator’s action scope,
as it necessitates customer involvement and investment in actions like sanitary devices replacement.
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Distribution networks are usually the weak point of the whole system, and may be optimized to
improve the situation [3].

While we can’t entirely control the demand or the resource, advances in water supply play a key
role in improving the situation. In this regard, simulating water distribution systems behavior with
optimization purposes aims at effectively enabling human beings to access the sufficient water they
have a right to, in order to meet their basic needs.

In reality, not all distribution systems fulfill this role in the same way. Due to various constraints,
rendering water available according to the consumer’s need is not always achieved [4], water in
particular is not always delivered continuously and its quality is significantly impacted. The service is
subject to planned or unplanned cuts. This supply regime, which we will initially call intermittent
distribution, has been de facto put in practice by some water distributors in recent decades. There
are 1312 billion people from a total of 2910 billion with access to piped water that are affected by
intermittency worldwide [5], and an estimated one-third of piped water supplies in Africa and
Latin America and more than half in Asia supply water intermittently [6]. The magnitude of the
population affected has also led the International Water Association (IWA) to create a Specialist Group
on Intermittent Water Supply (IWS) in 2017.

Intermittency causes technical malfunctions, but also inequity in water access, pricing intricacies
and health problems for consumers. It generates or aggravates water leakage and financial losses for
the operator in contexts where water is already scarce [7], and unnecessary waste and deterioration of
water quality even when the resource is abundant.

Continuous distribution is all the more desirable as the distribution networks are originally
designed for a permanent supply of pressurized water. Otherwise, some of these networks are
oversized due to intermittency and the need to distribute considerable volumes of water in a few hours.

However, switching to continuous distribution is neither always possible nor easy to achieve in the
short term, due to one or several reasons such as: resource unavailability, infrastructure deterioration,
or specific political, economic, or cultural issues. Intermittency is then often established over long
periods of time, and optimized management of this supply regime becomes necessary.

The optimization of supply quality in these conditions requires an initial detailed characterization
of the situation accompanied by an identification of possible and desired improvement paths.
This paper gives a review on intermittency and an analysis of the objectives for improvement of
water service quality. This work is a basis for the establishment of the definition of a resilient operation,
maintenance and management of intermittent water supply, when the transition to continuous supply
is not possible in the short term.

2. Approach and Documentary Basis

This study presents the construction of a methodology for evaluating the quality of water
distribution service in the context of intermittent networks. The first objective is to supplement the
results of the scientific literature by feedback from practical field experience, in order to define a technical
and operational characterization of intermittency. These results are then compared with commonly
accepted norms and standards in water supply. An analysis of the possibilities for improvement, based
on the study of the gap between these two states (real and desirable), is finally formulated.

The study is therefore carried out in three main stages (see Figure 1):

1. Complementary analysis of the feedback from the experience of operators having managed water
networks in intermittent regime, and the results of a documentary review for the qualification of
intermittency (First literature review).

2. Literature review on the quality of drinking water distribution services: International standards
and minimum requirements to meet the human right to water and the SDG (Sustainable
Development Goals) targets (Second literature review).

3. Extraction of quality of service qualification parameters that make sense in the context of
intermittency, through a cross analysis between the characterization of intermittency and the
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universal norms and standards defining water service quality, and global IWS Indicators
framework construction.

Figure 1. Approach Framework.

The first literature review (IWS literature review) consisted of identifying different aspects of
intermittency, its causes, consequences, problems, and categorizations, but also its modelling and
design. More than 70 academic journal articles published up to March 2018 were consulted on the
subject on the World Wide Science Database, SciELO, Google Scholar Database, and Scopus. The
key search expressions used were a combination of the following terms: [{intermittent (77)/irregular
(8)/unreliable (22)}/{conversion to 24/7 (2)/continuous (5)}] − [domestic (5)/household (8) − water
(97) − distribution (29)/supply (71)].

It is interesting to note that the literature collected on intermittency is relatively recent and scarce
despite the size of the population affected by this phenomenon (cf. Figure 2). However, the temporal
distribution of the articles tends towards a general increase which is a sign of a growing questioning,
one that might gain even more scope with the creation of the IWA specialist group.

 

Number of scientific publications per year (1990 - 2017)

Figure 2. Temporal repartition of the references of the Intermittent Water Supply (IWS) literature review.
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The objective of this review was to identify a definition of this regime and its extent, and to
establish a global and aggregated categorization of the causes and consequences that could address
the various aspects that characterize intermittency. This analysis has required the detection and
distinguishing of features that are similar, in order to regroup them in more global categories.

The relevance of each characteristic feature was determined by a prioritization established by the
operators who were interviewed. The reason behind this procedure is that what happens in the field
is not necessarily reported or published, and therefore some aspects of intermittency may not have
been dealt with in the literature. The purpose of the interviews was thus to report on the operators’
findings following their experience with intermittent network management, in order to complete the
information gathered from the literature, in addition to extracting their view on the issues put forward
in literature for a more operational and field point of view.

The series of interviews were conducted with water service agents, experts and managers in
several cities in Latin America, Asia, and Africa, those regions being the most impacted by IWS
worldwide [5,6].

The people interviewed are all operators or experts who have worked on drinking water networks
under intermittent conditions. A constant two-way flow between interviews and literature results was
necessary to contextualize the networks and assess their generalization potential, and to complete and
compare the information collected.

Twelve operators were interviewed, 10 who had a relevant experience in SUEZ’s Business
Units under IWS all around the world (Algiers (Algeria), Jeddah (Saudi Arabia), Amman (Jordan),
Port-au-Prince (Haiti), Cartagena, Barranquilla (Colombia), Mexico, Cancun, Saltillo (Mexico), Mumbai,
Delhi, Coimbatore (India), . . .), and two from Jeddah’s and Jordan’s National Water companies.

The list of the interviewees is presented in Table 1:

Table 1. List of interviewees.

Name Occupation Relevant to IWS

Juan MATEOS IÑIGUEZ Former Engineer in Barranquilla and Cartagena (1996–2000)

Philippe CARTON Technical Director of the Port-Au-Prince and Haiti contract since 2014, former Director of
the Amman management contract (2001–2003)

David DUCCINI Former Technical Director at PALYJA, Jakarta (1999–2003), and SEAAL, Algiers (2006–2008)

Didier SINAPAH Former DMA/DMZ manager in Jeddah (2008–2010)

François FIGUERES Former technical director in Mumbai (2014–2017)

Fayçal TAGHLABI Former engineer at Port-au-Prince (between October 2013 and March 2014)

Diane D’ARRAS Intervention in Port-au-Prince in 2013, present at the beginning of the Buenos Aires
contract (1993–1994)

Pascale GUIFFANT and
Aymeric BAJOT

Support to SUEZ’s operational and commercial entities in the implementation of societal
programs for access to water and sanitation in informal settlements (Mumbai, Algiers,

Jakarta, Casablanca, Haiti and other cities) (2014–2018)

Nicolás MONTERDE
ROCA

Technical Manager in “Aguas de Saltillo” (2011–2017). Responsible for drinking and waste
water networks O&M.

Planning Manager at “Aguas de Saltillo” (2017–Present) in Mexico

Abdulrahman ALSEHRI Former Water Supply Manager (2012–2015) and former Transmission manager (2009–2012)
in Jeddah

Jiries DABABNEH Technical Services Director of “Miyahuna”, Amman (2008–2016)

Depending on operator availability, interviews were either conducted face-to-face or
questionnaires were sent to individuals for completion (Jeddah, Saltillo, and Amman). The two
types of interviews dealt with the following aspects:

• Experience with IWS systems: description of the network and the operator’s role;
• Nature of intermittency: frequency, predictability . . . ;
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• Causes: Reasons for intermittency deployment;
• History: Network’s past regimes;
• Malfunctions: Problems related to intermittency and their ranking;
• Conversion to continuous supply: Interest in and attempts to switching to continuous supply;
• Modelling and available data: Use of existing and adapted models regarding the collected data;
• Stakeholders: Different actors and entities involved in IWS management.

The objective of this double analysis was to establish an overall characterization of intermittency.
It entailed a technical definition of the regime and a characterizing pattern of its evolution, from
its triggering elements to the various events it can generate. This result was obtained following an
aggregated categorization of the main global causes of intermittency and their resulting consequences,
by highlighting the multiple interrelations that characterize the evolution of service quality under IWS.

The resulting characterization of IWS was then confronted to the international standards for
drinking water distribution, notably those in line with the Sustainable Development Goals that were
agreed upon by all the United Nations Member States [8]. This stage required the second literature
review where recent reference texts and reports of international organizations dealing with the issue of
water supply were consulted (the United Nations, World Health Organization, UNICEF, IWA, etc.).
The objective of this phase was to outline the existing criteria for evaluating a drinking water service,
and their associated scales or ladders, and examine their relevance for IWS networks.

The standard criteria were either maintained, adapted, or suppressed in agreement with the
characterization defined in the precedent stage, and some new IWS indicators were constructed
accordingly. Scales were then established based on both the specificities of this flow regime and its
potential for improvement, within intermittency and outside it.

This phase made it possible to produce a scaling method of drinking water networks under IWS,
according to the level of service quality that characterizes them. This scaling method has been applied
to the case of Jeddah and Saltillo, which are examples of intermittent networks whose service has
improved without completely switching to continuous supply up to date. This final stage was carried
out by examining the technical documentation provided by the water companies managing these
two networks.

3. Intermittency Characterization

3.1. Definition of Intermittency

IWS encompasses a broad spectrum of practices with varying water delivery durations and
patterns [9]. There is no comprehensive, shared, and unanimous definition of intermittent water
supply in the literature, it is often linked to rationing, apportioning or restriction [10–14], or defined
by the impact it has on the network [15,16], sometimes stressing its inadequacy [14]. However, a core
first description can be extracted from proposals by different authors and summarized as follows:
“Intermittent water supply is a piped water distribution service that provides water to users for less
than 24 h in a day” [5,17–21].

This description is broadly echoed with slight variations and additional elements according to
the authors. In particular, the notion of regularity is not unanimously agreed upon. For Gohil (2013),
even under intermittent supply, water needs to be delivered at regular intervals throughout the day,
such as a few hours in the morning or in the evening [22], whereas for Shrestha and Buchberger (2013),
water supply is said to be intermittent when the water of a region is regularly or irregularly conveyed
by pipeline networks for less than 24 h a day [23], where irregular intermittency refers to a supply
arriving at unknown intervals within short time periods of no more than a few days [4].

The duration of supply that characterizes this type of water distribution is also a point
of divergence in the literature. The temporal restriction is well established and emphasized
everywhere [24,25], but some authors distance themselves from the less than 24 h in a day limitation,
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widening the spectrum to a supply to end users lasting anywhere from limited hours a day to only on
a few days a week or less [4,7,26–28].

The frequency or periodicity with which water is supplied is not definite either, it is generally
considered daily [29], although in extreme cases it lasts more than one day [30], and water has overall
an “infrequent availability” [31]. In certain intermittent networks like Jeddah, Port-au-Prince, or
Coimbatore, the adopted water distribution schedule is weekly or even monthly rather than day to day,
the limitation in time is persistent but the supply times and their periodicity are diverse. In any case,
the frequency of interruption in IWS must be persistent [31], intermittency differs from exceptional or
accidental service interruptions, which otherwise cover more localized areas. Frequency of service
interruptions is a usual service quality indicator that can be revised in the case of IWS networks.

If intermittency may seem like an adaptation to a circumstantial situation, it can also be deliberate.
Supply interruption can be implemented to save water and/or energy [21,32,33], or for economic,
political, or security factors [14].

All in all, the characteristics of intermittency apply to a piped distribution system, with a more or
less regular supply that is limited in time. In addition, the distribution perimeter involved is delimited
by the secondary and tertiary piped networks, from the source to their exit points (housing, kiosks,
standpipes, etc.) [5]. Some consider the system as intermittent if all the network mains are not always
full of water and pressurized [34]. From the operator’s point of view, IWS is practically set up through
cutoffs often established via valve operations at some sectors to allow adequate pressure in other parts
of the network during that time [29,33,35,36]. From the receiver’s end, the definition should include
the global availability of water at the outlet points. A more technical definition considering both ends
would then be to consider a system as intermittent when the residual pressure at the outlet points is
not permanently above a given threshold. The threshold value must be appropriate to each network’s
characteristics. In the case of Jeddah’s Network, for example, this value can be fixed to 0.5 bar, as
per the Performance Indicators requested by the country’s ministry of water and electricity for its
management contract (2007), whereas in Coimbatore, the design parameter is for the pressure to be of
at least 7 m of water column (0.69 bar) at the house connection [37].

The next two paragraphs result from the cross-analysis between the literature review and the
operators’ feedback, in order to display the most operationally significant dimensions of intermittency,
with practical examples.

3.2. Causes of Intermittency

Despite the diversity of definitions, the majority of the authors and all the interviewed operators
note the negative impact of intermittency on the quality of drinking water distribution, this aspect
will be detailed in the next paragraph. However, a first question is why does this supply regime
take place, or how else does it establish itself? Neither the operators interviewed nor the literature
did pinpoint a clear-cut trigger that could have caused the supply to shift to an intermittent regime;
rather, they evoked a general multifactorial constraining context at the resource or management level.
These conditions are symptomatic of the general constraints to which drinking water networks are
subjected today.

Water and energy scarcity, population density increase, and the dynamics of urban expansion
in one side, combined with failures in governance and the lack of adequate planning and structural
adaptation, in developing cities, make the task of providing basic urban services more complex [38,39].
It is generally a combination of several of these factors, sometimes with a contribution of the
population’s attitude towards water, that set intermittency off [7,40].

Totsuka, Trifunovic, and Vairavamoorthy (2004) put forward a structuration of these causes into
three types of anomalies related either to resources, investment and infrastructure, or management [41].
In the following, we list examples of networks described by surveyed operators that are subject to one
or the other of these anomalies.
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The cities of Barranquilla and Cartagena in Colombia suffered from a lack of infrastructure to
cope with the migratory flow caused by the states of insecurity in the South and Center of the country,
which pushed a large part of the population to migrate to these two cities. This situation has led to a
significant densification of the cities which, combined with a lack of planning, has caused an imbalance
in water distribution. The problem was not a problem of resources, which exist in sufficient quantity, it
was only a management problem aggravated by the pressure exerted by minorities, such as the rich or
neighborhood leaders, on political will.

The master plan of the city of Cancun in Mexico was done in one shot without updating. As a
result, the forecasts of this master plan have extremely underestimated the population growth of
Cancun, closely linked to the region’s thriving touristic activity, which has generated a demand for
water five times greater than was predicted. In order to manage this situation, the peripheral districts
of the city have been tactically put into intermittent mode to limit water theft due to illegal connections
implemented by the residents of the suburban slums.

Finally, Mumbai is a striking example of a situation where resources and hydraulic capacity are
sufficient but the network deterioration, customer behavior, uncontrolled urban densification (slums),
and management liabilities induce service malfunction, since the city does not have a water resource
problem as the ratio of water availability per person is 300 L per day while for the city of Barcelona,
where water is delivered continuously, the dotation per person per day does not exceed 180 L.

When a water company is confronted with one of these anomalies, the adopted solutions can
range from a continuous supply with low flows, with the consequent reduction of pressures on
the network, to the use of recycled water or unconventional sources, and finally to an intermittent
supply [42].

3.3. Problems and Risks Associated with Intermittency

All interviewed operators along with the literature stress the negative impact of intermittency on
the network, and its impact on the efficiency of operations, demand management, and water supply in
general [5,41]. The most frequently mentioned impacts further include:

• Health risks: Water quality and health hazard [6,9,28,43];
• Technical problems: Network wear [17,26,39]; Difficulty in detecting and repairing leaks [5];
• Economic issues: The cost of network wear; Metering and billing issues [44,45]
• Social and political problems: Illegal connections and other customers’ coping strategies [10,39,46,47];

Inequity of water supply [7,10,48,49]; Water wastage [5,7];

And overall restrictions in the quality of supply [7] such as water unavailability, etc.
In what follows we will report on the various aspects of this adverse effect on the network, and

other problems that have been identified by operators and in the literature. The last point—restriction
in the quality of supply—will be explored in detail in the next part.

3.3.1. Health Risks

The interruption of supply is the main characteristic of intermittency; it causes low pressures and
vacuum in the pipes for relatively long periods [5]. This makes them favorable to contamination as
soon as there is a route of penetration of external substances and organisms, and as we will further
detail, these networks are generally very leaky, there is a rather high risk of the existence of this route.
Moreover, variations in pressure and velocity induce bacterial biofilm detachment and microbial
regrowth within the pipes [16]. In addition, because it fails to deliver an adequate service to the
consumers, namely available water when needed, intermittency leads the consumers to the use of
complementary systems such as domestic water storage accommodations, like a water tank on the
house roof, cistern, or other permanent deposit at home [10,18,44,46,47,50–52]. Because of its stagnation
in domestic tanks or reservoirs, water quality is deteriorated again at the consumer’s side [28,31,53–55],
even if there is a regulation of the construction and maintenance of these thanks, this type of installation
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is private property. In practice, they are rarely built, controlled, and maintained according to standards
that take into consideration prevention against contamination.

This aspect was noted by several operators in Amman, Mumbai, New Delhi, and Port-au-Prince.
High risks of contamination create or intensify major health risks [56], and some intermittent cities

are experiencing key health problems [9,11,53,57,58], as is the case for the population of Port-au-Prince,
which suffers from the spread of cholera, necessitating domestic water treatment, in order to be
reduced [59].

Finally, IWS also presents risks in terms of hygiene behavior deterioration. Rationing reduces
water consumption, and thus washing frequency as well, along with the increase of water sharing
among family members, inducing additional health risks [14]. Figure 3 is an illustration of the
aforementioned health risks.

Figure 3. Factors inducing or aggravating Health Risks in IWS.

3.3.2. Technical

i Network Deterioration

Intermittent systems experience more repetitive fluctuations in pipe pressures than continuous
systems [48,60]. Furthermore, entrapped air bubbles may get overpressured following their infiltration
to the pipes during the supply halt periods [24,61]. These two phenomena cause an acceleration in
the wear of the pipes and joints, and thus an increase in their breakage rate [62]. This deterioration
also affects equipment installed on the network, which are handled more frequently. All the operators
interviewed testified to the degradation of the network that they had to manage, resulting in an increase
in the breakage rate and maintenance costs in this type of network, Figure 4 illustrates the evolution of
leakage in Hussein Dey, a 56 linear km Network pilot zone in Algiers before and after its transition
from intermittent to continuous supply, the average number of reported leaks significantly decreases
both on distribution mains and connections (cf. Table 2). This phenomenon was also confirmed by
a study carried out in Cyprus where the modelling of the behavior of a network during and after
intermittency, displayed its vulnerability following the implementation of IWS [17,22].

Table 2. Effect on intermittent supply on reported leaks (Algiers)—Adapted values from David
Duccini’s presentation at the Journées Techniques Innovation—SUEZ (2009).

Description
Number of Reported Breaks

Before After % Decrease

Mains 10.08 in 1 km 3.5 in 1 km −65%
Service connections 3.27 in 1000 0.5 in 1000 −85%
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Figure 4. Leakage evolution in Hussein Dey—Algiers before and after the transition to continuous
water supply (CWS—January 2008): Adapted chart from David Duccini’s presentation at the Journées
Techniques Innovation—SUEZ (2009).

ii Increased Difficulty in Leak Detection and Repair

The more the network is degraded, the more there is room for leakage, and the more water
is lost [62]. However, it should also be noted that intermittency makes it more difficult to detect
leaks in general, whether they are its direct consequence or not [5], because the usual leak detection
techniques (fixed and mobile pre-localization, acoustic detection, etc.) require a pressurized network,
with the exception of Helium detection (tracer gas). And even in the latter, the repair cannot be
validated on the spot due to the absence of pressure. This problem was noted in Amman in particular,
where leaks that were supposed to be repaired reappeared once the network was put back under
pressure. Figure 5 illustrates some factors generating or aggravating network deterioration and leakage
under intermittency.

Figure 5. Factors inducing or aggravating Network degradation and leakage in IWS.

3.3.3. Economic Issues: Billing Problems Because of Meter Malfunctioning

Intermittency induces an interruption of service, usually associated with cycles of water filling and
emptying of the pipes, and the expulsion of the air that was entrapped in the network. These conditions
cause metering malfunctions readings [44,45] due to the following reasons:

• Firstly, the alternation of dry and wet conditions weakens the devices;
• Then the air movements in the pipes accelerate the deterioration of the meters’ recording

mechanism when air is driven out of the pipe by incoming water;
• And when the supply is switched off, it creates vacuum conditions reversing the meter

registration [5].
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These phenomena create difficulties for water suppliers in controlling water consumption and
establishing fair pricing [63] (cf. Figure 6). All the more so, as these factors make consumers
suspicious of the accuracy of their bills and less willing to pay, and can sometimes lead to criminal
behavior, in Cancun for example, operators have observed a recurrent practice of meter sabotage from
populations supplied in intermittent mode. However, it should be noted that this practice is more
or less pronounced depending on the cultural sphere concerned and does not necessarily depend on
intermittency, even if it may be aggravated or justified by the feelings of dissatisfaction and injustice
that IWS generates.

Figure 6. Factors inducing Billing Problems in IWS.

These problems lead water utilities to question the relevance of installing meters for this type of
supply, but their absence generates other complications such as the obligation to introduce flat-rate or
roughly evaluated billing [63], and the difficulty of estimating network performance.

3.3.4. Social and Political Problems

i Inequity of Distribution within the Network

In an intermittently supplied system, the hydraulic conditions associated with consumer behavior
and strategic decisions result in inequitable water allocation [19,29,30,64–67].

On the one hand, the hydraulic structure of the network makes some points more advantageous
hydraulically than others because of their elevation and their proximity to the production
points [42,48,49], especially when the network is originally designed for continuous supply [61,68];
the flow is characterized by a water reception time that is not equal everywhere; this characteristic
constitutes a problem when this reception time is longer than the supply duration. De Marchis et al.’s
model of the filling process of the network of the city of Palermo (2010), estimated the water reception
time for the most disadvantaged points of the network as superior to an hour, the resulting pressure
was then too low to fill the users’ tanks, a few of them were completely filled within 5 h, while
others had to wait up to 8 h for the tank filling process to start [48]. Second, the hydraulic regime in
intermittent networks is governed by a pressure-dependent demand, the volume of water flowing from
the taps is dependent on the pressure in the network. As consumers leave their taps open, filling the
tanks causes high peak flows, which generate impressive pressure losses in the network, this process
amplifies the pressure difference between the different collection points in the network and increases
inequity [69]. This situation may be aggravated by the use of suction pumps by some consumers [70].
This practice unbalances the supply even in the case of a continuous supply network, as is the case in
Buenos Aires. When the availability of water in the network is limited, particularly under intermittent
conditions, the described impact is even worse.

Finally, some neighborhoods or consumers may be favored by the municipal authorities or the
operator because of their social status, political weight or ability to pay.

Figure 7 displays some of the factors contributing in the inequity of IWS.
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Figure 7. Factors inducing or aggravating Inequity of supply in IWS.

ii Water Wastage

Consumers in intermittent conditions may waste more water than those who can receive it
permanently. In fact, they tend to keep their taps open to store as much water as possible, from fear
of shortages, which incidentally causes occasional overflows in tanks. In addition, most consumers
do not use all the stored water and this water will be tossed away and replaced by fresh water from
the next supply window [27,41,63], especially when water tariffs are flat rate or state-subsidized.
This situation is all the more paradoxical as intermittency is often initially caused by a lack of resources.
This phenomenon is a salient example of the interweaving between the causes and consequences of
intermittency, and the difficulty of escaping it [43] (cf. Figure 8).

Figure 8. Factors inducing or aggravating water wastage in IWS.

iii Coping Strategies of Consumers

Over the years, consumers have begun to adopt various measures to overcome intermittency, but
at a cost generally referred to as the “coping cost”. A considerable coping cost is incurred to store
backup water to ensure all-day availability [71].

The intermittent regime imposes on consumers the costs associated with additional facilities, such
as storage tanks, pumps, alternative resource supply systems, and domestic treatment facilities (cf.
Figure 9), generally afforded only by the wealthiest households. Poorer people who cannot pay for
such accommodations either spend their time fetching water from alternative providers such as public
taps or vendors, at a relatively high total price, or are compelled to reduce their consumption [10].
Coping costs are related in general to collecting, storing, pumping, treating, and purchasing water [46].
In Port-au-Prince in particular, when faced with the unavailability of water, consumers buy water from
private tankers, which are more expensive than piped water. This argument is used by water utilities
to encourage people to switch to continuous service, as is the case in New Delhi, where the operator
highlights the potential savings achieved on these adaptation practices.

Moreover, slots where water is available are not always convenient for users. When water is
needed but unavailable, people have to go to public taps, sometimes quite far away, and wait in
long lines to collect it. In some countries, consumers’ working hours are affected, resulting in lower
overall productivity.
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Figure 9. Some factors inducing or aggravating customer coping strategies in IWS.

Finally, faced with the unavailability of water, certain consumers illegally connect to the pipes
that are pressurized in the network, and some even bribe the field agents who handle the valves in
order to alter the distribution schedule in their favor. These practices disrupt the functioning of already
fragile network and supply, some of them are represented in Figure 9.

3.4. Interrelation of IWS Causes and Consequences

Overall, intermittency is caused by an imbalance in the water supply/demand equation. On the
one hand, there is the increase in demand caused by urban expansion and population growth, and the
multiplicity of water uses, and on the other hand, supply is constrained by conditions of shortages
that may be related to resources, infrastructure, mismanagement, or poor or static planning. The main
characterization of intermittency is that its establishment aggravates the imbalance of the equation by
engaging in a vicious circle of water service degradation. It degrades the network, which generates
more leaks, more water losses, and more interventions and investment needs that add to the costs of
the system operation and management.

A striking point that emerged from the interviews is the link between causes and consequences
in the case of intermittency, problems caused by intermittence in some cases are causes of transition
to this regime in others [5,40], Charalambous & Laspidou (2017) represent this interdependence as a
regressive spiral of the water service situation, shown in Figure 10.

 

Figure 10. The downward spiral of IWS [5].
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This spiral is a conceptual representation of the degradation of service under IWS, as it is broadly
applicable for most intermittent networks, with few exceptions in the case of Jeddah for instance
(5500 km of water network divided in 125 areas) where the origin of the transition to Intermittent
Water Supply (IWS) is linked to the instability of water supply, which has pushed the populations to
install individual storage tanks with capacities of 200 to 100,000 L, to compensate for the eventuality of
a supply cut. The stages of the spiral can be more or less prominent and significant depending on the
population and utility’s financial resources. In Jeddah, for example, the cost of service is affordable by
the majority of the consumers, and water services are highly state-subsidized (DS), thus there wasn’t a
particular stress on the consumers’ willingness to pay.

We propose in the following (see Figure 11) an illustration of the sequence of relationships between
the above causes of intermittency as defined by Totsuka et al. [41], combined with the related problems
that we described in the precedent section. The multitude of interrelations (arrows) illustrates the
service degradation expressed by the spiral and the vicious circle of intermittency, where the problems
it generates fuel its origins, while stressing the non-linearity of the issue.

 
Figure 11. Global comprehensive process of the interrelation between the different dimensions of intermittency.
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This illustration links all the negative results of intermittency (dotted arrows), directly or indirectly,
to one of the imbalances that triggered this supply mode. Billing problems, for instance, make it more
difficult for the operator to recover costs. This reduces its investment capacity, resulting in a worsening
economic scarcity. Water wastage has a direct impact on the balance between resource and demand,
and the emergence of new adaptation behaviors on the consumer side introduces new factors to be
taken into consideration in the overall supply management process.

This diagram represents the multidimensionality of the causal chain characteristic of intermittency,
taking up the notions of global degradation expressed by the spiral and vicious circle of intermittency,
while specifying the relationships between the different dimensions of the regime. In the following,
we propose a methodology for quantifying this degradation through the definition of water service
quality in the context of intermittency.

4. Framework Construction of Service Quality Indicators under IWS

4.1. Service Quality under IWS

Intermittent supply can be considered from the point of view of the consumer or that of water
stakeholders. If we consider the consumer’s point of view, the notion of intermittency can be
categorized according to the level of standardized inconvenience generated, it is a categorization
associated with the quality of the water delivery service. On the side of water stakeholders, it is rather
an exploration of the reasons why this type of supply has been used, and their manifestation at the
level of network management at all its stages.

The competitiveness of a business is primarily defined by the perceived quality of the product
or service it offers [72]. In the following, we will explore the definition of water service quality as
defined by the international institutions that outlined the Right to Water, and then compare it to the
service perceived and received by consumers. The objective of this exercise is to assess the relevance of
the traditional service quality criteria in IWS conditions, by comparing them with the reality of the
situation experienced by the populations as described by the aforementioned problems.

4.2. The Right to Water and SDG Target

The United Nations Committee on Economic, Social and Cultural Rights (CESCR) defines the
right to water as follows (2002):

“The human right to water entitles everyone to sufficient, safe, acceptable, physically accessible
and affordable water for personal and domestic uses. An adequate amount of safe water is necessary
to prevent death from dehydration, to reduce the risk of water-related disease and to provide for
consumption, cooking, personal and domestic hygienic requirements” (CESCR, 2002).

The detailed explanation of the previous definition displays the five following parameters:
availability; quantity; quality; affordability; and accessibility.

On the other hand, the Target 6.1 of the SDG is to achieve, by 2030, universal and equitable access
to safe and affordable drinking water for all. The WHO/UNICEF Joint Monitoring Programme for
Water Supply and Sanitation translated the terms used in this target into the same parameters for
defining a ladder for monitoring household drinking water services [73].

Based on these criteria, service quality states can then be defined, and improvements can be noted
in each of these axes. In the following paragraphs, we will proceed at representing service quality
levels relating to each of these parameters, by adapting them to IWS conditions.

4.2.1. Availability

When the availability of water in an intermittent system is described, it is generally the average
distribution time that is considered (in hours per day or per week . . .). Unfortunately, this indicator is
not sufficient to describe the system, the frequency of distribution should also be considered [10], as
well as its regularity [5]:
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• Frequency or type of regime: Depending on the frequency of water arrival at homes or collection
points, the service and accommodation needs of the populations may differ, so, with the same
remaining parameters, a water supply of 3 h a day is different from a water supply every Monday,
which in turn is different from a supply of once or twice a month.

• Regularity of service: this criterion categorizes the type of distribution as unreliable, predictable,
regular [5], and continuous. Unreliable distribution characterizes a distribution regime in which
consumers do not know exactly when they will receive water. When distribution is regular, the
customer knows that he will get water a known number of times over a given period, without
having an accurate knowledge of the exact day or time the water arrives. Finally, predictable
service is one in which consumers know exactly which days and times the water arrives at their
collection point. The last level of predictability is in continuous service, when the consumer no
longer has to worry about when the water will be available.

Finally, another parameter that can be taken into account is the seasonality of water distribution,
between a service that is permanently intermittent, and an intermittency that occurs during a particular
season or as an isolated episode. This parameter can be integrated as a function of the evolution of the
availability criterion with time, with peak factors calibrated to the impact of seasonality.

4.2.2. Quantity

The water needs of the consumer can be classified according to a pyramid [74] (see Figure 12)
inspired by that of Maslow, starting from the basic water requirements related to human activities like
those related to drinking, sanitation, bathing, and food preparation [75] and going upward to more
flexible water uses.

Figure 12. Hierarchy of water requirements (liter per capita per day) [74].

For our framework, we retrieve only the global aggregation of the average quantities associated
with survival, maintenance, and development needs as an average proposition, considering that on the
one hand, water is considered to be wasted under intermittent supply conditions on premises, while
on the other hand some studies reveal that intermittent water supply of 1–6 h for example results in
lower water use (30–60 L per capita per day —lpcd—) than continuous water supply (70 lpcd) [14].

4.2.3. Quality

Generally, water is either potable or non-potable, this binarity makes it difficult to qualify a
progressive improvement in the quality of a given water. In this sense, the contractual provisions of
networks under intermittent supply mean that the formulation of their water quality commitments
may differ from conventional contracts. In the case of intermittency, the terms stipulate an obligation of
drinkability, only at the exit of the water treatment plant, and in some other contracts, the consumer’s
water is qualified as “clean” rather than potable. While the criteria for defining this so-called “clean”
water can be characterized on a case-by-case basis, there is no unanimous definition in this sense.
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Indeed, the evolution of the field of water quality has made it possible to move from an exclusively
organoleptic assessment to physico-chemical and microbiological criteria providing information on
the possibility of its consumption [8].

The reality is that different uses of water do not necessarily require that it be potable to be used in
activities other than drinking, cooking and, to some extent, hygiene, and this is where the concept of
permissible risk comes in [76].

Based on this concept, the World Health Organization has defined a scale of health objectives
related to microbiological risks, which represent the greatest threats to consumer safety (WHO, 2011).
Thus, before being potable, water can be qualified according to its treatment objective, the World Health
Organization has defined intermediate treatment objectives according to the admissible risk considered,
namely: highly protective, protective, or interim [77] (Performance requirements for those criteria in
Table 3). We adopt these levels in our scale, assuming a preliminary organoleptic qualification.

Table 3. Performance requirements for Household Water Treatment technologies and associated log10
reduction criteria for “interim”, “protective”, and “highly protective” risk protection targets [76].

Reference Microbe
Used in

Dose-Response
Model

Assumed Number
of Microbes Per

Liter Used in Risk
Calculations

Pathogen
Class

Log10 Reduction Required

Interim Protective Highly Protective

Requires Correct, Consistent and Continuous Use to Meet
Performance Levels

Campylobacter
jejuni 1 Bacteria Achieves “protective”

target for two classes
of pathogens and

results in health gains

≥2 ≥4

Rotavirus 1 Viruses ≥3 ≥5

Cryptosporidium sp. 0.1 Protozoa ≥2 ≥4

4.2.4. Accessibility

Water accessibility is defined by travel distance and waiting time, and the means needed to access
water. Since the scope we considered to define intermittency only includes piped supply, it is the
qualification of the delivery point that establishes the consumer’s access to water.

Access can be improved from collective access, at kiosks or standpipes, to semi-collective access
at a residence, neighborhood, or building, then to individual access.

This access also concerns alternative means of service (tanker trucks, water sales points, etc.).
However, discreet categorization cannot be perfectly objective since access to a collective terminal

at the foot of one’s home is better than access to a semi-collective delivery point that is further away.
The classification criterion is therefore a coefficient taking into account both the linear travelled

and the average waiting time before recovery and consumption of this water (cf. Equation (1)).

WaterAccessibility(%) = A × Lineartravelled(m)

1000
+ B × Waitingtime(min)

30
(1)

where 1000 m and 30 min are the maximum distance and time defined by the United Nations for Water
fetching [78], and Where A and B are weighting coefficients that allow access rating (A can take into
account the topography, and the available or required transport means, etc.). A + B = 100.

It should be noted that one of the issues of intermittency is when the consumer has a particular
connection, but no water. This is not really included in accessibility, as it is defined here, the waiting
time for water to reach the tap isn’t considered. In our case, where people have tanks, there is no travel
distance, and ultimately, no waiting time. The inconvenience that this situation causes to consumers is
rather taken into account in the availability parameter.

4.2.5. Affordability

Water affordability is a vital element to water access, it relates to the ability of consumers to
support the cost of water service. This parameter is typically measured by the annual cost of water
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bills as a percentage of median household income [79]. In Intermittent Water Supply conditions, the
price of water has two components: the direct price of access to the service and the coping costs.

As far as water pricing is concerned, several models can be used depending on the socio-economic
specificities of the water policies of the region, prices can be metering-based or lump-sum.

Coping costs can be higher than the actual price of piped water as is the case in Nepal
households [46] (cf. Figure 13).

 

Figure 13. Household level mean monthly coping costs, water bill, and Willingness to Pay (WTP) by
income decile in Nepal households [45].

An improvement in the quality of service must take these two components into consideration,
the following formula (cf. Equation (2)) is a decomposition of Christian Smith’s Water Affordability
calculation [79]:

WaterAffordability(%) =
AnnualWaterServiceCost + AnnualWaterCopingCost

AnnualHouseholdMedianIncome
× 100 (2)

The graph above (Figure 14), shows the WTP values of the homes in Nepal, and displays the
increase of this ratio with the decrease in income, another striking fact is that the willingness to pay for
a better quality of service of all social categories is superior to the maximum threshold recommended
by the United Nations (3%), hence the importance of establishing a scale of improvement of the
affordability of water.

 
Income decile (US$) 

Figure 14. Willingness to Pay (WTP) per average revenue in Nepal households, adapted from
Pattanayak’s et al. graph (Figure 13).
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4.3. Global Framework

In order to have an aggregated representation of water distribution service quality levels, the
following diagram groups the five parameters described above by assigning ladders adapted to
intermittent supply conditions.

The different levels represented in Figure 15, must be viewed independently from one column
to another. They make it possible to identify opportunities for improvement and to qualify service
levels. These service levels are associated in their final level with a continuous supply of good quality,
fully satisfying the consumer’s right to water, but the evidence shows that the existence of lower levels
makes it possible to identify gradual improvement targets that can bring substantial benefit to those
who will remain fed intermittently for a long time.

Figure 15. Classification of water service quality improvement framework.

We applied this general framework to the case of Saltillo’s network (2600 km, 250,000 connections),
and the considered parameters were as follows:

• Quantity: On a population base of 800,000, the allocation is of 113 L per person per day, people
have enough water to cover their basic needs then (>100 lpcd).

• Quality: In 2014, 2740 samples of bacteriological analysis were performed together with authorities
such as the Ministry of Health. All samples were in conformity with the standards [80]. But this
analysis was performed at the level of the network and doesn’t take into consideration the water
contamination at the consumer’s houses. In 2017, the water company received 74 water quality
complaints (17 odor related, 39 due to the water’s earthiness (53%), 14 because of the water color
(19%), and four complaints associated with larvae presence (5%)). For a served population of
800,000 inhabitants, this figure stays very little even compared to continuous networks, if the
water is not potable at the consumer’s houses, the considered admissible risk places the quality of
water as “highly protective” at the very least.

• Availability: The average water supply frequency is near 18.5 h/user/day, with 99% of the
population receiving water every day and the rest 1% for 4 days a week. Moreover, according the
water company, the distribution schedule is published by different means to make it possible to
know when users, by neighborhood, are receiving water.
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• Accessibility: Around 99% of the population is connected to the network, the accessibility is
therefore individual.

• Affordability: the applied water tariffs deferred to annual consumption in Saltillo is on average
0.5% of the average annual income of the population, if we refer to the ratios calculated
for the aforementioned coping costs in Nepal, the affordability indicator remains below the
recommended threshold.

In short, the analysis of the quality of service in Saltillo places the majority of indicators at very
favorable levels, but this is not the case throughout the network, which leads us to the importance of
scaling up.

4.4. Scaling Up

The quality of service as defined above considers the response to a single person’s water need,
and yet it covers a wide spectrum of service improvement opportunities. However, other opportunities
for improvement are felt as soon as we go beyond an individual scale.

Indeed, when faced with a supply that does not ensure water all the time. One of the vital
aspects to take into account is to see if the water distribution is at least carried out in an equitable
way. This includes both equity in the distribution of the quantities of water served, equity in terms of
supply time, etc., and so on, until equity is considered in all the parameters identified above.

The criterion of equity, as well as other collective criteria can be grouped in the notion of regulation
and regularization of the impact of a consumer or group of consumers on its environment, and the
supplier’s ability and willingness to trim, soften, or homogenize the spatial curve of supply quality.

The importance of this aspect is particularly visible in the case of the improvement of Jeddah’s
water distribution service. This improvement was realized thanks to the creation of adapted
distribution sectors, along with water rationing upgrading using a new telecontrol center, and pressure
modulation for water losses reduction. Let us take our framework to examine the various elements
during the initial situation in May 2008, and after the improvement of the service:

• In terms of quantity, the water received by a Saudi household is more than sufficient, it even
competes with American households’ daily consumption of 315 lpcd [40].

• Water distribution was also predictable but with very disparate frequencies between areas of the
city, water could in this sense arrive at some places every ten days, and at more than 27 days’
interval in others, for an average frequency of 23 days.

• In terms of quality, the water company did not receive any complaints in this regard, we can
deduce that the disadvantage generated by the degradation of water quality was not obvious in
the organoleptic sense, but since it was not intended for drinking or cooking, this reduces the
scope of impact it could have had on the population. It is, however, important to note that the
long water storage time (23 days) necessarily degrades water quality.

Moreover, water accessibility is individual, and is subsidized by the state.
The most notable service improvement has been to act on this frequency, and on distribution

equity, through active pressure management and the optimization of the network sectorization and
supply schedules. The frequency of distribution increased from an initial average of once in 22.9 days
to once in 7.2 days for the entire city in December 2014.

4.5. Service Quality Evaluation

The example of this network illustrates both the importance of considering equity in assessing
service quality, and the subjectivity of improvement criteria according to the economic and social
contexts of a network. Hence, the importance of adopting each network’s qualification score according
to its own improvement objectives, which are defined by the various parties concerned.
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A qualification proposal can be formulated as a weighted sum of the impact of the various
parameters detailed above (cf. Equation (3)):

SQScore = a.AvailScore + b.QtScore + c.QlScore + d.AccScore + e.AffScore + f.EquScore (3)

where: a + b + c + d + e + f = 1 and a, b, c, d, e, and f are weighting factors determined according to
the networks improvement objectives.

5. Conclusions

The intermittency of drinking water distribution is characteristic of several countries in the world
but there is no unanimous comprehensive definition of this regime. Despite the diversity of definitions
associated with intermittency, there are constant elements that allow it to be established as a more or
less regular time-bound water service, where the pressure at the exit points is not permanently above a
given threshold.

It is difficult to give an exact history of intermittent initiation but the problems it generates are
recurrent, even if their perception by operators and consumers is not the same, and the impact they
have depends on the characteristics of the intermittency regime and on the socio-economic setting of
the impacted partakers.

Intermittency is a relatively logical perpetuation of the current climatic, demographic and
environmental conjecture, usually associated with organizational dysfunctions with multilevel
contributions. There is a strong connection between the causes of intermittency and the problems
associated with it. These relationships are globally reflected in a deterioration in the state of the system
and in the quality of drinking water delivery service, leading to a worsening of the triggering factors,
and an ingress into a characteristic vicious circle. However, the impairment can be scaled according to
the inconvenience incurred.

The parameters defining service quality under intermittent water supply are adapted indicators of
availability, quantity, quality, affordability, accessibility, and equity. The adaptation of those indicators
to IWS conditions is done at the scaling level, by detailing the progress that can be measured.

An improvement in water service is possible even in cases where continuity is not achievable. The
definition of improvement objectives and how they are perceived by stakeholders must be based on a
targeted weighting of the parameters defining this quality of service and the potential contribution of
the designated improvement in breaking the vicious circle of intermittency.

This work will be supplemented by methodological studies to define the objectives and means
of improving each of the above-mentioned parameters, with the aim of defining an overall approach
of resilient IWS, along with a characterization of the average weights for the qualification of these
parameters through benchmarking field studies.
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