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Preface to ” Advances in Water Distribution Networks”

The research into water distribution networks has recently been characterized by a deep renewal
and development, due to technical progress in control systems and computational resources. In recent
decades, the research has examined in depth the well-established topics related to the quantitative
simulation and optimization of water distribution systems, and it has broadened to include water
quality aspects, such as those concerning the network capacity in terms of residual disinfection and

its protection from the effects of accidental or terroristic contamination events.

Giuseppe Pezzinga, Enrico Creaco
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Abstract: This Editorial presents a representative collection of 10 papers, presented in the Special Issie
on Advances in Water Distribution Networks (WDNs), and frames them in the current research trends.
Four topics are mainly explored: simulation and optimization modelling, topology and partitioning,
water quality, and service effectiveness. As for the first topic, the following aspects are dealt with:
pressure-driven formulations, algorithms for the optimal location of control valves to minimize
leakage, benefits of water discharge prediction for the remote real time control (RTC) of valves,
and transients generated by pumps operating as turbines (PATs). In the context of the second
topic, a topological taxonomy of WDN:s is presented, and partitioning methods for the creation of
district metered areas (DMAs) are compared. With regards to the third topic, the vulnerability to
trihalomethane is assessed, and a statistical optimization model is presented to minimise heavy
metal releases. Finally, the fourth topic focusses on estimation of non-revenue water (NRW),
inclusive of leakage and unauthorized consumption, and on assessment of service under intermittent
supply conditions.

Keywords: water distribution networks; non-revenue water; leakage; energy; real time control;
pumps as turbine; pressure-driven analysis; topology; partitioning; district metered areas;
water quality; trihalomethane; heavy metals

1. Introduction

The research on water distribution networks (WDNSs) has recently undergone important renewal
and development, due to technical progress in control systems and computational resources. In the
last few decades, the research has examined in depth the well-established topics related to the
quantitative simulation and optimization of water distribution systems, and it has broadened to
water quality aspects.

As for water quantity, one of the most explored topics is undisputedly modelling [1]. In this
context, the extended period simulation, which represents WDN behaviour as a sequence of steady
states, is by far the most widely adopted modelling tool. This is because it enables obtaining
good results in the trade-off between accuracy and computation burden. However, the thorough
assessment of nodal outflows is an essential requirement for the accuracy of the simulation. To this
end, the pressure-driven approach originally proposed by Bhave [2], which relates nodal outflows
to demands and pressure-heads, proved to perform much better at reproducing WDN behaviour in
a wide range of service pressure, in comparison with the demand-driven approach, in which nodal
outflows are set equal to demands. However, little attention has been dedicated to the comparison of
the various pressure-driven formulations available in the scientific literature, e.g., [2-7].

Besides outflow to authorized users, nodal outflows also include non-revenue water (NRW) [8],
which is represented by leakage and unauthorized consumption. Numerous studies, e.g., [9-11],
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have been carried out on the effective parameters for characterizing WDN in terms of NRW. However,
the correlation between NRW ratio to overall water production and WDN operational and physical
parameters has not been thoroughly explored.

To decrease the NRW ratio, as well as to obtain other benefits such as the reduction in pipe bursts
and the extension of infrastructure life, water utility managers often choose to perform service pressure
regulation in WDNSs. This requires the installation of control valves at suitable locations and the real
time control (RTC) of these devices, to meet the demand variations in time. After the work of Jowitt and
Xu [12], many other works, e.g., [13-17], in the scientific literature explored optimal location of control
valves in WDNSs. Nevertheless, few comparative works exist to help water utility managers choose
the best algorithm for generic case studies. As for RTC, some work was done to set-up increasingly
effective algorithms to regulate control valve settings as a function of the pressure at critical nodes [18]
and variables, such as water discharges at valve sites [19]. An interesting idea, which can be further
developed, was recently presented by Page et al. [20,21] to include water discharge forecast within the
control logic.

Instead of being dissipated at control valves, the surplus of service pressure can be recovered
by installing turbines or pumps operating as turbines (PATs) [22,23]. While the performance of
these devices has been analysed in many contexts, e.g., [24-27], including real WDNS, e.g., [28,29],
little attention has been given so far to the effects of transients generated by turbines or PAT.

Besides service pressure regulation, WDN management includes other practices such as
partitioning. This is done to subdivide the WDN into sufficiently small areas, called district metered
areas (DMAs) [1], to facilitate management and monitoring. Numerous algorithms, e.g., [30-35],
are proposed in the scientific literature for WDN partitioning, while few comparative analyses are
available. Furthermore, since WDN partitioning is generally carried out by making use of the graph
theory, a study is missing on the behaviour of WDNs from the topological point of view, to characterize
their basic metrics.

While the research on WDNs in the 20th century was mainly dedicated to water quantity aspects,
the two first decades of the current century have seen the birth of new research lines concerning
water quality. These lines have received nourishment from the changes in the regulations in many
countries, which encourage the draft and adoption of water safety plans [36]. A water safety plan
is a plan to ensure the safety of drinking water using a comprehensive risk assessment and risk
management approach, which encompasses all steps in water supply from catchment to user. In this
context, the WDN plays an important role since it can be threatened by events of accidental and
intentional contaminations [37-39]. These events can cause supplied water to contain inacceptable
concentrations of undesired compounds, such as heavy metals, disinfection by products and so forth.
Therefore, methodologies for improving water quality and estimating the vulnerability of WDNs to
these compounds should be developed.

2. Overview of the Special Issue

The Special Issue was established to point out the recent trends on WDNs, with emphasis on the
opportunities introduced by technical progress for simulation, design, and management of water
distribution systems. The collected papers are representative of some current main research topics
in WDN .

2.1. WDN Simulation and Optimization

Four papers form part of this topic:

e  Ciaponi and Creaco [40] present the comparison of five pressure-driven formulations in the
context of WDN modelling. The results of two case studies show that the formulations tend to
behave similarly in terms of nodal outflows. The formulations with smooth relationship between
nodal outflow and pressure head tend to guarantee faster algorithm convergence, in comparison
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2.2.

2.3.

with a relationship with derivative discontinuities. The results yielded by the formulations for
low values of the nodal pressure head can be very different;

Creaco and Pezzinga [41] present the comparison of two different algorithms for the optimal
location of control valves for leakage reduction. The former is based on the sequential
addition (SA) of control valves: at each step, the optimal combination of valves is searched
for, while containing the optimal combination found at the previous step. Therefore, the former
algorithm searches for only one new valve location at each step, among all the remaining ones.
The latter algorithm consists of a multi-objective genetic algorithm (GA), in which valve locations
are encoded inside individual genes. The results obtained on two WDNs show that SA and GA
yield identical results for small number of valves. When this number grows, GA performs
increasingly better than SA. However, the smaller computation time of SA may make this
algorithm preferable in the case of large WDNs;

Creaco [42] explores the benefits of water discharge prediction in the RTC of WDNs. An algorithm
aimed at controlling the settings of control valves and variable speed pumps, as a function of
pressure head signals from remote nodes in the network, is used. Two variants of the algorithm
are considered, based on the measured water discharge in the device at the current time and
on the prediction of this variable at the new time, respectively. The RTC algorithm attempts to
correct the expected deviation of the controlled pressure head from the set point, rather than the
currently measured deviation. The results of the applications prove that RTC benefits from the
implementation of the prediction, in terms of closeness of the controlled variable to the set point;
Pérez-Sanchez et al. [43] characterize the water hammer phenomenon in the design of PAT systems,
emphasizing the transient events that can occur during a normal operation. This is based on
project concerns towards a stable and efficient operation associated with the normal dynamic
behaviour of flow control valve closure or by the induced overspeed effect. The analysis shows
how precise evaluation of basic operating rules depends upon the system and component type,
as well as upon the required safety level during each operation, with emphasis on the analysis
of transients.

WDN Topology and Partitioning
Two papers belong to this topic:

Giudicianni et al. [44] apply Complex Network Theory to characterize the behaviour of WDNs
from a topological point of view. A tool of analysis is provided to help in finding solutions to
several problems of WDNs. The application of the methodology to 21 existing networks and
13 literature networks highlights some topological peculiarities and the possibility to define a set
of best design parameters for ex-novo WDNSs. Also, the interplay between topology and some
performance requirements of WDNSs is discussed;

Liu et al. [45] present a comparative analysis of three partitioning methods, including Fast
Greedy, Random Walk, and Metis, which are commonly used to establish the DMAs in water
distribution systems. A complex water distribution network is used for comparison considering
two cases, i.e.,, unweighted and weighted edges, where the weights are represented by the
demands. The results obtained from the case study network show that the Fast Greedy method
is more effective in the weighted graph partitioning. The study provides an insight for the
application of the topology-based partitioning methods to establish district metered areas in a
water distribution network.

Water Quality
Two papers are concerned with water quality issues:

Quintiliani et al. [46] propose a methodology for estimating the vulnerability with respect to users’
exposure to disinfection by-products (DPBs) in WDNs. The presented application considers total
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trihalomethane (TTHM) concentrations, but the methodology can be used also for other types of
DPBs. Five vulnerability indexes are adopted. The results obtained on five case studies suggest
that the introduced indexes identify different critical areas in terms of elevated concentrations of
TTHMs. This allows identification of the higher risk nodes in terms of different kinds of exposure
(short period of exposure to high TTHMs values, or chronic exposure to low concentrations);

e Peng and Mayorga [47] propose a statistical multiple objectives optimization, namely Multiple
Source Waters Blending Optimization (MSWBO), to find optimal blending ratios of source waters
for minimizing three heavy metals (HMR) in a WDN. Three response surface equations are
applied to describe the reaction kinetics of HMR, and three dual response surface equations
are used to track the standard deviations of the three response surface equations. A weighted
sum method is performed for the multi-objective optimization problem to minimize three HMRs
simultaneously. The experimental data of a pilot distribution system are used to demonstrate the
model’s applicability, computational efficiency, and robustness.

2.4. Service Effectiveness

Two papers consider service effectiveness aspects:

e Jang and Choi [48] estimate the NRW ratio, that is the ratio of losses from unbilled authorized
consumption and apparent and real losses to the total water supply. NRW is an important
parameter for prioritizing the improvement of a WDN. The paper shows that the accuracy of
multiple regression analysis (MRA) is low compared to the measured NRW ratio, where the
accuracy of estimation by an artificial neural network (ANN) with the optimal number of neurons,
is higher;

e Mokssit et al. [49] propose a methodology for assessing the effectiveness of water distribution
service in the context of intermittent supply, based on a comparison of joint results from
literature reviews and feedback from drinking water operators who had managed these networks,
with standards for defining the effectiveness of drinking water service. The results are used
to structure an evaluation framework for water service and to develop improvement paths
defined in intermittent networks. The resulting framework highlights the means available to
water stakeholders to assess their operational and management performance in achieving the
improvement objectives defined by the environmental and socio-economic contexts in which
the network operates. Practical examples of intermittent system management are collected from
water system operators and presented for illustration purposes.

3. Discussion

All the papers of the special issue are focussed on topics that are at the forefront of the research in
WDN:s. Besides achieving the expected objectives, they are founded on very accurate reviews of the
most recent works in the scientific literature.

Four papers in the special issue namely [40,41,45,49] have the merit of presenting comparative
analyses. The results of these works may become a benchmark for future reference and may also offer
precious information to orientate future research efforts.

Another merit of the papers in the special issue lies in the fact that the methodology proposed are
applied to real WDNs, considering complete or skeletonized layouts. This confers reliability to the
results obtained.

The methodologies adopted are multi-faceted, ranging from hydraulic [40-43] and water
quality [46,47] modelling, to the graph theory [44,45], statistical [42,48], and optimization [41,47] techniques.

However, the special issue feels the effect of a strong and widespread tendency in the scientific
literature, which has recently been producing many more numerical models and mathematical methods
than experimental studies for model validation. In fact, only one of the ten papers, namely [43],
reports novel experimental results. The others, instead, use literature data for model validation. It is
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the Authors’ idea that the collection of new data from laboratory and in-situ experiments, by means
of modern and accurate equipment available nowadays, could enable more accurate validation of
numerical models and mathematical methods developed so far.

4. Conclusions

The paper presents an overview on the present research topics on WDNs through the analysis of
the literature and of the papers presented in the Special Issue on Advances in Water Distribution Networks.
The analysis of existing literature is carried out to put in evidence the aspects covered by the research
in WDNs. With regards to water quantity, one of the most explored topics is the modelling, both for
simulation and for optimisation purposes. Attention is focused on: demand models, pressure driven
formulation, hypotheses on flow. In the context of WDN simulation, a paper presented in the special
issue compares various pressure driven formulations [40]. With regards to optimisation, although
there is a wide consideration of aspects to be optimised, in recent years the regulation of pressure by
valves and the recovery of energy surplus by micro-turbines or PATs have assumed a fundamental role.
As for WDN optimization, a paper in the special issue presents the comparison of deterministic and
probabilistic algorithms for the location of control valves [41]. Another paper of the special issue shows
the extent to which RTC of valves can benefit from implementation of water discharge prediction
at valve site [42]. Staying in the context of WDN modelling, a paper presented in the special issue
concerns energy recovery by means of PATs, with emphasis on the analysis of transients [43].

Along with service pressure regulation, another commonly adopted practice in WDN management
is partitioning, which consists of WDN subdivision into small areas, which can be easily monitored and
managed. A topic very closely related to partitioning is topology. Numerous algorithms were proposed
in the scientific literature for WDN partitioning, generally carried out by making use of the graph theory.
A paper presented in the special issue compares WDN partitioning algorithms [45]. Another paper
proposes a topological taxonomy of WDN’s [44].

The research lines considering water quality aspects have received recent attention from the
adoption of water safety plans, to ensure safety of drinking water. Methodologies are currently
being developed to improve water quality and to estimate the vulnerability of WDNS, to avoid the
risk of contamination of supplied water by undesired substances. As for water quality, two papers
were presented in the special issue, concerning assessment of vulnerability to trihalomethane [46]
and development of a statistical optimization model to improve drinking water quality through the
minimization of heavy metal releases [47], respectively.

Aspects related to service effectiveness have also received increased attention. This is because
water authorities need to save water resources and to optimize their financial resources, while meeting
users’ satisfaction. Besides traditional issues, such as those associated with guaranteeing the suitable
service pressure at users’ connections, subjects as NRW, and intermittent supply conditions have
recently been explored. In the context of the analysis of service effectiveness, the special issue
includes two papers. The former concerns estimation of NRW, inclusive of leakage and unauthorized
consumption, using multiple regression analysis and artificial neural networks [48]. The latter, instead,
proposes a methodology for assessing service effectiveness under intermittent supply conditions [49].

Each of these papers gives contributions on the research in WDNSs and gives possible research
topics to be developed in the future.
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Abstract: This paper presents the comparison of five pressure-driven formulations in the context
of water distribution network (WDN) modelling. These formulations, which relate nodal outflow
q to users to demands d and nodal pressure heads /, were implemented inside the global gradient
algorithm for the snapshot solution of the equations concerning mass and energy conservation at
WDN nodes and pipes, respectively. The modelling of leakage nodal outflows as a function of
pressure was also considered. The applications concerned two case studies, in which nodal demands
were suitably amplified to lower service pressure below the desired values. This was done to stress the
effects of the pressure-driven dependence g(/) in the WDN. The results showed that the formulations
tend to behave similarly in terms of nodal outflows. Compared to a widely used formulation, which
features a q(h) relationship with derivative discontinuities, the other four formulations analyzed
tend to guarantee faster algorithm convergence, above all for simple and poorly interconnected
WDN:s, due to their smooth g(h) relationship. The results in terms of nodal pressure heads can be
very different, above all for low values of h.

Keywords: water distribution network; snapshot simulation; pressure-driven

1. Introduction

The traditional approach for simulating water distribution networks (WDNSs) is the demand-
driven approach (DDA) [1-4], in which nodal outflows are set equal to demands independently from
service pressure. In this context, the solution of mass and energy balance equations enables determining
nodal heads and pipe flows in either snapshot or extended-period simulations [5]. The DDA yields
satisfying results in some applications, such as WDN design, in which service pressure is assumed to
be larger than the desired value for full demand satisfaction. However, some abnormal operational
scenarios [6], such as those occurring during pipe bursts, segment isolation, or excessive water use,
may cause service pressure to fall below the desired value. In these scenarios, DDA was noticed to yield
poor prediction of nodal heads and pipe flows in the WDN. To solve this issue, the pressure-driven
approach (PDA) was proposed in [7] and then considered by numerous authors, e.g., [8-22]. In PDA,
the ratio of nodal outflow to nodal demand can be expressed as a function of a nodal pressure head by
using one of the numerous formulations available in the scientific literature [7,9,12,13,17,20].

Whereas lots of research was dedicated to setting up increasingly robust and efficient algorithms
for WDN solution (e.g., [15,16,21]), the effects of the various formulations proposed in terms of WDN
solution results and algorithm convergence speed have been analyzed marginally. This paper aims to
contribute to this issue.

In the following sections, first the methodology is described, including the pressure-driven
formulations considered and the model used for WDN solution. The methodology is followed by the
applications to two case studies and by the conclusions of the work.

Water 2018, 10, 523; d0i:10.3390/w10040523 9 www.mdpi.com/journal/ water
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2. Materials and Methods

In the present section, the pressure-driven formulations compared are presented (Section 2.1)
followed by the algorithm used for WDN resolution (Section 2.2).

2.1. Pressure-Driven Formulations

The pressure-driven formulations considered in this work to express the actual nodal outflow
g as a function of the actual nodal pressure head / and demand d are those of Wagner et al. [9],
Fujiwara and Li [12], Tucciarelli et al. [13], Tanyimboh and Templeman with default parameters [17],
and with calibration proposed by Ciaponi et al. [20]. All formulations consider the definition of a
desired pressure head /i, for full demand satisfaction. The Wagner et al. [9], Fujiwara and Li [12],
and Tanyimboh and Templeman with default parameters [17] formulations also consider a minimum
pressure head /,,,;,, to have outflow while the Tucciarelli et al. [13] and Ciaponi et al. [20] formulations
were developed considering h,y,,, = 0.

In the formulations of Wagner et al. [9], Fujiwara and Li [12], and Tucciarelli et al. [13], g/d =0
and q/d =1 for h < h,,;, and h > hy,,, respectively.

For hyiy < h < hy,s, the Wagner et al. [9] formulation yields:

i _ hihmin Ea
§= (ot ) o)

hdes - hmin

with coefficient v usually set at 2 to re-obtain the same kind of relationship of the outflow through
an orifice. Though being the most widely used, this formulation has the drawback of presenting
derivative discontinuities for h = h,,;,, and h = hy,s. This drawback is overcome in the formulations of
Fujiwara and Li [12] and Tucciarelli et al. [13].

For hy,iy, < h < hy,s, the Fujiwara and Li [12] formulation yields:

ﬂ _ (h — hnzin)2(3hdes —2h— hmin) (2)
d _po )3 ’
(hdes hmm)

For hyiy < h < hg,s, the Tucciarelli et al. [13] formulation yields:

T _g2(T
d*SIH <2hdes>. ®

Unlike the formulations of Wagner et al. [9], Fujiwara and Li [12], and Tucciarelli et al. [13], that of
Tanyimboh and Templeman [17] is based on the following single smooth relationship, which holds for
all of the values of h:

q_ exp(Y + Bh) @
d 1+exp(Y+ Bh)’
where, in absence of field data, the default values of the parameters Y and B are calculated through the

following expressions:
45955 — 6.907 M1,

Y = , 5
hdes - hmin ( )

11.502
=—. 6
hdes - hmin ( )

Using the same structure as (4), Ciaponi et al. [20] developed statistically expressions for Y and B
with the objective to reproduce, on average, the complex and varied set of phenomena governing the
actual water delivery at each network node. The resulting formulation, proposed for flat sites, is:

q exp(—3.178 + 8.214h / Iz,

A~ T+exp(—3178+8214h/hges)’ 7
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The graphical comparison of the five formulations presented above is reported in Figure 1 for
Hyin = 0 and hyes = 20, showing that the Fujiwara et al. [12] and Tucciarelli et al. [13] formulations give
very similar values of q/d, which are lower than the other formulations over almost the entire range
of h/hges. The Wagner et al. [9] formulation gives the highest values of q/d up to I/hg. = 0.5, while
being overcome by the Tanyimboh and Templeman [17] and Ciaponi et al. [20] formulations to the
right of this value. As for the last two formulations, it must be remarked that they behave similarly
over the entire range of 1/h,; and give higher values of q/d to the right and to the left of 11/h,s = 0.5,
respectively. Both formulations yield q/d ~ 1 for h/h4,s = 1 and a q/d higher than 0 for i/l = 0
(especially the latter). The explanation for these positive values is that, even if & = I1,,;, = 0 enables no
outflow at the nodal ground elevation, some outflow is still feasible from underground floors.
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Figure 1. Ratio of outflow g to demand d as a function of the ratio of the generic pressure head  to the
desired pressure head /1, for the various formulations.

2.2. WDN Resolution

WDN resolution consists in solving the momentum and continuity Equation (8) in vector form [3].
This enables us to obtain the unknown vectors Q and H of water discharges and heads for pipes and
demanding nodes, respectively, starting from the vector Hp of heads at source nodes.

A11Q + ApH = —AjgHp momentum equation ®)
A21Q = qtot continuity equation

In Equation (8), matrices A9 and A1 are obtained starting from the topological incidence matrix,
A, by considering only its columns associated with the nodes with a fixed and unknown head,
respectively. In fact, the number of rows and columns of matrix A is equal to the number of pipes
and nodes, respectively. For the generic pipe, matrix A enables us to distinguish the upstream and
downstream nodes (matrix elements equal to —1 and 1, respectively) from nodes not belonging to the
pipe (matrix element equal to 0). Aqq is a diagonal matrix with the number of rows and columns equal
to the number of pipes. The generic diagonal element is defined as:

An(jj) = ”j‘Qj a1, )

with 7; and &; being the coefficient and the exponent, respectively, in the head loss equation relative to
the j-th pipe.

In Equation (8), qtot is the vector of nodal outflows obtained as the sum of the outflow q to the
users and the vector q; of leakage allocated to the demanding nodes. Whereas the generic element g of
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vector q is evaluated using whatever formulations presented in Section 2.1, the generic element g; of q;
can be calculated through the following formula derived from [13]:

ncp CL .
=Y 5 (10)
i=1
where C and L; are the WDN leakage coefficient and the length of the i-th of the ncp pipes connected to
the generic node, respectively.
The global gradient algorithm (GGA) enables iterative resolution of Equation (8). This enables us
to derive vectors H and Q at iteration 7 + 1 starting from those at iteration 7 [3,23]:

H™ = (G7) "' {An(Df;) " [(D] — AT})Q" — AtoHo] — quat”}

_ 11
Q™' = Q" — (Df;) (ALQT + ApH™! + AgoHy)

where D117 and A117 are the values of D11 and Ay at iteration 7, where matrix Dq1 is a diagonal
matrix, given by:
dA11 = D11dQG = Az (D11) 'Ap. (12)

At iteration T = 0, the elements of vector Q° can be set at a small starting value, e.g., 0.001 m3/s.
Furthermore, g, = 0 and g = 4 at all nodes, entailing that qiot’ is equal to d (vector of nodal demands).

In the following iterations, vector qy, is a function of d, which is independent from H, and of
head H. Vector qf, in Equation (11) could be set at g, (d, H 1), which is the vector of total nodal
outflows, obtained as the sum of q and q, evaluated though whatever formulation in Section 2.1 and
through Equation (10), respectively, while considering the vector H of heads at the previous iteration T
— 1. However, this was noticed to yield numerical oscillations by various authors [15,19,21]. To tackle
this problem, the following underrelaxation method can be used to speed up the convergence of the
GGA:

Qiot = dior + Q7 [qtot(d/ HT71> - tho;l] (13)

in which Q)7 lying between 0 and 1 is an underrelaxation factor, which is set at 1 at T = 1. Then, across
the iterations, it is reduced in the case of the occurrence of oscillations in H. To this end, at the generic
iteration T, it is calculated as:
ar — Q! ifnorm(HT —H™ ) < norm(H™™' — H™2) (14)
) a7t f norm (H™ — Hffl) > norm(HT’1 - HT*Z) ’

In Equation (14), a is set at a positive number lower than 1 (e.g., 0.5), to enable ) reduction.

Various stopping criteria can be used in this model, such as max |HT — H*~1| < T, with T being a
threshold, which can be set at the reasonable value of 0.001 m. The underrelaxation method is different
from those used in [15,21], in that the underrelaxation is applied on nodal outflows rather than on
nodal heads and pipe flows. Incidentally, the method presented above to prevent numerical oscillation
is a refinement of that originally proposed in [14]. The refinement consists in the introduction of norm
function as a criterion to vary Q).

3. Application

3.1. Case Studies

The application of this work concerned two case studies (Figure 2a,b, respectively). The first is the
skeletonized WDN of Santa Maria di Licodia, a small town in Sicily, Italy [24,25]. The network layout
is made up of 34 nodes (of which 32 are with unknown head and 2 source nodes are with fixed head,
i.e.,, nodes 33 and 34) and of 41 pipes. The features of the WDN nodes and pipes are reported in the
referenced work. At the generic demanding node, h,,;, and h4,; were set at 0 and 20 m, respectively.

12
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(b)

Figure 2. Water distribution networks (WDNs) for the two case studies (a,b). In the first case study
with source nodes 33 and 34, pipe numbers are close to the pipes and the numbers of demanding nodes
are inside circles.

The two source nodes, i.e., nodes 33 and 34, have a ground elevation of 477.5 m above sea level
and a mean daily head of 480.77 m. The topography of the network features declining nodal ground
levels as the distance from the source increases. The ground elevation of demanding nodes varies
between about 395 and 465 m above sea level.

The whole network demand is 18.5 L/s.

As to leakage, values of the coefficient Cf, = 2.79 x 1078 m%82 /s and of the exponent 1, = 1.18
were assumed for all of the pipes of the network. The values of C; and 1, lead to a daily leakage
volume of about 1250 m?, which is about 44% of the water volume leaving the source nodes.

The second case study of the paper is made up of a real WDN in Northern Italy featuring 536 nodes
with unknown head, 825 pipes, and 2 reservoirs (Figure 2b) [26]. At the generic demanding node, /,,,;;,
and h,s were set at 0 and 23 m, respectively. The head of the two reservoirs is 30 m above sea level.

13
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Unlike the first network, the second network has flat topography with all nodal ground levels set at
0 m above sea level. The whole network demand is 367 L/s.

As to leakage, values of the coefficient C; = 1.99 x 1077 m?5/s and of the exponent 7y, = 0.5
were assumed for all of the pipes of the WDN. The values of C, and 1, lead to a daily leakage volume
of about 7920 m3, which is about 20% of the water volume leaving the source nodes.

The two WDN’s were solved in snapshot simulations using the five pressure-driven formulations
described in Section 2.1. In these simulations, nodal demands were varied considering a uniform
multiplying coefficient, a4, ranging from 1 to 20 with step 1. This resulted in a total framework
of 100 simulations (5 pressure driven formulations x 20 demand increase steps) for each WDN.
The objective of the simulations was to investigate how differently the pressure-driven formulations
react to changes in network operating conditions. In fact, the progressively increasing demand puts
the WDN's to an increasingly severe test by lowering nodal pressure heads below /4,5 and, as a result,
by triggering the pressure-driven dependence q(h) (Figure 1). In this analysis, the Wagner et al. [9]
formulation was taken as benchmark.

3.2. Results

As for the first case study, the first analysis concerns the relationship between the total number
k of iterations and w4, (see graph in Figure 3). This graph shows k(a ) for all of the formulations.
For the formulation of Wagner et al. [9], which is the most commonly used in the scientific literature,
WDN resolution tends to be slower and slower when a4, grows up to ag,,, = 20.

240
71 o Wagner et al. (1988)
200 1|0 Fujiwara and Li (1998) Q
1 |» Tucdiarelli et al. (1999)
160 -1 x Tanyimboh and Templeman (2010)
1 | % Ciaponiet al. (2014)
~= 120 5] 15}
] o o
80 1 XX aXd gy
] oe 4
1 e fFag X
40 7 )
] P4 é 80
IR T R R
0 5 10 15 20
@ dem

Figure 3. First case study. Number k of iterations as a function of a4, for the various formulations.

The other formulations behave similarly to Wagner et al. [9] up to a4, = 10. Above this value,
they tend to converge faster, that is with lower values of k. This seems to suggest that the other
formulations suffer from the increase in &, less than the Wagner et al. [9] formulation.

The graphs in Figures 4 and 5 and Table 1 report results concerning analyses and comparisons in
terms of outflow g to users. Those in Figure 4 compare the values of g obtained with the Wagner et al. [9]
formulation with those obtained with the four other formulations. For a4, = 1, the values are very
close because the pressure-driven dependence of g has not been triggered. For larger values of
Kgem, some differences arise. Far from the 0, the four other formulations yield close values to those
of the Wagner et al. [9] formulation, with differences of a similar order of magnitude. However,
the differences obtained through the Fujiwara and Li [12] and Tucciarelli et al. [13] formulations are
always negative (underestimation). Those obtained through the Tanyimboh and Templeman [17] and
of Ciaponi et al. [20] formulations, instead, are alternatively positive and negative. Close to the 0 of the
Wagner et al. [9] formulation, all the other formulations tend to yield larger values of 4. This behavior
may be due to the softer declining trend that the other formulations have in Figure 1 when 1/ h 4,5 goes
down to 0.
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Figure 4. First case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (¢) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms
of outflow ¢ to users.

A quantitative estimation of the comparison shown in Figure 4 is reported in the following Table 1.
This table points out that the mean absolute deviation in q of the various formulations compared to
the Wagner et al. [9] formulation tends to grow with a,,. Overall, the formulations yield almost no
deviation for a4, = 1, in correspondence to which the pressure-driven behavior is not fully activated.
Indeed, it concerns only a few demanding nodes. For a4,,, = 10 and &, = 20, they behave similarly,
with the Tanyimboh and Templeman [17] and Ciaponi et al. [20] formulations providing the largest
deviations, respectively.

Table 1. First case study. Mean absolute deviation (m3/s) of the various formulations in terms of
outflow g to users compared to the Wagner et al. [9] formulation for the three values of a,,.

Formulation Cgem =1 ®gem =10 Ko = 20
Fujiwara and Li [12] 0 0.00022 0.00049
Tucciarelli et al. [13] 0 0.00024 0.00049
Tanyimboh and Templeman [17] 0 0.00042 0.00044
Ciaponi et al. [20] 0 0.00029 0.00051

Figure 5 shows the trend of the global demand satisfaction rate }_q/) d, as a function of ag,,
pointing out that all of the formulations behave similarly. This happens because the overestimations
and underestimations compared to the Wagner et al. [9] formulations tend to cancel each other
out. As an example of the results, for a4, = 10, the formulations of Fujiwara and Li [12] and of
Tucciarelli et al. [13] give a satisfaction rate of 0.52. The Wagner et al. [9] formulation gives a satisfaction
rate of 0.55. Finally, the formulations of Tanyimboh and Templeman [17] and of Ciaponi et al. [20] give
an intermediate value of 0.53.

The graphs in Figure 6 compare the nodal pressure heads / obtained with the Fujiwara et al. [12],
Tucciarelli et al. [13], Tanyimboh and Templeman [17], and Ciaponi et al. [20] formulations with those
obtained with the Wagner et al. [9] formulation. In all cases, the dots are well-aligned along the bisector,
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apart from close to the 0 of the Wagner et al. formulation, in correspondence to which the other
formulations seem to overestimate .
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Figure 5. First case study. Satisfaction rate } g/} d for the various formulations as a function of &,
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Figure 6. First case study. Comparison of the various formulations, (a) Fujiwara and Li [12],
(b) Tucciarelli et al. [13], (c) Tanyimboh and Templeman [17] and (d) Ciaponi et al. [20], in terms
of nodal pressure head .

A quantitative estimation of the comparison shown in Figure 6 is reported in the following Table 2.
This table points out that the mean absolute pressure head deviation of the various formulations
compared to the Wagner et al. [9] formulation tends to grow with a4, Overall, the Ciaponi et al. [20]
and the Tucciarelli et al. [13] formulations are the closest and furthest, respectively.

Figure 7 shows the generalized resilience/failure index (GRF) [27] related to the pressure head
distribution in the WDN. This index, ranging from —1 to 1, represents an estimate of WDN resilience
through the pressure-driven approach when leakage is present. The positive and negative values of
GREF are associated with WDNs under power surplus and deficit conditions, respectively. The graph in
Figure 7 shows that, despite the differences in / remarked in Figure 6, the formulations yield similar
decreasing trends of GREF, as was the case with the satisfaction rate in Figure 5.
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Table 2. First case study. Mean absolute deviation (m) of the various formulations in terms of nodal
pressure head i compared to the Wagner et al. [9] formulation for the three values of a .

Formulation Ko =1 e =10 Ko =20
Fujiwara and Li [12] 0.0012 2.65 2.69
Tucciarelli et al. [13] 0.0010 2.68 2.76

Tanyimboh and Templeman [17] 0.0024 1.84 2.26
Ciaponi et al. [20] 0.0013 1.54 1.54
1.0
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A 0 Fujiwara and Li (1998)
0.6 J Tucciarelli et al. (1999)
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Figure 7. First case study. Generalized resilience/failure index (GRF) for the various formulations as a
function of wg,.

The similar values of GRF are because this index depends on both / and 4. In fact, the variations
in these variables across the various formulations tend to cancel each other out.

The results of the applications to the second case study are reported in the following Figures 8-12.
These figures are homologous to Figures 3-7, respectively, of the first case study. The comparison of
Figures 3 and 8 highlights that k tends to grow as a4, grows also for the second case study. However,
the beneficial effects of the Fujiwara et al. [12], Tucciarelli et al. [13], Tanyimboh and Templeman [17],
and Ciaponi et al. [20] formulations in terms of k reduction, in comparison with the Wagner et al. [9]
formulation, are attenuated in the second case study. This may be because of the more interlinked
structure of the second network, which helps to regularize pipe flows and nodal heads across the
iterations in WDN resolution. All of the other figures have similar interpretations to the homologous
figures of the first case study.
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Figure 8. Second case study. Number k of iterations as a function of a4, for the various formulations.
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The fact that the /1 overestimation of the Fujiwara et al. [12], Tucciarelli et al. [13], Tanyimboh and
Templeman [17], and Ciaponi et al. [20] formulations compared to the Wagner et al. [9] formulation
seems to be larger in the second case study (compare Figure 11 with Figure 6) is mainly due to the scale
used in the graph ( values ranging from 0 to 30 m in the second case study versus h values ranging
from —5 to above 80 m in the first case study). This is clear from Figure 13, where Figure 6 of the first
case study is plotted with similar scale to Figure 11.
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4. Conclusions

In this paper, a comparison of various pressure-driven formulations, aimed at expressing
nodal outflows to users as a function of nodal demands and of the actual nodal pressure, was
presented. To this end, the widely adopted formulation of Wagner et al. [9] was taken as benchmark.
The comparison was made in the framework of the snapshot steady flow simulation of two different
WDNs. These WDNs represent the main skeleton of a poorly interconnected WDN situated in a hilly
territory and a very interconnected real WDN situated in a flat territory, respectively. Nodal demands

were largely amplified to stress the pressure-driven behavior of the WDNSs.
The main outcomes of the work are:

- The increase in nodal demands tends to cause the growth of the number of iterations for WDN

algorithm convergence due to the activation of the pressure-driven relationship.

- Especially in the poorly interconnected WDN, the Fujiwara and Li [12], Tucciarelli et al. [13],
Tanymboh and Templeman [17], and Ciaponi et al. [20] formulations yield faster convergence for

large nodal demands compared to the Wagner et al. [9] formulation.
- All formulations similarly simulate nodal outflows.

- The Fujiwara and Li [12], Tucciarelli et al. [13], Tanymboh and Templeman [17], and Ciaponi et al.

[20]

formulations overestimate nodal pressure heads compared to the Wagner et al. [9] formulation.

Though the effects of the various formulations were compared, it must be noted that:

- The different effects of the formulations were accentuated in this work due to the large and
uniform amplification of WDN demands. In real cases, the pressure-driven behavior is usually
remarkable in small pressure-deficient areas, due to hydrant activations or segment isolations.

Therefore, the differences are expected to be more confined.
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Only the comparison with experimental data can reveal which formula is the most consistent
with the real WDN behavior.

In the absence of experimental data, the use of formulations based on statistical simulation
of a varied set of situations and phenomena governing the actual water delivery, such as the
formulation of Ciaponi et al. [20], may be preferable.

As for the last remarks, it must be noted that parameterizing pressure-driven formulations on

the field may be a heavy task. In fact, at a generic WDN node, the outflow 4 is the only variable that
can be measured through metering devices. Demand d can only be supposed. Another tricky factor
lies in the fact that, as stated above, the pressure-driven behavior of the WDN is often temporary and
unpredictable. Therefore, the only viable option in most circumstances may be the parameterization of
the formulations based on statistical simulations of outflow, as was done by Ciaponi et al. [20].
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Abstract: The paper presents the comparison of two different algorithms for the optimal location of
control valves for leakage reduction in water distribution networks (WDNs). The former is based on
the sequential addition (SA) of control valves. At the generic step Ny, of SA, the search for the optimal
combination of N, valves is carried out, while containing the optimal combination of N,,;; — 1 valves
found at the previous step. Therefore, only one new valve location is searched for at each step of
SA, among all the remaining available locations. The latter algorithm consists of a multi-objective
genetic algorithm (GA), in which valve locations are encoded inside individual genes. For the sake of
consistency, the same embedded algorithm, based on iterated linear programming (LP), was used
inside SA and GA, to search for the optimal valve settings at various time slots in the day. The results
of applications to two WDNss show that SA and GA yield identical results for small values of Ny,.
When this number grows, the limitations of SA, related to its reduced exploration of the research
space, emerge. In fact, for higher values of N, SA tends to produce less beneficial valve locations in
terms of leakage abatement. However, the smaller computation time of SA may make this algorithm
preferable in the case of large WDNSs, for which the application of GA would be overly burdensome.

Keywords: valve; pressure; leakage; optimization

1. Introduction

The pursuit of benefits in terms of leakage and pipe burst reduction as well as of infrastructure
life extension has spurred water utilities to perform the active control of service pressure in water
distribution networks (WDNs) [1-3]. In fact, if service pressure is reduced without violating pressure
constraints for water supply, positive effects arise without the service effectiveness being affected.
The active control of service pressure can also be performed through devices that enables electric
power generation [4,5].

When WDN sources have pressure surplus compared to demanding nodes, the active control can
be carried out by inserting control valves in key locations of the network. Two main lines of research
are currently underway in this context: the former, which started with the paper by Jowitt and Xu [6],
concerns the optimal location and control of valves, while the latter, which started with the paper by
Campisano et al. [7], concerns the real time regulation of these devices.

In the former line of research, which is the topic of the present paper, some initial works were
dedicated to setting up algorithms for the optimization of control valve settings to minimize daily
leakage, while meeting minimum pressure requirements at WDN demanding nodes. In this context,
Jowitt and Xu [6] proposed an algorithm based on iterated linear programming (LP) to minimize
leakage at each time slot of the day. Vairavamoorthy and Lumbers [8], instead, proposed the use
of sequential quadratic programming, with an objective function that allows minor violations in
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the targeted pressure requirements. Other papers [9-14] addressed both the issues of valve location
and control. Reis et al. [9] tackled the optimization of valve locations and settings by using genetic
algorithms (GA) and LD, respectively. In detail, LP was embedded in the genetic algorithm to search
for the optimal valve settings for each location of control valves proposed as a solution by the genetic
algorithm. Araujo et al. [10] and Cozzolino et al. [13] made use of genetic algorithms for both issues.
Liberatore and Sechi [11] proposed a two-step procedure for the optimal valve location and control.
In the former step, candidate sets for the location of valves are restricted to pipes defined based on
hydraulic analysis. The meta-heuristic Scatter Search routines were used in the latter step to identify the
best solution in the location and control problems by optimizing a weighted multi-objective function
that considers the cost of inserting valves and the penalty for node pressures that do not meet the
requirements. Ali [12] made exclusive use of genetic algorithms, in which he incorporated the physical
knowledge of the WDN to improve the algorithm efficiency. De Paola et al. [14] made use of the
harmony search approach to optimize both control valve locations and settings.

Whereas all the algorithms cited above are based on the single-objective approach,
other algorithms [15-18] were conceived using the multi-objective approach, to construct Pareto
fronts of optimal solutions in the tradeoff between number of control valves, as a surrogate for the
installation cost, and daily leakage. Pezzinga and Gueli [15] proposed, for optimal valve location,
a fully deterministic procedure, based on the sequential addition (SA) of beneficial valves up to a
maximum number of valves installable in the WDN has been fixed. LP is used, instead, for optimal
valve control. Nicolini and Zovatto [16] used a multi-objective GA to optimize both valve locations
and control settings. Creaco and Pezzinga [17,18] used a GA to search for the optimal valve locations,
and LP to optimize the control valve settings for each solution proposed by the GA.

Despite the plethora of works available on the subject, there are only a few comparative analyses.
In fact, authors have often proposed new algorithms without testing them against those already
available in the scientific literature. Furthermore, the merits and demerits of deterministic and
probabilistic multi-objective approaches have never been compared. The lack of this kind of comparison
in the scientific literature has motivated the present work. The algorithms of Pezzinga and Gueli [15]
and of Creaco and Pezzinga [17,18] were chosen as representative for the comparison. The former
was chosen because of its fully deterministic approach, which confers significant computational
lightness on the methodology. The choice of the latter is due, instead, to its computational effectiveness,
which was acknowledged [19] during the battle of background leakage assessment for water networks
(BBLAWN) [20].

In the remainder of the paper, algorithms are first described and then applied to two WDNSs.

2. Materials and Methods

In the present section, first the LP used in both SA [15] and GA [17,18] for the optimization of
control valve settings is described (Section 2.1). Sections 2.2 and 2.3 are dedicated to describing the
different approaches used in SA and GA, respectively, to tackle optimal valve locations.

2.1. Fitness Evaluation of the Generic Location of Control Valves

The generic location of control valves, proposed as solution by whatever algorithm
(e.g., the algorithms described in Sections 2.2 and 2.3), can be evaluated in terms of installation cost
and daily leakage volume Wy . The former assessment comes straight away after the control valves
have been installed in selected pipes of the WDN model. In the applications of this work, the total
number of control valves is considered as a surrogate for the cost. The latter assessment requires
determination of the daily pattern of optimal valve settings in the context of WDN extended period
simulation (EPS).

Let us assume a WDN with 7, pipes and 7, nodes = n demanding nodes + 7 sources.
WDN operation can be represented through a succession of Ny, time slots, all featuring the same
duration Atf. At each time slot, in which source heads and nodal demands are assigned, pipe water
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discharges and nodal heads can be derived by solving the following equations, derived from previous
works [17,18,21]:

M

A11MQ + ApH = —AgHp momentum equation
AyQ=d+qr continuity equation

where H (n x 1) and Q (1, x 1) are the unknown vectors of nodal heads at the demanding nodes and of
pipe water discharges, respectively. Hg (179 x 1) and d (n x 1) are the assigned vectors of source heads
and nodal demands, respectively. Matrixes A1z and A1g come from the incidence topological matrix
A, with size n, x 1. In the generic row of A, associated with the generic network pipe, the generic
element can take on the values 0, —1 or 1, whether the node corresponding to the matrix element is not
at the end of the pipe, it is the initial node of the pipe, or it is the final node of the pipe, respectively.
Starting from A, matrix Az (17, X n) is obtained by considering the columns corresponding to the 1
network nodes with unknown head. A1 (1 X 1) is the transpose matrix of A1z. Matrix A1g (1, X 1g)
is obtained by considering the columns corresponding to the 19 nodes with fixed head. Aqg (17, x 1)
is a diagonal matrix, the elements of which identify the resistances of the 1, network pipes through
the following relationship:
biQil* 'L
k;7D;P

where D; is the diameter of the i-th pipe and where roughness coefficient k;, coefficient b; and exponents
«, B and 7 depend on the formula used to express pipe head losses. As an example, « =2, f =5.33 and
v =2 in the Strickler formula. Matrix M in Equation (1) is used to increase the resistance of the Ny,
pipes fitted with the control valve. It is a diagonal matrix (1, X 1), in which the diagonal elements
corresponding to the N, pipes fitted with control valve are equal to Vi (k=1, ..., Ny;), whereas those
corresponding to the 1,-Ny,; pipes without valve are equal to 1. Indeed, V is the valve setting ranging
from 0 to 1. For the generic pipe subject to a certain head loss, it represents the ratio of the pipe water
discharge in the presence of the regulated valve to the water discharge in its absence. The extreme
values of the range represent the fully closed and fully open valve, respectively.

In Equation (1), the vector qr, (n x 1) of leakage allocated to network demanding nodes can be
calculated starting from the following Equation (3):

An(ii) = ’ @

_ |Axz|QL
L — T A 7

5 ®

where the elements of the vector Qr (1, x 1) of leakage outflows from WDN pipes can be assessed
through the following relationship [6]:

Qui = CpLih}", 4)

where, for the i-th pipe, #; and L; are the mean pressure head (ratio of pressure to specific weight of
water) and the length, respectively. C; ; and 1., are empirical coefficients. The mean pressure head h;
can be calculated as:
Hiy + Hip —zin — zip
5 : 6)
where H; 1, H; » and z; 1, z; » are the heads and elevations, respectively, for the end nodes of the pipe.
At each time slot of WDN operation, the vector V of valve settings Vi (k =1, ..., Np) can be
optimized to minimize the total leakage volume Wy ; from the network, while meeting the minimum
pressure head requirement /4,5 at the demanding nodes:

hi =

p
Wy =) QuAL (6)
i=1
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This can be done using iterated linear programming (LP). This algorithm was first proposed by
Jowitt and Xu [6] and then refined by Pezzinga and Gueli [15] and by Creaco and Pezzinga [17,18]
through the implementation of an underrelaxation method for setting update throughout the iterations.

The total daily leakage volume can be obtained as the sum of the leakage volumes Wy ; at each

time slot:
N

Wy =Y Wi @)
i=1

2.2. Optimal Location through Sequential Addition of Valves (SA)

The algorithm based on the sequential addition of valves (SA) was proposed by Pezzinga and
Gueli [15]. In other words, SA is based on the optimal location of each single valve one after the
other, independently from the potential benefit of the remaining ones. First, a maximum number
Niax of valves installable in the network has to be fixed. The total number of steps in the algorithm
is then Ny + 1. At Step 0 of this algorithm, the WDN has no control valves. At Step 1, the optimal
location of 1 valve is searched for among the available locations in the WDN, i.e., all the np pipes.
To this end, the control valve is placed inside the WDN model at one potential location at a time.
The algorithm described in Section 2.1 is applied, enabling assessment of the installation cost of the
system (or rather the total number of control valves as a surrogate, banally coinciding with the step
of SA) and assessment of W;. Then, the most beneficial valve, which yields the largest W}, reduction
compared to the no valve scenario, is detected. At Step 2, the optimal location of two control valves
is searched for, while keeping the first optimal control valve obtained from Step 1 installed in the
WDN. The second valve for the optimal combination of two valves is searched for among the available
locations, i.e., the 1, — 1 remaining pipes. The algorithm of Section 2.1 is applied considering ny —1
combinations of two control valves and the most beneficial one is detected in terms of W} reduction
compared to the 1 valve scenario. Other steps of SA can be carried out up to Ny, always considering
the following basic assumption: at the generic Step Ny, the optimal combination of Ny, valves is
searched for, while containing the optimal combination of N,,; — 1 valves detected at the previous step.
Considering the number N4y of control valves installable in the WDN, SA would require the following
number C}; of locations of control valves to be evaluated with the algorithm described in Section 2.1:

Ninax (Nmax - l)

Cy = Niaxitp — > (8)
C; is much smaller than the total enumeration C, with no repetitions, which is given by:
N,!
Co . ©)

- Nmax!(np - Nmax)!.

Therefore, SA consists in a deterministically driven exploration of the research space of possible
locations of control valves. The exploration of SA is expected to be very effective in the cases where the
sequentially added valves do not affect each other. Otherwise, in those cases where the non-linearities
of the problem are high, the effectiveness of SA is expected to diminish.

By plotting the W] values obtained through SA as a function of N, with 0 < Ny < Nyux,
a Pareto front of optimal solutions with 0 < Ny;; < Ny is obtained.

2.3. Optimal Location through Multi-Objective Genetic Algorithm (GA)

The multi-objective Non-Dominated Sorted Genetic Algorithm II (NSGA II) [22] was used to
optimize the optimal location of control valves. In this GA, the adaptive mutation operator described
by Carvalho and Araujo [23] was implemented. The decisional variables are encoded in individuals
(i.e., solutions), with several genes equal to the number 7, of potential locations of control valves.
Each gene can take on two possible values, 0 and 1, which indicate the absence and presence of the
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control valve at the generic pipe, respectively. The number N, of valves for the generic solution is
banally obtained by summing up the gene values.

In GA, the number of population individuals and the total number of generations must be fixed
in light of the trade-off between computation time (which is related to the total number of objective
function evaluations and is then a function of the available computation capabilities) and accuracy
of the results. Incidentally, the total number of function evaluations is given by the total number of
population individuals times the total number of generations.

The various individuals of the GA, which represent various locations of control valves installed
in the network, are compared based on their fitness, composed of two objective functions evaluated
through the algorithm described in Section 2.1, i.e., cost, or rather number of control valves, and W;..
Both the objective functions need to be minimized inside the GA. Similar to the algorithm for SA,
the results of the multi-objective optimization are Pareto fronts. Unlike SA, in which the Pareto fronts
feature a maximum number of valves equal to Ny, depending on the number of SA steps, the GA
Pareto fronts are made up of solutions with Ny, ranging from 0 to .

GA carries out a probabilistically driven exploration of the research space. Unlike SA, GA is
theoretically able to explore all the possible locations.

3. Application

3.1. Case Studies

The application of this work concerned two case studies (Figure 1a,b, respectively). The first
is the skeletonized WDN of Santa Maria di Licodia, a small town in Sicily, Italy [24]. The use of a
skeletonized WDN is not expected to undermine the validity of the results since the pipes with larger
diameter, which compose the WDN skeleton, are typically the best candidates for the installation of
control valves.

The network layout is made up of n,, = 34 nodes (of which n = 32 with unknown head and 1y =2
source nodes with fixed head, i.e., Nodes 33 and 34) and of n,, = 41 pipes. The features of the WDN
demanding nodes in terms of ground elevation z, mean daily demand d, and desired pressure head /1,5
for full demand satisfaction, are reported in Table 1. At the generic demanding node, the latter variable
was set at the minimum value between 15 m and the daily lowest pressure head under uncontrolled
conditions. This was done to avoid any pressure deficit increase at nodes that were pressure deficient
ab initio. Table 2 reports the features of the pipes in terms of length L, diameter D and Strickler
roughness coefficient k. The two source nodes, i.e., Nodes 33 and 34, have a ground elevation of
477.5mas.l.

Npt = 12 2-h-long time slots were used to represent the WDN daily operation. The patterns of the
heads at the source nodes and of the hourly multiplying coefficient Cj, for nodal demands are reported
in Table 3.

As to leakage, two conditions were considered. In the former, values of the coefficient
Cr =2.79 x 1078 m%82 /s and of the exponent 71, = 1.18 were assumed for all the pipes of the network.
The values of Cy and 1, lead to a daily leakage volume Wy = 1242.6 m?3, which is about 44% of the
water volume leaving the source nodes, as evaluated in the real network. In the latter, the coefficient
C, was reduced to 0.85 x 1078 m082/s, obtaining a daily leakage volume W, = 397.7 m? (about 20% of
the water volume leaving the source nodes) without control valves.

The second case study is a district of the pipe network model used as benchmark in the Battles
of Water Networks of the last WDSA conferences [19,20]. This district is made up of 1,, = 46 nodes
(of which n = 45 with unknown head and 1y = 1 source node with assigned head, i.e., tank Node 46)
and 1, = 52 pipes. The features of the district demanding nodes and pipes are provided by Creaco
and Pezzinga [16], who also reported the values of the leakage exponent 1., = 0.9 and of the leakage
coefficient C; ranging from 0.2 to 1 m!!/s in the various pipes. In this district, the leakage volume
adds up to 118.7 m?3, which is 6.1% of the water volume entering the district, in the no valve scenario.
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inflow from the pump

—— main line

(b)
Figure 1. WDN:s for the two case studies. Pipe numbers close to the pipes. Numbers of demanding

nodes inside circles. (a) First case study has source Nodes 33 and 34. (b) Second case study has pump
inflow at Node 1 and source Node 46. Main interconnection line is between the pump and source node.
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Table 1. Features of network demanding nodes.

Node z (m) d (m3/s) hges (m)  Node z (m) d (m3/s) Bges (m)
1 465 0 145 17 437.6 0.0007516 15
2 462 0 15 18 450 0.0006938 15
3 456 0.0001156 15 19 442 0.0011563 15
4 451.3 0.0001156 15 20 436.5 0.00075164 15
5 451 0.0002891 15 21 4335 0.0008094 15
6 448.5 0.0002891 15 22 434 0.0008672 15
7 444 0.0006359 15 23 431.2 0.000925 15
8 446 0.0005781 15 24 436.8 0.0008672 15
9 445 0.0008672 15 25 435.8 0.0008672 15
10 442 0.0006938 15 26 438.6 0.0006938 15
11 438.6 0.0006359 15 27 440.3 0.0007516 15
12 4375 0.0006938 15 28 430.1 0.0008672 15
13 448 0.0004047 15 29 465 0.0001734 11
14 435 0.0004625 15 30 445 0.0003469 15
15 441 0.0006938 15 31 454 0.0006938 15
16 394.8 0.0005781 15 32 435 0.0002313 15

Table 2. Features of network pipes in terms of length L, diameter D and Stricker roughness k.

Pipe L(m) D(mm) k(m/s) Pipe Lm) D(mm) k(m¥/s)

1 352 250 75 22 110 125 65
2 314 175 65 23 214 150 65
3 1100 125 75 24 85 100 65
4 350 100 65 25 398 100 65
5 96 250 75 26 242 100 65
6 282 100 75 27 118 175 65
7 148 250 75 28 324 175 65
8 256 250 75 29 140 125 65
9 192 100 75 30 206 125 65
10 58 100 75 31 70 125 65
11 66 100 75 32 142 150 65
12 230 150 75 33 86 150 65
13 200 100 75 34 294 80 65
14 44 250 75 35 150 80 65
15 226 250 75 36 124 125 65
16 70 150 65 37 144 125 65
17 88 80 65 38 158 125 65
18 204 125 65 39 130 80 65
19 172 125 65 40 124 80 65
20 94 125 65 41 500 80 65
21 90 125 65

Table 3. Temporal pattern of reservoir heads and of hourly demand coefficient Cj,.

Time Slot (h)  Source 33-34 Head (m) Cy () Time Slot (h)  Source 33-34 Head (m) Cp ()

0-2 480.77 0.40 12-14 480.55 1.8
2-4 481.14 0.40 14-16 480.45 0.90
4-6 481.46 0.55 16-18 480.64 0.70
6-8 481.22 1.70 18-20 480.53 1.45
8-10 480.91 1.25 20-22 480.19 1.40
10-12 480.94 1.0 22-24 480.41 0.45

In the application, values equal to 105.8 m a.s.l. and 2.4 m, respectively, were assigned to the
elevation and to the average water level of the source node. An inflow (that is a negative demand)
takes place in correspondence to Node 1, at certain hours of the day, due to the activation of a pumping
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system that takes water from another district of the network. The detailed operation of this system,
in terms of relationship between water discharge and head gain across the pump, is neglected in
this work.

The district operation can be summarized in three time slots, for each of which the head of the
source node, the inflow from the pump and the hourly demand coefficient for the demanding nodes
were specified by Creaco and Pezzinga [18]. No valve installation is allowed in the main line (Figure 1b)
that connects the pump with the tank node, to prevent any interferences with the filling/emptying
process of the tank.

3.2. Results

In the application with SA [15] to the first case study, the optimal locations of up to Ny = 10
control valves were searched for. This required 365 objective function evaluations.

In the application with GA [17,18], a population of 50 individuals and a total number of
50 generations, corresponding to total number of 2500 objective function evaluations, were used.
A healthy initial population was generated in GA to guarantee high computation efficiency at the end
of the optimization.

The applications of this work were performed in the Matlab(R) 2011b environment by making
use of a single processor of an Intel(R) Core(TM) i7-7700 3.60 GHz unit.

The tradeoff curves of Wy, as a function of N,,; obtained with SA and GA in the first leakage
condition are reported in Figure 2. As for GA, two Pareto fronts are shown, the final one
(after 50 generations) and that after seven generations. The latter is associated with 350 objective
function evaluations (very close to SA). Though GA explored solutions with Ny, values up to n,
(see Section 2.3), only the solutions with N,,; < 10 were reported in the graph for a consistent
comparison with SA. This graph shows that the curve of SA and the final curve of GA have identical
trend up to Ny, = 3. To the right of N,,;; = 3, the curve obtained with GA dominates that of SA, in that it
provides lower values of Wy, for each value of N,,;;. Furthermore, the distance between the two curves
increases as N, grew. This seems to suggest that, for low number of N, SA can provide identical or
close results to those of GA. Conversely, for high number of N, the better performance of GA stands
out, due to the wider exploration of the research space. However, this comes at an about seven times
larger computational cost. As was expected, the curve of GA after seven generations features worse
solutions than the final curve of GA to the right of N;; = 3. The curve of GA after seven generations
enables the results of GA to be compared with those of SA, given the same computational budget.
Interestingly, neither curve prevails in absolute terms. In fact, identical solutions are observed up to
Nya = 3. GA after seven generations is slightly better for N,,;; = 7, 9 and 10, while not offering any
solutions for Ny, = 8. SA, instead, is better for N,,;; = 5 and 6. Summing up the results in Figure 2,
the better performance of GA stands out only with a higher computational budget.
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800 o

600
400 ZA
—— GA

200 ==-@--GA after 7 generations

0 : F f : :
o 1 2 3 4 5 6 7 8 9 10

N,

val

——a.

Wy (md)

Figure 2. First case study. Daily leakage volume W] as a function of Ny, for the two algorithms.
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An insight into the different results obtainable with SA and GA is provided in Table 4,
which reports the optimal valve locations and the Wy, values for the two algorithms. Whereas the valve
positions suggested by SA and GA are the same up to N, = 4, the two algorithms behave differently
starting from the optimal location of five valves. In fact, at Step 5, SA suggests adding valve in Pipe 33
to the optimal location of Ny, = 4 valves, in which the valve-fitted pipes are 3,7, 14 and 27. Instead,
for the sake of optimality, GA proposes valve elimination in Pipe 14 and valve insertion in Pipes 25
and 26, while moving from N, = 4 to Ny, = 5. The locations of SA and GA for N, = 5 valves are
shown in Figure 3. As Table 4 shows, this yields a 4.36% benefit of GA compared to SA, in terms of W;..
The percentage benefit of GA tends to grow up to almost 10% for N, = 10.

Table 4. First case study. Optimal valve locations and daily leakage volumes W}, obtained with SA and
GA. Benefits of GA in terms of W reduction.

Nyar Valve Locations with SA Wy with SA (m?) Valve Locations with GA Wi with GA (m?) Benefits of GA (%)

0 - 1243 - 1243 0.00
1 27 1029 27 1029 0.00
2 27,7 885 7,27 885 0.00
3 27,73 805 3,7,27 805 0.00
4 27,7,3,14 751 3,7,14,27 751 0.00
5 27,7,3,14,33 725 3,7,25,26,27 693 4.36
6 27,7,3,14,33,4 708 3,7,8,25,26,27 672 5.02
7 27,7,3,14,33,4,2 692 3,7,8,23,25,26,27 647 6.38
8 27,7,3,14,33,4,2,41 680 34,7,8,23,25,26,27 630 7.38
9 27,7,3,14,33,4,241,6 670 3,4,7,8,24,25,26,27,33 614 8.36
10 27,7,3,14,33,4,2,41,6,30 659 2,3,4,7,8,24,25,26,27,33 598 9.29

Figure 3. First case study. Optimal location of five valves for: (a) SA; and (b) GA. Valve locations
indicated with thick lines.

Another example of the results obtained is provided in the graphs in Figure 4, associated with
the optimal location of three valves, installed in Pipes 3, 7 and 27, respectively, for both SA and
GA. Figure 4a shows the temporal pattern of V, optimized through the iterated LP at each time slot.
Figure 4b shows the pressure head kg, at the downstream node, which can be used as the time
varying setting to be prescribed if the water utility chooses to perform the pressure regulation by
means of pressure reducing valves (PRVs). In fact, PRVs has the downstream pressure head as setting.
This variable is always equal to /14, (that is 15 m) at the valve in Pipe 3 because the downstream node
of Pipe 3, namely Node 32, is a terminal node of the network. It is always equal to /14,5 also for the valve
in Pipe 7, though the downstream node of this pipe, namely Node 3, is not terminal. This happens
because the descending topography downstream of Pipe 7 facilitates the meeting of the pressure
requirements. The case of the valve in Pipe 27, which has Node 9 as downstream node, is similar.
However, this valve cannot reduce /1y, to 4.5 at nighttime, even if it is almost fully closed (V = 0).
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Figure 4. First case study. Optimal location of three valves. For each valve, trend of: V (a); and /140,

(b) in the daily time slots.

An analysis should also be carried out concerning the possibility to convert the control valves
proposed by the optimizer to isolation valves. This could be done when the optimal settings V are
very close to 0 throughout the day. Furthermore, isolation valves could be closed in some pipes in
parallel to the installed control valves if water flow is remarked to bypass the latter. However, neither
situation was remarked to occur in the present case study. Furthermore, it must be noted that closing
an isolation valve may decrease WDN redundancy and reliability.

The tradeoff curves of Wy as a function of N,,;; obtained with SA and GA in the second leakage
condition are reported in Figure 5. This figure leads to similar remarks as Figure 2, as far as the
comparison of the two algorithms is concerned.
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Figure 5. First case study under modified leakage conditions. Daily leakage volume Wi as a function

of Ny, for the two algorithms.
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Table 5 gives some insight into optimal valve locations, W}, values and benefits of GA compared
to SA. The comparison of Table 5 (low starting leakage) and Table 4 (high starting leakage rate) points
out that the reduction in the starting leakage has the following minor effects:

e The optimal valve locations change for N, > 3 (e.g., for N, = 4, the optimal valve locations with
GA are 3-7-24-27 and 3-7-14-27 in Table 5 and in Table 4, respectively).

o The benefits of GA in Table 4 tend to grow with N, increasing, whereas the values in Table 5
tend to stabilize around 6.5%.

Table 5. First case study under modified leakage conditions. Optimal valve locations and daily leakage
volumes W} obtained with SA and GA. Benefits of GA in terms of W} reduction.

Nya Valve Locations with SA Wi with SA (m%) Valve Locations with GA W with GA (m®)  Benefits of GA (%)

0 - 398 - 398 0.00
1 27 338 27 338 0.00
2 27-7 282 7-27 282 0.00
3 27-7-3 257 3-7-27 257 0.00
4 27-7-3-24 235 3-7-24-27 235 0.00
5 27-7-3-24-8 228 3-7-25-26-27 217 4.97
6 27-7-3-24-8-23 221 3-8-10-25-26-27 206 6.73
7 27-7-3-24-8-23-20 215 3-8-10-23-25-26-27 201 6.33
8 27-7-3-24-8-23-20-2 209 3-4-8-10-23-25-26-27 196 6.47
9 27-7-3-24-8-23-20-2-4 204 3-4-8-10-20-23-25-26-27 191 6.54
10 27-7-3-24-8-23-20-2-4-41 200 3-4-8-10-20-23-24-25-26-27 187 6.68

The applications to the second case study were carried out similarly to the first case study.
The results are reported in Figure 6 and Table 6. The former reports the Pareto fronts obtained through
SA and GA, whereas the latter reports optimal valve locations and Wy, provided by the two algorithms,
as well as the benefits of GA. Similar to the first case study, these benefits stand out only for Ny, > 5.
However, they are smaller (always below 4.32%), due to the different structure of the WDN. In fact,
while the network of Santa Maria di Licodia is very interconnected, the network of the second case
study is made up of quite independent branch structures fed by the main line, along which valves
cannot be installed. This attenuates the non-linearities pertinent to optimal valve location.

200

SA —e—GA

N,

val

Figure 6. Second case study. Daily leakage volume Wy as a function of Ny, for the two algorithms.
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Table 6. Second case study. Optimal valve locations and daily leakage volumes W, obtained with SA
and GA. Benefits of GA in terms of W; reduction.

Nyar Valve Locations with SA WL with SA (m?) Valve Locations with GA Wi with GA (m?) Benefits of GA (%)

0 - 119 - 119 0.00
1 49 114 49 114 0.00
2 49-45 113 15-45 112 1.14
3 49-45-15 107 15-25-45 107 0.00
4 49-45-15-5 103 5-15-45-49 103 0.00
5 49-45-15-5-27 102 7-15-38-45-49 100 1.85
6 49-45-15-5-27-7 101 5-7-15-25-38-45 96 4.32
7 49-45-15-5-27-7-38 95 5-7-25-32-38-39-45 95 0.09
8 49-45-15-5-27-7-38-52 94 5-7-15-32-38-39-45-49 92 2.61
9 49-45-15-5-27-7-38-52-33 94 5-7-15-25-27-32-38-39-45 90 3.92
10 49-45-15-5-27-7-38-52-33-30 93 5-7-15-27-32-33-38-39-45-49 89 4.05

4. Conclusions

In this work, two algorithms for the optimal location of control valves, aimed at reducing service
pressure and leakage in water distribution networks (WDNs), were compared. The former algorithm
is deterministic and explores the research space of possible locations by adding one control valve
at each step (sequential addition of valves SA). This exploration results in a significant reduction in
the research space. The latter algorithm is a multi-objective genetic algorithm (GA), which explores,
using a probability driven approach, the whole research space without restraints. The applications to
skeletonized WDNs show that the two algorithms give identical results for a small number of installed
control valves. However, GA outperforms SA when the number of installed valves increases. This may
be because the non-linear effects of the optimization problem, totally neglected by SA, become more
and more predominant as the number of installed valves grows. The benefits of GA are larger in the
very interconnected WDNs, in which the non-linearities are emphasized. However, it must be noted
that SA has a much smaller computational overhead and may then be preferable in the case of overly
large networks. Furthermore, valve cost increase typically discourages water utilities from installing
too many valves in the network. However, an advantage of GA lies in the possibility of accounting
for other issues in the evaluation of the fitness of the generic solution. As an example, different and
more complete objective functions could be easily and more rigorously considered inside GA, such as
a relationship to express valve cost as a function of the diameter of the valve-fitted pipe. Furthermore,
the closure of isolation valves, which are already available in WDNSs to isolate segments [25], can be
accounted for in GA to improve leakage reduction, as was shown in the works [17,18].
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Abstract: This paper explores numerically the benefits of water discharge prediction in the real time
control (RTC) of water distribution networks (WDNs). An algorithm aimed at controlling the settings
of control valves and variable speed pumps, as a function of pressure head signals from remote
nodes in the network, is used. Two variants of the algorithm are considered, based on the measured
water discharge in the device at the current time and on the prediction of this variable at the new
time, respectively. As a result of the prediction, carried out using a polynomial with coefficients
determined through linear regression, the RTC algorithm attempts to correct the expected deviation
of the controlled pressure head from the set point, rather than the currently measured deviation.
The applications concerned the numerical simulation of RTC in a WDN, in which the nodal demands
are reconstructed stochastically through the bottom-up approach. The results prove that RTC benefits
from the implementation of the prediction, in terms of the closeness of the controlled variable to the
set point and of total variations of the device setting. The benefits are more evident when the water
discharge features contained random fluctuations and large hourly variations.

Keywords: valve; pump; real time control; pressure; water distribution modelling; leakage

1. Introduction

Nowadays, water utility managers often choose to perform active pressure control in their water
distribution networks (WDNs) due to the many associated benefits [1], which include leakage and
pipe burst reduction and the extension of network infrastructure useful life [2]. Another benefit of
pressure control lies in the possibility of recovering energy from the WDN through turbines or similar
devices [3,4]. After the WDN is subdivided in pressure zones [5], active pressure control requires
a suitable pressure control device to be installed in the pipe(s) connecting each pressure zone to its
source(s). Recent studies have proven that active pressure control can be more cost effective when
the device setting is controlled in real time, in order to meet WDN demand variations in time [6].
In this context, the device controlled in real time can be a pressure control valve [7] or a variable
speed pump [8], depending on whether the source node is under pressure surplus or deficit conditions
compared to the pressure zone it feeds.

Remote real time control (RTC) is a kind of control in which the pressure head is monitored
at remote critical node(s) in the WDN. By making use of suitable algorithms operating on the
pressure head measurements, a programmable logic controller sets the new suitable device setting
to maintain the minimum desired pressure at the remote node(s). In the scientific literature of
WDN:s, the first study on service pressure RTC was carried out by Campisano et al. [9], followed
by many others [10-15]. Whereas the proportional algorithms of Campisano et al. [9,10,12] only
used the pressure head measurement at the critical node, Creaco and Franchini [11] set up a more
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effective algorithm that also makes use of the water discharge measurement in the pipe fitted with
the control device. Like the algorithm used by Campisano et al. [9,10,12], the algorithm of Creaco and
Franchini [11] has a parameter that needs to be tuned to ensure the maximum regulation performance.
Later, a parameter-less algorithm with only slightly worse performance than the algorithm of Creaco
and Franchini [11] was proposed for the RTC of control valves [13] and variable speed pumps [14].
The algorithm of Page et al. [13,14] has the novel aspect of making use of the water discharge prediction
in the pipe fitted with the control device. The prediction is carried out through water discharge
measurements at small temporal steps (smaller than the RTC temporal step, which has order of
magnitude of some minutes). However, a limit of this approach lies in the fact that it is effective only if
the water discharge trend is smooth.

In this work, the water discharge prediction is implemented in a refined version of the algorithm
of Creaco and Franchini [11]. Unlike the work of Page et al. [13,14], the prediction method operates on
larger temporal steps than the control temporal step. Therefore, it is able to cope with the irregular trend
of the pipe water discharge at fine temporal scale, due to the random nature of demand [15,16]. To show
this, a stochastic bottom-up approach is used for nodal demand reconstruction in the applications,
which concern the numerical simulation of RTC in a WDN.

2. Materials and Methods

In the following subsections, first the algorithm proposed by Creaco and Franchini [11] for control
valve regulation is summarized, followed by its extension to variable speed pumps. Then, a novel
upgrade of the algorithm is proposed, to include prediction at the new time. In both the cases of
control valve and variable speed pump, the device setting is regulated in such a way to bring the
pressure head at the control node close to the desired set point value. This node is selected as that
which features the lowest pressure head among all the nodes sensitive to valve regulation [9].

2.1. Control Valve Regulation

The algorithm is described with reference to the schematic on the left side of Figure 1, in which a
control valve is positioned in a pipe upstream from the control node B. At current time #; (s), let the
water discharge in the pipe, temporally averaged over the control temporal step At (s), be equal to Q
(m3/s). The valve closure setting is then assumed to be equal to a1 (-), which can range from 0 (fully
open valve) to 1 (fully closed valve). If () is the valve curve, ¢; (-) is the local head loss coefficient
associated with aq. As shown in [5], the corresponding local head loss Ah; (m) is then equal to:

L

Al = 2=
1= eA7

@
where A (m?) is the pipe inner cross section area and g = 9.81 m/s? is the gravity acceleration. In the
downstream pipe end B, a temporally averaged pressure head value hg (m), far from the set point
value hsp (m) by a quantity e (m), is observed. Incidentally, positive and negative values of e indicate
larger and smaller values of /ig (m) than ks, respectively.

In order to bring the pressure head at node B close to the value s, at new time t; (s) (with t, = t; +
At), the valve has to be regulated in such a way that the new head loss Ay (m) is equal to:

Ahy = Ahy +e. ()
By making use of the relationship between head loss and head loss coefficient in Equation (1) and

considering Equation (2), the head loss coefficient §; (-) at time ¢, has to be equal to:

2g A?
&= fgz

(Ahy +e), 3)
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which can be rewritten as:
29 A?

Q2
In order to be able to tune the promptness of the control algorithm as well as to account for the
fact that the system in Figure 1 is a simplified representation of a WDN, a correction coefficient K (-) is

=01+ e. “)

inserted in Equation (4), yielding the following Equation (5):

29 A?
=0+ K )
Indeed, coefficient K enables modulating the pressure head deviation e to correct. By using the
relationship «(¢) of the control valve, the valve setting ap corresponding to ¢, can be easily obtained.
The setting variation from a4 to a; has to be limited by the maximum correction allowed by the valve
shutter velocity [9].

Control Valve Variable Speed Pump

Time # Time #
HGL,
LT
— el HGL e
e Trmreealol .Ahl e
Pipe Iy hy Pipe hs hy
s —_ —>® ® —_ —>®
0 Valve 0 0 Pump 0
Time f=fHi+At Time =1+ At
HGL
; A= Ahrte HGL
--------- e G
Pipe I hy h\p Pipe 2 ! I hg h\l'
A
® —_— —>® —_— @ —>®
0 Valve 0 Pump 0

Figure 1. Schematic for the description of the operation of logic controller for the control valve (left)
and for the variable speed pump (right): situation at the current (above) and new (below) times. HGL
stands for head grade line.

2.2. Variable Speed Pump Regulation

The algorithm is described with reference to the schematic on the right side of Figure 1, in which
a variable speed pump is positioned in a pipe upstream from the control node B. At current time £y, let
the water discharge in the pipe, temporally averaged over the temporal step At, be equal to Q. If By (-),
which can range from 0 (pump speed equal to 0) to 1 (maximum pump speed), is the current speed
setting for the pump, the head Ah; provided by the pump is obtained through the pump curve:

Ahy = aQ? + bQB1 +cB3, (6)

where a (s?/m®), b (s/m?) and c (m) are the pump curve coefficients. Equation (6) was obtained by
considering that a second order curve can fit effectively the curve data of head and water discharge
from pump catalogues, and by applying the affinity laws for pumps [5].

Let the temporally averaged pressure head /g in the downstream pipe end B be far from the set
point value hsp by a quantity e.
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In order to bring the piezometric height at node B close to the value s, at new time f,, the pump
has to be regulated in such a way that the head is equal to:
Ahy = Ahy —e. 7)

An estimate for the new pump setting 8, (-) can then be calculated starting from the following
equation, derived from Equation (7) and from Equation (6):

B3 +bQBr — bQBy — B3 +e=0. ®)

The positive solution for 8, in the previous equation is:

b+ \/b2Q2 — 4c(—bp1Q — cP? +e)

B2 = % . )

A corrective coefficient K is introduced in this case as well, so that the formula for the estimation
of the new pump setting is:

_—bQ+ \/bZQZ — 4c(—bP1Q — cf? + Ke)

B2 o . (10)

The setting variation from B; to B, has to be limited by the maximum correction allowed by the
variable speed drive.

2.3. Algorithm Refinement through State Prediction

As described in the sections above, variables Q and e appearing in Equations (5) and (10) are
estimated at current time t;. However, the algorithm can be improved if it is aimed at eliminating
the expected pressure head deviation at new time t;, rather than at eliminating the pressure head
deviation at current time t;. Therefore, reference should be made to the predicted water discharge
Qforecast Im>/s] and deviation egyrecast [M]. Qforecast is the predicted water discharge at the new time;
€forecast, iNstead, is the deviation that would be expected at time #; if no setting variations were made
from time #;.

Unlike Page et al. [13,14], no water discharge measurements inside the control temporal step
At are used in this work for water discharge prediction. This choice was made because the water
discharge features, at small temporal scale, not negligible random fluctuations [15,16] that can distort
the prediction. These fluctuations are due to the random nature of demand [15,16]. A further risk
connected to the use of discharge measurements at small temporal scale, that is below the control
temporal step At, is the presence of not temporally averaged measurement errors. Therefore, a
prediction algorithm is set up to estimate Qforecast, based on the value of the water discharge at time #;
and at other previous times. At time t1, based on the series of temporally averaged values Q = Q(t;),
Q(ty — Ab), Q1 — 2At), ..., Q(t1 — (N — 1)At) derived from the available measurements, a regression
is carried out to evaluate a smooth (fluctuation-free) trend of Q in the time interval from time #; — (N
— 1)At to time t;, with the following second order polynomial:

Q(t) =r +r2t+r3t2, (11)

where coefficients r; (m3/s) r, (m3/s?) and r3 (m3/s?) are derived through the application of linear
regression [17]. This polynomial is used for calculating Qforecast, that is Q(t = t; + At).

At this stage, a caveat has to be made about the number N (-) of water discharge measurements
to consider for estimating the coefficients of the polynomial in Equation (11). Indeed, this represents
the number N of measurements that must be stored inside the logic controller to make the prediction.
To estimate coefficients 71, ; and 3, a value of N > 3 must be considered. Incidentally, for » = 3, no
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best fit has to be searched for since only one parabola passes through three points. At each case study,
an ad hoc analysis should be performed to understand the best window size N. As an explicative
example of the prediction algorithm, let us consider a water discharge prediction at time ¢;, in the
context of RTC with At = 180 s (see graphs in Figure 2, in which dots and lines represent the measured
values of Q and the polynomials obtained through regression, respectively). As graph a) highlights,
if the water discharge trend is smooth (regular trend of the dots), as is the case with the aggregation
of stochastically reconstructed demands from very numerous users, N = 3 already gives excellent
prediction results. When the trend features visible random fluctuations (irregular trend of the dots),
as is the case with the aggregation of stochastically reconstructed demands from few users (e.g., see
Figure 2b), a larger value of N has to be considered to obtain a polynomial that reflects reliably the
global temporal trend of Q, though failing to catch its random fluctuations. A small value of N
(e.g., N = 3), instead, makes the water discharge prediction too dependent on random fluctuations.
At each case study, the optimal window size must be assessed with the objective to maximize the
overall performance of water discharge prediction and, therefore, of RTC. In this context, the closeness
of the controlled variable to the set point can be considered as an indicator of the RTC performance for
the choice of N, as is shown in Appendix A.

180 : : : ; : :
] e  past values of Q o future value of Q
regression (N=3) |
160 0@
2 1 e®® ¢ Gee, °
3 d ®e
= [
Q 1
140 .\-\\)
1K) 1 =y
11-3000 1712000 #-1000 t n+500
1)
180 : ; : ; ; :
4 e  past values of QO o future value of Q
| regression (large N)---- regression (N=3)
160 R @i *
g‘ iy < ad R ® o\‘\
Q 1 e -
140 oxe
11 S
i large N
{»]
11-3000 172000 #1-1000 t #1+500
t(s)

Figure 2. Example of application of the polynomial regression method for water discharge prediction
in smooth (a) and irregular (b) demand trends.

As for egorecast, Which is associated with Qgorecast, the two following expressions can be used in the
case of control valve or variable speed pump, respectively:

QZ _ Q2
€forecast = € — G1 %~ (12)

€forecast = € 14 (Q?orecast - Qz) + b(Qforecast - Q),Bl (13)
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The formulas in Equations (12) and (13) reflect how the pressure head at the critical node is
expected to vary if the water discharge in the device changes from the value Q to the value Qforecasts
in the absence of device setting variations. Potentially, two additional terms could be inserted in the
right side of the expressions (12) and (13): the former associated with the predicted pressure-head
variation upstream from the device (i.e., at the source) from time #; to time f; the latter associated
with the predicted head loss variation in the WDN from time #; to time t,. However, these terms are
neglected in the present work because they are usually smaller than the contribution related to the
variation in head loss (Equation (12)) or in head gain (Equation (13)) across the device. Furthermore,
the assessment of these terms would require other variables to be monitored in the WDN. Ultimately,
the presence of the corrective term K in Equation (5) and in Equation (10) enables taking account of all
the effects not explicitly considered in the analysis.

3. Results

The applications concerned the numerical simulation of a network in Northern Italy, which serves
about 30,000 inhabitants and has already been used for research in the field of pressure control [6,11,15].
The skeletonized layout is reported in Figure 3.

The network has a single source node, 26 demanding nodes with ground elevation of 0 m a.s.1. and
32 pipes. The uniform ground elevation and the size make the network eligible for being considered
as a single pressure zone.

More details about characteristics of the pipes, in terms of pipes and length, can be found in the
referenced work.

Two scenarios were considered hereinafter. In scenario 1, the source node is considered to have
a constant head of 40 m a.s.l. Furthermore, a DN350 plunger control valve is inserted in pipe 26-11,
which connects the source node to the rest of the network. The valve curve ¢(x) considered for the
plunger valve has the following form [10]:

(:;r — 1091 logy (1,0(), (14)

where c; = 0.75 and ¢ = 3.25 are the coefficients calculated to best fit the data provided by a valve
manufacturer. In Equation (14), « was allowed to range from 0 (fully open) to 0.95 (almost fully closed).

1 Critical
2N Node
/s

9 10 4

Control Valve or Variable Speed Pump

27

Figure 3. Water distribution network considered for the applications.
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In scenario 2, the source node is considered to have a constant head of 1 m a.s.l. and a variable
speed pump is inserted in pipe 26-11. The curve used for this device is the following:

Ah = —250 Q% — 20 QB + 4882, (15)

with B allowed to range from 0.5 (minimum speed) to 1 (maximum speed).

In both scenarios, the critical node of the network, which features the lowest pressure head values
along the day, is node 1. Therefore, node 1 was selected as control node. The RTC of the control valve
and of the variable speed pump, in scenarios 1 and 2, respectively, was carried out to bring the pressure
head at the control node to set point value hsp =25m.

For each node, the demand trend was obtained through the bottom-up approach by applying the
methodology described in [15,16], which is based on demand pulse generation through the Poisson
model. In the present work, the same pulse features as those associated with Dutch households with
two to three inhabitants (reported in [16]), in terms of duration, intensity, and duration/intensity
correlation, were considered. After being generated for five consecutive days and for all the network
nodes, the demand pulses were aggregated over At = 180 s long temporal steps, to correspond to the
temporal step adopted for RTC and for the extended period simulation [18] of the network. At this
stage, a remark must be made about the choice of At = 180 s as control temporal step for RTC. In fact,
this choice was made based on the findings in [15], which proved that 180 s guarantees the best
trade-off between closeness of the controlled variable to the set point and number of actuator setting
variations in this case study.

Each instant of network operation was simulated through the global gradient algorithm [19].
Incidentally, the combination of extended period simulation with nodal demands reconstructed with
the bottom-up approach at medium temporal steps represents the best combination to simulate the
behavior of RTC [15] and WDNSs [16] in real time, in the trade-off between accuracy of the results and
computational efficiency.

At each node and at each instant of simulation, the outflow to the users was evaluated with the
pressure-driven approach through the Wagner et al. [20] formula, taking ks, as the pressure head
for full demand satisfaction at all nodes. Furthermore, leakage gjeax (m3/s) was related to the nodal
pressure head & through the Tucciarelli et al. [21] formula:

L
Jleak = ‘Xleakhm’%/ (16)

where YL (m) is the total length of the pipes connected to the node. Furthermore, e, (m>~7/s) and
7 (-) are the leakage coefficient and exponent, respectively. While v depends on pipe material and
leak opening shape [22], Aok depends on the number of leak openings along the pipe and then grows
with pipe age. In this work, these parameters were assumed uniform over the network. y was set
to 1 (typical value for plastic pipes) while a;,; was set to 9.4 x 10~ m/s in order to have in the first
scenario a leakage percentage rate close to 20% of the total outflow from the source, in the case of fully
open control valve.

The total network demand D (L/s) trend at the At = 180 s temporal scale obtained with the
bottom-up reconstruction is reported in graph a) in Figures 4 and 5 for the five consecutive days of
network operation. These graphs show that, despite the spatial and temporal aggregation, demand
random fluctuations are still present, especially under low demand conditions. Furthermore, each
daily trend of demand is slightly different from the others. These aspects are due to the stochastic
method used for demand generation, which obtains nodal demands as the superimposition of demand
pulses [15,16], consistently with real WDNS.
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For analyzing the performance of RTC, two indices were used. The former, indicated as meanlel,
concerns the closeness of the controlled variable at the generic i-th time, that is the pressure head h; at
the control node, to the set point value /. It is calculated as:

Niot
21 [hi = hop|
i=
mean|e| = ————, 17
lel Niw )
where Njo = 2400 is the number of temporal steps At in the five days of simulation.
The latter index, indicated as ) | Ax | and )| A B for the control valve and for the variable speed
pump, respectively, is representative of the total variations of the device setting. In the two scenarios,
it is calculated as:

Niot
Z|Aa| =) |a; — i 1], and (18)
i—2
Niot
Z|ABl =) |Bi — Bi-1l, (19)
i—2

where «; and B ; are the values of valve setting « and pump setting j, respectively, at the generic i-th
time. Generally speaking, a good controller is expected to keep the controlled variable close to the set
point with small device setting variations, to avoid the wear of the control device. Therefore, it will
feature a low value of both indices.

For both control valves (Equation (5)) and pumps (Equation (10)), the coefficient K of the logic
controller was calibrated in such a way as to minimize mean|el.

Globally, 4 simulations were carried out: simulations 1a and 1b, associated with scenario 1, and
simulations 2a and 2b, associated with scenario 2. Simulations 1a and 2a were carried out considering
the original RTC algorithm of Creaco and Franchini [11] with no water discharge prediction, hereinafter
indicated as LCa (logic controller a). In simulations 1b and 2b, the refined RTC algorithm fitted with
the water discharge prediction, hereinafter indicated as LCb (logic controller b), was used. In the
application, the polynomial regression useful for the demand prediction was carried out on N = 20
time instants, following a preliminary analysis the results of which are reported in Appendix A.

The setting variation speed of both the control valve and the variable speed pump was set in such
a way as to allow the maximum setting variation (0-0.95 and 0.5-1 for the former and the latter device,
respectively) inside the control temporal step At =180 s.

The results of the simulations in terms of optimal K, mean lel and }_| Ax | are reported in Tables 1
and 2 for the control valve and the variable speed pump, respectively.

The results in Table 1 highlight, for the control valve controlled in real time, the superiority of
LCb, in terms of both mean lel and } | Aa |. In fact, accounting for the water discharge prediction
enabled the controlled variable to stay, on average, closer to the set point with smaller control valve
setting variations.

The results in Table 2 highlights, also for the variable speed pump controlled in real time, the
better performance of LCb.

Table 1. Results of simulations 1a and 1b related to scenario 1 (control valve), in terms of mean lel and
Y I Ax | for the optimal value of K. LCa (logic controller a); LCb (logic controller b).

Simulation Logic Controller K () Meanlel (m) YAl ()
la LCa 0.5 0.79 26.59
1b LCb 0.5 0.70 25.11

Other results of simulations 1b and 2b (with LCb) are reported in Figures 4 and 5, respectively. In
either Figure, graphs b and c report the trend of the device setting and of the controlled pressure head,

43



Water 2017, 9, 961

respectively. Graph b) in Figure 4 shows, as expected, that the control valve tends to open (lower values of
«, down to about 0.2) in correspondence to the morning, midday and evening demand peaks. Outside the
peaks, instead, the control valve tends to close (higher values of &, up to about 0.9), in order to cause larger
local head losses. Only minor oscillations are observed in the valve setting trend. Graph c shows that /1 is,
on average, always close to the set point. However, up to 2.5 m large overshooting and undershooting are
remarked. These oscillations take place due to the imperfect effectiveness of the prediction method. In
fact, as was remarked above with reference to Figure 2b, the prediction method is not able to catch the
random fluctuations of the water discharge, though being able to detect its overall trend.

Table 2. Results of simulations 2a and 2b related to scenario 2 (variable speed pump), in terms of
mean el and )| AB| for the optimal value of K. LCa (logic controller a); LCb (logic controller b).

Simulations Logic Controller K () Meanlel (m) YIABL ()
2a LCa 14 0.25 10.66
2b LCb 14 0.22 9.64

In this context, it has to be stressed that it is unfeasible to totally eliminate the random oscillations
of the pressure head at a remote node. In fact, this would require the prediction/time step to be
reduced. However, the control time step cannot be reduced below a threshold value, which accounts
for signal propagation from the control node to the valve, as was stated in [15].
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Figure 4. Real time control (RTC) of control valve through LCb. In the five days of network operation,
trends of total network demand (a), device setting (b) and controlled pressure head (c).
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The graphs in Figure 5 show that, contrary to &, the pump speed ratio § tends to increase during
demand peaks and to decrease under low demand conditions. Furthermore, in the case of the variable
speed pump, the oscillations of the controlled variable are smaller, especially under low demand
conditions. This can be explained as follows. If we consider, for an assigned value of water discharge
Q, the device settings bringing the controlled pressure head to the set point, a variation in Q, like that
associated with a demand fluctuation, tends to produce a smaller change in terms of A for the pump
(Equation (6)) than for the valve (Equation (1)). In other words, the pump tends to dampen the effects
of water discharge variations better than the valve, especially under low-demand conditions (which
require high valve closures and low pump speeds).

A sensitivity analysis is then carried out to investigate if the superiority of LCb persists when
other values are used for the parameters in the bottom-up generation of nodal pulsed demands.
In new simulations performed with the control valve, the pulse parameters associated with the Milford
households [23] were used (see [16] for more details on the values of these parameters). Furthermore,
a flatter trend was considered for the demand pattern throughout the day, leading to the total demand
D shown in Figure 6a, where demand fluctuations are more evident than in Figures 4a and 5a. The
optimization of parameter K yielded, for both LCa and LCb, the optimal value of 0.3, in correspondence
to which the two algorithms produce an almost identical value of meanlel =0.8. However, LCb is
still superior in terms of }_ | Aa| (9.42 for LCb vs. 11.09 for LCa). Graphs b and c in Figure 6 show
the trend of the valve closure setting and of the controlled pressure head for LCb under conditions of
modified demand.
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Figure 5. RTC of variable speed pump through LCb. In the five days of network operation, trends of
total network demand (a), device setting (b) and controlled pressure head (c).
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Overall, the advantages of LCb are less evident in the case of the modified pulse parameter values,
due to the more evident presence of random fluctuations, uncaptured by the water discharge prediction
method (see Figure 2), in the total network demand (compare Figure 6a with Figures 4a and 5a).
This entails that, ceteribus paribus, the benefits of LCb will be more evident when the random
fluctuations of demand are small compared to its hourly variations. Otherwise, the benefits of LCb
will decrease due to the worse effectiveness of the prediction.
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Figure 6. RTC of control valve through LCb under conditions of modified demand. In the five days of
network operation, trends of total network demand (a), device setting (b) and controlled pressure head (c).

4. Conclusions

In this paper, two variants of the logic controller of [11] were numerically applied to the RTC of
control valves and variable speed pumps, namely, its original version and the novel version fitted with
the prediction of the water discharge through the device. Thanks to this prediction, the algorithm
attempts to correct the expected deviation of the remotely controlled pressure head from the set point
at the new time, rather than the measured one at the current time. In this work, water discharge
prediction was carried out using a polynomial function constructed starting from the measured water
discharges in the previous time instants. The results showed that this simple prediction method can
represent the global temporal trend of the water discharge, even when nodal demands feature random
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fluctuations due to the stochastic reconstruction through the bottom-up approach. As a result, the
performance of the RTC algorithm benefits from the implementation of the water discharge prediction
method in terms of closeness of the controlled variable to the set point and of total variations of the
device setting. The benefits stand out above all when the random fluctuations of demand are small
compared to its hourly variations.

Future work will be dedicated to the setup of more complicated prediction methods, such as those
based on probabilistic concepts. By enabling proper interpretation and representation of the random
water discharge fluctuations, which arise because of the random nature of demand, these methods
are expected to improve the effectiveness of the prediction and, as a result, the performance of RTC.
Future work will also be dedicated to testing the RTC algorithms in other case studies, to explore the
influence of network size and topography on the algorithm effectiveness.

Furthermore, in another development of this work, a different kind of device regulation will be
used, which will consider an acceptable range of pressure heads at the critical node, rather than a
single set point. This is expected to reduce the number of actuator setting variations and, ultimately, to
extend the useful life of the device.
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Appendix A

A preliminary analysis was carried out to select the optimal window size N on which to apply the
regression in Equation (11). In this analysis, algorithm LCb was applied to the five days of network
operation considering values of N ranging from 3 to 30. For each simulation in the analysis, mean | el
was calculated. The graph in Figure A1 reports the trend of mean|el as a function of N (window size).
The curve has a minimum at N = 20, indicating that, in the present case study, this is the optimal size
of the window used for the prediction. This value was then adopted for all the simulations with LCb
in the paper. However, as highlighted in the section entitled “Materials and Methods”, the optimal
value of N may be different in different case studies from that considered in this paper. Furthermore, it
is expected to vary as a function of the control temporal step At. Therefore, an ad hoc analysis should
be performed for assessing this parameter in each case study.
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Figure Al. Trend of mean|el as a function of the window size N used for water discharge prediction.
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Abstract: The knowledge of transient conditions in water pressurized networks equipped with
pump as turbines (PATs) is of the utmost importance and necessary for the design and correct
implementation of these new renewable solutions. This research characterizes the water hammer
phenomenon in the design of PAT systems, emphasizing the transient events that can occur during a
normal operation. This is based on project concerns towards a stable and efficient operation associated
with the normal dynamic behaviour of flow control valve closure or by the induced overspeed effect.
Basic concepts of mathematical modelling, characterization of control valve behaviour, damping
effects in the wave propagation and runaway conditions of PATs are currently related to an inadequate
design. The precise evaluation of basic operating rules depends upon the system and component
type, as well as the required safety level during each operation.

Keywords: energy recovery systems; runaway conditions; unsteady flow; water hammer

1. Introduction

The need to increase the efficiency in pressurized water networks has allowed the development
of new water management strategies in the last decades [1,2]. These strategies have focused on
two different directions according to the water pressurized network type (i.e., pumped or gravity
systems). In pump solutions, the efficiency increase in the network is directly correlated with the
reduction of the manometric head [3,4], the correction of operation rules and the design of facilities
(e.g., pump efficiency, leakage control and the establishment of optimum schedules) [5]. In gravity
systems, the efficiency improvement is related to the reduction of the leakage level through the
installation of pressure reduction valves [6-10]. Ramos and Borga (1999) proposed the replacement
of pressure reduction valves (PRVs) by hydraulic machines, which could also generate energy [11].
These systems provide two benefits: on the one hand, PATs reduce the pressure in the system and
therefore, the leakages are also reduced by the operation of PRVs; on the other hand, the generated
energy contributes to the improvement of the energy balance of these water systems, increasing the
efficiency in the water networks, as well as improving performance indicators [12]. PATs can be used
in any pipe system with excess of flow energy being more suitable for: (1) water supply networks,
(2) irrigation systems, (3) industry processes, (4) drainage or storm systems and (5) treatment plants or
at the entrance of reservoirs/tanks. The range operation (i.e., flow and head) is high and depends on
the selected machine (i.e., radial, axial, mixed and multistage). Commonly, the flow rate is between
1 and 100 1/s and the head rate oscillates between 1 and 80 m w.c. (meters water column) However,
it is possible to reach higher flows and heads if the machines are installed in parallel or in series.
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A deep analysis of the use of PATs in pipe systems, as well as the operation rate was described by [12].
Therefore, the success of PATs is related to the high operation rate and their combination (parallel or
series), enabling the installation of these recovery machines where traditional turbines are not suitable.

Commonly, when replacing PRVs, a proposed hydraulic machine is a PAT [6]. Numerous researchers
analysed the behaviour of these machines under steady flow conditions. A review of available
technologies was conducted by different researchers [12-15]. A PAT analysis of performance and
modelling was done on different hydraulic machines [14,16-19], while the computational analysis of
these machines in a water distribution network was also studied [20-23]. The design of innovative
strategies to maximize the recovered energy when the flows vary along a day, as well as their economic
feasibility [24-27], in which the computed payback period achieved values between 2-12 years,
depending on the system characteristics, was presented. Therefore, although the PAT installation
is generally feasible, there are some cases in which the investment is economically unfeasible [28].
These strategies were applied to determine and maximize the theoretical recovered energy in both
drinking and irrigation water systems [29,30]. The last case studies consider the significance of the
flow change over time to predict the generated power in these facilities when they are installed in
water systems [31]. The variability of the PATs performance as a function of flow, the maximization of
the recovered energy that was developed using optimization procedures, and the economic analysis
were successfully introduced in the analysis of a water pressurized system [32].

However, the study of the unsteady flow is poorly analysed in these systems and the installation of
PATs encourages the need to know more about this subject. The transient analysis allows the estimation
of the overpressures that could risk hydraulic facilities [33,34]. As a novelty, this research analyses the
effective percentage of closure (effective %) in valve manoeuvres, the start-up and shutdown of radial
and axial PATs with low inertia (i.e., of small sizes), as well as the runaway conditions induced by the
overspeed effect through experimental data collection.

2. Material and Methods

2.1. Basic Hydraulic Modelling of the Transient Conditions

The unsteady flow can be analysed by a one-dimensional (1D) model type in pressurized pipe
systems with higher length than diameter, using the mass and momentum conservation equations
which are derived from the Reynolds transport theorem [35]. These principles are defined by
differential Equations (1) and (2) [36-39]:

oH 2 0Q _

G tgaam =0 M
JH 1 0Q dr, _
S Tgaar Togh =0 @

where H is the piezometric head in m; t is the time in s; ¢ is the pressure wave speed in m/s, which is
defined by the Equation (3); g is the gravity acceleration in m/s?; A is the inner area of the pipe in m?;
Q is the flow in m3/s; x is the coordinate along the pipeline axis; T, is the shear stress at the pipe wall
in N/m?; p is the density of the fluid in kg/m?3; and D is the inner diameter of the pipe in m.

ST/ ©®)

where K is the fluid bulk modulus of elasticity in N/ m?; E is the Young’s modulus of elasticity of
the pipe in N/m?; and ps is the dimensionless parameter that takes into account the cross-section
parameter of the pipe and supports constraint.

The considered assumptions applied in the classical, one dimensional, water hammer models
are [37-39]:

e The flow is homogenous and compressible;
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e The changes of density and temperature in the fluid are considered negligible when these are
compared to pressure and flow variations;

o  The velocity profile is considered pseudo-uniform in each section, assuming the values of
momentum and Coriolis coefficients constant are equal to one;

e The behaviour of the pipe material is considered linear elastic;

e  Head-losses are calculated by uniform flow friction formula, which is used in steady flow.

The differential Equations (1) and (2) can be simplified into a hyperbolic system of equations [36,39].
These equations can be presented as a matrix (4):

au  aF(u)
o e P ®
being: .
(H) [ & Q] [ 0
U= g f=1 H}'D(U)_ {’@AQ\Q\} ©

where | is the hydraulic gradient.
The solution of these equations is obtained through a discretized time interval for each time step
‘At’ at a specific point of the pipe for each ‘Ax’, fulfilling the Courant condition (C; = 1) (6):

Ax
=7 6
A= ° (6)

The differential Equation (4) can be transformed into linear algebraic equations, obtaining
Equations (7) and (8). The application of these equations is denominated the “Method of
Characteristics” (MOC).
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ctirt o A (v v ) TR )
A SfAx

— . 1 1 1 _

CTH - B = S (v v ) - S v =0 ®)

anz

where H;Hl is the piezometric head in m w.c. at pipe section “i” and time instant “n + 1”; Vi’“rl is the
velocity in m/s at pipe section “i” and time instant “n + 1”; where HJ' | is the piezometric head in

o,

mw.c. at pipe section “i — 1” and time instant “n”; V] | is the velocity in m/s at pipe section “i — 1”

a o, v

and time instant “n”; f | is the friction factor in the section “i — 1” at time instant “n”.

2.2. Control Valves

The valves are system components, which are responsible for changing the flow when its opening
degree changes. Any operation in a valve modifies the opening degree and varies the loss coefficient
of the valve causing a flow variation in the system, being one of the origin for hydraulic transients
events. The closure time as well as the valve type influence the type of water hammer (i.e., fast or slow
manoeuvers) for a system characterized by its diameter, length and pipe material.

For any manoeuvre, the loss coefficient of the valve is function of the opening degree [40] and in a
simplistic characterization, the behaviour of the valve can be defined by the Equation (9):

¢ b
Q(t) =Q (1 - Tc) )

Figure 1 shows different closures as function of b exponent. If the exponent is one, the closure law
is linear and the variation of the flow loss coefficient is continuous. When the exponent is less than
one, the variation of the flow loss coefficient is higher at the end of the closure time (e.g., diaphragm
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valve-Figure 1a(f)). This significant difference in the loss coefficients (Kv) for different opening degrees
will change the effective time closure defined in the Equation (10).

Gate Valve
Butterfly Valve

Ko(1K(0)
AYAL)

Gate Vave
(b) Butterfly Valve
(©) Seat Vave
(@ Needle Vave
(¢) Ball Valve
() Guillotine Valve.

0 020 0.40 0.60 080 1.00 0 020 0.40 0.60 080 1.00
Opening Degree Opening Degree

Figure 1. Valves manoeuvres. (a) type of loss coefficients and (b) opening cross area depending on the
type of valve and the opening degree.

If the exponent is greater than one, the closure is higher at the beginning of the manoeuvre
(e.g., butterfly valve), can cause higher overpressures since the main closure occurs when the velocity
of the fluid is greater [41,42]. Although the closure law depends on the opening degree, by knowing
the ratio of the free area as a function of the opening degree, the type of valve has great significance in
the generated transient in a pipe system.

The duration of the valve manoeuvre, the diameter, the type of closure law (linear or non-linear)
and the actuator type will influence the shape and values of the piezometric line envelopes.
The effective time closure (Ty) is the real time of valve closure (shorter than the total time (T¢)),
which can induce high discharge reduction, responsible for the extreme water hammer phenomenon
(as presented in Figure 2). Equation (10) mathematically defines the effective time closure based on the
tangent to the point of the curvature in which dq/dt is highest:

= 7AQ
)

where AQ is the discharge variation in the hydraulic system, 4 is the ratio Q/ Q, (relative discharge
value) and Q, is the discharge for total opening.

(10)

Effective % Effective %
6 r 110 12 110
©00000000000000, & 100 000000000000 00 L 100
o
o
5 o 41l 990 1.0 AAAAAAAAAAAAAAAA:ngnuto_go
.
4L 080 x F 0.80
4 08 |
L ton foron
5
%
- Foso gl . e 060 g
Fy N =
I3 £lZos 4
= A fos09|= tos0 S
£ F 0.40 "t ot o040
ry
2 0.4
< t 030 [ 030
-
1 AAAAA‘AAAAAA‘AA%‘“MD 02 of 020
W I 010 L[ e
0 24 000 00 0.00
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100
Closure Percentage (%) Closure Percentage (%)
4 H/Ho upstream & H/Ho dowstream  © Q/Qo A H/Ho upstream & H/Ho dowstream  © Q/Qo

Figure 2. Comparison between effective closure and total closure of a ball valve: H/Hj (upstream and
downstream) variation and Q/Qy. (a) turbulent flow (Re = 100,000) and (b) laminar flow (Re = 1000).
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2.3. Damping Effects

Water hammer analysis usually focuses on the estimation of the extreme pressures associated with
the valve manoeuvre, the pump trip-off or the turbine shutdown or start-up. The correct prediction of
the pressure wave propagation, in particular, the damping effect, is not always properly accounted for.
The latter will influence the system re-operation, the model calibration and the dynamic behaviour of
the system response. Currently, transient solvers commercially available are not able to predict the
observed damping pressure surge in real systems.

A new simplified approach of surge damping is presented considering the pressure peak damping
in time. This damping can be a combined effect of the non-elastic behaviour of the pipe-wall and the
unsteady friction effect, depending essentially upon the pipe material [43]. This technique aims at
the characterization of energy dissipation through the variation of the extreme piezometric head over
time [6,43-45].

In a rigid pipe with an elastic behaviour, the energy dissipation of the system over time for a
rough turbulent flow, in a dimensionless form, varies with 2 (due to almost exclusively friction effects).
Based on the well-known upsurge given by the Joukowsky formulation through Equation (11):

cQ
AH; = — 11
= 1)
where c is the celerity wave in m/s; Q is the flow in m3/s; g is gravity constant in m/s? and S is the section
of the pipeline (m2), the time head variation (h = AAH/-) can be obtained according to Equation (12):

h= 1% 12)
Tio + KA]’!()(T — To)

assuming T = 21 , being hj the dimensionless head at initial time, 79 = 2[ , and f( the time for the first

pressure peak where the head is maximum.

According to the same type of analysis, in a plastic pipe with a non-elastic behaviour (e.g., PVC,
HDPE), the pipe-wall retarded-behaviour is mainly responsible for the pressure damping. Thus,
the energy dissipation can adequately be reproduced with mathematic transformations using
Equation (13) [43,44]:

h= hoe—KAhg('rng) (13)

This equation is in accordance with the typical behaviour of a viscoelastic solid. For systems with
combined effects (i.e., elastic and plastic), the surge damping can be evaluated by the combination of
both former effects through Equation (14) [43,44]

1
h— (14)
< Kelas + 1 >€ plubAhO(T T0) _ Keiss
Kplas ho plas

where Kpj;s and K5 are decay coefficients for the plastic and elastic effects, respectively.

2.4. Runaway Conditions
The specific rotational speed (115) given by Equation (15):

p1/2

ng = n7H5/4

(15)
where 75 is the specific speed of the machine in (m, kW); n is the rotational speed of the machine

in rpm; P is the power in the shaft, which is measured in (kW); and H is the recovered head in
(m w.c.), a characteristic parameter describing the runner shape and its associated dynamic behavior.
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The flow drops with the transient overspeed in reaction turbines with low specific speed. Conversely,
the transient discharge tends to increase for turbines with high specific speed [6,35,44-49].

The flow across a runner is characterized by three types of velocities: absolute velocity of the
water (V) with the direction imposed by the guide vane blade, relative velocity (W) through the runner
and tangential velocity (C) of the runner.

If a uniform velocity distribution is assumed at inlet (Section 1) and outlet (Section 2) of a runner,
the application of Euler’s theorem enables us to obtain the relation between the motor binary and the
momentum moment between Sections 1 and 2 by Equation (16):

BH = pQ(r1Vicosay — raVacosay) (16)

where « and r are the angle and radius, respectively (Figure 3).
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Figure 3. Velocity components across a reaction turbine runner. (a) scheme of an impeller and
(b) velocity vectors (adapted from [6,35,44-50]).

The output power in the shaft is defined by Equation (17).
P=BH-w 17)

where BH is the hydraulic torque in Nm and P the output power in W.

The velocity components (Figure 3) at the inlet and outlet of a runner allow us to obtain the ratio
between the flow discharge under runaway conditions (Qry) and the discharge for initial conditions
(Qo), which lean towards a linear increase with the rise of the specific speed (Figure 4) [6,35,45].
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Figure 4. Overspeed effect on the discharge variation (Qrw/ Q) of reaction turbines (adapted from [6,35]).
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Furthermore, the variations of the ratio as a function of N/Nggp for constant values of i (H/Hpggp)
are shown in Figure 5 for radial and axial conventional turbines. Q/Qpgp are based on Suter parameters
which are in accordance with the dynamic behaviour associated with the runner shape [35].

Pump-Turbine n, =61 (m, KW) - Suter parameters Pump-Turbine n, =397 (m, kW) - Suter parameters

0 -01 -02 -03 -04 -05 -06 -07 -08 -09 -1 -11 -12 -13 -1.4 o 02 04 -06 -08 -1 12 14 16 -18 -2
N/Ngep N/Ngep
—he1a —h13 - -he12 he11 —heia —one13 12 hera
h=1.0 ------h=08 S h=08 —=h=07 E he10 - h=0.9 S --h=08 — = h=07 E

Figure 5. Q/ Qpgp as function of N/Npgp and / for (a) radial and (b) axial machine (adapted from [47-49]).

3. Results and Discussion

3.1. Experiments and Simulations

The identification of turbomachines that can be used in pressurized systems are of action or
reaction types. In the reaction machines, the hydraulic power is transmitted to the axis of the machine
by varying the pressure flow between the inlet and outlet of the impeller, which depends on the specific
speed of the machine (e.g., Francis, propeller and Kaplan). In action turbines, the energy exchange
(hydraulic to mechanical) is carried out at atmospheric pressure, and the hydraulic power is due to the
kinetic energy of the flow (e.g., Pelton and Turgo).

Experimental tests were carried out in the CERIS-Hydraulic Lab of Instituto Superior Técnico
from the University of Lisbon for a radial and an axial reaction machine with small size (Figure 6a).
A small pressurized system was installed in order to develop the experimental test. The facility scheme
(Figure 6b) is composed of: (1) a reservoir to collect and supply the water looped facility; (2) one pump
to recirculate the flow; (3) an air vessel to guarantee the uniform pressure in the pipe gravity system;
(4) 100 m of HDPE pipeline or 25 m of PVC pipe for experiments with radial or axial PAT, respectively;
(5) a radial or axial PAT depending on the selected machine. In both cases, the discharge was measured
by an electromagnetic flowmeter; the pressure was registered by pressure transducers, through the
Picoscope data acquisition system; the power was measured by a Wattmeter which was connected to
the generator; and the rotational speed was measured by a frequency meter.
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Figure 6. Lab set-up. (a) experimental facility at IST; (b) scheme of the facility [6].
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The used machines were a radial pump working as turbine (PAT), with a rotational specific
speed of 51 rpm (in m, kW); and an axial one, with a rotational specific speed of 283 rpm (in m, kW)
(Figure 7). Each machine was tested on different hydraulic circuits according to the available facilities.
The radial machine scheme was composed of a reservoir to stabilize the flow; a pump to recirculate
the flow; an air-vessel tank to control and stabilize the system pressure, which had a 1 m? capacity;
an electromagnetic flowmeter; one hundred meters of high density polyethylene (HDPE) pipe, with
50 mm nominal diameter; a PAT which is connected downstream of the HDPE loop pipe; and a ball
valve located downstream of the PAT.

)
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N w B w
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Figure 7. Experimental Head and Efficiency curves of axial (Ny = 750 rpm) and radial
(N = 1020 rpm) machines.

The ball valve was connected to the reservoir by a PVC pipe. The pump and air vessel were joined
by a PVC pipe of 7.40 m of length and 50 mm of nominal diameter. The air vessel and flowmeter were
joined by another rigid PVC pipe 1.80 m long. Two pressure sensors were installed upstream and
downstream of the PAT to estimate the net head.

For the axial machine, the scheme was similar to the previous one. The facility was composed
of a reservoir, a pump to recirculate the flow, an air vessel tank to maintain a quasi-uniform pressure
(the capacity of this tank is 1 m?), an electromagnetic flowmeter to measure the flow and the axial
machine, which is followed by a butterfly valve to isolate the facility. The pump and the air vessel
were joined by a steel pipe with a length of 3.50 m and diameter of 80 mm. The axial machine and
the butterfly valve were connected by a pipe, which is composed of PVC (4.90 m and 110 mm of
diameter) and a steel pipe (4.50 m and 80 mm of diameter). The butterfly valve and the reservoir
were connected by a steel pipe, 2 m long, with a diameter equal to 80 mm. Two pressure sensors were
installed upstream and downstream of the axial machine.

These hydraulic systems (Figure 8) were simulated by Allievi software [51] according to the
system characteristics in each facility, previously described. The inner diameter and the wave speed
are shown in Table 1 according to the pipe material. During the simulation process, all singularities
were verified and the friction losses along the pipe system were defined, adopting the following
procedure with excellent results: (1) a model calibration for the friction factor (pipe roughness) and
for the singular head losses was done, considering different singularities, such as ball valves, inlet
and outlet of the air-vessel, elbows, bifurcations and valve connections; this setting under steady
state conditions that allowed us to make small refinements after comparisons with the experiments;
(2) due to the system characteristics, it was also possible to fit the damping effect, as well as the phase
shift of the pressure waves during unsteady state conditions; based on the authors experience, it was
concluded that in viscoelastic pipes and for slow manoeuvres, the unsteady friction has no significance
in terms of the damping and the shape of the pressure wave propagation. The dynamic mathematical
model considers the internal friction losses to analyse the presence of a PAT in a water distribution
network with suitable results [46,47].
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The simulated flow and the head in the pump, as well as the pressure in the air vessel,
were calibrated in each developed simulation (i.e., for radial and axial machines) according to the
registered experimental data for each test type. When the radial machine was tested, the flow values
oscillated between 1 and 7 [/s, the upstream pressure between 15 and 30 m, and the head drop between
3 and 10 m. In the axial machine, the tested flow varied between 5 and 14.1 [/s, the upstream pressure
between 10 and 20 m and the head drop between 0.25 and 7 m, as previously designed [20,50].
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Figure 8. Simulation scheme used in Allievi model.

Table 1. Basic parameters for the simulation.

Material Inner Diameter (m) Roughness (mm) Wave Speed (m/s)
HDPE 0.044 0.2 280
PVC 0.110 12 385
Rigid PVC 0.047 0.2 527
Steel 0.068 2 1345

3.2. Control Valve Closure and PAT Trip-Off

This section shows the flow and the rotational speed variation when a fast shutdown was carried
out downstream of the PAT. Figure 9 shows four tests with different initial flow values in the radial
machine and three tests for the axial one. The values rapidly varied from the nominal values (flow and
rotational speed) to zero. The closure time is around two seconds in all considered manoeuvres.

According to the installed systems, the model was implemented in Allievi software as the scheme
presented in Figure 8 shows. The software is a computational model that enables us to analyse water
systems (pressurized and open channel flows) under steady and unsteady conditions. The developed
model was calibrated to consider the damping effects that were associated with the characteristic
parameters of the system, as well as the type of hydraulic machines.

Comparisons between experimental and simulated pressure values (upstream and downstream)
presented adequate fitting. In Figure 10, the experimental overpressure in the radial machine was
69.85 m w.c. while the simulated overpressure was 70.52 m w.c. The result in the first depression
wave was similar, where the minimum experimental value was 24.54 m w.c. and the simulated was
19.73 m w.c. The axial machine presented values of 46.23 m w.c. (experimental) and 49.24 m w.c.
(simulated). The minimum experimental depression value was 36.54 m w.c. while the simulated value
was 33.63 m w.c. These results showed the dynamic behaviour of the radial and axial machines when
a downstream induced transient attained the turbine runner. The transient wave passed through the
runners and the pressure variation upstream and downstream was essentially in phase.
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3.3. Control Valve Opening and PAT Start-Up

The flow, the rotational speed, and the pressure values (upstream and downstream) were recorded
over time (Figures 11 and 12). Figure 11 shows the flow and speed variation for a fast opening of the
downstream control valve for each system. Some variations can be observed, where the rotational
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speed of the machine reached 2235 rpm. This value was double the nominal rotational speed of the
machine for 4.65 /s in the radial machine. The reached value was 1500 rpm for the axial machine,

when the nominal flow and the nominal rotational speed were 6.93 /s.
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The trend in the valve opening for PAT start-up was similar in all cases: firstly, the machine
increased the rotational speed upper its nominal value. When the overspeed was reached for flow
value near 4.00 //s (in radial machine) and 7.86 I/s (in axial machine), the rotational speed decreased
to the nominal one. In this time, the flow attained the nominal flow with the maximum valve opening
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degree. A downsurge wave in both machines (radial and axial) was observed with the valve opening.
This depression depended on the flow and the opening time. This value was also simulated with
Allievi, achieving quite accurate results (Figure 12). The root mean square error (RMSE) for each
simulation with Allievi was determined. The average RMSE obtained in the first phase of the water
hammer phenomenon (i.e., worst value) was 2.37%, and the standard deviation was 3.47%. When the
maximum downsurge and upsurge were compared to the experiments, the maximum error was 1.26%.

3.4. Overspeed Effect in PATs

Some interesting conclusions can be drawn for both types of runners. Figure 13 presents the
obtained values of flow, rotational speed, and pressure (upstream and downstream) for the overspeed
conditions. The flow value decreased over time in all tests induced by the runner shape associated
with the low specific speed value as previously mentioned from Figures 3-5. This decrease of the flow
was related to an increase in the rotational speed, with the minimum flow attained when the runaway
conditions were reached.
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Figure 13. Experimental data of flow, rotational speed, and upstream and downstream head in the
radial machine under the overspeed effect. (a) flow for radial machine (b) rotational speed for radial
machine (c) flow for axial machine (d) rotational speed for axial machine.

Regarding the pressure variation, some issues can be observed: the upstream pressure value
increased, resulting in the maximum pressure when the machine reaches the runaway conditions and
consequently, the downstream pressure decreased (Figure 13). Therefore, the radial runner induced a
flow cut effect under overspeed conditions.

The experimental data under runaway conditions can be expressed by different parameters:
the discharge flow, the pressure and the rotational speed for total opening valve degree (Qo, Ho, Np).
Furthermore, the experimental results can be associated with the values of the best efficiency point of
the machine in turbine mode (Qggp, Hgep, Npgp). These variations are shown in Figure 14. If Qry/Qo
versus Ngy /Ny (the subscripts ‘RW’ indicates runaway conditions) is observed, the values were almost
constant for all experimental data denoting a typical characteristic of the radial machine. In this case,
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the ratio Qry/ Qg is near 0.514; therefore, there was a flow reduction of around 50%. This value is
close to the presented value in Figure 4 that shows the characteristic of the radial machine under the
overspeed effect. Similar conclusions can be obtained if the upstream and downstream pressures are
analysed in the axial machine. In this case, the values were near 1.40 and 0.85, inducing an upsurge
and a downsurge upstream and downstream, respectively, of the machine. If the values are compared
with the best efficiency point of the radial machine, under the overspeed effect, the flow decreased for
a constant value of h (h = H/Hpggp).
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Figure 14. (a) Qrw/ Qo and Hgyw /Hy as a function of Ngw/No and (b) Q/Qpgp as a function of N/Nggp
and H/Hpgp for the radial machine.

Converse results were obtained when the experimental data were analyzed for the axial machine
(Figure 15). The flow rise over time as the rotational speed increased until to reach the runaway value.
In these cases, the upstream and downstream pressures remained almost constant over time.
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Figure 15. Experimental data of (a) flow, (b) rotational speed, and (c) the upstream and (d) downstream
head in the axial machine under the overspeed effect.
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As for the radial machine, Figure 16 shows the experimental data for the discharge flow, pressure,
and the rotational speed variation for the total valve opening (Qp, Ho, Np) during the overspeed
conditions of the axial machine. In this case, the ratio Qry/Qp showed an increase in flow. This value
is higher than the obtained value using Figure 4, for s of 280 rpm (in m, kW).
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Figure 16. (a) Qry/ Qo and Hrw/H as a function of Nry/Ng and (b) Q/Qpgp as a function of N/Nggp
and h = H/Hpggp for the axial machine.

The experimental data were also correlated with the values of the best efficiency point (Qgep,
Hpgep, Npep). The results contrasted with those obtained for the radial machine. Under a constant
value of h (h = H/Hpggp), the flow increased when the rotational speed increased. Figure 16 shows all
analysed cases considering a constant & value and they present the same tendency.

4. Conclusions

Based on the authors’ experience and laboratory tests, a large number of criteria to deal with the
design and hydraulic transients of micro hydropower systems are addressed. The type of analysis
will be influenced by the design stage and the complexity of each system. Hence, based on each
hydraulic system characteristic, for the most predictable manoeuvres, the designers will be able to
define exploitation rules according to expected safety levels. In fact, convenient operational rules need
to be specified in order to control the maximum and minimum transient pressures. These specifications
will mainly depend on the following factors:

e the characteristics of the pipe system to be protected; in fact, these characteristics based on the
head loss and inertia of the water column can adversely modify the system behaviour and the
same valve closure time can induce a slow or a rapid flow change;

e the intrinsic characteristics of the valve: a butterfly valve (e.g., for medium heads) and a spherical
valve (e.g., for high heads) have different effects on the dynamic flow response for the same
closure law;

e since PATs have no guide vane, the flow control is made through valves where the closure and
opening laws are crucial in the safety system conditions, such as the type of the valve actuator;

e based on the characteristics of the pump such as turbine machine (i.e., radial or axial), different
dynamic behaviour will be associated with:

O the small inertia of the rotating masses induces a fast overspeed effect under runaway
conditions imposed by a full load rejection.

O the overspeed effects provoke flow variations (i.e., flow reduction in low n; machines
and flow increasing in the high 1, machines) and pressure variations that can propagate
upsurges upstream of a radial machine and downsurges downstream of it, in contrast to
axial machines (downsurges upstream and upsurges downstream).
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As a novelty, the manuscript analyses the unsteady flow behaviour in real PATs system.
This analysis is based on data obtained during an intensive experimental campaign, and important
information is presented and utilized for some specific PAT transient state conditions, using a
computational tool that was previously calibrated.

This analysis required a mathematical transformation of available data of pumps (based on
experiments especially developed for this study) into characteristic curves of discharge variation,
Q/Qpep, with the rotating speed, N/Npgp (Figures 14 and 16, for radial and axial machines,
respectively). This procedure facilitates understanding of the dynamic pump as turbine behaviour
under unsteady conditions.

The feasibility of pumps operating as turbines was proved, based on typical performed control
analyses. The dynamic behaviour of those machines presents similarities to the classical reaction
turbines, regarding the flow variation due to the runner type, generally characterized by its specific
rotational speed (1) [35,45,47,51] apart from the associated scale effects.

These PAT solutions can be adopted instead of energy dissipation devices in conveyance pipe
systems with excess available energy at some pipe sections. Therefore, the use of reverse pumps in
drinking, irrigation and sewage or drainage water systems can be a rather interesting solution in some
cases, taking the advantage of the available head that in another way would be dissipated.
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