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Abstract: With the increasing capacity of wind turbines, key components including the
rotor diameter, tower height, and tower radius expand correspondingly. This heightened
inertia extends the response time of pitch actuators during rapid wind speed variations
occurring above the rated wind speed. Consequently, wind turbines encounter significant
output power oscillations and complex structural loading challenges. To address these
issues, this paper proposes a novel pitch control strategy combining an effective wind speed
estimation with the inverse system method. The developed control system aims to stabilize
the power output and rotational speed despite wind speed fluctuations. Central to this
approach is the estimation of the aerodynamic rotor torque using an extended Kalman filter
(EKF) applied to the drive train model. The estimated torque is then utilized to compute
the effective wind speed at the rotor plane via a differential method. Leveraging this
wind speed estimate, the inverse system technique transforms the nonlinear wind turbine
dynamics into a linearized, decoupled pseudo-linear system. This linearization facilitates
the design of a more agile pitch controller. Simulation outcomes demonstrate that the
proposed strategy markedly enhances the pitch response speed, diminishes output power
oscillations, and alleviates structural loads, notably at the tower base. These improvements
bolster operational safety and stability under the above-rated wind speed conditions.

Keywords: large wind turbines; pitch control; effective wind speed estimation; inverse
system approach

1. Introduction

In the context of the accelerating global energy transition, wind energy has emerged
as the renewable energy source with the greatest potential for large-scale development,
playing a pivotal role in achieving a sustainable energy transformation. According to the
Global Wind Energy Report 2024 published in July 2017 [1], by the end of 2023, the global
wind power installed capacity had surpassed 1000 GW, with onshore wind installations
reaching a historic milestone by exceeding 100 GW in annual capacity additions for the
first time—representing a remarkable 54% year-on-year growth.

As countries accelerate carbon neutrality initiatives, wind turbine technology is rapidly
evolving towards gigawatt-scale systems and intelligent operation. However, the increasing
mass of supersized wind turbines and excessive blade lengths introduce critical load-related

Electronics 2025, 14, 2460 https://doi.org/10.3390/electronics14122460
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challenges [2]. Furthermore, wind energy exhibits inherent intermittency, stochastic vari-
ability, and limited controllability as a non-dispatchable power generation source within
electrical grids [3,4], compounded by the rotational inertia of massive turbine components
and the nonlinear dynamics of pitch control systems (including rate limitations, hystere-
sis effects, and control delays) [5], which collectively hinder timely responses to wind
speed variations. These technical constraints not only cause rotational speed overshoots
and significant power fluctuations under extreme operating conditions but also induce
structural vibrations that exacerbate tower load issues. In high-wind regions where power
regulation and mechanical loading problems are particularly acute [6], manufacturers
typically enhance the blade mechanical robustness through material overdesign, though
this approach substantially escalates production costs. The effective implementation of
nonlinear pitch control strategies offers a dual-benefit solution: achieving the simultaneous
optimization of power regulation and load mitigation while reducing manufacturing costs
and operational failures.

The wind speed data obtained from wind measurement radars is often integrated into
the pitch control system of wind turbines to optimize the automated control strategy [7].
Refence [8] studied and analyzed the optimal distance of wind measurements by LiDAR
and used radar-based wind speed feedforward control to reduce wind turbine loads.
Reference [9] proposed an adaptive feedforward control algorithm for LiDAR-based on PI
control, which improves the tracking speed and smoothes the output power fluctuation.
Reference [10] used LiDAR-captured wind speed variations to implement an RBF neural
network for the simultaneous optimization of the pitch angle and torque, addressing
the objectives of power maximization and structural load mitigation. References [11–13]
proposed a model predictive pitch control algorithm based on radar-measured wind using a
linear or nonlinear model of wind turbines to improve the wind energy utilization factor of
large wind turbines. Reference [14] compared radar-based linear and nonlinear predictive
controls for pitch regulation, with the latter exhibiting an enhanced stabilization of the
rotational speed and power output. Reference [15] examined the operational mechanisms
of nacelle acceleration feedback versus lidar feedforward control. The results demonstrate
that the LIDAR feedforward diminishes the rotor speed and thrust variability through
pulsating load reductions. In contrast, nacelle feedback amplifies these effects. A combined
implementation achieves a tower first-mode suppression alongside a decreased rotor speed
and power fluctuations.

Highly accurate and wide-range LiDAR is used to measure wind speed, but the
application of this technology significantly increases the installation and maintenance costs
of large wind turbines [16], and wind speed estimation is gradually becoming a research
focus as a low-cost means. Reference [17] employed support vector regression (SVR) to
process and predict real-time wind speed data acquired by SCADA systems. The particle
swarm algorithm was employed to optimize the SVR parameters in this process. Then, a
feedforward controller for the pitch angle was designed based on the optimized SVR model
to smooth the wind turbine output power and optimize wind turbine loads. Reference [18]
firstly used an extended Kalman filter to estimate the wind speed in the past period of
time and then used polynomial curve fitting to extrapolate the short-term predicted wind
speed and optimized it using a neural network, and the results showed that the shorter
the prediction time, the higher the accuracy. Reference [19] predicts the wind speed signal
at the hub of a wind turbine by building a neural network physical model and wavelet
analyzes it to filter out the high-frequency components to obtain a smooth low-frequency
wind that plays a decisive role in wind speed predictions. Reference [20], addressing
the vast number of wind turbines in wind farms and the intricate spatial and temporal
correlation of wind speed, presented a correlation analysis method that integrates the whale
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optimization algorithm with the hybrid Copula function. On the foundation of conducting
a correlation analysis on the wind speed of wind turbines, the study went on to establish a
wind speed prediction model. Reference [21] proposed that Taylor’s turbulence freezing
assumption neglects the evolution of the wind field structure, which will affect the accuracy
of LiDAR wind measurements, so the autoregressive moving average with an exogenous
input (Armax) model is used to model the wind evolution process and a particle swarm
optimization algorithm is used to estimate the model parameters and finally predicted the
effective rotor plane wind speed in advance based on the developed model. Reference [22]
established the correlation between the tip–speed ratio, pitch angle, and power coefficient
(Cp) via a Gaussian process regression using empirical wind turbine data, subsequently
designing a wind speed estimator integrating this regression model with an extended
Kalman filter. Reference [23] developed a turbulence intensity identification method
using wind turbine operational data, established a simplified turbine model derived from
the measured rotor speed and electromagnetic torque, and implemented an immersion-
invariant observer for real-time wind speed estimations. Reference [24] introduced an
adaptive neuro-fuzzy inference system with hybrid intelligent learning for online effective
wind speed estimations, utilizing the real-time feedback of the tip–speed ratio, rotor
speed, and mechanical power. References [25,26] employed an unknown input disturbance
observer to accurately estimate the aerodynamic torque and utilized intelligent algorithms
to approximate wind turbine aerodynamic characteristics. The effective wind speed at
the rotor plane was subsequently determined from the measured rotor speed and pitch
angle. This derived wind speed was integrated into the control loop to compute optimal
control commands. Reference [27] included the rotor plane effective wind speed among
the system dynamics to formulate the state space equation for the wind turbine. An
extended Kalman filter was implemented to estimate this wind speed. Building upon the
estimated wind speed, an adaptive model predictive controller (MPC) was developed. This
design enhanced the system robustness and minimized power output fluctuations under
high-wind-speed conditions. Reference [28] quantified the turbine structural deflection via
Kalman filtering, thereby inferring the rotor plane effective wind speed from blade and
tower bending characteristics.

Currently, an effective wind speed estimation is the primary means of reducing costs
for large wind turbines, but it is primarily used in meteorology and has not been utilized
to optimize control strategies. Therefore, this paper addresses power output fluctuations
and overload issues in regions with high wind speeds. An effective wind speed estimation
is performed under step and turbulent wind conditions, and an inverse system method
is employed based on this estimation to design a nonlinear pitch control strategy. This
significantly enhances the pitch system’s dynamic response, effectively mitigating speed
and power fluctuations during high-wind operations while substantially reducing tower
base load amplitudes. Simultaneously, the integration of the turbine output power with
critical operational state parameters enables high-accuracy estimations of the rotor plane
effective wind speed. This reduces the reliance on lidar and cuts system manufacturing
costs directly. Additionally, the inverse system method’s low computational complexity
results in lower hardware performance requirements for controllers during the engineering
implementation. This significantly improves the pitch control quality without incurring
hardware upgrade costs. This strategy enhances operational safety under extreme wind
conditions and reduces maintenance costs for operators by alleviating structural fatigue.
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2. Wind Turbine System Modeling

2.1. Wind Turbine Aerodynamic Modeling

The transformation of wind kinetic energy into electrical power within wind turbines is
fundamentally governed by aerodynamic principles, but due to the complex computational
problems involving the precise description of impeller geometric features and turbulence
field resolution, a simplified model is usually used to characterize its energy conversion
mechanism. The mathematical characterization of the model is as follows:{

P = 1
2 Cp(λ, β) · ρ · S · v3

λ = ω·R
v

(1)

where ω denotes the rotational mechanical angular velocity (rad/s) of the wind turbine,
R represents the rotor radius, and Cp(λ,β) signifies the wind energy conversion coeffi-
cient. The determination of Cp involves multifaceted dependencies on the wind speed,
rotor geometry, generator rotational speed, and blade pitch angle. During operational
implementations, this coefficient is typically characterized by the following expression:⎧⎨⎩ Cp(λ, β) = 0.5176

(
116
λi

− 0.4β − 5
)

e
−21
λi + 0.0068λ

1
λi

= 1
λ+0.08β − 0.035

β3+1

(2)

The above equation represents, in detail, the relationship between the wind energy
utilization factor Cp of the wind turbine with the blade tip speed ratio λ and pitch angle β,
as shown in Figure 1.

Figure 1. Wind energy utilization factor.

An analysis reveals that the operational characteristics vary significantly at specific
blade pitch angles β, and there exists a uniquely determined optimal tip speed ratio λopt

corresponding to the corresponding maximum wind energy utilization coefficient Cpmax,
which allows the wind turbine to capture the most energy, and therefore, the tip speed ratio
can be maintained as a constant by controlling the wind turbine speed, which leads to a
stable and efficient operation of the wind turbine.

2.2. Wind Turbine Drive Train and Generator Modeling

In wind turbine drive train modeling, the system is typically conceptualized as mul-
tiple flexibly coupled rigid bodies. These representations are categorized as single-mass
or multi-mass block models, depending on the number of rigid bodies in the system. In
order to simplify the theoretical analysis and engineering calculations, this model adopts
the equivalent inertia aggregation method: the equivalent inertia Jr on the low-speed side
and the equivalent inertia Jg on the high-speed side are integrated and merged into a single
equivalent inertia Jt that characterizes the overall characteristics of the drive system, and at
the same time, the influence of the stiffness coefficient Cd and damping characteristics of
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the drive shaft system K is ignored, which results in the establishment of a single-block cen-
tralized parameter model as shown in Figure 2. While this omits high-frequency torsional
oscillations, it retains a fidelity for pitch-dominated dynamics above the rated wind speed.
Its operating equations are expressed as follows:

Jt
.

ωr = Ta − nTe (3)⎧⎪⎪⎪⎨⎪⎪⎪⎩
Drωr + Jr

.
ωr = Ta − Tls

Dgωg + Jg
.

ωg = T1s
n − Te

Tls = Kγ + Cd
.
γ

γ = ωr − ωg
n

(4)

enT

tJ

aT

rJ
gJ

Figure 2. The equivalent single-mass block model of the driveline.

2.3. Modeling of Wind Turbine Pitch Systems

In large wind turbines, pitch actuators play an important role as an important com-
ponent in all stages of operation. Due to the large inertia of the blades of a large wind
turbine, there is a delay from the time the pitch controller issues a command to the time the
actuator starts to perform its action. The time constant of this process is usually between
100 and 300 ms. Therefore, in the modeling process, the pitch actuator is usually equated to
a first-order inertial link, whose transfer function can be expressed as follows:

β =
k1

Tacts + 1
βc (5)

where βc denotes the commanded pitch angle generated by the pitch controller, Tact rep-
resents the pitch actuator’s inertial time constant, and k1 signifies the gain of the inertial
element, typically assigned a unit value.

Secondly, the pitch actuator also ensures the smooth operation of the wind turbine by
limiting the amplitude and rate of the pitch change. The wind turbine pitch angle operates
within a 0◦ to 90◦ range. The pitch rate varies by manufacturer specifications, with typical
safety limits constrained to 6–8◦/s. When the command value of the pitch angle exceeds
the upper limit, the control command that exceeds the limit will not be responded to, so as
not to cause adverse effects; the block diagram of the pitch actuator is shown in Figure 3.

Pitch 
Controller

Rate Limit Amplitude 
Limit

minβ
maxβ

act

1
T

cβ β1
S

minβ
maxβ

Figure 3. Block diagram of pitch actuator.
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3. Wind Speed Estimation Based on Extended Kalman Filtering

This paper utilizes the extended Kalman filter (EKF) algorithm to estimate aerody-
namic torque. The effective wind speed at the rotor plane is subsequently computed via a
differential approach.

3.1. Extended Kalman Filter Theory

The extended Kalman filter is homologous to the classical Kalman filter in terms of
its algorithmic architecture, which is divided into two parts: updating the timing and
updating the measurements. Unlike the classical Kalman filter, the extended Kalman
filter is a nonlinear approximation filter; i.e., it solves the nonlinear problem by local
linearization on the basis of the classical algorithm. The extended Kalman filter can achieve
better computational results when dealing with highly nonlinear systems, such as wind
power systems. The prediction model of the extended Kalman filter can be expressed as
follows:

xk+1 = ϕ(xk, k) + Γ(xk, k)wk (6)

zk+1 = h(xk+1, k + 1) + vk+1 (7)

where k denotes the discrete moment; ϕ(xk, k) denotes the nonlinear state function;
h(xk+1, k + 1) denotes the nonlinear measurement function; vk+1 denotes the measure-
ment noise; wk denotes the process evolution noise; Γ(xk, k) denotes the output matrix of the
process evolution noise; x denotes the nonlinear state vector; and z denotes the nonlinear
measurement vector.

Applying a first-order Taylor expansion to the nonlinear state function derives the
prediction equation:

xk+1 ≈ ϕ(x̂k, k) + ∂ϕ
∂xk

∣∣∣
xk=x̂k

(xk − x̂k) + Γ(x̂k, k)wk

= ∂ϕ
∂xk

∣∣∣
xk=x̂k

xk + ϕ(x̂k, k)− ∂ϕ
∂xk

∣∣∣
xk=x̂k

x̂k + Γ(x̂k, k)wk
(8)

x̂k|k−1 = Φk|k−1 x̂k−1 (9)

Pk|k−1 = Φk|k−1Pk−1ΦT
k|k−1 + Γk|k−1Qk−1ΓT

k|k−1 (10)

Φk+1|k =
∂ϕ

∂xk

∣∣∣∣
xk=x̂k

(11)

Expanding the nonlinear measurement function, h(xk+1, k + 1), via the first-order
Taylor series updates the equation:

zk+1 ≈ h(x̂k+1, k + 1) + ∂h
∂xk+1

∣∣∣
xk+1=x̂k+1

(xk+1 − x̂k+1) + vk

= ∂h
∂xk+1

∣∣∣
xk+1=x̂k+1

xk+1 + h(x̂k+1, k + 1)− ∂h
∂xk+1

∣∣∣
xk+1=x̂k+1

x̂k+1 + vk
(12)

Kk = Pk|k−1HT
k

(
HkPk|k−1HT

k + Rk

)−1
(13)

x̂k = x̂k|k−1 + Kk

(
zk − Hkx̂k|k−1

)
(14)

Pk = (I − Kk Hk)Pk|k−1(I − Kk Hk)
T + KkRkKT

k (15)

Hk+1 =
∂h

∂xk+1
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xk+1=x̂k+1

(16)
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3.2. Pneumatic Torque Estimation

Wind speed, as an external perturbation of the wind turbine, is difficult to integrate
into the state space equations of the system to solve, so the aerodynamic torque is first
estimated, and then the corresponding wind speed is calculated using the wind power
curve. The aerodynamic torque, being solely governed by wind speed, is thus modeled via
a first-order Markov process.

A Markov process is a class of stochastic processes, specifically for time series. If the
probability of the present state depends only on the previous state, it is called a first-order
Markov process, which is expressed in mathematical language as follows:

P(Sn = in|Sn−1 = in−1, . . . , S0 = i0) = P(Sn = in|Sn−1 = in−1) (17)

where Sn denotes the random variable S after the nth time step, and in represents the value
of S taken.

Based on the above properties, we can get the value of the random variable taken at
each moment:

P(Sn = in, Sn−1 = in−1, . . . , S0 = i0) = P(Sn = in|Sn−1 = in−1)

. . . P(S1 = i1|S0 = i0)P(S0 = i0)
(18)

Thus, the first-order Markov process for pneumatic torque can be expressed as follows:

.
Ta =

−1
Tt

Ta + ε (19)

where Tt is the time constant of the pneumatic torque, and ε is the Gaussian white noise.
Based on the equivalent two-mass block model of the drive chain, the desired equation

of the motion of the drive train is obtained as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
ωr =

Ta
Jr
− Cd

.
γ+Kγ

Jr
.

ωg = Cd
.
γ+Kγ
NJg

− Te
Jg.

Ta = − Ta
Tt.

γ = ωr − ωg
N

(20)

The corresponding state space equations are{ .
X = AX + BU
Y = CX + η

(21)

Among them

X =
[

ωr ωg Ta γ
]T

(22)

U = Te (23)

A =
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− K
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N 0 0
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B =
[

0 − 1
Jg

0 0
]T

(25)
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C =

⎡⎢⎢⎢⎣
1

0
0

0

⎤⎥⎥⎥⎦ (26)

where η is the measurement noise of the system. Taking the sampling period Ts = 0.001 s,
using the bilinear transformation method to discretize the above state-space model, and
considering the process noise of the system and the measurement noise of the sensor, the
above expression is formalized as follows:{

X(k + 1) = AzX(k) + BzU(k)
Y(k) = CzX(k) + DzU(k)

(27)

Among them

Az = eAT =
∞

∑
k=0

AkTk

k!
(28)

Bz =
∫ T

0
eAτdτB =

∞

∑
k=0

AkTk+1

(k + 1)!
B (29)

3.3. Wind Speed Estimation

Based on the extended Kalman filtering approach, the aerodynamic torque of the
wind turbine, a strongly nonlinear system, has been accurately estimated in this paper.
For the estimation of the effective wind speed, the Newton–Raphson algorithm has been
used in the literature [29,30]. However, the wind turbine power curve is very complex
and difficult to accurately represent by equations, making the derivation process in the
Newton–Raphson algorithm challenging and prone to obtaining inaccurate results. This
section implements a finite difference method approach to iteratively determine wind
speed, eliminating derivational uncertainties in the solution process. The differential step
size is set to 0.01 s. This value is determined through multiple trials and can strike a balance
between the calculation accuracy and convergence speed, ensuring the stability of the
iterative process and the accuracy of the results.

The expression of the wind turbine aerodynamic torque is given by

Ta = P/ωr (30)

The effective wind speed was computed iteratively using the following formulation:

V̂(t) = argminS(t, v) (31)

S(t, v) = (T̂(t)− J(v))2 (32)

where V̂(t) denotes the optimal effective wind speed, T̂(t) represents the Kalman-filtered
aerodynamic torque estimate, J(v) defines the optimization criterion, and S(t,v) quantifies
the variance between the estimated aerodynamic torque and the objective function.

The optimization criterion corresponds to the measured aerodynamic torque.

J(v) = Ta (33)

Ultimately, effective wind speed estimates are iteratively computed:

v̂n+1 = v̂n − J−1
n Kn (34)
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where Jn denotes the discrepancy between the aerodynamic torque computed at the current
wind speed and its Kalman-filtered estimate, combined with Kn, this yields the differential
wind speed component:

Jn = T̂a −
1
2

ρπR3Cp(λ, β)V2/λ (35)

Kn = −ρπR3v̂nCp
(
λ̂n
)
/λ +

1
2

ρπω̂rR4 ∂Cq
(
λ̂n
)

∂λ
(36)

We repeat the above iterative process until the convergence condition is met and
calculate the effective wind speed of the impeller surface. The flowchart of the algorithm is
shown in Figure 4.
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Figure 4. Effective wind speed iterative calculation process.

4. Nonlinear Pitch Control Strategy

The realization of the wind speed integration to the pitch control system can be mainly
divided into two types of technical paths: one is to maintain the original closed-loop pitch
control architecture on the basis of an external wind speed disturbance compensation mech-
anism to achieve feedforward control; the other is based on the dynamic model of the wind
turbine reconfiguration of the entire closed-loop control strategy of the systematic design
approach. Compared with the systematic design method that needs to reconstruct the
control framework, the feedforward compensation scheme is widely used in engineering
practice due to its unique robustness advantage—adjusting the system’s closed-loop pole
distribution only through a perturbation compensation without changing the zero-point
configuration, which fundamentally ensures the stability of the control system. This paper
applies the inverse system control theory to develop a disturbance-compensating pitch
strategy, leveraging a precise wind speed estimation via the inverse system method.

4.1. Fundamentals of Inverse Systems Theory Analysis

The inverse system method is a kind of method to convert a nonlinear system into a
linear, decoupled standard form (i.e., pseudo-linear system) by constructing an “inverse
system” model of the control object and then utilizing the design theory of the linear system
to carry out the comprehensive design of the system. In the research field of nonlinear
system control, the inverse system approach opens up completely new control strategies
for researchers.

In general, for reversible systems, the steps to realize their inverse systems are
as follows:
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1. Find the inverse system Σ̂ of the original system Σ and its initial value.
2. Find the inverse of the α-order integral system Σ̂α and its initial value.
3. Cascade the system Σ with its α-order integral inverse system to form a pseudo-

linear composite system ΣΣ̂α, which successfully decouples and linearizes the
controlled object.

4. Considering each subsystem contained in the above pseudo-linear composite system
ΣΣ̂α as a controlled object, the design of the target control system is carried out by
utilizing the design method of a single-variable linear system, such as the frequency
response method or the root trajectory correction method.

Figure 5 shows the control loop designed based on the inverse system method.

rθ αθ θ
u y

x

refr ϕ

Figure 5. The schematic diagram of the inverse system approach.

Where rref is the reference value of the input signal, θr is the linear controller of the

pseudo-linear system after cascading within the dotted box,
.
θα is its α-order derivative, u

is the system input, y is the system output, and ϕ is the error.

4.2. Pitch Controller Design

The large inertia of a large wind turbine causes the response speed of the electro-
magnetic torque and pitch control system to be much greater than that of the large wind
turbine itself. The main manifestation is that the inertia lag time constant generated by
the equivalent moment of the inertia Jt of the low-speed and high-speed axes of the drive
chain far exceeds the time constant Tact of the pitch actuator and the electromagnetic time
constant of the generator. In the singular regeneration theory, the system dynamics are
divided into fast and slow two modes, ignoring the changes in the “fast mode” system,
and it only studies the “slow mode” system; the fast system is considered to quickly enter
the quasi-steady state [31], and the wind generator system model is downgraded and
simplified to

.
ωr =

1
Jt

(
Ta − T′

e

)
(37)

Ta =
1
2

Cq(λ, βc)πR3ρv2 (38)

where T′
e represents the quasi-steady state value of the generator’s electromagnetic torque,

then Ta represents the quasi-steady state value of the aerodynamic torque; the value
of which is determined by βc, which is the given value of the pitch angle before the
pitch actuator.

Under the high-wind-speed section above the rated operating condition studied in
this paper, the generator’s electromagnetic torque has reached its maximum value and
cannot continue to increase, so the wind turbine speed is controlled only by changing
the applied aerodynamic torque through the pitch, and the electrical dynamics of the
generator’s electromagnetic torque can be neglected under this operating condition, i.e.,

T′
e = T′

e = KgTeN (39)

where TeN is the rated electromagnetic torque of the generator.
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Using the wind turbine rotational speed and its derivatives, the rotor-effective
wind speed, and the previously estimated pitch angle input βc substituted into
Equation (37) produces

β = h−1(ωr, v,
.

ωr
)

(40)

This equation constitutes the inverse system for the reduced-order model (3–56).
Figure 6 shows the torque coefficient curve Cq for a wind turbine. If the blade tip

speed ratio λ is certain, the relationship between Cq and the pitch angle β can be described
by a parabolic equation in the two-dimensional plane. Thus, for a given Cq, there exists one
to two values of β corresponding to it.

Figure 6. Wind turbine torque coefficient curve.

Continuing with the proof of the uniqueness of the above pitch angle solution, it is
necessary to use the torque–speed curves of a typical pitch wind turbine system shown
in Figure 7. In the figure, different pitch angles and wind speeds correspond to different
curves, with a wind speed of v1 > v2 and pitch angle of β1 < β2. When the wind turbine
operates at the intersection of curve ODB and curve OEC at A, it satisfies Ta = TA and
ωr = ωA. At this point, at a certain wind speed and rotational speed—i.e., the above-
mentioned wind turbine torque coefficient Cq is certain—there are two solutions for β,
which are β1 and β2, respectively.

O
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2 1,vβ
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Figure 7. Wind turbine speed–torque curve.

The analysis of the stability of the working point A shows that when the rotational
speed ωr appears as a positive (negative) perturbation, the aerodynamic torque Ta on the
curve segment OAE will increase (decrease) accordingly, and since the electromagnetic
torque that reaches the limit value has been kept unchanged, it is known from the rotor
motion equation that the rotational speed ωr continues to increase (decrease), which results
in the system getting further and further away from the working point A. On the contrary,
in the curve segment DAB, no matter whether the rotational speed ωr is increasing—or
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on the contrary, in the curve section DAB, no matter if the rotational speed ωr increases
or decreases—the aerodynamic torque will always be opposite to the trend of its change,
i.e., dTa/dωr < 0, thus suppressing the change in the rotational speed. In summary, there
exists a unique stable inverse system of system (40), and its corresponding pitch angle can
be derived from the current speed–torque curve of the wind turbine.

If system (39) is cascaded with its inverse system (40) to form a “pseudo-linear” system,
as shown in the dashed box in Figure 8, it is possible to use a linear system analysis to
dynamically configure the cascaded system.

Simplified 
modeling of 
wind turbine 
downscaling

rω rω1
r r( , , )h vω ω− 1

s

inverse 
system original system

rω cβ rω

v

Figure 8. A schematic diagram of the inverse system approach to wind turbine modeling.

Where
.

ωr is the rate of change in the rotor speed, ωr is the rotor speed, v is the wind
speed, h−1(ωr, v,

.
ωr
)

is the inverse system, βc is the pitch angle setpoint before the variable
pitch actuator, and s is the Laplace operator.

..
ωr + a1

.
ωr + a0ωr = r(t) (41)

where a1 and a0, determined via pole placement, yield the reference input rref = a0ωref for
the inverse system pitch controller, and where ωref denotes the rated turbine speed. Figure 9
presents the proposed feedback-compensated control framework based on effective wind
speed estimations within the inverse system methodology.
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Figure 9. Block diagram of pitch control based on inverse system method for effective wind
speed estimation.

Where ωref is the rotor speed reference value, rref is the given inverse system pitch
angle, v is the wind speed, ωr is the rotor speed, Te is the electromagnetic torque,

.
ωr is

the rotor speed change rate, h−1(ωr, v,
.

ωr
)

is the inverse system, a1 and a0 are the inverse
system controller parameters, βpi is the PI controller output pitch angle value, βinverse is the
inverse system output pitch angle value, βc is the pitch angle setpoint before the variable
pitch actuator, and s is the Laplace operator.

5. Simulation Verification

To validate the feasibility of the control strategy, joint simulations are conducted using
the FAST nonlinear wind turbine platform and Matlab/Simulink. FAST provides a variety
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of standard wind turbine models, and this paper adopts an onshore 5 MW large-scale wind
turbine for the study. Its detailed parameters are shown in Table 1.

Table 1. System design parameters.

Name Parameters

Rated power 5 MW
Number of blades 3
Impeller diameter 126 m

Hub diameter 3 m
Cut-in wind speed 3 m/s
Rated wind speed 11.4 m/s

Cutting out wind speed 25 m/s
Rated electromagnetic torque 43,093.55 N·m

Rated speed 12.1 rpm
Rotor mass 110,000 kg

Blade initial pitch angle 0 deg
Drive train damping 6.22 × 106 N·m/(rad/s)
Drive train stiffness 8.67 × 108 N·m/rad

5.1. Simulation Results and Analysis of Wind Speed Estimation

In this section, firstly, the real-time estimation of the effective wind speed at the rotor
plane of the wind turbine is carried out, and two wind conditions, the step wind changing
from 13 m/s to 16 m/s and the turbulent wind with an average wind speed of 15 m/s and
a turbulence degree of 10%, are selected for the experiment, where the actual wind speed is
taken to be the wind speed captured at the hub in the FAST platform, and the maximum
number of iterations in the iterative solution of the calculation of the effective wind speed
nmax is taken to be 500 times, and the convergence condition ε is taken as 1 × 10−6; the
errors of the estimated and actual wind speeds for the two wind conditions are shown
in Figure 10a,b, where (a) is the comparison of the estimated wind speeds, and (b) is the
estimation error.
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Figure 10. Estimation of step wind speed. (a) Estimated wind speed. (b) Estimation error.

When the wind speed changes, the pitch angle is limited by the rate of change, and it
takes time from action to stabilization, which causes the rotational speed to fluctuate when
the pitch angle changes. The effective wind speed iteration calculation needs to call the
wind turbine torque coefficient curve to check the current rotational speed ω and pitch
angle β corresponding to the value of the wind speed, while the rotational speed and pitch
angle changes are closely related to the performance of the pitch controller. Figure 10a
shows that the effective wind speed estimate lags behind the actual wind speed and has an
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error when the wind speed changes suddenly. Figure 10b shows that the error is up to 8%
when the wind speed changes, and the error tends to be 0 when the wind speed is stable.

Figure 11b shows that there is no stable working point of the wind turbine in the
turbulent wind field, and it is difficult to respond to the high-frequency component of the
wind speed, so the error between the estimated effective wind speed and the actual wind
speed is very large in high-frequency changes, close to 15%; in the low-frequency wind
speed changes that the wind turbine can respond to, the error stabilizes at about 5%. It
can be seen that the effective wind speed estimation algorithm proposed in this paper can
better estimate the actual wind speed at the hub of the wind turbine.
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Figure 11. Estimation of turbulent wind speed. (a) Estimated wind speed. (b) Estimation error.

5.2. Pitch Control Simulation Results and Analysis

To assess the performance of the effective wind speed estimation-based inverse sys-
tem pitch control, simulations were performed under both wind scenarios. Figure 12
presents the corresponding pitch angle variations, with (a) step-change and (b) turbulent
wind conditions.
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Figure 12. Comparison of pitch angle simulation results. (a) Step wind condition. (b) Turbulent
wind conditions.

As shown in Figure 12a, the pitch angle adjusts 30% faster than conventional control
under step-changing winds. Figure 12b reveals an enhanced wind speed tracking in turbu-
lent conditions. Therefore, the feedback compensation pitch control loop that incorporates
the inverse system method based on effective wind speed estimations can improve the
response speed of the pitch control system to a certain extent, compared with traditional
pitch controllers based on speed feedback.

Figures 13–15 present the simulated wind turbine speed, generator output power, and
tower bottom pitching moment under both wind conditions, with (a) step-change and (b)
turbulent scenarios.
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Figure 13. Comparison of speed simulation results. (a) Step wind condition. (b) Turbulent
wind conditions.
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Figure 14. Comparison of output power simulation results. (a) Step wind condition. (b) Turbulent
wind conditions.
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Figure 15. Comparison of tower bottom pitching moment simulation results. (a) Step wind condition.
(b) Turbulent wind conditions.

From the above simulation results, it can be seen that the evaluation criteria for the
control effect are different between the step wind condition and turbulent wind condition.
Therefore, the rated power and the tower bottom pitching moment before the step wind are
used as the benchmarks to calculate the overshooting amount when the step wind arrives
and as the evaluation index to judge the control effect; in the turbulent wind condition,
the mean squared deviation (MSD) of the output power and the tower bottom pitching
moment during the simulation time are used as the evaluation index for the control effect;
in the turbulent wind condition, the mean squared deviation of the output power and
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tower bottom pitching moment during the simulation time are used as the evaluation index
for the control effect. In turbulent wind conditions, the mean square difference between
the output power and the tower bottom pitching moment during the simulation time is
used as the evaluation index of the control effect.

Tables 2 and 3 present comparative data on the output power and tower bottom
pitching moment between the proposed method and traditional PI control, corresponding
to step and turbulent wind conditions, respectively.

Table 2. Step wind condition output power and tower bottom pitching moment data.

Control Strategy
Output Power (W) Tower Bottom Pitching Moment (kN·m)

Maximum Values Overshoot Maximum Values Overshoot

PI 5.74 × 106 8.32% 7.5 × 104 63.10%
Proposed method 5.65 × 106 6.61% 7.0 × 104 52.13%

Table 3. Turbulent wind condition output power and tower bottom pitching moment data.

Control Strategy
Output Power (W) Tower Bottom Pitching Moment (kN·m)

Mean Square Error Mean Square Error

PI 5.610 × 104 3.367 × 103

Proposed method 3.387 × 104 3.137 × 103

Figure 13 demonstrates that the inverse system-based feedback-compensated pitch
control (utilizing the effective wind speed estimation) reduces the wind turbine speed
overshoot during sudden wind changes more effectively than the conventional control,
due to faster pitch responses in both step and turbulent conditions. The simulation results
in Figure 14 reveal a reduced generator power overshoot under step winds and a closer
alignment with rated values in turbulent winds, enhancing the power smoothness and grid
delivery quality. As shown in Figure 15, the proposed strategy decreases the wind thrust
on turbines during wind transients by improving the pitch response speed, achieving a
tower base load reduction.

From Tables 2 and 3, we can observe the specific data, under the step wind condition,
and in the method proposed in this paper the output power of the overshoot decreased by
22%, compared to the traditional pitch control in the bottom of the tower pitching moment,
and the overshoot decreased by 17%, with an obvious output power smoothing and load
shedding effect; the turbulent wind conditions, related to the mean square deviation as an
evaluation index, also significantly demonstrate the advantages of the method proposed
in this paper. Table 4 qualitatively compares the proposed pitch control strategy with the
conventional PI control across critical performance metrics.

Table 4. Comparative performance analysis.

Evaluation Metric Traditional PI Control Proposed Method

Rotational Speed Stability Medium High
Power Fluctuation Medium Low

Tower Bottom Pitching
Moment Fluctuation Medium Low

Model Complexity Low Medium
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6. Conclusions

This study presents a nonlinear pitch control strategy based on an effective wind
speed estimation designed to enhance the operational stability of wind turbines operating
under complex above-rated wind speed conditions. The core objective is the mitigation
of power fluctuations and the prevention of structural overloads. The strategy achieves
this by integrating the real-time effective wind speed estimation, derived via a differential
computation following aerodynamic torque estimations using an extended Kalman filter
applied to the drivetrain, with an inverse system methodology for the pitch angle synthesis.
This integrated approach enables the determination of the optimal real-time pitch angle
based on the rotor plane wind speed estimation.

Simulation results substantiate the efficacy of the proposed control system. The strat-
egy demonstrates an enhanced pitch system response, effectively suppressing fluctuations
in both the rotational speed and power output within high-wind-speed regimes. Further-
more, a significant reduction in the tower base loading is achieved. Collectively, these
improvements enhance operational safety during extreme wind conditions and reduce
long-term maintenance costs by mitigating structural fatigue damage. The strategy also
holds the potential to lower manufacturing expenses by diminishing the necessity for
overdesigned turbine components.

The core advantages of the control strategy proposed in this paper, including the
stable power regulation and structural load alleviation, have been successfully validated
through simulations encompassing both step and turbulent wind inputs. Future work will
focus on bridging the gap between the simulation and practical application by implement-
ing and testing the proposed control framework on the wind turbine under real-world
environmental conditions.
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Abstract: In distribution networks with high penetration of distributed generators (DGs),
traditional fault reconfiguration strategies often fail to achieve maximum load recovery
and encounter operational stability challenges. This paper proposes a novel two-stage fault
reconfiguration strategy that addresses both the fault ride-through capability and output
uncertainty of DGs. The first stage introduces a rapid power restoration reconfiguration
model that integrates network reconfiguration with fault ride-through, enabling DGs to
provide power support to the distribution network during faults, thereby significantly
improving the recovery rate of lost loads. An AdaBoost-enhanced decision tree algorithm is
utilized to accelerate the computational process. The second stage proposes a post-recovery
optimal reconfiguration model that uses fuzzy mathematics theory and the transformation
of chance constraints to quantify the uncertainty of both generation and load, thereby
improving the system’s static voltage stability index. Case studies using the IEEE 69-bus
system and a real-world distribution network validate the effectiveness of the proposed
strategy. This two-stage strategy facilitates short-term rapid load power restoration and
enhances long-term operational stability, improving both the resilience and reliability of
distribution networks with high DG penetration. The findings of this research contribute to
enhancing the fault tolerance and operational efficiency of modern power systems, which
is essential for integrating higher levels of renewable energy.

Keywords: distributed generator; network reconfiguration; fault ride-through; uncertainty;
decision tree

1. Introduction

The primary task of a distribution network is to deliver electricity to end-users. As
society progresses, users’ demands for the quality and reliability of power supply have
been steadily increasing. Distributed generators (DGs) provide a broader range of energy
sources for distribution networks. However, as the penetration level of DGs increases,
maintaining smooth and uninterrupted operation of distribution networks presents signifi-
cant challenges. Renewable energy devices typically lack the rotational inertia inherent to
conventional thermal power units, resulting in a weakened frequency regulation capability
of the grid. To address frequency stability issues, grid-forming inverter technologies, such
as virtual synchronous generators, virtual impedance control, virtual inertia control, and
virtual oscillator control, have been developed [1–3].

Electronics 2025, 14, 1872 https://doi.org/10.3390/electronics14091872
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The power output of distributed renewable energy sources is inherently volatile,
which may lead to local voltage rises or sags, resulting in voltage violations. To mitigate
these effects, DGs can be effectively coordinated with other flexibility resources across
multiple time scales through mechanisms such as virtual power plants (VPPs) and mi-
crogrids [4,5]. This coordination enables aggregated resources to participate as a unified
entity in electricity market operations, facilitating optimized dispatch. Furthermore, by
deploying energy storage systems, fluctuations in distributed generation output can be
smoothed, thereby achieving better power matching between generation and load [6].
In distribution networks with high DG penetration, bidirectional power flows become
common, rendering traditional grid protection schemes insufficient. Adaptive protection
schemes or novel intelligent algorithms need to be developed to address these new protec-
tion challenges [7]. Islanded microgrid technologies offer a promising solution by enabling
parts of the distribution system to operate independently from the main grid following a
fault [8].

In addition, fault reconfiguration serves as an essential means to ensure supply relia-
bility and maintain smooth, uninterrupted operation of the system. Fault reconfiguration
technology refers to an optimization technique whereby, upon a fault occurring in the dis-
tribution network, the system’s topology is modified to transfer the lost load in non-faulted
areas to other feeders or generators that still have power supply capability, enabling rapid
restoration of power supply [9].

The integration of a substantial number of DGs into distribution networks has intro-
duced significant challenges to the fault reconfiguration process [10,11]. On one hand, DGs
have transformed the distribution network from a traditional single-source structure to
a multi-source structure, providing more flexible and diverse recovery options in case of
faults. DGs with frequency regulation and voltage stabilization capabilities can support
islanded operation of the distribution network during faults, while DGs with fault ride-
through capabilities can forcibly remain connected to the grid for a short period to support
system power balance [12,13]. On the other hand, the multi-source structure complicates
fault reconfiguration, requiring consideration of factors such as power output character-
istics and topological constraints. Moreover, the uncertainty of DG output necessitates
dynamic adjustments to fault reconfiguration strategies [14].

The issue of fault reconfiguration for distribution networks with DGs has been exten-
sively addressed in the existing literature, with the primary focus on fault ride-through
(FRT) characteristics during fault events and the impacts of post-fault uncertainty. In [15],
the authors investigate the relationship between fault ride-through characteristics of DGs
and their power recovery support capabilities, proposing a multi-stage self-healing method
based on the margin capacity of interconnection lines. In [16], the authors analyze the
electrical output characteristics of inverter-based DGs during both normal operation and
fault ride-through conditions. In [17], the authors propose a fault reconfiguration scheme
for distribution networks that coordinates reclosing operations with DGs’ LVRT capabili-
ties. However, these studies have primarily focused on analyzing the impact of DGs’ fault
ride-through characteristics on fault reconfiguration, while offering limited incorporation
of this condition within the reconfiguration algorithms themselves.

In [18], the authors emphasize that to ensure the long-term stability of distribution net-
works, fault reconfiguration strategies must account for dynamic variations in generation
and load over multiple time periods. In [19], the authors use C-Vine Copula and conditional
probability to characterize the dynamic uncertainty of renewable energy sources. In [20],
the authors analyze the impact of the stochastic nature of renewable energy output on
system stability, and propose a fault reconfiguration algorithm based on probabilistic power
flow. In [21], a fault recovery model based on robust stochastic optimization is proposed to
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address the uncertainty of DG output. However, the methods still exhibit the following
issues: they rarely account for the uncertainties associated with the output of DGs and
load power, leading to lower reliability; and they primarily focus on load shedding and
switch operation counts, with less consideration given to the impact on system stability.
Additionally, the stability indicators for distribution networks are often nonlinear, making
them difficult to handle [22].

In the absence of sufficient operational data and accurate forecasting methods, fuzzy
mathematical theory provides an effective approach for analyzing uncertainty, and offers
greater applicability in practical scenarios [23,24]. In [25], the authors investigate energy
management in multi-energy microgrids using an optimization algorithm integrated with
fuzzy decision-making techniques, demonstrating the effectiveness of fuzzy methods in
handling uncertain conditions in complex energy systems. In [26], the authors propose
a two-stage robust adaptive model, based on a predictive control approach, for the opti-
mal scheduling of integrated energy systems, incorporating fuzzy-inspired uncertainty
modeling and adaptive control to balance economy and robustness.

The fault ride-through capability and output uncertainty of DGs exhibit differences
in time scales. During the fault recovery process, fault ride-through plays a role in the
early stages of the fault, while output uncertainty affects the system’s operation after the
fault. Few studies simultaneously consider the impacts of both factors and achieve the dual
objectives of rapid power restoration and long-term operational stability. Furthermore, due
to the inclusion of fault ride-through control and output uncertainty of DGs, fault recon-
figuration models tend to be nonlinear and complex. Traditional solution methods may
suffer from slow computational speed [27], which makes them less suitable for fast power
restoration requirements. To address this, heuristic algorithms, such as decision trees [28]
and genetic algorithms [29], are often used to enhance solution speed. Nevertheless, these
methods still face challenges, such as the risk of converging to local optima in complex
scenarios and the requirements of high quality for training data.

To address the issues outlined above, this paper proposes a two-stage fault reconfigu-
ration strategy that comprehensively considers both the fault ride-through capability and
the output uncertainty of DGs, aiming to improve both the short-term power restoration
performance and the long-term operational stability of the distribution network system.
Specifically, the contributions of this paper are as follows:

1. Establishing a rapid power restoration reconfiguration model, in which different
handling strategies are applied to various types of DGs during fault recovery by
adding specific constraint conditions, handled based on the Big-M method, that
account for the fault ride-through, improving the load recovery percentage for areas
that have lost power supply;

2. Proposing a fast solution algorithm for the reconfiguration model based on an
AdaBoost-enhanced decision tree, which accelerates the solving process while main-
taining the same accuracy;

3. Establishing a post-recovery optimal reconfiguration model by assessing system
stability using a linearized static voltage stability index, modeling the uncertainty of
DG output and load power based on fuzzy mathematics theory, and applying fuzzy
chance constraint transformation to facilitate the model’s solution.

The main contents of the subsequent sections are as follows: Section 2 analyzes
the role of DGs in distribution network fault recovery, including a classification-based
treatment strategy for DGs, which considers fault ride-through capabilities and analysis
of uncertainty and stochastic processes, and presents a two-stage fault reconfiguration
strategy. Section 3 proposes a rapid power restoration strategy and introduces a fast
solution algorithm based on AdaBoost-enhanced decision trees. Section 4 establishes
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a post-recovery optimal reconfiguration model, incorporating fuzzy representations of
uncertainties and the transformation of fuzzy chance constraints. Section 5 conducts case
studies using the IEEE standard system and a real-world distribution network example,
comparing multiple algorithms to validate the effectiveness of the proposed approach.
Finally, Section 6 concludes the paper.

2. The Impacts of DGs on Distribution Network Fault Recovery

2.1. Analysis of the Support Capability of DGs
2.1.1. Fault Ride-Through Characteristics of DGs

Considering the safety and stability of active distribution networks, DGs should
have low-voltage ride-through (LVRT) capability [30]. IEEE 1547-2018 [31] establishes
relevant requirements for the fault ride-through capability of DGs, classifying them into
three response categories. DGs should have LVRT capability, meaning that when grid
disturbances or faults cause voltage drops at the point of common coupling (PCC), DGs
should continue to operate without disconnecting from the grid for a specified duration.
This helps to prevent cascading failures that could lead to widespread power outages. The
requirements for the LVRT capability of DGs are shown in Figure 1.

Figure 1. Standard requirements for LVRT capability of DG.

In the normal operation region (UDG ≥ 0.9 p.u.), the DG remains in a grid-connected
state. When the voltage drop is relatively minor (0.2 p.u. ≤ UDG ≤ 0.9 p.u.), the DG
continues to operate without disconnecting from the grid, with an output power not less
than 80% of that before the disturbance or fault occurred. When the voltage drop point is
severe (UDG ≤ 0.2 p.u), the DG is disconnected from the system.

During the fault recovery process, the status of the DG may vary with voltage and
frequency fluctuations at the PCC. Considering the limitations in the data processing
capabilities of equipment and the real-time requirements for generating power restora-
tion schemes, it is necessary to simplify the calculation of the DG’s support capacity for
engineering purposes.

When a fault causes a voltage drop at UDG, the total output current may exceed the
maximum allowable short-circuit current due to the control strategy. To ensure device
safety, the DG output power is subject to the following constraint:⎧⎨⎩P2

DG + Q2
DG ≤ I2

maxU2
DG, UDG > 0.2 p.u.

PDG = 0 , QDG = 0, UDG ≤ 0.2 p.u.
(1)

where PDG is the active power of the DG; QDG is the reactive power of DG. Imax is typically
1.2 to 2 times the rated current [32].
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2.1.2. Handling Strategies for Different Types of DGs During Fault Recovery

Currently, inverter-based DGs, such as wind and solar DGs, can be categorized into
grid-following and grid-forming types based on their grid connection control methods.
Both grid-forming DGs and grid-following DGs with fault ride-through capabilities can
provide active support to the system during fault recovery. Therefore, different handling
strategies should be considered for different types of DGs.

(1) Directly decommissioned type

After fault isolation, if there is no grid-forming DG within the downstream area of
the fault point to provide frequency or voltage support, DGs without fault ride-through
capability should be decommissioned.

(2) Fault ride-through type

After a fault occurs, grid-forming DGs and grid-following DGs with fault ride-through
capabilities begin fault ride-through. If the voltage meets the requirements, the DGs remain
connected to the grid; otherwise, they are disconnected.

2.2. Analysis of the Output Uncertainty of DGs

For a distribution system that has just recovered from a fault and is in a relatively
fragile state, the uncertainty in both power supply (from DGs) and load demand can
exacerbate system instability, posing significant risks. The calculation based on the state
of the system at the time of the fault will lead to neglect of the potential power change
of the generation and load, and this prediction error will make the reconfiguration result
no longer effective. After fault isolation and partial restoration, it is essential to readjust
the distribution network to adapt to subsequent operational requirements and enhance its
long-term operational capability.

The power output of DGs during a fault recovery period can be predicted using various
forecasting methods. However, due to measurement errors during data collection, as well
as the inherent limitations of predictive models in addressing complex scenarios, significant
deviations may arise between the actual power output of the DG and its predicted value.
This deviation can be expressed as follows:

P̃t
DG = Pt

DG + Δt
DG (2)

where P̃t
DG is the actual power value of the DG at time t; Pt

DG is the predicted power value
of the DG at time t; and Δt

DG denotes the deviation between the actual value and the
predicted value of the DG.

The deviation between the predicted and actual output values of DGs is commonly
described using probability distribution functions. The probability distribution functions
for the output deviation of various types of DGs are as follows:

(1) Photovoltaic generation

The probability distribution function for the deviation between the predicted and
actual output of a photovoltaic generator can be described by the TLS (t location-scale)
distribution, as expressed mathematically below:

φ(P̃t
pv) =

Γ( v+1
2 )

σpv
√

vπΓ( ν
2 )

⎛⎜⎜⎝ν + (
P̃t

pv−Pt
pv

σpv
)

2

v

⎞⎟⎟⎠
− v+1

2

(3)
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where P̃t
pv and Pt

pv represent the actual and predicted power values of the photovoltaic
system at time t, respectively; σpv and ν are the parameters for the probability distribution
of the photovoltaic output deviation; and Γ is the Gamma function.

(2) Wind turbine generation

The probability distribution function for the deviation between the predicted and
actual output of a wind turbine generator can be described by the Weibull distribution,
with the following mathematical expression:

Pt
wind =

⎧⎪⎨⎪⎩
0, vt

wind ≤ vwind,ci

a + bvt
wind, vwind,ci ≤ vt

wind ≤ vwind,e

Pwind,e, vwind,e ≤ vt
wind ≤ vwind,co

(4)

a =
Pwind,evwind,ci

vwind,ci − vwind,e
, b =

Pwind,e

vwind,e − vwind,ci
(5)

φ(P̃t
wind) =

K
C

(
Pt

wind − a
bC

)K−1

exp

⎡⎣−(Pt
wind − a

bC

)K
⎤⎦ (6)

where P̃t
wind and Pt

wind are the actual and predicted power values of the wind turbine at
time t, respectively; vt

wind is the wind speed at time t; νwind,ci, νwind,co, and νwind,e are the
cut-in, cut-out, and rated wind speeds of the wind turbine, respectively; Pwind,e is the rated
output power of the wind turbine; K is the shape parameter of the Weibull distribution;
and C is the scale parameter.

(3) Conventional DGs

Conventional DGs, such as gas turbines and diesel generators, generally produce
stable power output when the fuel supply is sufficient. The power output deviations
of such systems are often modeled using a discrete 0–1 probability distribution. In this
model, the generator is assumed to either be in normal operation, producing the scheduled
power output, or shut down, producing no power. The mathematical expression for this is
as follows:

P(P̃t
DG,c = Pt

DG,c) = pnormal (7)

where P̃t
DG,c and Pt

DG,c are the actual and scheduled power values of the conventional DG
at time t, respectively, and pnormal is the probability that the generator is operating normally.

2.3. Two-Stage Fault Reconfiguration Strategy for Distribution Networks with DGs

The traditional fault reconfiguration strategy does not consider the changes brought
about by DG integration. Firstly, the DG’s fault ride-through capability provides additional
power support. Secondly, the output uncertainty of DGs will make the restored system
potentially unstable. Ignoring these factors will make the reconfiguration result unreliable.
In the early stage of the fault, the primary task is to ensure the continuous power supply of
important loads. After the fault is completely isolated and the system is restored to stability,
the grid-connected DG can be re-connected to the system. At this point in time, the power
grid can be reconfigured again to eliminate short-term overload and ensure the long-term
stable operation of the system until the faulted line is repaired. It is difficult for existing
methods to meet the requirements of load recovery speed and long-term stability at the
same time.

The LVRT characteristics exhibit dynamic responses in a matter of seconds, while the
output volatility involves longer time scales. Based on the above analysis, to maximize the
support capability of DGs in the early stages of a fault and simultaneously consider the
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potential long-term stability impacts of their output uncertainty on the system, a staged
optimization strategy must be adopted.

In response to the above problems, this paper proposes a two-stage fault reconfigura-
tion strategy, as shown in Figure 2.

 

Figure 2. Two-stage fault reconfiguration strategy for distribution network with DGs.

The first stage is a rapid power restoration stage, considering the LVRT capability
of DGs and aiming to minimize load shedding, and involves fast optimal calculations. It
makes full use of the support capacity of the DG, and provides a very fast solution speed,
which can provide a rapid power supply restoration scheme.

The second stage is a post-recovery optimal reconfiguration stage, aiming to optimize
system stability and minimize load shedding. It focuses on dealing with the uncertainty of
DGs and loads, improving the stability of the distribution network system for a long time.

3. Rapid Power Restoration Strategy

3.1. Rapid Power Restoration Reconfiguration Model Considering FRT Capability of DGs
3.1.1. Objective Function of Rapid Power Restoration Reconfiguration Model

After a fault occurs, we assume that the fault location has already been identified, and
that the faulted lines have been isolated from the network. In the rapid power restoration
stage following a fault, the system’s primary objective is to restore power to the lost loads
as quickly as possible by regulating tie switches and fully utilizing DGs and other devices
capable of supporting the system’s power supply. Thus, the optimization strategy for this
stage is focused on ensuring continuous power supply to critical loads, with the objective
function formulated as follows:

F1 = min ∑
i∈Ωload

�i(Pload,i,0 − Pload,i) (8)

In Equation (8), �i is the priority of load i, where a larger value indicates higher
importance of the load; Pload,i,0 is the pre-fault power of load i; Pload,i is post-fault power of
load i; and Ωload is the set of loads connected to the system.

3.1.2. Constraints of Rapid Power Restoration Reconfiguration Model

The rapid power restoration reconfiguration model must satisfy the following constraints:

(1) DG output power constraint

The constraint on the DG’s output described in Equation (1) is a piecewise function,
which is handled using the Big-M method in this paper:⎧⎪⎨⎪⎩

P2
DG + Q2

DG ≤ I2
maxU2

DG
−Mαon ≤ P2

DG + Q2
DG ≤ Mαon

αon ≤ UDG/0.2
(9)
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αon is a binary variable, where a value of 1 indicates that the DG is connected to the
grid, and 0 indicates that the DG is disconnected; and M is a sufficiently large positive
constant. In this paper, M was calibrated as the upper limit of the DG output power.

For DGs using a virtual impedance control strategy, they are handled by introducing
the auxiliary binary variables αz1 and αz2:⎧⎪⎨⎪⎩

ZDG = αz1Z0 + αz2Zvirtual

αz1 + αz2 = 1
0.9αz1 + 0.2αz2 ≤ UDG ≤ αz1 + 0.9αz2

(10)

where ZDG is the additional impedance in series with the DG, Z0 is the impedance of the
DG during normal operation, and Zvirtual is the virtual additional impedance of the DG.

(2) Radial network constraint

The distribution network should maintain radial operation, ensuring that the reconfig-
ured network does not form unintended islands. In this paper, a description method based
on the non-connectivity condition of the power supply loop is adopted [33]. Compared to
the conventional spanning tree model, this method offers a reduced scale and complexity.⎧⎪⎪⎨⎪⎪⎩

L
∑

l=1
yl = Nb − 1

Mh
∑

m=1
yhm ≤ Mh − 1, h = 1, 2, ..., H

(11)

where l is the branch index of the distribution network; L is the total number of branches;
Nb is the number of nodes; yl is a binary variable representing the status of the l-th branch,
where 1 indicates that the branch is closed and 0 indicates that the branch is open; Mh is the
number of branches in the h-th power supply loop; H is the total number of power supply
loops; and yhm is a binary variable representing the status of the m-th branch in the h-th
power supply loop.

(3) Other constraints

Other constraints are provided in Appendix A, including power flow constraints using
second-order cone relaxation, line operational safety constraints to prevent line overloads,
voltage constraints to prevent overvoltage at nodes, and energy storage output constraints.

3.2. Fast Solution Algorithm for Rapid Power Restoration Reconfiguration Model
3.2.1. Fast Solution Algorithm Based on Decision Trees

For the power restoration model established above, conventional mathematical opti-
mization methods may struggle to meet the real-time solution requirements. To overcome
this challenge, this paper proposes a fast solution algorithm based on decision trees. This
method based on decision trees has the characteristics of rapid computation speed and
strong interpretability, while also exhibiting excellent adaptability to a wide range of
operating conditions [34]. The workflow of the proposed method is shown in Figure 3.

The fast algorithm based on decision trees consists of two main components: the
“knowledge base” and the “inference machine”. The “knowledge base” is a collection of
instances, each containing the system’s operational state, fault details, and corresponding
restoration plans. The “inference machine” is trained on the “knowledge base” samples by
a decision tree generation algorithm. It can quickly infer the power restoration operation
solutions based on fault characteristics.

The instances in the “knowledge base” are derived from the calculation results of the
proposed power restoration optimization model or manually set and verified reasonable
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solutions. The inference machine model is constructed using a decision tree algorithm
improved by AdaBoost.

 

Figure 3. Flow chart of fast solution algorithm for power restoration strategy based on decision trees.

3.2.2. Steps of Solution Algorithm

The steps of the solution algorithm based on decision trees are as follows:

(1) Establishment of the instance library

Distribution network operation data are collected under different system conditions
and fault scenarios, and reconfiguration problems are solved using optimization models
to build the instance library for training. The feature labels for the instance library are
selected as generation and load power, line status (on/off), energy storage status, and fault
information. The solution, which is the output of the decision tree, corresponds to the
switching actions of each connection switch.

(2) Construction of the knowledge base sample set

The feature labels serve as the classification criteria for the decision tree. To enhance
the decision tree’s accuracy, normalization and other preprocessing steps are applied to
the feature labels in the instance library. For Boolean data (e.g., switch status), the value
of 1000 represents a closed line, to mitigate the difference in magnitude between this and
continuous data (e.g., power). For continuous data, normalization is performed using the
rated values as the benchmark. Finally, the corresponding power restoration solution for
each fault is added, completing the knowledge base sample set.

(3) Training of the inference machine based on the decision tree

The sample set of the knowledge base is divided into 70% for training and 30% for
testing. The specific training algorithm is described in Section 3.2.3. After training, the
decision tree inference machine for power restoration is generated. When a system fault is
detected, the inference machine first processes the fault information and grid operation
data according to the knowledge base standards. Then, the inference machine retrieves
and infers the power restoration solution based on the trained decision tree, ultimately
providing the recovery strategy.

3.2.3. AdaBoost-Enhanced Decision Tree

Ordinary decision tree training often employs algorithms like CART [34], but decision
trees trained using CART typically serve as weak classifiers, and may lack accuracy when
handling new fault scenarios. To address this issue, we propose an improved decision tree
algorithm based on AdaBoost.

AdaBoost is capable of combining multiple weak classifiers into a strong classifier
by following a specific rule [35]. It works by iteratively adjusting the weights of different
samples, focusing more on those misclassified by previous iterations, thereby improving
the overall decision accuracy. The specific process is outlined below:
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(1) Assume there are n training samples, where the i-th sample has a feature label Xi and
a decision result Yi. Set the initial weight of each sample as D0,i = 1/n.

(2) Iteratively train decision trees based on the CART algorithm to obtain m weak clas-
sifiers. In the CART algorithm, the Gini index is used as the criterion for node
splitting [36].

At each iteration, the sample weights are updated, and the weight of the weak classifier
in the current iteration is computed. Let Ej be the error rate of the weak classifier in the
j-th iteration. The weight Wj of the classifier and the sample weights Dj,i are updated
as follows:

Wj = 0.5 ln(
1 − Ej

Ej
) (12)

Dj,i =

{
Dj−1,ie

Wj /Zj , If the classification is correct
Dj−1,ie

−Wj /Zj , If the classification is incorrect
(13)

where Zj is the normalization factor.

(3) After m iterations, m weak classifiers are generated. The final strong classifier is
obtained by summing them with weights Wj. In this paper, the number of AdaBoost
iteration rounds is 30 [37,38].

4. Post-Recovery Optimal Reconfiguration Strategy

During the rapid power restoration stage, DGs are allowed to operate under low
voltage for a short period. However, prolonged operation in this fault ride-through state is
not sustainable, as it poses the risk of overload and can undermine the long-term stability
of the system. During the period when the faulted line has been isolated but not fully
repaired (which typically ranges from several hours to a few days), the uncertainty of
the output of DGs and load power fluctuations may also affect the stability of the system.
Therefore, it is necessary to perform further optimal reconfiguration of the post-recovery
system to ensure that it can operate safely and reliably over the long term.

4.1. DG and Load Uncertainty Models
4.1.1. Fuzzy Representation of Uncertainty Parameters

In Section 2.2, the probability distribution function for the output of DGs has been
modeled. Similarly, the probability distribution function for load demand power can be
described using the same approach.⎧⎨⎩ P̃t

load = Pt
load + Δt

load

φ(P̃t
load) =

1√
2πσload

exp[− (P̃t
load−Pt

load)
2

2σ2
load

]
(14)

where P̃t
load and Pt

load represent the actual and predicted power values of the load at time
t, respectively, and Δt

load denotes the deviation between the actual and predicted load
power. σload is the parameter for the normal distribution function describing the load
power deviation.

In practical distribution network engineering, parameters for the probability distribu-
tion function of DGs’ output and load power are often difficult to obtain accurately, due
to factors such as sustained faults, which can affect subsequent processing. To address
this issue, fuzzy mathematics theory provides an operational method with good accu-
racy [21]. The triangular membership function, known for its computational efficiency and
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applicability in real-time systems, is used to describe the output of DGs and load power,
as follows:

μ(P̃t
i ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P̃t

i −kt
i,1Pt

i

Pt
i−kt

i,1Pt
i

, kt
i,1Pt

i ≤ P̃t
i ≤ Pt

i

kt
i,2Pt

i−P̃t
i

kt
i,2Pt

i−Pt
i

, Pt
i ≤ P̃t

i ≤ kt
i,2Pt

i

0 , other

(15)

where P̃t
i is the actual output of the i-th DG at time t, and Pt

i is the predicted output of the
i-th DG at time t. kt

i,1 denote the positive scaling factors, and kt
i,2 denote the negative scaling

factors; they satisfy 0 < kt
i,1 < 1 , kt

i,2 > 1.
The triangular membership function parameters for each device can be derived

through statistical fitting of the predicted data and actual measurement data. Taking
photovoltaic generation as an example, the procedure is as follows:

First, a photovoltaic output forecasting model is used to obtain a time series of power
fluctuation data at a specified time granularity (e.g., every 15 min). Next, the actual PV
output power measurements at corresponding time points are collected, and the relative
difference kt

i between the actual measurement and predicted values is calculated. Then,
the frequency distribution of kt

i is obtained through statistical analysis. Finally, based on
the frequency distribution of kt

i , a triangular membership function is fitted to represent the
uncertainty in the photovoltaic output.

Additionally, if the probability distribution function of the DG or the load power can
be accurately described, the triangular membership function can also be directly fitted to
the probability distribution function.

4.1.2. Transformation of Fuzzy Chance Constraints

Due to the incorporation of uncertainty, the deterministic model established in Sec-
tion 3 for the rapid power restoration reconfiguration model requires revision. Specifically,
the constraint conditions involving random variables, such as the output of DGs and load
power (e.g., Equation (A13)), should be reformulated as fuzzy chance constraints:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Cr{P̃load,j,t + ∑
k∈Ωj,z

Pjk,t − (P̃DG,j,t + Pm,j,t +
Pess,j,t)− ∑

i∈Ωj,f

(Pij,t − rij I
sqr
ij,t ) ≤ 0} ≥ α

Cr{Q̃load,j,t + ∑
k∈Ωj,z

Qjk,t − (Q̃DG,j,t + Qm,j,t)− ∑
i∈Ωj,f

(Qij,t − xij I
sqr
ij,t ) ≤ 0} ≥ α

(16)

where P̃DG,j,t and Q̃DG,j,t are the actual active and reactive power of the DG at node j at
time t; P̃load,j,t and Q̃load,j,t are the actual active and reactive power of the load at node j
at time t; Isqr

ij,t is the square of the current flowing through the line ij at time t; Pm,j,t and
Qm,j,t are the active and reactive power outputs of the main grid at node j at time t; Pess,j,t is
the charging and discharging power of the energy storage at node j at time t (discharge is
positive); Cr{·} denotes the confidence level of the event that the load power is less than
the power output of the source; and α is the confidence level of this event, and since the
system optimal reconfiguration strategy aims to ensure reliable load supply, a higher value
is chosen (e.g., α = 90%).

Based on the principle of fuzzy chance constraint equivalence transformation [25],
when α > 0.5, Equation (16) can be transformed as follows:

⎧⎪⎪⎨⎪⎪⎩
∑

k∈Ωj,z

Pjk,t − ∑
i∈Ωj,f

(Pij,t − rij I
sqr
ij,t )− Pm,j,t − Pess,j,t + (2 − 2α)Pload,j,t + (2α − 1)kt

load,2Pload,j,t − (2 − 2α)PDG,j,t − (2α − 1)kt
DG,1PDG,j,t ≤ 0

∑
k∈Ωj,z

Qjk,t − ∑
i∈Ωj,f

(Qij,t − xij I
sqr
ij,t )− Qm,j,t + (2 − 2α)Qload,j,t + (2α − 1)kt

load,2Qload,j,t − (2 − 2α)QDG,j,t − (2α − 1)kt
DG,1QDG,j,t ≤ 0

(17)
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where PDG,j,t and QDG,j,t are the predicted active and reactive power of the DG at
node j at time t; and Pload,j,t and Qload,j,t are the predicted active and reactive power of the
load at node j at time t.

By following the above steps, the uncertainty optimization is transformed into a
deterministic optimization problem under a specific confidence level, thereby reducing the
solving complexity.

4.2. Optimization Objective of Post-Recovery Optimal Reconfiguration Model

The uncertainty of generation and load leads to increasing power imbalances and
voltage violations at nodes, which pose significant safety risks to the distribution net-
works [39]. Through optimal reconfiguration, the voltage distribution can be improved,
thereby enhancing system stability. To address this, the optimization objective based on the
static voltage stability index Lij is given by the following:

Lij =
4[(xijPij − rijQij)

2 + (rijPij + xijQij)U2
i ]

U4
i

(18)

where rij and xij are the resistance and reactance of branch ij; Pij and Qij are the active and
reactive power flowing into node j; Ui is the voltage at node i; and the voltage stability is
indicated by Lij, where a value less than 1 signifies stability, and the closer it is to 0, the
better the system’s voltage stability. For distribution networks with multiple branches, the
maximum value of Lij across all lines is selected as the overall voltage stability indicator for
the system.

Equation (18) is nonlinear and requires simplification. In practical applications of
distribution networks, the voltage magnitudes and phase angles at both ends of the line are
approximately equal. Therefore, xijPij and rijQij can be considered approximately equal [40],
allowing Equation (18) to be simplified as follows:

L̃ij = 4(rijPij + xijQij)− U2
i (19)

where L̃ij less than 0 indicates voltage stability, and the smaller the value, the better the
voltage stability.

The quadratic voltage terms in Equation (19) can be handled using second-order cone
relaxation. Thus, the optimization objective F2_1 is given by the following:

F2_1 = min
T

∑
t=1

L̃ij,t (20)

where L̃ij,t represents the static voltage stability index of line ij at time t, and T is the number
of scheduling periods.

To ensure the supply of critical loads, the optimization objective minimizing load
shedding F2_2 is given by the following:

F2_2 = min
T

∑
t=1

∑
i∈Ωload

�i(Pload,i,t,0 − Pload,i,t)ΔT (21)

ΔT denotes the length of each scheduling period, which depends on the granularity
of the power forecast for the source and load. Pload,i,t,0 and Pload,i,t are the predicted and
actual power of load i at time t, respectively.
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Since the multiple objective functions in the proposed optimal reconfiguration
model have different dimensions and magnitudes, normalization is required for each
objective function:

F
′
i =

Fi,max − Fi

Fi,max − Fi,min
(22)

where F
′
i is the normalized value of the objective; and Fi,max and Fi,min are the maximum

and minimum values of the objective i, respectively.
After normalization, the linear weighted sum is applied to obtain the fault reconfig-

uration objective function F2, which comprehensively considers the system’s long-term
voltage stability and load shedding:

F2 = min(ω1F
′
2_1 + ω2F

′
2_2) (23)

where ω1 and ω2 represent the weights of the two optimization objectives. In this paper,
ω1 is set to 0.4 and ω2 is set to 0.6. Furthermore, the impact of different weight values on
the optimization results is shown in Section 5.3.

4.3. Constraints of Post-Recovery Optimal Reconfiguration Model

The power flow constraints, radial network constraints, and other conditions of the
post-recovery optimal reconfiguration model are fundamentally similar to those in the rapid
power restoration reconfiguration model. The key distinction lies in the need to account for
the power variations of DGs, loads, and energy storage devices over different time periods,
where these variables are associated with distinct time instances. Additionally, some
constraints must be transformed into fuzzy chance constraints, as detailed in Section 4.1.2.

The resulting model, which considers the uncertainty of the DG output, is a mixed-
integer second-order cone optimization problem, and can be solved using solvers such
as Gurobi.

5. Case Study

5.1. Case Study Model Description

In this study, two systems are used to analyze the performance of algorithms: an IEEE
69-bus distribution network with high penetration of DGs (as shown in Figure 4), and a
certain 11-bus distribution network project (as shown in Figure 5). The DG penetration rates
in these two systems are approximately 65% and 60%, respectively, and all connected DG
units are equipped with fault ride-through capability. The specific parameters of the two
systems, as well as the variations in power generation and load, are detailed in Appendix B.

In these cases, the faulty line exits operation. A variety of different fault cases were set
up, as shown in Tables 1 and 2.

Figure 4. An IEEE 69-bus distribution network with DGs.
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Figure 5. A real-world 11-bus distribution network.

Table 1. The fault cases of the 69-bus system.

Case Number Faulty Line

1 L3
2 L10
3 L5 and L18
4 L38 and L64
5 L48; DG6 fault ride-through operation
6 L62; DG7 fault ride-through operation

Table 2. The fault cases of the 11-bus system.

Case Number Faulty Line

1 L2
2 L9
3 L3 and L10
4 L4; DG1 fault ride-through operation

In Table 1, Case 1 simulates a fault occurring at the beginning of a branch line, resulting
in the largest power outage area. Case 2 simulates a fault occurring in the middle section of
a branch line, near a tie switch, which causes multiple power outage areas. Cases 3 and 4
simulate situations where multiple lines fail simultaneously. Cases 5 and 6 simulate line
faults with DGs operating in fault ride-through mode. In Table 2, Cases 1–3 simulate single
and multiple fault cases, while Case 4 simulates a line fault with a DG operating in fault
ride-through mode.

5.2. Analysis of Calculation Results for the Rapid Power Recovery Stage

Based on the model and fault instance library established above, calculations for the
first stage of rapid power recovery were performed. The results are shown in Tables 3 and 4.

Table 3. Load recovery results of 69-bus system.

Case
Number

Reconfiguration
Operation

Load Recovery Percentage

Primary
Load

Secondary
Load

Tertiary
Load

1 L69 is closed 100% 100% 90.57%
2 L71 is closed 100% 100% 100%
3 L69 and L72 are closed 100% 100% 81.33%
4 L69 and L72 are closed 100% 100% 100%
5 L73 is closed 100% 100% 93.04%
6 L72 is closed 100% 100% 95.48%
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Table 4. Load recovery results of 11-bus system.

Case
Number

Reconfiguration
Operation

Load Recovery Percentage

Primary
Load

Secondary
Load

Tertiary
Load

1 L11 is closed 100% 100% 100%
2 L14 is closed 100% 100% 100%
3 L12 and L13 are closed 100% 100% 100%
4 L11 is closed 100% 100% 100%

From the results in Tables 3 and 4, it can be observed that the proposed algorithm
successfully provides reasonable reconfiguration operations for different fault scenarios.
The reconfiguration schemes differ across the various fault cases, indicating that the pro-
posed algorithm is capable of analyzing different fault scenarios and providing tailored
recovery solutions.

In all cases, the algorithm restores the power supply to all primary and secondary
loads, ensuring that the most critical loads are prioritized for recovery. When the fault is
relatively mild (e.g., Case 2 and Case 4 in Table 3), the algorithm restores power to all loads,
as the system’s damage is limited and the available resources are sufficient. However, in
more severe fault scenarios (e.g., Case 1 and Case 3 in Table 3), the restoration of tertiary
loads cannot be fully achieved. As the fault severity increases, the recovery rate for tertiary
loads gradually decreases.

This demonstrates that the algorithm adapts to the severity of the fault and dynami-
cally seeks to maximize load restoration, while dealing with the limitations imposed by
the faulted lines. It is important to clarify that under more extreme fault conditions, the
recovery rate for tertiary loads may be significantly lower, and even the restoration of
primary and secondary loads might not reach 100%.

5.3. Analysis of Calculation Results for the Post-Recovery Optimal Reconfiguration Stage

The post-recovery optimal reconfiguration model in the second stage is solved using
the Gurobi solver, with the calculation results presented in Tables 5 and 6. Loss of load
refers to the total accumulated load shedding across all time periods. The worst L̃ij refers
to the maximum L̃ij of all nodes in all periods (24 h) after reconfiguration, which can
characterize the stability of the system.

Table 5. The results of the 69-bus system reconfiguration.

Case
Number

Reconfiguration
Operation The Worst

~
Lij

Loss of Load
(MWh)

1 L69 is closed −0.8898 1.4664
2 L69 is closed −0.9264 0.4602
3 L72 and L73 are closed −0.9479 1.2070
4 L69 and L72 are closed −0.9251 0.6349

Table 6. The results of the 11-bus system reconfiguration.

Case
Number

Reconfiguration
Operation The Worst

~
Lij

Loss of Load
(MWh)

1 L11 is closed −0.9984 0
2 L14 is closed −0.9919 0
3 L12 and L13 are closed −0.9919 0
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For the 11-bus system, the power supply is sufficient, and no load loss can be realized
after the optimal reconfiguration. The value of the worst L̃ij is small, meaning that the
voltage stability of the system is relatively high. For the 69-bus system, there is still some
load loss after the optimal reconfiguration, but the stability of the system is also guaranteed.

Taking Case 1 as an example, the static voltage stability index curves for each node at
different times are shown in Figure 6.

Figure 6. L̃ij change diagram of reconstructed system under L3 line fault.

In Figure 6, the different curves represent the static voltage stability index of each line
in the distribution network at various times throughout a day. The topology of the network
remains unchanged during the period shown in the figure, which explains the general
similarity in the trends of the curves. However, due to random fluctuations in the output
of DGs, the curves at different times exhibit differences. For example, the variation in Line
5 from 5:00 to 8:00, marked in the figure, highlights the effect of DG output fluctuations on
voltage stability.

Throughout the day, the output of DGs and load variations cause the voltage stability
index to fluctuate. During long-term operation, the value of L̃ij consistently meets the
requirements (less than 0). Specifically, at 12:00, the value of L̃ij is relatively small, indicating
that the load pressure is lower at this time. This can be considered a special case during
long-term system operation. Using the power value of the source and load at this time for
reconfiguration may result in a relatively large deviation.

These observations highlight the ability of the proposed algorithm to maintain voltage
stability under varying conditions, ensuring that the system can recover efficiently from
faults while keeping voltage fluctuations within acceptable limits.

In the proposed post-recovery optimal reconfiguration algorithm, the value of weight
settings may affect the optimization result. Using the 69-bus system in Case 3 as an
example, the results with different weight settings of voltage stability and load shedding
are as follows.

As shown in Table 7, the impact of different weight settings on the optimal reconfig-
uration is minimal, as there is a certain positive relationship between the static voltage
stability index and the load shedding amount: the more stable the system, the smaller the
load shedding.

It is important to note that α should remain at a relatively high value to adequately
account for the variability in DG output and load. Experiments with different values of
α, including 80% and 90%, showed that the outcomes, such as load shedding and voltage
stability, remained largely unchanged. This suggests that as long as α is sufficiently large,
the specific value does not substantially impact the final results.
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Table 7. The results with different weight settings of voltage stability and load shedding.

ω1/ω2
Reconfiguration

Operation Worst
~
Lij

Loss of Load
(MWh)

0.1/0.9 L72 and L73 are closed −0.9479 1.2070
0.4/0.6 L72 and L73 are closed −0.9479 1.2070
0.9/0.1 L72 and L73 are closed −0.9479 1.2070

5.4. Analysis of Comparison with Other Methods
5.4.1. Comparison of Reconfiguration Results of Different Methods

The conventional mathematical optimization method, ordinary decision trees, and
AdaBoost-enhanced decision trees were used to calculate the fault cases of the 69-bus
system, in order to verify the correctness and effectiveness of the proposed method. The
weak classifier generation method with improved decision trees adopted the same CART
algorithm as the ordinary decision trees method. All methods used the Gini index as the
node splitting criterion; the relevant training parameters were set in the same way, and
the fault sample set used for training was also the same. The conventional mathematical
optimization method was solved using the Gurobi 10.0.2 solver. The reconfiguration results
of the three methods are shown in Table 8.

Table 8. Comparison of the reconfiguration results of the different algorithms.

Case
Number

Reconfiguration Results of
Conventional Mathematical

Optimization

Reconfiguration Results of
Ordinary Decision Trees

Reconfiguration Results of
AdaBoost-Enhanced Decision

Trees

1 L69 is closed L69 is closed L69 is closed
2 L71 is closed L71 is closed L71 is closed
3 L69 and L72 are closed L70 and L73 are closed L69 and L72 are closed
4 L69 and L72 are closed L71 and L72 are closed L69 and L72 are closed
5 L73 is closed L73 is closed L73 is closed
6 L72 is closed L72 is closed L72 is closed

By comparing the results of the above three methods, it can be observed that the
improved AdaBoost decision tree algorithm is consistent with the reconfiguration results
obtained from conventional mathematical optimization, while the ordinary decision tree
algorithm exhibits noticeable deviations. For example, in Case 4, the AdaBoost-enhanced
decision tree method produces the same optimal switching strategy as the mathemat-
ical solver, ensuring almost full load recovery. In contrast, the ordinary decision tree
method yields a suboptimal configuration that causes a large portion of the network to
disconnect from the main power source, resulting in lower load restoration and potential
voltage instability.

In Case 3, while all three methods produce feasible solutions that allow the system to
operate under acceptable conditions, only the mathematical optimization method and the
AdaBoost-enhanced decision tree method generate optimal configurations. The ordinary
decision tree algorithm, due to its limited learning capacity and the absence of adaptive
weighting for decision nodes, can only provide a suboptimal switching configuration,
which leads to higher load losses and reduced overall performance.

5.4.2. Comparison of Load Recovery Speed of Different Methods

In the process of load recovery, the speed of load recovery depends on the calculation
speed of the different methods. The 69-bus system was chosen for comparing the computa-
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tion speed of the different algorithms, due to its larger scale. In addition, a new fault case
was added (Case 7), in which L3 and L8 line are faulty.

The conventional mathematical optimization algorithm and the AdaBoost-enhanced
decision tree algorithm were applied to calculate the results for the different fault cases of
the 69-bus system. The conventional mathematical optimization method was solved using
the Gurobi 10.0.2 solver. The computation times for both methods under identical fault
cases are presented in Table 9.

Table 9. Comparison of the solving time of the different algorithms.

Case Number
Solving Time of Conventional
Mathematical Optimization (s)

Solving Time of
AdaBoost-Enhanced Decision

Trees (s)

1 25.6861 0.2426
2 23.5707 0.2815
3 27.7653 0.2328
4 24.3391 0.3042
5 22.9184 0.2436
6 25.5102 0.2761
7 Non-convergence 0.2591

By comparing the solving times of the two algorithms in Table 5, it is evident that
the AdaBoost-enhanced decision tree algorithm offers significantly faster computation. In
Cases 1–6, the solving time of the conventional mathematical optimization method ranges
from approximately 22 to 28 s, while the AdaBoost-enhanced decision tree algorithm
completes the calculation in around 0.23 to 0.30 s, representing a reduction of about
90% in solving time. The AdaBoost-enhanced decision tree algorithm can rapidly retrieve
power restoration solutions by learning from historical fault scenarios and system operating
conditions, thereby avoiding the time-consuming process of solving complex mixed-integer
nonlinear programming problems.

In practical engineering applications, minimizing the outage duration is critical, and
fault reconfiguration decisions are typically required within a few seconds. The proposed
fast-solving algorithm is therefore more aligned with real-time operational requirements.

Notably, in Case 7, where the faulty line is special, the conventional mathematical
optimization approach fails to converge, due to increased model complexity. In contrast,
the AdaBoost-enhanced decision tree algorithm still produces a feasible solution in this case.
Although the generated solution requires further validation through power flow analysis,
it nonetheless provides a viable reconfiguration scheme. This demonstrates the practical
advantage of the proposed algorithm in handling complex or atypical fault scenarios.

5.4.3. Comparison of Algorithm Methods, Considering Different Factors

In the proposed two-stage fault reconfiguration strategy in this paper, the fault ride-
through characteristics and output uncertainty of DGs are taken into account, allowing for
the achievement of a higher load restoration ratio and better system stability. It is necessary
to compare the proposed method with traditional methods that do not consider these
factors, so as to demonstrate the advantages of the proposed method.

(1) The factor of DG fault ride-through

Case 5 and Case 6 of the 69-bus system and Case 4 of 11-bus system were used to
analyze the impact of DG fault ride-through on the algorithm results. The load recovery
results with and without considering fault ride-through are shown in Figure 7.
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Figure 7. Comparison of load recovery results with/without considering FRT.

In Figure 7, the load recovery percentage of the method that does not consider the DG
FRT capability is lower than that of the proposed method, which incorporates this factor.
The case study results show that the proposed strategy achieves a higher load recovery
rate, particularly in fault scenarios where DG disconnection is likely to occur.

For example, in Case 4 of the 11-bus system, the proposed method successfully restores
all three levels of load. In contrast, the method without considering DG FRT restores only
87.34% of the tertiary load, resulting in a reduction of approximately 13%. Similarly, in the
69-bus system, Case 5 and Case 6 show that the tertiary load recovery rate in the method
without considering DG FRT is about 4% lower than that of the proposed method.

It is worth noting that the 11-bus system has relatively limited resources and fewer
available nodes for reconfiguration. Therefore, the observed gap in load recovery rate
is more significant, which highlights the advantage of the proposed method in resource-
constrained systems. These results demonstrate that by leveraging the FRT capability
of DGs, the proposed strategy can significantly enhance the load recovery capability,
particularly in smaller-scale or less redundant distribution networks.

(2) The factor of the uncertainty of DGs and loads

To demonstrate the necessity of considering the factor of the uncertainty of DGs and
loads, a comparative calculation was performed for the 69-bus system without considering
DG uncertainty (by assuming it to be a constant value for the calculation). In the optimal
calculation without considering uncertainty, the power of source and load was set to a
constant value. To avoid the influence of specific value choices, the power of source and
load values at four typical times were selected for the calculation: 4:00, 10:00, 12:00, and
16:00. The worst case was chosen for comparison. The results are shown in Table 10.

Table 10. Comparison of optimal reconfiguration results with and without considering uncertainty.

Case
Number

Considering Uncertainty Without Considering Uncertainty

Worst
~
Lij

Loss of Load
(MWh) Worst

~
Lij

Loss of Load
(MWh)

1 −0.8898 1.4664 −0.8898 1.4664
2 −0.9264 0.4602 −0.9264 0.4712
3 −0.9479 1.2070 −0.8425 1.5457
4 −0.9251 0.6349 −0.9251 0.7266
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In Case 2, 3, and 4, when the uncertainty of DGs and loads is not considered, the load
loss is higher. This suggests that fluctuations in DG power may lead to a larger net load
power (the difference between the load and DG power), causing load loss. Therefore, the
optimal reconfiguration strategy must account for the uncertainty of DGs and loads.

As for the static voltage stability index, in Case 3, the L̃ij with consideration of uncer-
tainty is smaller, indicating better system stability. Additionally, the largest deviation from
the results occurs at 12:00. At 12:00, the DG output is highest, and the supply pressure is
relatively low, so the scheme given at this time may not be optimal for other time periods.

In summary, considering uncertainty in the optimal reconfiguration can reduce load
loss and improve the stability of the system in post-recovery long-term operation.

In terms of load loss, the results of Case 2, 3, and 4 show that the method considering
uncertainty achieves lower load loss compared to the method that does not. Specifically,
in Case 3, the load loss is reduced by approximately 22% when uncertainty in DG output
and load demand is taken into account. Incorporating uncertainty into the optimization
process enables the strategy to better anticipate and adapt to such variations, resulting in
more effective load restoration.

As for the static voltage stability index L̃ij, it is also improved when uncertainty is
considered. In Case 3, the index increases by about 12.5%, suggesting that the system
operates under more stable conditions during post-recovery operation. It is also observed
that the largest deviation in the voltage stability index occurs at 12:00, when the DG output
is at its peak. At 12:00, the supply pressure is relatively low, and the reconfiguration scheme
selected for that moment may not be optimal across other time periods, due to the dynamic
nature of DG output and load.

In summary, considering uncertainty in DGs and loads during fault reconfiguration not
only reduces load loss, but also enhances post-recovery voltage stability. This demonstrates
the necessity of incorporating uncertainty into the reconfiguration strategy to ensure the
long-term reliable operation of the distribution system.

5.5. Analysis of the Practicality of the Proposed Method

The aforementioned comparisons between the proposed method and other approaches
have demonstrated its advantages in terms of computational speed, accuracy, load restora-
tion, and system stability. In addition, the proposed two-stage reconfiguration strategy
exhibits strong engineering applicability in real-world scenarios.

Taking the power supply company of a certain city in China as an example, we investi-
gated the current fault reconfiguration process used by the operator, and identified several
practical challenges they face during real-time fault restoration. These are summarized
as follows:

1. Limited adaptability of current reconfiguration schemes

In existing practice, maintenance staff predefine several reconfiguration schemes
during system planning. When a fault occurs, one of these fixed schemes is selected
after manual verification, regardless of real-time system conditions. This rigid approach
limits flexibility and responsiveness. The method proposed in this paper can automatically
generate reconfiguration strategies based on real-time operational data, and considers
multiple optimization objectives, thus offering dynamic adaptability.

2. Slow computation and infeasibility under complexity

Under certain scenarios with high DG penetration and complex network topology,
existing methods often fail to provide timely or feasible solutions, especially with limited
on-site computational capacity. Our proposed AdaBoost-enhanced decision tree algorithm
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significantly improves computational efficiency while ensuring optimality, enabling rapid
decision-making in field environments.

3. Neglect of DG support capabilities

The existing strategy does not take into account the FRT capabilities of DGs. As DGs
become more prevalent, this omission leads to underutilization of available resources. Our
model explicitly considers the FRT capabilities of DGs, allowing them to actively support
the system during fault recovery.

4. Lack of consideration of post-fault operational risks

The current approach focuses only on the immediate restoration of important loads,
without evaluating the potential risks that may arise during subsequent operation. In
contrast, our second-stage reconfiguration model considers the uncertainties in both DG
output and load demand using fuzzy-based modeling, and ensures post-recovery voltage
stability, contributing to long-term secure system operation.

6. Conclusions

This paper proposes a two-stage fault reconfiguration strategy for distribution net-
works with high penetration of DGs, considering the fault ride-through capability and
output uncertainty of DGs. The results from the case studies demonstrate the following:

1. The proposed rapid power restoration reconfiguration model takes into account dif-
ferent types of DG behaviors during fault recovery, including the fault ride-through
capability of DGs. After a fault occurs, it can effectively leverage the DGs’ support ca-
pability for distribution networks and improve the load recovery percentage, thereby
enhancing the restoration of lost load.

2. In the rapid power restoration strategy, the AdaBoost-enhanced improved decision
tree algorithm offers faster computation speeds than traditional optimization methods,
enhancing its ability to meet fault response requirements in practical engineering
applications.

3. In the post-recovery optimal reconfiguration strategy, the reconfiguration model
simultaneously considers load restoration and system stability as optimization objec-
tives, and accounts for the uncertainty of DGs’ output and load power, in order to
enhance the long-term operational stability of the system.

The strategy proposed in this paper focuses primarily on fault reconfiguration within
the distribution networks. It does not yet consider the issue of island operation after
the failure of external power sources. The DG grid-connected control strategy does not
analyze factors such as voltage–frequency control. Fault reconfiguration is typically based
on static models, while distributed generators exhibit strong dynamic characteristics. The
adaptability of more complex uncertainty models to the reconfiguration problem remains
to be further validated. Future research will address and expand upon these aspects.
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Appendix A

Appendix A.1

The constraints of the first stage (fast power restoration) of the strategy model are
as follows:

(1) Power flow constraints

⎧⎪⎨⎪⎩
Ps,j + ∑

i∈Ωj,f

αij(Pij − rij I2
ij) = Pload,j + ∑

k∈Ωj,z

αjkPjk

Qs,j + ∑
i∈Ωj,f

αij(Qij − xij I2
ij) = Qload,j + ∑

k∈Ωj,z

αjkQjk
(A1)

U2
j = U2

i − 2(rijPij + xijQij) + (r2
ij + x2

ij)I2
ij (A2)

(Ui Iij)
2 = P2

ij + Q2
ij (A3){

Ps,j = Pm,j + PDG,j + Pess,d,j − Pess,c,j

Qs,j = Qm,j + QDG,j
(A4)

where αij is the line switch status variable; Ps,j and Qs,j, and Pload,j and Qload,j, are the active
and reactive power of the power source and load at node j, respectively; Pm,j, PDG,j, Pess,d,j,
and Pess,c,j are the active power outputs of the main grid, DG, energy storage discharge,
and energy storage charge at node j, respectively; Qm,j and QDG,j represent the reactive
power outputs of the main grid and DG at node i; and Ωj,f and Ωj,z are the parent and
child node sets of node j.

The above power flow constraints form a non-convex model. The 0–1 variable αij

in Equation (A1) is linearized using the Big-M method. Additionally, variables Usqr
i

and Isqr
ij are introduced, and second-order cone relaxation (as shown in Equation (A5))

is applied to transform Equations (A1) to (A3) into a mixed-integer second-order cone
programming model. ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Usqr
j = U2

j , Isqr
ij = I2

ij

−αij M ≤ Pij ≤ αij M
−αij M ≤ Qij ≤ αij M
−αij M ≤ Isqr

ij ≤ αij M

(A5)

⎧⎪⎨⎪⎩
Ps,j + ∑

i∈Ωj,f

(Pij − rij I
sqr
ij ) = Pload,j + ∑

k∈Ωj,z

Pjk

Qs,j + ∑
i∈Ωj,f

(Qij − xij I
sqr
ij ) = Qload,j + ∑

k∈Ωj,z

Qjk
(A6)

{
Usqr

j ≤ M(1 − αij) + Usqr
i + (r2

ij + x2
ij)Isqr

ij − 2(rijPij + xijQij)

Usqr
j ≥ −M(1 − αij) + Usqr

i + (r2
ij + x2

ij)Isqr
ij − 2(rijPij + xijQij)

(A7)

∥∥∥∥∥∥∥
2Pij

2Qij

Isqr
ij − Usqr

i

∥∥∥∥∥∥∥ ≤ Isqr
ij + Usqr

i (A8)

(2) Line operation safety constraints
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⎧⎪⎨⎪⎩
0 ≤ Isqr

ij ≤ I2
ij,max

0 ≤ Pij ≤ Pij,max

0 ≤ Qij ≤ Qij,max

(A9)

where Iij,max, Pij,max, and Qij,max are the maximum allowable current, active power, and
reactive power that can flow through the line ij, respectively.

(3) Node voltage constraints

For nodes without DG connections, the node voltage must remain within the allowable
range. For nodes with DG connections, the voltage can operate in a low-voltage condition.⎧⎪⎨⎪⎩

Uref = 1
U2

i,min ≤ Usqr
i,other ≤ U2

i,max
Usqr

i,DG ≤ U2
i,max

(A10)

where Uref is the reference node voltage magnitude; and Ui,min and Ui,max are the minimum
and maximum allowable voltage magnitudes at node i, respectively.

(4) Energy storage operation constraints

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Csoc

i,min ≤ Csoc
i +

ηc,i Pess,c,iΔT−Pess,d,iΔT/ηd,i
Eess

≤ Csoc
i,max

0 ≤ Pess,c,i ≤ uc,iPess,c,i,max

0 ≤ Pess,d,i ≤ ud,iPess,d,i,max

uc,i + ud,i = 1

(A11)

where Csoc
i denotes the state of charge of the energy storage at node i; Csoc

i,min and Csoc
i,max

are the minimum and maximum states of charge at node i, respectively; ηc,i and ηd,i are
the charging and discharging efficiencies at node i; Pess,c,i and Pess,d,i are the charging and
discharging power at node i; Pess,c,i,max and Pess,d,i,max represent the maximum charging
and discharging power at node i; and uc,i and ud,i represent the charging and discharging
states at node i.

Appendix A.2

Compared to the first stage, the constraints of the second stage (post-recovery opti-
mal reconfiguration) of the strategy model take into account multiple time periods. The
constraints are as follows:

(1) Power flow constraints

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Usqr

j,t = U2
j,t , Isqr

ij,t = I2
ij,t

−αij M ≤ Pij,t ≤ αij M
−αij M ≤ Qij,t ≤ αij M
−αij M ≤ Isqr

ij,t ≤ αij M

(A12)

⎧⎪⎨⎪⎩
Ps,j,t + ∑

i∈Ωj,f

(Pij,t − rij I
sqr
ij,t ) = Pload,j,t + ∑

k∈Ωj,z

Pjk,t

Qs,j,t + ∑
i∈Ωj,f

(Qij,t − xij I
sqr
ij,t ) = Qload,j,t + ∑

k∈Ωj,z

Qjk,t
(A13)

{
Usqr

j,t ≤ M(1 − αij) + Usqr
i,t + (r2

ij + x2
ij)Isqr

ij,t − 2(rijPij,t + xijQij,t)

Usqr
j,t ≥ −M(1 − αij) + Usqr

i,t + (r2
ij + x2

ij)Isqr
ij,t − 2(rijPij,t + xijQij,t)

(A14)
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∥∥∥∥∥∥∥
2Pij,t

2Qij,t

Isqr
ij,t − Usqr

i,t

∥∥∥∥∥∥∥ ≤ Isqr
ij,t + Usqr

i,t (A15)

{
Ps,j,t = Pm,j,t + PDG,j,t + Pess,d,j,t − Pess,c,j,t

Qs,j,t = Qm,j,t + QDG,j,t
(A16)

Ps,j,t and Qs,j,t, and Pload,j,t and Qload,j,t, are the active and reactive power of the power
source and load at node j at time t, respectively; Pm,j,t, PDG,j,t, Pess,d,j,t, and Pess,c,j,t are the
active power outputs of the main grid, DG, energy storage discharge, and energy storage
charge at node j at time t, respectively; Pij,t and Qij,t represent the active and reactive power
flowing from node i to node j at time t; Iij,t represents the current flowing through line ij at
time t; and Ui,t denotes the voltage magnitude at node j at time t.

(2) Line operation safety constraints

⎧⎪⎨⎪⎩
0 ≤ Isqr

ij,t ≤ I2
ij,max

0 ≤ Pij,t ≤ Pij,max

0 ≤ Qij,t ≤ Qij,max

(A17)

where Iij,max, Pij,max, and Qij,max are the maximum allowable current, active power, and
reactive power that can flow through the line ij, respectively.

(3) Node voltage constraints

{
Uref = 1
U2

i,min ≤ Usqr
i,t ≤ U2

i,max
(A18)

where Uref is the reference node voltage magnitude; and Ui,min and Ui,max are the minimum
and maximum allowable voltage magnitudes at node i, respectively.

(4) Energy storage operation constraints

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Csoc
i,t = Csoc

i,t−1 +
ηc,i Pess,c,i,tΔT−Pess,d,i,tΔT/ηd,i

Eess

0 ≤ Pess,c,i,t ≤ uc,i,tPess,c,i,max

0 ≤ Pess,d,i,t ≤ ud,i,tPess,d,i,max

uc,i,t + ud,i,t = 1
Csoc

i,min ≤ Csoc
i,t ≤ Csoc

i,max

(A19)

where Csoc
i,t denotes the state of charge of the energy storage at node i at time t; Pess,c,i,t

and Pess,d,i,t are the charging and discharging power at node i at time t; and uc,i,t and ud,i,t

represent the charging and discharging states at node i at time t.

Appendix B

Appendix B.1. IEEE 69-Bus Distribution Network System with DGs

Table A1 lists the access nodes and parameters of the distributed power sources.
In addition, the maximum allowable short-circuit current Imax of DGs is 1.2 times the
rated current.

Table A2 lists the energy storage access nodes and parameters.
The total load of the system is 3 802 kW + j2 695 kVar, and the load weights of each

node are shown in Table A3.
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Table A1. Parameters of DGs in the IEEE 69-bus system.

Equipment
Connected

Node
Rated Active
Power (kW)

Equipment
Connected

Node
Rated Active
Power (kW)

DG1 5 800 DG5 42 200
DG2 9 400 DG6 48 100
DG3 19 250 DG7 63 800
DG4 32 250

Table A2. Parameters of energy storage devices in the IEEE 69-bus system.

Equipment
Connected

Node
Capacity
(MWh)

Upper Limit of
Charging and

Discharging Power
(MW)

Charging and
Discharging

Efficiency

Energy storage 1 4 1.2 0.45/0.45 90%/90%
Energy storage 2 51 1 0.3/0.3 90%/90%

Table A3. Parameters of loads in the IEEE 69-bus system.

Type of Load Connected Nodes Weight Factor

Primary load 6, 8, 21, 51 100
Secondary load 12, 17, 33, 42, 49, 64 10

Tertiary load The rest of the nodes 1

Figure A1 shows the power prediction curves of DGs and loads in one day, where
the ordinate refers to the DG output power as a percentage of the rated power, and
the load demand power as a percentage of the maximum demand. The fuzzy triangle
membership parameters of DGs, kt

i,1 are kt
i,2, 0.92 and 1.08, respectively, and the fuzzy

triangle membership parameters of loads, kt
i,1 kt

i,2, are 0.95 and 1.05, respectively.

Figure A1. DG and load power forecasting curves.

Appendix B.2. 11-Bus Distribution Network System with DGs

The system voltage level is 10 kV, and the power forecast of DGs and loads in one day
is the same as that of system 1.

Table A4 lists the access nodes and parameters of the distributed power sources.
In addition, the maximum allowable short-circuit current Imax of DGs is 1.2 times the
rated current.
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Table A4. Parameters of DGs in the 11-bus system.

Equipment Connected Node Rated Active Power (MW)

DG1 4 4
DG2 7 10.6
DG3 8 5

Table A5 lists the load weights of each node.

Table A5. Parameters of loads in the 11-bus system.

Equipment Connected Node Power (MW) Weight Factor

P1 2 2.14 MW + j0.35 MVar 100
P2 6 1.89 MW + j0.96 MVar 100
P3 7 4.29 MW + j1.34 MVar 100
P4 8 5.93 MW + j4.27 MVar 10
P5 9 6.34 MW + j4.71 MVar 1
P6 10 4.16 MW + j1.35 MVar 1
P7 11 7.85 MW + j2.23 MVar 1
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Abstract: Numerous cascaded inverter configurations have been developed to generate
higher voltage levels, thereby improving performance and lowering costs. Comparing con-
ventional delta-connected cascaded H-bridge (CHB) multilevel inverters to star-connected
CHB multilevel inverters reveals a disadvantage. In conventional delta-connected CHB
multilevel inverters, more switches are unavoidably needed to achieve the same line-to-line
grid voltage, since more H-bridges cascaded in series are required than in a star-connected
CHB. This paper presents a modified topology based on the delta-connected CHB multilevel
configuration to provide the same number of line-to-line voltage levels as a star-connected
CHB, using an equivalent number of switches. The number of switches in the proposed
multilevel inverter is decreased compared to conventional delta-connected CHB MLIs at
the same voltage levels. The mathematical modeling of the proposed topology and the
simulation results using a fixed load and a PV-grid connection are provided to validate
the efficacy and dependability of the proposed topology. To validate the usefulness of the
proposed configuration, it was practically implemented in the laboratory. Data acquisition
and generation of gating signals to fire the switches were implemented using a MicroLab-
Box real-time controller. The prototype was examined under a resistive–inductive load
and tested under different modulation indices. To demonstrate the effectiveness and the
functionality of the topology, the experimental results are also provided.

Keywords: multilevel inverter; cascaded H-bridge MLI; delta-connected CHB; star-
connected CHB

1. Introduction

Multilevel inverter (MLI) topologies have proven to be a feasible solution for medium-
to high-voltage high-power applications. The basic idea behind an MLI is to create a
voltage waveform using a staircase pattern by combining numerous power semiconductor
switches with different direct-current (DC) sources of lower voltage to convert power [1].
With a three-level converter, the word “multilevel” was first introduced [2]. Afterwards,
numerous MLI topologies have been proposed [3–10]. MLIs offer several appealing charac-
teristics, including reduced voltage stress on switches, decreased total harmonic distortion
(THD) of voltage and current, enhanced power quality, and minimal power dissipation
on switches while in the ON state, reduced filter size, ability to reduce the switching fre-
quency, and hence the reduction in switching losses, etc. [11–16]. The merits of MLIs make
them attractive for medium-voltage and high-voltage high-power applications. Generally,
classical MLIs can be classified according to the connected DC sources into single- or
separated-DC-source MLIs, as shown in Figure 1.

Electronics 2025, 14, 1711 https://doi.org/10.3390/electronics14091711
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Figure 1. Asymmetric cascaded H-bridge topology.

The three-level neutral point multilevel inverter (NPC MLI) were initially introduced
in 1981. After that, several MLIs based on the NPC have been proposed [14,15,17–20]. A
three-level NPC MLI inverter is shown in Figure 2.
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Figure 2. Three-phase three-level NPC MLI.

The NPC topology offers various merits, including the fact that voltage stress can
be distributed between the series switches, and that current fluctuations are minimized.
However, the NPC topology suffers from voltage drops on the clamped diodes, and the
topology is bulky at high voltage levels.

Another topology called the flying capacitor multilevel inverter (FC MLI), in which
the diodes of the NPC are replaced by capacitors, is designed in such a manner to reduce
the disadvantages of NPC inverters [21,22]. A three-level flying capacitor MLI is shown in
Figure 3. However, increasing the number of voltage levels with a flying capacitor MLI
requires increasing the number of capacitors. In addition, the voltages of these capacitors
need to be carefully controlled; otherwise, the output voltage is unbalanced [23].
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Figure 3. Three-phase three-level FC MLI.
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As shown in Figures 2 and 3, NPC and FC MLIs require a single DC source [24]. CHB
MLIs, however, require several separated DC sources. Each DC source is connected to
one H-bridge cell. The series connection of H-bridge cells serves as the foundation for
CHB MLIs. CHB MLIs require fewer components at the same voltage levels than other
traditional MLI topologies. Photovoltaic (PV) modules, fuel cells, batteries, etc., can serve
as DC sources [25]. When the magnitude of the DC sources is the same, CHB is referred to
as symmetric. In a similar vein, the CHB is referred to as asymmetric when the DC sources
have different magnitudes. The advantages of CHB MLIs are as follows:

• The CHB MLI topology has the fewest components among the alternative topologies
to produce the same voltage levels.

• Extreme modularity.
• Low cost.
• High inverter efficiency.
• Easy to construct and control.

Cascaded MLI features have provided an appealing solution for various applica-
tions, including standalone systems, static VAR compensations, and grid-connected PV
applications [6,26–31].

By using a unipolar modulation approach, each H-bridge can provide three output
voltage levels [28,32]. Several CHB MLIs have been introduced in the literature to increase
the number of generated voltage levels, such as five levels [33], seven levels [34], and
more [35,36].

Numerous alternative cascaded MLI topologies have been documented in the litera-
ture with the aim of increasing the level count, thereby enhancing system performance and
diminishing system expenses [15]. Asymmetric CHB MLI topologies with differing DC
source magnitudes can generate more levels with fewer switches.

As mentioned above, cascaded H-bridge (CHB) MLIs comprise a series connection of
several H-bridge cells.

The addition of cascaded MLI capabilities has rendered numerous applications [6,16,
28–31,37–42]. There are two possible connections for CHB configurations: delta and star.
Applications vary for each connection. A star-connected and a delta-connected CHB MLIs
are shown in Figures 4 and 5, respectively.
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Figure 4. Star-connected CHB MLI.
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Figure 5. Delta-connected CHB MLI.

The authors in [39] proposed a STATCOM based on a star-connected CHB to suppress
the grid voltage unbalance. In this paper, the limitation of star-connected CHB MLIs
in compensating the unbalanced grid voltage is analyzed. The analysis is confirmed by
simulation and experiments.

The authors in [40] investigated the use of three-phase star-connected CHB MLIs for
active power filter applications. A simulation of a nine-level CHB MLI-based SAPF system
was conducted in MATLAB/Simulink, demonstrating its efficacy in alleviating power
quality problems stemming from non-linear loads.

The author in [38] proposed a star-connected three-phase seven-level CHB MLI. Each
H-bridge is connected to a multistring PV, and each string is connected to one DC–DC
converter. One DC–DC converter is assigned for each PV string. The DC–DC converter
is responsible for the MPPT of the PV string and amplifying the DC voltage, if necessary.
This connection method has the same issues of not correctly tracking the MPP of the PV
modules, and its efficiency is reduced. Moreover, if many PV modules are coupled to a
single DC–DC converter, the DC–DC converter’s power rating will be high, raising the
cost of the system. In [43], various modulation approaches were used to improve the
power quality in a PV MLI. Harmonic suppression strategies were used in the inverter
structure. To eliminate harmonics, appropriate switching states were applied to the inverter
switches. The authors in [44] proposed a synchronization approach based on phase-shifted
pulse width modulation (PSPWM) to control a star-connected CHB MLI. In [45], different
modulation techniques based on specific sequential switching were presented and applied
to CHB MLIs. The authors in [46] developed a control technique based on space vector
modulation to improve the THD and the grid current of a star-connected CHB MLI. A
star-connected CHB was employed for PV applications, and DC–DC converters were used
for the maximum power point tracking.

Delta-connected CHB MLIs are gaining popularity as a viable alternative to star-
connected CHB MLIs for PV applications. [47–50]. Individual phase control is simple
to create with delta-connected CHB MLIs, which can be utilized as static synchronous
compensation (STATCOM). STATCOM applications necessitate a careful consideration of
handling negative-sequence reactive power [51–54].

STATCOM enhances supply quality and offers quick dynamic reactive power sup-
port [55,56]. Additionally, it is employed in large-scale industrial applications for compen-
sating unbalanced and nonlinear loads [31]. One of the challenges that power converters
face is to supply balanced grid currents even under unbalanced loads or unbalanced gen-
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eration, especially with renewable energy resources [57]. Certain loads, such as traction
drives and arc furnaces, can be sources of unbalanced current [31]. On the other hand,
voltage unbalance can be caused due to the presence of line-to-ground faults or unbalanced
loads. These unbalanced currents or voltages require that the grid-connected inverter
supply negative-sequence current or voltage to balance the current or the voltage at the
point of common coupling. One solution is to use STATCOM. STATCOM using MLIs
has received more attention to suppress these unbalanced voltages and currents [58–60].
The enhancement of power system stability, unbalanced load adjustment, power factor
improvement, line voltage control, active power filters (APF), and low-voltage ride-through
(LVRT) are examples of common uses for STATCOM [55]. One interesting converter for
STATCOM applications is the CHB converter topology. Because of its modular design,
transformerless connection, and smaller output filter, it was anticipated to be the ideal op-
tion for MV applications [50,61]. The authors in [62] proposed delta-connected CHB MLIs
as an alternative to star-connected CHB MLIs for STATCOM under imbalanced situations.
Delta-connected CHB MLIs enable the compensation of imbalanced loads while simulta-
neously adjusting for reactive power [63]. The authors in [64] compared the two types of
CHB MLIs (star-connected and delta-connected) and concluded that delta-connected CHB
MLIs are preferable to star-connected CHB MLIs, especially for compensating unbalanced
currents, since delta-connected CHB MLIs require less zero-sequence current injection
than the zero-sequence voltage injection in star-connected CHB MLIs to compensate for
the unbalanced conditions. Moreover, delta-connected CHB MLIs motivate researchers
to further investigate and analyze delta-connected CHB MLIs for LVRT purposes [62,63].
The above literature review explains the motivations to use delta-connected CHB MLIs.
However, in order to achieve the line-to-line grid voltage under balanced PV generation,
the delta connection needs more bridges cascaded in series than the star connection, which
unavoidably increases the converter’s size. In addition, the minimization of circulating
current inside the delta configuration necessitates the implementation of a solution, such
as adding magnetic elements. As a result, delta-connected H-bridges are more expensive
than star-connected H-bridges for generating the same line-to-line voltages. To synthesize
line-to-line voltage, one phase leg needs a bridge number that is

√
3 times greater [49,64].

Minimizing the current that flows inside the delta connection must also be addressed.
This study suggested modifying the delta-connected CHB configuration in order to

increase the number of line–line voltage levels to match the number of levels produced
by the star-connected CHB. The number of required H-bridges in the proposed modified
MLI is the same as that required by the star-connected CHB to produce the same line–line
voltage levels. In addition, the proposed configuration eliminates the need for adding extra
inductors since the solution can solve both the number of voltage levels and the circulating
current. The proposed topology was mathematically analyzed and modeled inside the
SIMULINK environment to evaluate its accuracy and efficacy. Moreover, the proposed MLI
was experimentally implemented in the laboratory. The constructed inverter was tested
under a resistive load at different modulation indices. The simulation and experimental
results are provided to prove the advantages of the proposed topology.

The paper is organized as follows. Section 2 introduces the description of the proposed
topology, while Section 3 shows the analysis of the proposed topology. The simulation
results are explained in Section 4, and the experimental results are shown in Section 5.
Section 6 describes the conclusions.

2. Description of the Proposed Topology

The proposed configuration is a modified configuration for traditional delta-connected
CHB MLIs. Figure 6a shows the star-connected CHB topology, while Figure 6b shows a
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traditional delta-connected CHB MLI. As shown in this figure, the number of the line-to-
line voltage levels generated from the traditional delta-connected CHB (Figure 6b) is the
same as the line–neutral voltage levels generated from the star-connected CHB (Figure 6a).
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Figure 6. CHB MLI connections: (a) star-connected, (b) conventional delta-connected.

Thus, comparing delta-connected CHB MLIs to star-connected CHB, it is observed
that the former require a number of H-bridges that is

√
3 times more at the same line-to-line

voltage. Consequently, this results in an increase in both the size and cost of the delta-
connected CHB. Furthermore, at the same line-to-line voltage levels, the delta-connected
CHB exhibits increased switching losses and conduction losses, resulting in a reduced
inverter efficiency compared to the star-connected CHB operation. Hence, this work
proposes a modified delta-connected CHB to produce line-to-line voltage levels equivalent
to those of a star-connected CHB, while utilizing the same number of H-bridges. The
proposed topology is shown in Figure 7. As can be seen in this figure, the line-to-line
voltage levels are synthesized using three coupled transformers rather than the inductors
used in traditional delta-connected CHB MLIs. With the help of these coupled transformers,
the line-to-line voltage levels of the proposed topology are the same as the line-to-line
voltage levels of the star-connected CHB topology.

Interface inductors are unnecessary when using the proposed topology for grid con-
nection applications. Alternatively, the coupled transformers in the proposed configuration
can also amplify the produced voltage without requiring an extra voltage amplification
device at the point of connection with the utility.

The transformer leakage inductance and core saturation behavior may have an effect
on the inverter’s dynamic response and harmonic performance. The winding resistance
may cause an output voltage drop. On the other hand, the leakage inductance has little
effect on the THD of the generated voltage. Therefore, these transformers should be
characterized by high magnetization inductance, a ferrite core to avoid core saturation, and
low winding resistance and leakage inductance.

As a summary, this topology generates higher voltage levels by reducing the number
of required switches compared with the conventional delta-connected CHB multilevel
inverter topology. By leveraging a reduced switch count, it achieves a more compact and
simplified design. Furthermore, it effectively mitigates voltage and current distortion.
The scalable nature of this design enables seamless expansion to accommodate additional
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voltage levels. The concept’s validity has been substantiated through the simulation and
experimental results.
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Figure 7. The proposed modified delta-connected CHB topology.

The proposed topology offers several key benefits compared to the conventional
delta-connected CHB MLIs, including:

• Achieving more voltage levels with fewer switches than the traditional delta-connected
multilevel inverter topology.

• Enhanced voltage quality and current waveform.
• Reduced voltage stress on switches compared to the conventional delta-connected

CHB configurations.

� Stresses on the switches are as follows:

√
2V

N
√

3
(1)

where V is the root mean square (RMS) of the line–line grid voltage and N is
the number of cascaded H-bridge cells in each phase.

� On the other hand, voltage stresses on the switches of the conventional delta-
connected CHB are as follows: √

2V
N

(2)

• The proposed topology ensures uniform current distribution across all switches, with
each switch subjected to the same RMS grid current (I); the current stress is

√
2I.

In the case of the conventional delta-connected CHB, and in order to increase the
output voltage, a grid-side transformer in the conventional delta-connected CHB with a
higher voltage ratio may be used. However, the conventional delta-connected CHB is a
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bulky topology compared to the modified proposed topology. That is, it is required to add
grid-side transformers and three current-limiting inductors inside the conventional delta-
connected CHB to reduce the circulating current. On the other hand, the proposed topology
can eliminate the use of extra grid-side transformers as the intermediate transformers of
the proposed topology act to amplify the voltage level (if needed) and, at the same time,
eliminate the use of extra intermediate inductors. Moreover, one of the advantages of the
higher voltage levels is the reduction in the THD of the grid voltage and grid currents. This
indicates that the use of grid-side transformers in the conventional delta-connected CHB
while reducing the cascaded H-bridges loses this advantage.

Table 1 provides a comparative evaluation of the proposed topology versus the con-
ventional MLI architectures to generate seven line-to-live voltage levels. The proposed
topologies exhibit a reduced switch count compared to the conventional NPC and FC MLIs.
The proposed MLI is similar to star-connected CHB MLIs in the number of main switches,
number of separated DC sources, and DC link capacitors.

Table 1. Comparison with some prior state-of-the-art MLI topologies.

Topology NPC FC
CHB
(Star)

CHB
(Delta)

Proposed
Topology

Main switches 24 24 24 48 24

Clamping diodes 36 0 0 0 0

Flying capacitors 0 18 0 0 0

Dc link capacitors 4 4 6 12 6

Intermediate inductors 0 0 0 3 0

Intermediate transformers 0 0 0 0 3

DC sources 1 1 6 12 6

Modularity No No Yes Yes Yes

Inherent voltage balancing capability No No Yes Yes Yes

Required grid-side transformer
(if necessary) Yes Yes Yes Yes No

In addition, compared to the conventional delta-connected CHB MLIs, the proposed
topology requires a lower number of components to generate the same line–line voltage
levels. Moreover, the proposed topology uses three intermediate transformers to accom-
plish its function. On the other hand, the proposed topology does not require additional
line frequency transformers at the grid side as the other topologies do, in which grid-side
transformers can be used for voltage amplification and/or for isolation purposes if needed.

In NPC and FC MLIs, a single DC source is used, and multilevel voltages are generated
by charging separated DC link capacitors, which may cause a voltage drift if the DC link
voltage of the capacitors is not well-maintained. In the proposed topology, the unbalanced
voltage problem is eliminated since separated DC sources are used, and, therefore, the
proposed topology exhibits inherent voltage balancing capabilities. Moreover, the proposed
topology exhibits high modularity compared to other state-of-the-art topologies.

3. Analysis of the Proposed Topology

3.1. Analysis of Voltage Relationships

Applying Kirchhoff’s voltage law (KVL) for the proposed inverter shown in Figure 7
yields the following:

vsA − vAZ − vZB − vsB = 0
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vsB − vBX − vXC − vsC = 0 (3)

vsC − vCY − vYA − vsA = 0

where vsA, vsB, and vsC are the instantaneous phase voltages of the grid and the voltages
vZB, vXC, andvYA are voltages of the CHB cells of phases A, B, and C, respectively.

Considering that the coupled transformers’ turn ratios are
(

N1
N2

)
, Equation (3) can be

written as follows:
vAB =

N1

N2
vCX + vZB

vBC =
N1

N2
vAY + vXC (4)

vCA =
N1

N2
vBZ + vYA,

where vAB, vAB, and vAB are the generated instantaneous line–line voltages from the
proposed topology and N1 and N2 are the turn ratios of the primary and secondary sides
of each transformer in the proposed topology.

The root mean square (RMS) values of the voltages across each CHB arm in the
proposed topology can be given as follows:

VZB =
NmaVdc√

2
∠0o

VXC =
NmaVdc√

2
∠−120o (5)

VYA =
NmaVdc√

2
∠+120o

where Vdc is the DC voltage connected to the H-bridge cell, N is the number of cascaded
H-bridge cells, and ma is the modulation index.

Assuming that
(

N1
N2

= 1
)

and substituting Equation (5) into Equation (4), we obtain
the following:

vAB =
√

3NmaVdc sin(ωt+30o)

vBC=
√

3NmaVdc sin(ωt−90o) (6)

vCA =
√

3NmaVdc sin(ωt+150o)

Equation (6) shows that the proposed topology produces the same line-to-line voltage
as the star-connected CHB.

3.2. Analysis of Currents Relationships

On the other hand, the currents flowing through each CHB arm in each phase can be
defined as follows: ⎡⎢⎣i1

i2
i3

⎤⎥⎦ =

⎡⎢⎣iz − ix

ix − iy

iy − iz

⎤⎥⎦, (7)

where the currents in the primary side of the coupled transformers Tx, Ty and Tz are
represented by ix, iy, and iz, respectively. The currents i1, i2, and i3 are the currents
flowing inside the CHB cells of phases AB, BC, and CA, respectively.

Considering that the coupled transformers’ magnetizing inductances are significant,
the following is true:

ix + iy + iz = 0 (8)
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Based on Equations (5) and (6), the current flowing through each transformer is
as follows: ⎡⎢⎣ix

iy
iz

⎤⎥⎦ =

√
2√
3

I

⎡⎢⎣sin(ωt+150o)

sin(ωt+90o)

sin(ωt−30o)

⎤⎥⎦ (9)

Considering that the coupled transformers’ turn ratios are
(

N1
N2

)
, the output terminal

currents can be defined as follows:⎡⎢⎣iA

iB

iC

⎤⎥⎦ =

⎡⎢⎣−i3 − ix +
N1
N2

iy

−i1 − iy +
N1
N2

iz
−i2 − iz +

N1
N2

ix

⎤⎥⎦, (10)

where iA, iB, and iC are the line currents of phases A, B, and C, respectively.
Considering that

(
N1
N2

= 1
)

, substituting Equations (9) and (10) into Equation (7), the
three-phase grid currents can be defined as follows:⎡⎢⎣iA

iB

iC

⎤⎥⎦ =

⎡⎢⎣i1
i2
i3

⎤⎥⎦ =
√

2I

⎡⎢⎣ sin(ωt)
sin(ωt)−120o

sin(ωt+120o)

⎤⎥⎦, (11)

where I is the RMS value of the output current. Equation (11) proves that the output
terminal currents and the currents flowing through each CHB arm in the proposed topology
are identical.

Moreover, the currents iAC, iCB, and iBA can be defined as follows:⎡⎢⎣iAC

iCB

iBA

⎤⎥⎦ =

⎡⎢⎣i2 + iC
i1 + iB

i3 + iA

⎤⎥⎦ = −

⎡⎢⎣i1
i3
i2

⎤⎥⎦ =
√

2I

⎡⎢⎣sin(ωt−180o)

sin(ωt−60o)

sin(ωt+60o)

⎤⎥⎦ (12)

The phasor diagrams of the voltage and current quantities for the above relationships
of the proposed topology are shown in Figure 8.

VZBVBZ

V
B

C

IAC IA=I1=I

(a)
(b)

IY
=I

/
3

Figure 8. The phasor diagrams of the (a) voltages and (b) currents of the proposed topology.
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3.3. Analysis of Power Relationships

From another point of view, the total apparent power of the N H-bridge cells of each
phase meets the formulae below:

(Scells_A) = VZB I1rms =
NmaVdc√

2
I

(Scells_B) = VXC I2rms =
NmaVdc√

2
I (13)

(Scells_C) = VYA I3rms =
NmaVdc√

2
I,

where Scells_A, Scells_B, and Scells_C are the apparent powers of the N H-bridge cells of
phases A, B, and C, respectively, and I1rms, I2rms, and I3rms are the currents flowing through
the CHB cells of phases AB, BC, and CA, respectively.

Additionally, the apparent power of each transformer can be expressed as follows:

(S Tx ) = VXC Ixrms =
NmaVdc√

6
I

(
S Ty

)
= VYA Iyrms =

NmaVdc√
6

I (14)

(S Tz) = VZB Izrms =
NmaVdc√

6
I,

where STx , STy , STz are the apparent powers of the coupled transformers of phases AB, BC,
and CA, respectively.

Equation (14) demonstrates that the apparent power of each coupled transformer is
1/

√
3 of the N H-bridge cells of one phase.
From another point of view, in the case where grid-side transformers are used for the

conventional delta-connected CHB, the power rating of each grid-side transformer used
with the conventional delta-connected CHB is as follows:

STr/conv.delta = VSA IA =
NmaVdc√

2
I (15)

where STr/conv.delta is the apparent power rating of the grid-side transformer connected to
each phase in the conventional delta-connected CHB, VSA is the grid phase voltage, and
IA is the line grid current.

Comparing Equations (14) and (15) reveals that the ratings of the transformers used in
the proposed topology are less that those of the grid-side transformers that may be used in
the delta-connected CHB under the same DC link voltage and the same modulation index.

Moreover, the total apparent power ( STOT) of the proposed topology can be expressed
as follows:

STOT =
√

3VAB IArms = 3
NmaVdc√

2
I (16)

3.4. Loss Analysis

The proposed topology’s semiconductor device losses fall into three categories: con-
duction losses (caused by resistance and voltage drop), switching losses (stemming from
non-ideal switch operation), and blocking losses (caused by leakage current in the off-state
of the IGBT, can normally be neglected). Therefore, semiconductor losses can be expressed
as follows [65,66]:

PSemiCond = PCond + PSw (17)
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where PSemiCond is the semiconductor switch loss, PCond is the conduction loss, and PSw is
the switching loss.

The conduction losses can be expressed as follows:

PCond = PCond_Trans + PCond_Diode (18)

where PCond_Trans is the conduction loss in the transistor and PCond_Diode is the conduction
loss in the antiparallel diode.

The conduction losses in Equation (18) can be expressed as follows [65,66]:

PCond_Trans = VTrans × i(t) + RTrans × i2β(t) (19)

The conduction losses in the antiparallel diode can be expressed as follows [1,2]:

PCond_Diode = VDiode × i(t) + RDiode × i2(t), (20)

where VTrans and VDiode signify the forward voltage drops of the transistor and the diode,
RTrans. and RDiode represent their resistances, β is a transistor-dependent constant, and i(t)
is the current flowing through each semiconductor switch.

PSw = f ×
N_switches

∑
J=1

[NON,J

∑
i=1

Enr.ON,Ji +
NOFF,J

∑
i=1

Enr.OFF,Ji

]
, (21)

where NON,J and NOFF,J are the numbers of turns on and off of switch J during the
fundamental frequency, Enr.ON,Ji is the energy loss of switch J during the ith turn on,
and Enr.OFF,Ji is the energy loss of switch J during the ith turn off.

The energy losses during the switch’s ON and OFF states are expressed as follows [65,66]:

Enr _ON,J =
1
6 VSwitch, J I′ton

and, Enr _OFF,J =
1
6 VSwitch, J I to f f

(22)

where Enr _ON,J is the turn-on energy loss of switch J, Enr _OFF,J is the turn-off energy loss
of switch J, I represents the current through the switch before turning off, I’ represents the
current through the switch after turning on, and VSwitch,J is the voltage of the switch during
the off state.

On the other hand, the efficiency of the inverter can be expressed as follows [66]:

E f f iciency =
Pout

PIn
=

PIn − Plosses
PIn

(23)

where PIn is the input power, POut is the output power from the proposed topology, and
Plosses is the total power loss in the proposed topology.

The power loss Plosses can be expressed as follows [66]:

Plosses = PSemiCond + PTrs_CU + PTrs_Core (24)

where PTrs_CU is the copper loss of the transformers while PTrs_Core is the transformers’ core
loss, which is the hysteresis and eddy current loss. The transformer copper loss can be
expressed as follows:

PTrs_CU = IX1
2RX1 + IX2

2RX2 + IY1
2RY1 + IY2

2RY2 + IZ1
2RZ1 + IZ2

2RZ2, (25)
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where IX1 and IX2 represent the current flowing through the primary and the secondary
windings of the transformer x, respectively, and RX1 and RX2 are the resistances of the
primary and the secondary windings of transformer x, respectively. The other quantities
are for transformers y and z.

As revealed from Equation (9), the RMS values of IX1, IY1, and IZ1 are the same
(= I√

3
). Substituting this into Equation (25), we obtain the following:

PTrs.CU =
I2

3

(
(RX1 + RY1 + RZ1) +

(
N1

N2

)2

(RX2 + RY2 + RZ2)

)
(26)

From another point of view, efficiency can be calculated as follows:

E f f iciency =

N
∑

i=1

∫
(Vdc,i Idc, i)dt∫

(vsA(t) iA(t)dt +
∫
(vsB(t) iB(t)dt +

∫
(vsC(t) iC(t)dt

, (27)

where Vdc,i is the DC voltage of each H-bridge cell, Idc,i is the input DC current flowing to
each H-bridge cell, vsA(t), vsA(t), and vsA(t) are the instantaneous phase voltages of the
grid for phases A, B, and C, respectively, and iA(t), iB(t), and iC(t) are the instantaneous
phase currents of the grid.

4. Simulation Results

The simulation model of the proposed modified delta-connected CHB topology was
built in SIMULINK software version 2024b. Figure 9 illustrates the utilization of the unipo-
lar phase-shifted pulse-width modulation (PSPWM) to fire the switches in the suggested
MLI. The diagram shows that the reference voltages Vre f a, Vre f b, and Vre f c are compared
with the phase-shifted carrier waveforms to generate the necessary pulses for the switches
in the proposed MLI. The triangular waveform of the H-bridge cell (N) is phase-shifted by
180◦/N compared to the triangular waveform of the H-bridge cell (N − 1).

-1

0

1

-1

0

1

180/N

180/N

180/N

180/N

Vrefa

Vrefb

Vrefc

Vrefa

Vrefa

Vrefa

Figure 9. Unipolar phase-shifted PWM technique.

Two simulations were performed to verify the effectiveness of the proposed topology.

4.1. Open-Loop Test Under a Resistive Load

To maintain simplicity, the proposed topology utilized two H-bridge cells for each
phase. Each H-bridge cell’s input was coupled to a 40-Volt DC power source. The system
parameters used for the simulation are shown in Table 2.
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Table 2. Simulation system’s parameters.

Load resistance and inductance (for the R and L testing) 48 Ω, 77 mH

DC input voltage (for the R and L testing) 40 V

RMS grid voltage 120 V

Grid interface inductance 2.5 mH

Fundamental frequency 60 Hz

Switching frequency, fs 900 Hz

Line voltages were measured between the inverter’s terminals A, B, and C. The
modulation index was 0.95. The generated three-phase instantaneous voltages across
the primary side of the transformers are shown in Figure 10. As shown, the number of
voltage levels generated across each transformer winding is five. On the other hand, the
generated voltages vZB, vXC, and vYA are seen in Figure 11. Since only two H-bridge cells
were utilized per phase, the number of voltage levels generated was five, as illustrated in
this figure. Moreover, the generated three-phase line-to-line voltage from the proposed
inverter is seen in Figure 12. As depicted in this figure, nine levels were produced. From
another point of view, only five levels were produced from the traditional delta-connected
CHB MLIs when the same number of H-bridges was utilized (two H-bridges). That is,
the number of voltage levels generated by the proposed MLI is higher (nine levels) than
that generated by the traditional delta-connected MLIs for the same number of H-bridge
cells. Figure 13 depicts three-phase line currents. As shown in this figure, the grid currents
were not clean since the load was a purely resistive load. Adding an inductive element to
the load acts as a filter and reduces these harmonics. The generated voltage levels were
equivalent to the levels generated in case the star-connected CHB is used. In addition, the
presence of three transformers helps in amplifying the voltage, if needed.

 

Figure 10. The generated voltages across (a) transformer x, (b) transformer y, and (c) transformer z.

Moreover, the proposed topology was tested while increasing the turn ratios of the
intermediate transformers to amplify the output line–line voltages. Figure 14 shows the
performance of the proposed topology when the turn ratios are (1.5:1) at 48 Ω, Vdc = 40 V,
and ma = 1.15. Figure 14a shows the generated three-phase voltages, while Figure 14b
shows two voltage signals: the generated voltage vZB (the generated voltages from the
CHB of phase AB) and the generated voltage across the primary side of transformer X (vTx).
As seen in Figure 14b, the generated voltage across the primary side of the transformer X
was higher due to a higher turn ratio and resulted in a higher amplitude of the generated
line–line voltage.
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Figure 11. The generated voltages: (a) vZB, (b) vXC, and (c) vYA.

Figure 12. The generated three-phase line-to-line voltages from the proposed MLI under a resistive
load (a–c).

Figure 13. The three-phase grid currents from the proposed MLI under a resistive load.

On the other hand, the performance of the proposed topology was examined under
varying modulation indices and under changing leakage inductances of the transformers.
Figure 15 shows the THD of the generated voltage (vAB) under varying modulation in-
dices. As the modulation index increased, the THD decreased. Moreover, as the leakage
inductance increased, the THD decreased.
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Figure 14. The performance of the proposed topology under the changing transformer’s turn ratio:
(a) three-phase line–line voltages; (b) voltages VZB and VTX.
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Figure 15. Effect of the leakage inductance on the THD of (vAB) with varying modulation indices.

4.2. Open-Loop Test Under a Resistive–Inductive Load

The proposed MLI was also examined under a resistive–inductive load. Figure 16 shows
the generated three-phase line-to-line voltages, while Figure 17 shows the load currents.

Figure 16. The generated three-phase line-to-line voltages from the proposed MLI under a resistive–
inductive load (a–c).
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Figure 17. The three-phase grid currents from the proposed MLI under a resistive–inductive load.

4.3. PV–Grid Connection Application

To verify the effectiveness of the proposed topology, it was tested with PV–grid
interconnection. For simplicity, two cascaded H-bridge cells were considered for each
phase in the proposed topology. Similarly to the star-connected and conventional delta-
connected cascaded H-bridge multilevel inverter topologies, each H-bridge cell should
be powered by a separated DC source/PV panel. In the proposed topology, and for the
PV–grid connection application, one PV module was used for each H-bridge unit. In
order to solve the problem of shading of one PV panel, distributed maximum power point
tracking (MPPT) is commonly used, in which each PV module is connected to only one
DC–DC converter. Table 2 shows the system parameters, while the parameters of the PV
module are shown in Table 3.

Table 3. KACST 245 PV module parameters.

Maximum power (Pmax) 245 W

Maximum power voltage (Vmax) 28.8 V

Maximum power current (Imax) 8.5 A

Open-circuit voltage (Voc) 31.5 V

Short-circuit current (Isc) 9.5 A

Figure 18 shows the control scheme. In this control scheme, the “perturb and observe”
MPPT algorithm is used for extracting the maximum power point of the PV module using
DC–DC isolated Cuk converters. The voltage-oriented technique is used to control the
grid current. The outer loop controller is the DC link voltage controller which uses the
proportional–integral controller (PI) to keep the DC link voltages of each phase equal so that
the output voltage is maintained the same in all the phases in which the DC link voltages
are controlled. The inner controller is the current controller in which two PI controllers are
used to control the grid currents in the d- and q-axes. The current (Iq) is compared with
zero to achieve the unity power factor. The resulting signals from the current controllers
are converted into ABC, and then they are used to generate the required pulses that drive
the IGBTs of the proposed topology.
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Figure 18. The control scheme. * Reference voltage, Vdc_T total DC link voltages.

The control scheme succeeded in keeping the DC link voltages at the reference voltages
(100 V) as illustrated in Figure 19. In this figure, six DC link voltages are shown. DC link
voltages Vdc11 and Vdc12 are the DC link voltages of the two H-bridge cells of phase AB. In
addition, DC link voltages Vdc21 and Vdc22 are the DC link voltages of the two H-bridge
cells of phase BC. Moreover, Vdc31 and Vdc32 are the DC link voltages of the two H-bridge
cells of phase CA.
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Figure 19. The simulated DC link voltages.

Figure 20a shows the generated three-phase line–line voltages. As seen in this figure,
nine voltage levels were generated. In addition, Figure 20b shows the voltages generated
by the CHB of phase AB (vZB) and the voltage generated across transformer Tx. As stated
in the analysis, the grid currents coincided with the phase currents passing through each
CHB, as revealed in Figure 21. The harmonic spectrum of the grid current iA is revealed
in Figure 22. The THD of the grid current iA is 3.44%, which has an acceptable harmonic
content of less than 5% as defined by the IEEE standard. The magnitude of the fifth
harmonic order was approximately 1%. The magnitude of the other harmonic orders were
less than 1%.
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Figure 20. The generated voltages: (a) three-phase line–line voltages; (b) voltages VZB and VTx.
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5. Experimental Results

The modified MLI’s performance was validated through experimental tests conducted
in a laboratory setting using various modulation indices and resistive–inductive loads. A
DS1202 MicroLabBox data acquisition system was utilized to obtain data measurements
and generate the required switching pulses. Figure 23 reveals the hardware setup of the
proposed topology. For simplicity, and to prove the concept of the proposed MLI, two
H-bridges were cascaded in each phase. One KACST 245 PV module was connected to the
input of each H-bridge cell. All PV modules were identical, and they were installed in the
same area. The specifications of the PV modules utilized in the experiment are presented
in Table 3. The parameters used in the hardware setup are listed in Table 4.
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Figure 23. Hardware arrangement of the proposed MLI. (A) Gate drives for the IGBTs; (B) level-
shifting circuits; (C) voltage and current sensors; (D) IGBTs and DC link capacitors; (E) MicroLabBox;
(F) coupled transformers; (G) photovoltaic modules.

Table 4. Experimental system’s parameters.

Load resistance 48 Ω

Load inductance 77 mH

Inverter′s switching frequency, fs 900 Hz

Three coupled transformers Part No. 810.1201
Each: 230 V, 1.5 KVA

IGBTs Part No. SKM75GB12V

IGBT drives Part No. SKYPER 32 R

PV modules Part No. KACST 245

In order to validate the advantage of the proposed topology, it was tested un-
der open loop control with a resistive–inductive load. The test involved connecting a
resistive–inductive load with a series resistance of 48 Ω and an inductance of 77 mH to the
A, B, and C terminals of the constructed inverter. Three modulation indices were employed
to demonstrate the efficacy of the suggested topology. The performance of the proposed
topology at a modulation index (ma) of 0.85 is revealed in Figure 24. Figure 24a shows
the line-to-line voltages (vAB and vBC) produced from the constructed MLI, the voltage
vZB, and the voltage across the transformer X at ma = 0.85. As shown in this figure, nine
line-to-line voltage levels were generated from the modified delta-connected MLI. The
number of voltage levels per arm (Green plot, vZB) was five, as shown in Figure 24.
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Figure 24. The performance of the proposed MLI at modulation index ma = 0.85. (a) The experimental
generated voltages and (b) the experimental load and the CHB currents [A].

Moreover, the generated voltage across the coupled transformer (Black plot, vTx) is
also shown in Figure 24a. On the other hand, the three-phase grid currents as well as the
phase currents of each arm in the modified delta connected CHB are shown in Figure 24b.
As shown in this figure, the line currents and the currents passing through the CHB cells
coincided, as demonstrated in the analysis.

In order to demonstrate the effectiveness of the constructed MLI, an additional test
was conducted at ma = 0.95, as depicted in Figure 25.
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Figure 25. The performance of the proposed MLI at modulation index ma = 0.95. (a) The experimental
generated voltages and (b) the experimental load and the CHB currents [A].

Moreover, Figure 26a shows the generated line-to-line voltages, the voltage per arm,
and the voltage across the transformer at ma = 1.25, while Figure 26b shows the currents.

As shown in these experimental results, there were nine generated line-to-line volt-
age levels, which is the advantage of the proposed modified delta-connected CHB MLI.
Moreover, the line currents and the currents passing through the CHB cells in each
arm coincided.
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Figure 26. The performance of the proposed MLI at modulation index ma = 1.25. (a) The experimental
generated voltages and (b) the experimental load and the CHB currents [A].

6. Conclusions

The conventional delta-connected CHB MLIs necessitate a higher number of H-bridges
connected in series compared to star-connected MLIs to attain the equivalent line-to-line
grid voltage. Consequently, a greater number of switches is unavoidably needed. This
paper proposes a modified delta-connected CHB MLI that generates the same number
of line-to-line voltage levels as a star-connected CHB for the same number of switches.
Three coupled transformers are used in the proposed topology. The rating of each one
is 1/

√
3 of the CHB cells of one phase. These transformers can have another advantage

in case it is required to amplify the generated voltage, and it is not necessary to utilize
transformers on the grid side. The functionality of the proposed topology is accomplished
by simulating it using SIMULINK software. The simulation results showcased the capacity
of the proposed topology to produce a higher number of levels. To verify the effective
functioning of the suggested configuration, the configuration was constructed in the labo-
ratory, and the produced switching signals were applied to a MicroLabBox data acquisition
system, which in turn activated the IGBTs via gate drives. The proposed topology was
experimentally tested under a resistive–inductive load with different modulation indices.
The simulation and experimental findings are provided to demonstrate the feasibility of the
proposed topology.
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Abstract: This paper presents an enhanced sensorless control strategy for permanent
magnet synchronous motors (PMSMs) by improving back-electromotive force (back-EMF)
estimation and control robustness. An improved back-EMF extended state observer (ESO)
is proposed, incorporating back-EMF differentiation to compensate for DC position error
without requiring an increased observer bandwidth. Furthermore, an ESO-based quadra-
ture phase-locked loop (QPLL) is developed to improve position tracking accuracy and
enhance the robustness of the speed loop sliding mode controller (SMC) against unknown
disturbances. To address parameter uncertainties in the back-EMF observer and current
controller, a recursive least squares (RLSs) algorithm with an adaptive forgetting factor is
introduced, providing a balance between adaptation speed and noise suppression. Simula-
tion results validate the proposed approach, demonstrating improved estimation accuracy,
disturbance rejection, and overall robustness in sensorless PMSM control.

Keywords: permanent magnet synchronous motor; sensorless control; extended state
observer; recursive least squares; adaptive forgetting factor

1. Introduction

Modern electric cars are increasingly widespread as advancements in power electron-
ics continue to grow [1]. Among various motor options, the permanent magnet synchronous
motor (PMSM) stands out in electric car applications due to its superior efficiency, power
factor, power density, and torque density [2]. These advantages come from its design,
which relies on permanent magnets, considered one of the most remarkable innovations in
modern engineering, with much still to be explored [3]. The emergence of field-oriented
control (FOC) has addressed one of the biggest challenges in PMSM control by simplifying
its strong coupling issue, making it as easy to manage as a DC motor. However, PMSMs
still face challenges, particularly parameter variations caused by external factors, such as
high temperatures, which can also damage sensors, as they are essential components in the
control system [4–6].

Accurate speed measurement is a key component in implementing FOC [7,8]. Tradi-
tionally, sensors are used to measure speed, but they add cost, weight, and are prone to
failure under harsh conditions [9]. To address these challenges, researchers have introduced
sensorless control techniques that operate solely on a simple mathematical model of the
PMSM [10–12]. In sensorless control, estimating the back electromotive force (back-EMF)
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is crucial because it indirectly provides speed information [13,14]. However, since no
back-EMF is generated at a standstill, this approach has traditionally been effective only
in medium- to high-speed ranges [15]. In recent studies, various model-based back-EMF
strategies have emerged to extend the operational range into low-speed conditions [15,16].

An observer-based approach is commonly employed for back-EMF estimation in
sensorless PMSM control, relying on a mathematical model of the motor. However, model
mismatches can degrade estimation accuracy, making robust observers a preferred solu-
tion [17,18]. Sliding mode observer (SMO) and extended state observer (ESO) are widely
recognized for their ability to handle uncertainties and disturbances with relatively simple
designs [18–20]. Despite their advantages, SMO suffers from chattering due to the dis-
continuous switching function, often necessitating additional filtering stages to obtain an
accurate back-EMF estimate. In contrast, ESO inherently acts as a low-pass filter, eliminat-
ing the need for extra filtering [14,20]. However, its low-pass filtering characteristic can
lead to DC position estimation errors when the observer bandwidth is insufficient. Simply
increasing the bandwidth is not a straightforward solution, as excessive bandwidth can
amplify noise sensitivity [21]. To address these limitations, various studies have focused on
enhancing both SMO and ESO to improve back-EMF estimation accuracy while mitigating
their respective drawbacks [22,23]. The work in [20] introduced a quasi-resonant controller
with reduced order into the ESO structure to minimize DC offset estimation errors and
reduce the phase lag in back-EMF estimation. While this method enhances estimation pre-
cision, it also increases computational complexity and requires tuning multiple parameters,
challenges that are commonly observed across various proposed approaches, along with
insufficient consideration of parameter uncertainties.

Once the back-EMF signal is estimated, the next challenge is accurately extracting
the rotor position and speed from it. While the arctangent function can directly compute
rotor position from the estimated back-EMF, and its derivative theoretically yields speed,
these methods are highly sensitive to high-frequency noise, leading to inaccuracies in
practical implementations [24]. To overcome this limitation, phase-locked loop (PLL)
techniques have been widely adopted, as they inherently suppress noise by leveraging a PI
controller to estimate speed, using integration to determine rotor position. This approach
avoids the noise amplification associated with differentiation, resulting in smoother and
more reliable estimates [25]. Recent advancements in PLL techniques, such as quadrature
PLL (QPLL), along with ESO-based methods, have further improved speed and position
estimation accuracy by effectively rejecting unknown disturbances and enabling higher
precision [26,27].

This paper proposes several improvements to enhance sensorless control performance.
The back-EMF ESO design is improved by incorporating the differentiation of the back-
EMF, which compensates for the DC position error without requiring a higher observer
bandwidth compared to conventional ESOs. A QPLL based on ESO is developed to im-
prove position tracking accuracy and reinforce the sliding mode control (SMC) of the speed
loop controller, leading to greater robustness and faster convergence against unknown dis-
turbances. To further enhance robustness against parameter uncertainties in the back-EMF
ESO and the current controller, a recursive least squares (RLSs) method with an adaptive
forgetting factor based on an exponential function is introduced. These advancements lead
to a more robust and reliable sensorless control system.

The discussion in this paper progresses as follows: Section 2 describes the PMSM
model, incorporating parameter uncertainties to account for real-world variations. Section 3
presents the back-EMF observer design, comparing the conventional ESO with the proposed
method. Section 4 explores the ESO-based QPLL approach for extracting speed and
position estimates. Section 5 outlines the control strategies, where SMC regulates speed,
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and predictive current control manages current. Section 6 discusses parameter estimation
using the RLS algorithm with an adaptive forgetting factor. Section 7 assesses the proposed
sensorless control strategy through simulation results. Finally, Section 8 summarizes the
key findings and contributions.

2. Model of PMSM

This paper considers a surface-mounted permanent magnet synchronous motor with
equal d-axis and q-axis inductances. To simplify the analysis, magnetic saturation, eddy
currents, and hysteresis losses are neglected. The PMSM with parameter uncertainties can
be modeled in the dq-frame as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

did
dt

= −Rs

Ls
id + ωiq +

1
Ls

vd + gd

diq

dt
= −Rs

Ls
iq − ωid −

ψ f ω

Ls
+

1
Ls

vq + gq

dω

dt
= kTiq −

f
J

ω − np

J
TL + gω

(1)

where id and iq denote the stator currents in the dq-frame, and vd and vq denote the
corresponding stator voltages, Rs represents the stator resistance, and Ls represents the
stator inductance; the torque constant is defined as kT = 1.5n2

pψ f /J, with np being the
number of pole pairs, ψ f the rotor permanent magnet flux linkage, J the moment of inertia, f
the friction coefficient, ω the electrical angular velocity, and TL the load torque; additionally,
gd, gq, and gω are introduced to account for parameter uncertainties in the PMSM model
and are modeled as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

gd = −
(

ΔRs
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vd
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iq +
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gω = − ΔJ
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(
Δ f
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f ΔJ
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)
ω + ΔJ

J(J+ΔJ)npTL

(2)

where ΔRs and ΔLs denote the deviations of the stator resistance and inductance from
their nominal values, while ΔJ and Δ f account for variations in the moment of inertia and
friction coefficient from their assumed values.

3. Back-EMF Observer

The stationary frame model facilitates the extraction of the rotor’s electrical position
via the back-EMF observer. In this frame, the current model is represented as:⎧⎪⎪⎨⎪⎪⎩

diα

dt
= −Rs

Ls
iα +

1
Ls

vα + Eα

diβ

dt
= −Rs

Ls
iβ +

1
Ls

vβ + Eβ

(3)

where iα and vα represent the current and voltage along the α-axis, and iβ and vβ represent
the current and voltage along the β-axis. The unknown signals in the model, denoted as Eα

and Eβ, are defined by: ⎧⎪⎪⎨⎪⎪⎩
Eα = − 1

Ls
eα

Eβ = − 1
Ls

eβ

(4)
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where eα and eβ correspond to the back-EMF in the αβ-frame, defined as follows:{
eα = −ωψ f sin(θ)

eβ = ωψ f cos(θ)
(5)

where θ represents the electrical position of the rotor, it is clear that the back-EMF in (4)
is independent of the current and voltage states, thereby making the stationary frame an
ideal option for estimating the back-EMF signals.

3.1. Conventional ESO

The ESO estimates the unknown signals Eα and Eβ by defining them as system states,
with its structure depicted in Figure 1 and detailed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

dîαβ

dt
= fαβ + Êαβ + h1(iαβ − îαβ)

fαβ = −Rs

Ls
iαβ +

1
Ls

vαβ

dÊαβ

dt
= h2(iαβ − îαβ)

(6)

where the subscript “αβ” indicates that the equation applies identically to both the α and β

axes due to their symmetrical structure, and the hat symbol “̂” denotes that the associated
state variable is an estimate. Additionally, the gains h1 and h2 are defined as constant
observer gains.

Figure 1. Structural diagram of the conventional back-EMF ESO.

By applying the Laplace transform to (3) and (6), we obtain a transfer function that
relates the estimated back-EMF to its actual value, as detailed below:

Gαβ(s) =
êαβ(s)
eαβ(s)

=
h2

s2 + h1s + h2
(7)

where s is defined as the Laplace operator.
As established by (7), the Routh–Hurwitz stability criterion requires h1 and h2 to be

strictly positive. To satisfy these conditions, the observer bandwidth ωo is chosen to be
positive, ensuring the gains are parameterized as h1 = 2ωo and h2 = ω2

o .
Figure 2 presents the frequency response of Gαβ(s) for different observer bandwidths,

demonstrating its low-pass filtering behavior. A higher observer bandwidth (ωo) effectively
reduces phase lag and amplitude attenuation, leading to a more accurate estimation of
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back-EMFs. However, this improvement increases the sensitivity of the observer to high-
frequency noise, which may affect the robustness of the estimation.

Figure 2. Bode diagram of the conventional back-EMF ESO.

3.2. Proposed ESO

The proposed ESO operates by tracking the frequency of the back-EMF, which equals
the estimated electrical speed. Its inputs are the estimated electrical speed ω̂, the current iαβ,
and the known signal fαβ, as shown in Figure 3. This design is expanded by incorporating
the differentiation of the back-EMF to compensate for the DC position error and phase lag.
The design of the proposed ESO is detailed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dîαβ

dt
= fαβ + Êαβ + h1(iαβ − îαβ)

dÊαβ

dt
= −ω̂2ẑαβ + ∂̂αβ + h2(iαβ − îαβ)

d∂̂αβ

dt
= h3(iαβ − îαβ)

dẑαβ

dt
= Êαβ

(8)

where h1, h2, and h3 represent constant observer gains.
Similarly, applying the Laplace transform to (3) and (8) produces a transfer function

that connects the estimated back-EMF to its actual value, as presented below.

Hαβ(s) =
êαβ(s)
eαβ(s)

=
h2s + h3

s3 + h1s2 + (ω̂2 + h2)s + h1ω̂2 + h3
(9)
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To ensure the stability of the transfer function Hαβ(s), the parameters must satisfy the
following criterion derived from the Routh–Hurwitz stability analysis:⎧⎪⎪⎪⎨⎪⎪⎪⎩

h1 > 0

h2 >
h3

h1

h3 > ω̂2

(10)

The observer gains h1, h2, and h3 are tuned according to the selected ESO bandwidth
and the estimated electrical rotor speed; their adjustments are implemented as follows:[

h1 h2 h3

]
=
[
3ωo 3ω2

o − ω̂2 ω3
o − 3ωoω̂2

]
(11)

where ωo is the ESO bandwidth and must satisfy ω3
o /(1 + 3ωo) >> ω̂2 to ensure ob-

server stability.

Figure 3. Structural diagram of the proposed back-EMF ESO.

Figure 4 presents the Bode diagram of Hαβ(s) for back-EMF frequencies of 100, 200,
300, and 400 rad/s. The proposed ESO effectively minimizes DC error and phase lag across
all tested frequencies with a fixed observer bandwidth of ωo = 3000 rad/s. This ensures
accurate estimation without the need for higher bandwidth, improving robustness while
maintaining performance.
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Figure 4. Bode diagram of the proposed back-EMF ESO.

4. QPLL Based on ESO

The direct method using the arc-tangent function introduces high-frequency noise
in position estimation and may face computational challenges in extracting the estimated
position and speed. To address these issues, the QPLL provides a robust and smooth
approach for calculating the position estimation error from the estimated back-EMF, which
can be formulated as follows:

ΔE = −êα cos θ̂ − êβ sin θ̂

= Êeq
(
sin θ cos θ̂ − cos θ sin θ̂

)
= Êeq sin

(
θ − θ̂

)
≈ Êeq

(
θ − θ̂

)
≈ Êeqεθ

(12)

where Êeq =
√

ê2
α + ê2

β, and εθ is the position estimation error.
Conventional phase-locked loop (PLL) methods, including QPLL based on a PI con-

troller, are commonly used to extract estimated speed and position from the position
estimation error. However, in PMSM control, uncertainties and disturbances affect the
estimated back-EMF, making it difficult for the PI controller to provide accurate estimations.
A more effective approach is to replace the PI controller with an extended state observer
(ESO) to account for these uncertainties and disturbances.

Based on the equation of motion presented in (1), by clearly identifying the known
and unknown disturbances, the dynamics can be reformulated as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

dθ

dt
= ω

dω

dt
= kTi∗q + dω

dω = kT(iq − i∗q )−
f
J

ω − np

J
TL + gω

(13)
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By treating the unknown disturbance dω as an extra state in the dynamics described
by (13), we can derive the design of the third-order ESO as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

dθ̂

dt
= ω̂ + β1εθ

dω̂

dt
= kTi∗q + d̂ω + β2εθ

dd̂ω

dt
= β3εθ

(14)

where β1, β2, and β3 correspond to the observer gains. The gains are then adjusted based
on the ESO bandwidth parameter σ, as indicated by the following expressions: β1 = 3σ,
β2 = 3σ2, and β3 = σ3.

5. Design of Speed and Current Controllers

5.1. Speed Controller Design

The sliding surface is defined as:

s = ω∗ − ω̂ (15)

The output speed control loop for generating the reference quadratic current can be
designed as:

i∗q =
1

kT

[
dω̂∗

dt
− d̂ω + k1|s|0.5sign(s) +

∫
k2sign(s)

]
(16)

The unknown disturbance estimation error (d̃ω = dω − d̂ω) and the time derivative
of the speed estimation error ( ˙̃ω = ω̇ − ˙̂ω) are treated as a perturbation term, which is
assumed to be globally bounded according to the following condition:

|d̃ω |+ | ˙̃ω| ≤ δω |s|0.5 (17)

where δω represents a positive bounding constant. As stated in [28], the system achieves
strong global asymptotic stability if the gains fulfill the following conditions:⎧⎪⎨⎪⎩

k1 > 2δω

k2 > k1
5δωk1 + 4δω

2(k1 − 2δω)

(18)

5.2. Current Controller Design

Predictive Current Control is chosen for the current controller design because it
eliminates the need for parameter tuning, unlike conventional PI controllers, while ensuring
optimal control performance.

To discretize the αβ-frame current model of a PMSM, the current derivative is approxi-
mated using the forward Euler method with a sampling time of Ts, as follows:

diαβ

dt
≈

iαβ(k + 1)− iαβ(k)
Ts

(19)

By applying (19) and (3), the predicted current model in the stationary frame is derived
as follows: ⎧⎪⎪⎨⎪⎪⎩

iα(k + 1) =
(

1 − Rs

Ls
Ts

)
iα(k) +

Ts

Ls
(vα(k)− êα(k))

iβ(k + 1) =
(

1 − Rs

Ls
Ts

)
iβ(k) +

Ts

Ls

(
vβ(k)− êβ(k)

) (20)
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The voltage components vα(k) and vβ(k) are computed from the switching pulses
applied to each up-leg of the inverter (S1, S2, S3) in conjunction with the DC-link voltage
(vdc). Concurrently, the estimated back-EMF êα(k) and êβ(k) are determined based on
the estimated speed and position. The following equations detail how vα(k), vβ(k), êα(k),
and êβ(k) are calculated. ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

êα(k) = −ω̂(k)ψ f sin(θ̂(k))

êβ(k) = ω̂(k)ψ f cos(θ̂(k))

vα(k) =
vdc
3
(2S1 − S2 − S3)

vβ(k) =
√

3vdc
3

(S2 − S3)

(21)

A three-phase inverter comprises eight switching states. However, (0,0,0) and (1,1,1)
generate the same zero-voltage vector, yielding seven unique vectors (six active and one
zero). At each sampling period, the voltage vector minimizing a cost function is selected.
This cost function is designed to track the torque current reference, optimize torque per
ampere, and enforce current magnitude limits, as defined below:

g =(i∗α − iα(k + 1))2 +
(

i∗β − iβ(k + 1)
)2

+

⎧⎪⎨⎪⎩
0 if

√
iα(k + 1)2 + iβ(k + 1)2 ≤ imax

∞ if
√

iα(k + 1)2 + iβ(k + 1)2 ≥ imax

(22)

where i∗α and i∗β are the αβ-frame current references, derived from the dq-frame current
references via the inverse Park transformation. The quadrature-axis current reference (i∗q ) is
generated by the speed controller, while the direct-axis current reference (i∗d) is set to zero
to achieve torque decoupling.

6. Recursive Least Squares

In the αβ plane, the discrete model of the current equation for the PMSM can also be
formulated as:

y = Θx (23)

where y is the output vector, Θ is the matrix of parameters to be estimated, and x is the
input vector. Their definitions are as follows:

x =
[
iα(k − 1) iβ(k − 1) vα(k − 1) vβ(k − 1) rα(k − 1) rβ(k − 1)

]T

[
rα(k − 1) rβ(k − 1)

]T
=
[
ω̂(k − 1) sin(θ̂(k − 1)) −ω̂ sin(θ̂(k − 1))

]T

y =
[
iα(k) iβ(k)

]T

Θ =

⎡⎣(1 − Rs
Ls

Ts

)
0 Ts

Ls
0 Ts

Ls
ψ f 0

0
(

1 − Rs
Ls

Ts

)
0 Ts

Ls
0 Ts

Ls
ψ f

⎤⎦
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To estimate the parameter matrix Θ in real time, a recursive least squares (RLSs)
method is employed [29], which can be represented as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

e = y − ŷ

ŷ = Θ̂(k)x

Θ̂(k) = Θ̂(k − 1) + (y − Θ̂(k − 1)x)(xTP(k))

P(k) = (1/λ)

{
P(k − 1)− P(k − 1)x

(λ + xTP(k − 1)x)
xTP(k − 1)

} (24)

where P denotes the covariance matrix, ŷ is the estimate of y computed using the estimated
parameter matrix Θ̂, and e represents the estimation error. The initial conditions are chosen
to facilitate robust convergence: P(0) is typically initialized as a sufficiently large positive
scalar multiplied by the identity matrix (i.e., P(0) = δI with 1010 > δ > 104), Θ̂(0) is set as
a sufficiently small positive or zero vector, and the forgetting factor λ is commonly set to 1.

In sensorless PMSM control, accurate estimation of parameters such as inductance
is particularly challenging due to their dependence solely on operating currents, similar
to nonlinear inductors in power electronics applications [30]. Due to the complexity,
nonlinearity, and strong coupling of PMSMs, using a fixed forgetting factor of 1 is ineffective.
In recursive least squares, the forgetting factor (λ) controls the weight of past data in the
identification process. A lower λ prioritizes recent data, while a higher λ focuses more on
older data. Therefore, selecting an optimal λ is crucial for balancing the rapid tracking of
parameter variations with minimal excessive fluctuations.

To address these challenges, the conventional RLS algorithm was modified by incorpo-
rating an adaptive forgetting factor that adjusts dynamically based on the magnitude of the
estimation error. In the modified algorithm, the forgetting factor is updated according to

λ = λmin + (λmax − λmin)exp
(
−κ‖e‖2

)
(25)

where λmin is the minimum allowable forgetting factor (facilitating rapid adaptation), λmax

is the maximum allowable forgetting factor (ensuring robust steady-state performance),
and κ is a design parameter that sets the sensitivity of the update to the squared error
magnitude. A large estimation error makes the exponential term very small, so λ moves
closer to λmin, allowing the algorithm to quickly forget old data and adapt to new changes.
Conversely, when the error is small, the exponential term stays near 1, and λ remains close
to λmax, ensuring that more past data are used, which helps to reduce noise.

7. Results Analysis

To evaluate the effectiveness of the proposed sensorless control strategy for PMSM,
simulations were conducted in MATLAB (R2022b)/Simulink with a sampling time of
1 × 10−5 s, following the control structure shown in Figure 5, with motor parameters
detailed in Table A1. Since back-EMF is absent at a standstill, the proposed method is not
applicable at zero speed or during the brief startup phase. Sensorless control techniques
relying on back-EMF estimation require the motor to be accelerated to a certain speed
for accurate signal detection. In this study, the startup process followed the strategy
outlined in [31], where a speed ramp-up frequency was applied while maintaining a q-axis
current level dependent on load torque and regulating the d-axis current to zero. Once
the motor reached the desired conditions, the proposed sensorless control was activated
at 10 ms. To ensure a fair comparison, both the conventional and proposed back-EMF
ESO bandwidths were set to ωo = 50,000 rad/s, while the QPLL ESO bandwidth for speed
and position estimation was configured to σ = 500 rad/s. To evaluate the robustness
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of the proposed sensorless control under parameter uncertainties, simulations were also
performed with parameter deviations modeled as in (2), where the uncertainties were set
to ΔRs = 0.8Rs, ΔLs = −0.3Ls, ΔJ = 0.6J, and Δ f = 0.6 f .

Figure 5. Sensorless control structure diagram.

Figure 6 presents the performance comparison between the conventional and proposed
back-EMF ESO under varying speed conditions with a rated load torque of 28.4 Nm. The top
plot illustrates the actual and estimated speed trajectories, where both observers closely
follow the reference speed. The reference speed starts at 900 rpm, then drops to 500 rpm
at 0.5 s, followed by 200 rpm at 1 s and 100 rpm at 1.5 s, and then returns to 900 rpm at
2 s. The middle plot depicts the speed estimation error, showing that the conventional
ESO experiences noticeable oscillations during speed transitions, whereas the proposed
ESO maintains near-zero error. The bottom plot compares the position estimation error,
demonstrating that the proposed ESO effectively eliminates DC position error and phase
lag across different frequency operations, ensuring more accurate estimation than the
conventional ESO.

Figures 7 and 8 present the performance comparison of the sensorless control of PMSM
with and without the use of RLS parameter identification under parameter uncertainties.
As previously described, parameter uncertainties (ΔRs = 0.8Rs, ΔLs = −0.3Ls, ΔJ = 0.6J,
and Δ f = 0.6 f ) were applied at 1 s. The reference speed was set to 600 rpm, while the load
torque was initially maintained at the rated value of 28.4 Nm and then reduced to 5% of
the rated torque at 1.5 s. Figure 7 illustrates the actual speed and torque responses, where a
noticeable deviation occurs after 1 s due to the applied uncertainties. The PMSM with RLS
maintains a more stable speed and torque trajectory despite these variations, compared
to the system without RLS. Figure 8 highlights the speed and position estimation errors,
showing a significant increase in error after 1 s for the system without RLS, whereas the
RLS-based approach effectively mitigates these errors, ensuring robustness and accuracy
even in the presence of parameter uncertainties.
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Figure 6. Comparison of back-EMF ESO performance.

Figure 9 shows the performance of the back-EMF in the α-axis for the PMSM under pa-
rameter uncertainties, comparing the cases without and with RLS parameter identification
at the same speed reference of 600 rpm (40 Hz) with a rated load torque. In the top plot, pa-
rameter uncertainties were applied at 1 s, and the results show that the RLS-based approach
achieves a smoother and more accurate back-EMF estimation despite these deviations.
The middle plot presents the total harmonic distortion (THD) of the back-EMF without
RLS, revealing a THD of 5.37% with prominent harmonic components at the 5th, 7th, 17th,
and 19th orders. In contrast, the bottom plot demonstrates that the use of RLS significantly
reduces the THD, effectively minimizing harmonic distortion and improving the overall
quality of the back-EMF estimation under parameter uncertainty conditions. As shown
in Table 1, this reduction in THD is not limited to the back-EMF but is also evident in the
stator current, where the phase “a” current THD decreases from 8.36% to 2.77% with RLS.
Additionally, Figure 10 further illustrates this effect by depicting the three-phase stator
current waveforms for both cases, demonstrating that with RLS, the current waveforms
remain smooth and unaffected by parameter uncertainties, closely resembling the ideal
case without uncertainties.
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Figure 7. Speed and torque with and without RLS.

Figure 8. Speed and position errors with and without RLS.

116



Electronics 2025, 14, 1238

Figure 9. Back-EMF and THD with and without RLS.

Figure 10. Stator current waveforms under parameter uncertainties with and without RLS.

Table 1. THD of back-EMF and stator current under parameter uncertainties.

THD Metric Without RLS With RLS

THD of Current (Phase a) 8.36% 2.77%
THD of Back-EMF (α-axis) 5.37% 0.03%
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Figure 11 presents the estimation errors for RLS, speed, and position under both
fixed and variable forgetting factor (λ) values when parameter uncertainties occur at 1 s.
The results demonstrate that a fixed λ struggles to balance adaptation speed and noise
suppression, leading to increased fluctuations in estimation errors. In contrast, the adaptive
λ effectively reduces estimation errors, ensuring better tracking performance. Figure 12
illustrates the dynamic behavior of the adaptive λ, which varies between 0.05 and 1,
allowing the algorithm to adjust in real time. This flexibility enhances the robustness of
the estimation process by providing fast adaptation during transients while maintaining
stability in steady state.

Figure 11. Different forgetting factor (λ) values.
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8. Conclusions

This paper presents a robust sensorless control strategy for PMSM based on a back-
EMF extended state observer (ESO), which effectively eliminates DC position error com-
pared to conventional ESO. With the addition of another ESO in the quadrature phase-
locked loop (QPLL), not only can speed and position be accurately estimated, but it also
enables the identification of unknown disturbances in the speed loop, allowing the sliding
mode controller (SMC) to achieve faster convergence and improved disturbance rejection.
Additionally, the proposed approach integrates a recursive least squares (RLSs) algorithm
to enhance robustness against parameter uncertainties. A key improvement is the use
of a variable forgetting factor instead of a fixed value, addressing the trade-off between
adaptation speed and noise suppression. The results demonstrate that a fixed λ struggles
to maintain this balance, leading to increased fluctuations in estimation errors, whereas the
adaptive λ effectively reduces estimation errors, ensuring better tracking performance by
enabling fast adaptation during transients while maintaining stability in the steady state.
This flexibility significantly enhances the robustness of the estimation process.

Author Contributions: Methodology, A.D., H.M., M.F.B. and S.Z.; writing—original draft, A.Z., A.D.
and H.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

Appendix A

Table A1. Motor parameters.

Parameter Value

Rated Power 4400 W
Rated Current 16.5 A
Rated Torque 28.4 N·m

Number of Pole Pairs (np) 4
Stator Resistance (Rs) 0.25 Ω
Stator Inductance (Ls) 4.8 mH

Rotor Flux Linkage (ψ f ) 0.32 Wb
Moment of Inertia (J) 0.00774 Kg·m2

Friction Coefficient ( f ) 0.0089 Nms
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Abstract: To mitigate voltage limit issues in the operation of a novel electromagnetic
voltage regulation device, this paper presents a flexible loop-closing control strategy with
voltage optimization. The approach uses a two-stage path optimization: in the first stage,
the voltage phase at the loop-closing point is adjusted to ensure smooth operation, while
in the second stage, the voltage magnitude is optimized to prevent voltage limits and
achieve seamless regulation. By integrating phase angle difference calculations with
coordinated rotation angle control, the simulation results show that this strategy reduces
loop-closing current by approximately 95.87% compared to direct loop closing, decreases
voltage fluctuations by around 50.0% compared to traditional methods, and shortens
operation time by 40.14%. This approach significantly enhances system stability and
response speed, effectively addressing the issue of excessive loop-closing current caused
by voltage deviations at distribution network tie switches.

Keywords: flexible loop-closing control; rotary power flow controller; two-stage path
optimization; voltage optimization

1. Introduction

To enhance power supply reliability in distribution networks, open-loop operation
is typically employed within a closed-loop design [1,2]. During equipment maintenance,
loop-closing transfer operations are necessary to enable uninterrupted load transfer. Prior
to loop-closing, a voltage difference exists at the loop-closing point, which diminishes
to zero upon completing the operation. Due to the presence of various inertia elements
in the system, the loop-closing process may cause oscillations that gradually decay until
the system reaches a new steady state, simultaneously generating a current through the
loop-closing switch, commonly referred to as loop current [3,4].

The voltage requirements at the loop-closing point are as follows: the phase sequence
at both ends of the loop must be consistent; the maximum voltage magnitude difference
between the two ends should not exceed 20%; and the phase difference between the
voltages at the loop-closing point should not exceed 20◦. However, with the increasing
integration of distributed energy sources, the voltage magnitude and phase difference
across the tie switch grow, resulting in higher loop currents. If the loop current surpasses
the relay protection device’s threshold, the loop-closing process may fail, jeopardizing grid
safety and power supply reliability [5]. The loop current’s magnitude and characteristics
are crucial for assessing system stability and response [6]. Thus, proactive adjustments
to the voltage magnitude and phase difference at the loop-closing point are essential to
mitigate the loop current’s impact on the system.

Electronics 2025, 14, 630 https://doi.org/10.3390/electronics14030630
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One method to suppress loop current involves leveraging intelligent algorithms [7–9],
which utilize existing grid equipment to enhance the radial distribution network’s con-
figuration, thereby improving loop-closing conditions and facilitating system recovery
after faults. Reference [10] introduces a decentralized approach using a multi-agent sys-
tem, factoring in customer priorities and distributed generators, while addressing opera-
tional constraints in both intact and restored feeder sections to achieve loop restoration.
Meanwhile, Reference [11] proposes a multi-objective evolutionary algorithm for service
restoration, emphasizing the use of remote-controlled switches and effectively managing
distribution systems without simplifying the network topology. However, the limitation of
these methods lies in the fact that when dealing with large-scale systems, the computational
complexity increases significantly, and the feasibility and implementation difficulty of the
algorithms also rise.

Another method involves using phase shifters and other adjustment devices to pre-
cisely regulate voltage magnitude and phase at the loop-closing point. For instance, in cases
where a 30◦ phase difference caused by star and delta connections hinders loop-closing,
Reference [12] proposes a flexible control device utilizing a thyristor-controlled phase-
shifting transformer to manage significant voltage and phase discrepancies. Similarly,
Reference [13] examines the operation of phase-shifting transformer devices, enhances
their design to optimize voltage quality, and suggests a strategy for smooth regulation
in scenarios with substantial phase differences. Although these methods can effectively
adjust voltage and phase differences, they still face the challenge of not achieving smooth
regulation. Furthermore, these methods inherently rely on power electronic devices, which
results in relatively higher costs and increased maintenance complexity.

For multi-factor adjustments, power flow control capabilities are essential. Refer-
ence [14] proposes a loop-closing device that meets the demand for non-interruptible load
transfer under extreme conditions and proposes adjustment schemes for both AC and DC
sides, effectively reducing the impact of loop current. Reference [15] studies the application
of static var generators in voltage regulation and non-interruptible loop-closing operations
and proposes strategies for non-interruptible load transfer under voltage disturbances.

Although these control devices can effectively suppress loop current, power elec-
tronic devices are expensive and difficult to maintain, and some devices can only handle
single loop-closing scenarios, which have certain limitations. The Rotary Power Flow
Controller (RPFC), as a new type of electromagnetic flexible interconnection device, can
continuously control the voltage magnitude and phase of the line and has broad applica-
tion potential [16,17]. The RPFC consists of two rotary phase shifting transformers (RPSTs),
with their primary windings connected in parallel to the power supply, and the secondary
windings connected in series with the line. Driven by servo motors, the stator windings
of the two RPSTs rotate by a certain angle, generating a series voltage with continuously
adjustable amplitude and phase. Regarding the basic characteristics and modeling of RPFC,
Reference [18] analyzes the power control characteristics of the RPFC, highlighting its
advantages of low cost, high durability, and reliability, making it a promising option for ap-
plications. References [19,20] systematically studies the modeling and application of RPFC,
focusing on its physical structure and mathematical models, and verifying its potential to
enhance power system security and stability. Regarding the planning and optimization
applications of RPFC in distribution networks, Reference [21] proposes a planning method
combining RPFC and energy routers to address energy imbalance and voltage distribution
challenges, validating its effectiveness through a two-layer optimization model. Refer-
ence [22] enhances RPFC’s PQ decoupling control by introducing variable speed and fuzzy
PI adjustments, resolving oscillation and overshoot issues. Regarding the applications of
RPFC in reactive power compensation and voltage regulation, Reference [23] develops
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a steady-state mathematical model and dual closed-loop control strategy for RPFC, en-
abling bidirectional reactive power regulation and validating its dynamic performance.
Reference [24] proposes an RPFC-based co-phase power supply compensation method for
electrified railways, using a dual closed-loop control strategy and verifying its effectiveness
through simulation. Reference [25] introduces an RPFC-based rolling optimization strategy
for bidirectional voltage regulation and loss reduction, improving system stability and reli-
ability. Regarding the applications of RPFC in loop-closing control, Reference [26] proposes
a virtual power-based RPFC loop-closing control method to regulate voltage seamlessly
at the loop-closing point, preventing system misjudgment and ensuring safe and stable
operation. Reference [27] constructs a steady-state power decoupling control model for
RPFC based on instantaneous reactive power theory. It addresses the coordination of
rotary phase transformers with a two-stage speed control scheme, demonstrating effective
performance for flexible loop-closing operations.

This study introduces a flexible loop-closing approach using a two-stage optimal path
tailored for RPFC applications in distribution networks. The key contributions of this work
are summarized as follows:

• A two-stage optimal path-based RPFC loop-closing control strategy is proposed,
focusing on adjusting voltage phase and magnitude at the loop-closing point to
prevent the voltage fluctuations commonly seen in traditional methods.

• A phase angle difference calculation and rotation angle coordination control method
are proposed, dynamically adjusting the RPFC rotation angle setpoint, significantly
improving the stability and response speed of the loop-closing operation.

• Comparative simulations confirm the practicality and reliability of the proposed
method, demonstrating the considerable potential of RPFC in enabling flexible loop-
closing operations within distribution networks.

The paper is structured as follows: Section 2 explains the fundamental working princi-
ple of RPFC. Section 3 outlines the two-stage optimal path-based RPFC loop-closing control
strategy. Section 4 provides simulation results and analysis, while Section 5 summarizes
the conclusions.

2. Basic Principle of RPFC

To prevent excessive loop-closing currents during the process, it is generally necessary
to ensure that the voltage difference at the loop-closing point remains within a reasonable
range. Figure 1 demonstrates a typical loop-closing scenario in a distribution network.
The green switches in the figure indicate that the loop-closing current is small, and the
loop can be directly closed. The red switches indicate that the loop-closing current is large,
and the loop cannot be directly closed. The arrows represent the load or the next-level
network. As shown, switches B1 and B3 are positioned at either end of the same feeder,
resulting in a relatively small voltage difference at the loop-closing point. On the other
hand, switches B2 and B4 connect feeders from different substations, leading to a more
pronounced voltage difference. Additionally, switch B5 connects feeders originating from
transformers with distinct connection groups, introducing a 30◦ phase shift and creating a
larger voltage difference at the loop-closing point.

This paper employs RPFC to minimize the voltage difference at the loop-closing point,
effectively reducing the loop-closing current. The RPFC is composed of two RPSTs, as
illustrated in its main circuit in Figure 2. In the figure, the red and blue arrows represent the
stator voltages of the two RPSTs, the black dashed arrows represent their corresponding set
values, and the green arrow represents their combined voltage, which is the RPFC output
voltage. In the diagram, U1 represents the sending-end voltage of the line where the RPFC
is installed; U2 and U3 denote the voltages at the loop-closing point; ΔU is the RPFC output

124



Electronics 2025, 14, 630

voltage; Ust1 and Ust2 are the stator voltages of RPST1 and RPST2, respectively; k is the turn
ratio of the stator and rotor windings of the RPST; a1 and a2 are the rotation angles of the
two RPSTs; and QFb is the tie switch; Zeq is the equivalent impedance; j indicates the phase
of the output voltage, and d refers to the angle between the output voltage and the stator
voltage. The sending-end voltage U1 excites the RPFC to generate constant amplitude
stator voltages Ust1 and Ust2, which are combined to produce an adjustable output voltage
with flexible amplitude and phase control, thus enabling precise regulation of the left-end
voltage at the loop-closing point.

Figure 1. Schematic diagram of a typical distribution network.
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Figure 2. Schematic diagram of RPFC main circuit.

In addition, the power limitation of the RPFC is closely related to its capacity, similar
to the working principle of a transformer. Due to the star and delta connection on the
primary and secondary sides, the harmonic components in the RPFC output voltage
are very small, resulting in low total harmonic distortion (THD). This gives the RPFC
a significant advantage in power quality, effectively reducing harmonic pollution and
ensuring stable system operation. Therefore, the power limitation of the RPFC is primarily
determined by its design capacity, while providing efficient voltage regulation and low
harmonic distortion.

The RPFC is modeled as a controlled voltage source DU in series with an equivalent
impedance Zeq. Under standard operating conditions, the stator voltages of the RPFC have
equal magnitudes, denoted as Ust1 = Ust2 = Ust. Therefore, δ, between the stator voltage
and the output voltage is given by:

δ = arccos(
ΔU
2Ust

) (1)

The RPFC calculates the output voltage amplitude and phase setpoints, ΔUset and
ϕset, based on the phasor relationship between U1 and U3. These output voltage setpoints
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are then converted into the corresponding rotation angle setpoints αa_set and αb_set for the
two rotary phase shifters: {

αa_set = ϕset + δset

αb_set = ϕset − δset
(2)

3. RPFC Loop-Closing Control Strategy

3.1. Two-Stage Operation Path for Output Voltage

The operational path planning for the RPFC output voltage is illustrated in Figure 3,
where b and g denote the voltage phases of U2 and U3, respectively. The planning process is
divided into two stages. The primary goal of the first stage is to align the voltage magnitude
and phase at the loop-closing point, ensuring β = γ. The constraint in this stage is to ensure
that the magnitudes of U2 and U1 remain equal throughout the process, i.e., U2 = U1.
Therefore, in the first stage, the output voltage is required to follow the arc path ADB, with
the output voltage magnitude and phase setpoints as follows:{

ΔUset1 = 2U1 sin βset
2

ϕset1 = 90 + βset
2

(3)

β
ϕ

U

U

ΔU

U
U

β =γ ϕ

U

U
ΔU

U

(a) First stage (b) Second stage 

Figure 3. Phase diagram of two-stage operation path planning for RPFC output voltage.

The setpoint βset for the RPFC, depending on different operational periods, can be
divided into the following three processes:⎧⎪⎪⎨⎪⎪⎩

βset = 0 t < t1

βset = kr(t − t1) t1 ≤ t < t2

βset = γ t ≤ t2

(4)

In this equation, t1 and t2 denote the initial moments of the first and second stages;
kr represents the rate of change in the phase setpoint βset. When t < t1, the RPFC is in its
initial state, and the two stator voltages differ by 180◦, resulting in zero output voltage,
and the node voltage U2 = U1. When β = βset = γ, the first stage of the RPFC operation
concludes, and it transitions to the second stage.

The second stage aims to equalize the voltage magnitudes at both ends of the loop-
closing point, ensuring U2 = U3. The constraint during this stage is to maintain consistent
phase alignment, i.e., β = γ. Therefore, in the second stage, the RPFC output voltage is
required to follow the path of BC, with the output voltage magnitude and phase setpoints
expressed as follows: {

ΔUset2 = abs(U3 − U1)

ϕset2 = arg(U3 − U1)
(5)
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The phase setpoint remains unchanged, i.e., β = βset = γ, while the magnitude setpoint
is U2_set = U3. When the voltage magnitudes satisfy U2 = U2_set = U3, the second stage of
RPFC operation concludes, ensuring zero voltage difference at the loop-closing point.

3.2. Rotation Angle Coordination Control Method

Figure 4 illustrates the RPFC rotation angle coordination control process. In the
figure, θ1a denotes the initial angle between the stator voltage Ust10 and Usta_set, while
θ2b represents the initial angle between Ust20 and Ustb_set. The control system compares
the initial positions of the two stator voltages with their respective setpoints and selects
the closest stator voltage setpoint as the target value. This approach helps to reduce the
operation time and prevent voltage limit violations during the control process.
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Figure 4. Schematic diagram of rotational angle coordinated control process phases.

If the initial state satisfies θ1a < 180◦-θ2b, Usta_set and Ustb_set are chosen as the stator
voltage setpoints for RPST1 and RPST2, respectively. Accordingly, the rotation angle
setpoints α1_set and α2_set are determined as follows:{

α1_set = αa_set = ϕset + δset

α2_set = αb_set = ϕset − δset
(6)

Similarly, if θ1a > 180◦-θ2b, Ustb_set is assigned as the stator voltage setpoint for RPST1,
while Usta_set is assigned for RPST2. As a result, the rotation angle setpoints α1_set and
α2_set are given by: {

α1_set = αb_set = ϕset − δset

α2_set = αa_set = ϕset + δset
(7)

Depending on the operating conditions, select either Equation (6) or Equation (7) as
the setpoint for the RPFC rotation angles, and adjust α1 and α2 accordingly. This ensures
continuous control of the output voltage’s magnitude and phase until the voltages at the
loop-closing point satisfy the requirements of the distribution network.

In summary, the RPFC flexible loop-closing control strategy involves the following
four steps, as illustrated in Figure 5.

• First-stage path planning. The RPFC aims to align the voltage phases at the loop-
closing point, ensuring equal voltage magnitudes throughout the process.

• Second-stage path planning: The RPFC focuses on equalizing voltage magnitudes at
the loop-closing point, maintaining consistent phases during the operation.
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• Phase angle difference calculation: Determine the set angle δset between the stator and
output voltages using Equation (1).

• Rotation angle coordination control: Compare the initial positions of the two stator
voltages with their setpoints, and select the closest stator voltage setpoint as the
target value.

By meticulously planning the RPFC output voltage’s operating path, this strategy
successfully eliminates the voltage difference at the loop-closing point, ensuring the distri-
bution network operates reliably.

β γ

U =U

β=γ

U U

 

Figure 5. Block diagram of RPFC’s combined loop strategy.

4. RPFC Flexible Loop-Closing Simulation

4.1. Loop-Closing Simulation Scenario

Taking a specific loop-closing network as an example, its network topology and load
distribution are shown in Figure 6. The loop network consists of multiple feeders, each
with an impedance of (0.11 + j0.15) Ω/km, with the lengths of the feeders marked in the
figure. The load power at each node is expressed in MVA, representing the power demand
at different nodes. The electromotive forces are denoted as E1 and E2, where E1 is 10 kV at
a 10◦ phase, and E2 is 10 kV at a 40◦ phase. The specific parameters of the RPFC are listed
in Table 1.

E E

QFU U
IZΔUU

Figure 6. RPFC flexible combined loop operation scenario.
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Table 1. Simulation parameters of RPFC.

Capacity
/MVA

Voltage Level/kV
Turn Ratio

Rated
Speed ◦/sPrimary Secondary

RPST1 2.0 10 2.9 3.44 6
RPST2 2.0 10 2.9 3.44 6
RPFC 4.0 10 5.8 1.72 6

4.2. Loop-Closing Performance Analysis

Figures 7 and 8 illustrate the voltage magnitude and phase angle waveforms at the
loop-closing point under different control strategies, while Figure 9 depicts the loop-
closing current waveforms. Figures 10 and 11 present the output voltage waveforms
under various control strategies. These figures clearly demonstrate the changes in voltage,
phase, and current under different strategies, further reflecting the effectiveness of each
strategy. In the figures, Dq represents the phase angle difference between the voltages at
both ends of the loop-closing point. The subscripts “dr,” “tr,” and “op” represent direct
loop-closing, the control method proposed in the literature [26], and the new control
strategy proposed in this paper, respectively. The corresponding voltage and current data
are summarized in Table 2, providing key performance indicators for different methods.
A detailed comparative analysis of these three loop-closing methods is provided below,
highlighting their respective strengths, weaknesses, and applicable scenarios.
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Figure 7. Voltage amplitude waveforms at the closing loop point under different control strategies.
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Figure 8. Voltage phase waveforms at the closing loop point under different control strategies.
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Figure 9. Closed-loop current variations across different control strategies.
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Figure 10. Output voltage amplitude variations across different control strategies.
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Figure 11. Output voltage phase waveforms under different control strategies.

Table 2. Voltage and current metrics across various control strategies.

Parameters
Direct

Loop-Closing
Method in

Reference [26]
Proposed Method

U2/kV 5.01 5.31 5.32
U3/kV 5.32 5.32 5.32
Dq/◦ 31.35 0.11 0.10
I/A 295.36 12.20 12.18
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For the direct loop-closing method, the voltage magnitudes at the loop-closing point
are U2_dr = 5.01 kV and U3_dr = 5.32 kV, with a phase difference of Δθdr = 31.35◦. At
t = 17.0 s, QFb is directly closed, resulting in the voltages on both sides dropping to
4.97 kV and the loop-closing current Itr reaching 295.36 A. This current value far exceeds the
safety threshold, failing to meet the loop-closing conditions and causing system instability.
The main issue with the direct loop-closing method is that it does not account for the
interaction between voltage and current, leading to excessive voltage fluctuations and high
loop-closing currents. This not only violates the stability requirements of the power system
but also risks triggering relay protection malfunctions, further compromising system
safety. Therefore, although the direct loop-closing method is simple to operate, its lack of
coordinated voltage and current control severely limits its practical applicability, as it is
prone to voltage violations.

When operating with the loop-closing control strategy from the literature [26], RPFC
starts operating at t = 2 s. The voltage magnitude at the end U3_tr reaches 5.32 kV, and
the loop-closing condition is met at t = 23.64 s, at which point QFb is closed, resulting in
a loop-closing current Itr of 12.20 A. The voltage U2_tr increases from 5.01 kV to 5.31 kV,
with a peak of 5.61 kV and a trough of 4.99 kV during operation. The phase difference
Δθtr decreases from 31.35◦ to 0.11◦, with a trough of −5.28◦ during the process. Although
this method reduces the loop-closing current by approximately 95.87% compared to direct
loop-closing, it experiences significant voltage fluctuations, which impact system stability.

With the loop-closing control strategy proposed in the literature [26], the RPFC begins
operating at t = 2 s. The voltage magnitude U3_tr gradually increases to 5.32 kV, and the
loop-closing condition is met at t = 23.64 s, at which point QFb is closed, resulting in a
loop-closing current of Itr = 12.20 A. During the process, the voltage U2_tr increases from
5.01 kV to 5.31 kV, with a peak of 5.61 kV and a trough of 4.99 kV. The phase difference
Δθtr decreases from 31.35◦ to 0.11◦, with a minimum value of −5.28◦ during the process.
Compared to the direct loop-closing method, this strategy significantly reduces the loop-
closing current by approximately 95.87%. However, despite the significant reduction in
current, the method in the literature [26] exhibits substantial voltage fluctuations during the
loop-closing process, which negatively impact system stability. These fluctuations not only
affect the normal operation of equipment but can also disrupt subsequent voltage regulation
and power distribution. As such, although this method performs well in reducing current,
its limitations in voltage control restrict its applicability.

Under the RPFC loop-closing control strategy proposed in this paper, the voltage
magnitude U3_op stabilizes at 5.32 kV, and the loop-closing condition is met at t = 14.15 s.
After QFb is closed, the loop-closing current Iop is 12.18 A. The voltage U2_op increases
from 5.01 kV to 5.32 kV, with minimal fluctuations, and the phase difference Δθop decreases
from 31.35◦ to 0.10◦. Compared to the method in the literature [26], the proposed strategy
not only achieves a similar reduction in loop-closing current but also reduces voltage
fluctuations by approximately 50.0% and shortens the operation time by 40.14%. This
method not only improves operational efficiency but also ensures zero voltage difference at
the loop-closing point, guaranteeing the stability and reliability of the distribution network.

Figures 10 and 11 further illustrate the differences in voltage and phase waveforms
under the two methods. Notably, both methods share the same initial and final steady-
state values for voltage and phase, but their adjustment processes differ significantly. In
Figure 10, the traditional method exhibits significant voltage fluctuations, with the voltage
rising from 0 V to a peak of 3400 V, then falling to a steady value of 2809.34 V. This indicates
poor voltage control, as the method fails to achieve a smooth transition. In contrast, the
proposed strategy uses an optimized control approach that allows the output voltage
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to directly stabilize at the target value without overshooting, ensuring fast and stable
voltage regulation.

Similarly, in Figure 11, the phase adjustment process of the traditional method is slower
due to a lack of optimized control over the phase angle. The method does not prioritize the
nearest path for adjustment, resulting in inefficiencies. In contrast, the proposed strategy
adjusts the phase more efficiently, even though it involves a temporary dip followed by
a rise. Specifically, the phase decreases from 90◦ to 84.3◦ and then increases to 94.98◦.
During this process, the small output voltage amplitude ensures negligible impact on the
terminal voltage, maintaining overall stability. Overall, the proposed strategy significantly
accelerates the phase adjustment process while ensuring voltage stability, demonstrating
its effectiveness in enhancing power system stability and reliability.

The key difference lies in the fact that the method in the literature [26] does not take
voltage stability into consideration during the loop-closing process. As a result, it is highly
susceptible to voltage violations, as evidenced by the significant voltage swings and the
failure to maintain voltage within the acceptable limits. In contrast, the proposed RPFC
method not only reduces the loop-closing current but also ensures that voltage remains
within the required limits, thereby maintaining system stability. By effectively controlling
both current and voltage, the RPFC strategy ensures a reliable and stable operation of the
distribution network, making it a more robust solution compared to the method in the
literature [26].

5. Conclusions

This paper presents a flexible loop-closing control strategy for the RPFC, utilizing a
two-stage optimal path planning approach to mitigate potential voltage limit issues during
active loop-closing operations. The main conclusions are as follows:

• The proposed strategy effectively minimizes voltage fluctuations and current surges
during loop-closing by optimizing the transitions of voltage magnitude and phase.
This approach helps to prevent voltage limit violations, ensuring stable opera-
tion during the loop-closing process and avoiding system instability caused by
voltage fluctuations.

• As an independent device, the RPFC can perform loop-closing control without relying
on other system equipment (such as auxiliary voltage sources or distributed energy
sources) for coordination. This characteristic makes RPFC more flexible and convenient
for practical applications, reducing dependency on other devices and enhancing
system operational efficiency and stability.

• Compared to traditional methods, the proposed control strategy significantly shortens
the loop-closing time. Through rotational angle coordination control, the adjustment
path of RPFC output voltage is optimized, effectively improving the response speed
of loop-closing operations and ensuring quick restoration of the power grid.

• As an electromagnetic device, the RPFC offers excellent tolerance and low main-
tenance costs, but its operational efficiency may be slightly slower compared to
power electronic devices. This limitation makes RPFC more suitable for long-term
stable operation in scenarios where extremely fast response times are not critical,
though it remains a reliable solution for many applications requiring flexible loop-
closing control.

• Future research could focus on strengthening the application of RPFC after loop-
closing, especially in its role in power flow distribution and scheduling within the
entire power system. Further research could also explore how to integrate RPFC with
energy storage systems, distributed energy sources, and other power system technolo-
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gies to optimize configuration and collaborative scheduling, thereby enhancing the
flexibility and stability of the grid.
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Nomenclature

Terms optimal value
RPFC Rotary power flow controller
B1-B5 Breaker1-breaker5
U1 Delivery voltage
U2 Left-side loop voltage
U3 Right-side loop voltage
ΔU RPFC output voltage
Ust1, Ust2 Stator voltage of RPFC
Ust10, Ust20 Initial stator voltage
Usta_set, Ustb_set Setpoints of the stator voltage
α1, α2 Rotation angles of RPST
QFb Loop closing switch
Zeq Equivalent impedance of RPFC
ϕ Output voltage phase of RPFC
δ Angle between output voltage and stator voltage
β Phase at the left end of the loop closing point
γ Phase at the right end of the loop closing point
ΔUset Output voltage magnitude setpoint
ϕset Output voltage phase setpoint
βset Phase setpoint at the left end of the point
δset Angle setpoint of d
αa_set, αb_set Rotation angle setpoint
t1, t2 Time of the first and second stages
kr Variation rate of bset

θ1a Angle with Ust10 and Usta_set

θ2b Angle with Ust20 and Ustb_set

α1_set Rotation angle a1 setpoint
α2_set Rotation angle a2 setpoint
E1, E2 Line electromotive force
ZL1, ZL2 Line impedance
I Loop-closing current
Dq Phase difference at both ends of the loop-closing point
dr Direct loop-closing method
tr Method from Reference [22]
op Proposed method from this paper
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Abstract: For the sensorless control in a low-speed range of synchronous reluctance motors (SynRMs),
injecting random high-frequency (HF) square-wave-type voltages has become a widely used and
technologically mature method. It can solve the noise problem of traditional injection signal methods.
However, all injection signal methods will cause problems such as torque ripple, which causes speed
fluctuations. This article proposes a self-regulating random model algorithm for the random injection
signal method, which includes a quantity adaptive module for adding additional random processes,
an evaluation module for evaluating torque deviation degree, and an updated model module that is
used to receive signals from the other two modules and complete model changes and output random
model elements. The main function of this algorithm is to create a model that updates to suppress
the evaluation value deviation based on the evaluation situation and outputs an optimal sequence of
random numbers, thereby limiting speed bias always in a small range; this can reduce unnecessary
changes in the output value of the speed regulator. The feasibility and effectiveness of the proposed
algorithm and control method have been demonstrated in experiments based on a 5-kW synchronous
reluctance motor.

Keywords: HF voltage injection; SynRM; sensorless control; random number

1. Introduction

Synchronous reluctance motors (SynRMs) exhibit advantages such as simple structure,
ruggedness, high efficiency, wide speed range, and low cost. The price of rare earth metals
for making permanent magnets is becoming increasingly high. In the future, SynRMs
will receive a wider range of applications. In order to fully utilize these advantages, it is
necessary to achieve sensorless speed control. The main methods to achieve sensorless
control include using high-frequency signal injection, extended back electromotive force
(EMF) or flux observers, Kalman Filter, etc. These methods can estimate the rotor position
and speed, achieving sensorless control of the motor.

In [1–5], back EMF or flux observers are used; these methods have good performance
in high-speed ranges. For SynRMs, because there is no permanent magnet on the rotor,
the back EMF and flux linkages are very small at low-speed or zero-speed ranges, which
means that these methods require additional operations [6] or need to be used in scenarios
with extremely high sampling accuracy, which is impossible to adapt to all application
conditions. And for the methods of using the Kalman filter [7,8], the calculations are
enormous. So, these methods are difficult to achieve in most cases. Based on the above
reasons, when SynRMs run in the low-speed range, the method of using high-frequency
(HF) injection signals is usually chosen. This method has been widely used in speed
sensorless control of various types of motors, with some injecting current signals [9–11]
and others injecting voltage signals [12–20].
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For general speed-control methods, the injection port can be set at the output end
of the current regulator of the methods, which use voltage signals; this means that the
injection voltage value will be more accurate. This is the reason that voltage signals are
used more frequently than current signals. In [12], a square-wave-type voltage injection
incorporated into the associated signal processing method is proposed which has been
widely accepted. But, there is a very serious problem with the control method of injecting
a fixed voltage signal, which is the noise problem. In order to solve this problem, it is no
longer appropriate to inject fixed signals, and many methods of injecting random voltages
have been proposed [13–16]. The method of pseudo-random voltage injection is more
commonly used because it does not require changing the carrier frequency of pulse width
modulation (PWM), making the control period more stable and the regulator coefficients
easier to design. This article will improve the sensorless speed-control method based on the
pseudo-random voltage injection method and prove that this method also has the function
of reducing noise.

Another issue with the injection voltage method is that it introduces current harmonics,
which cause additional torque ripple [21], further causing fluctuations in speed, thereby
affecting sensorless speed control. This is because, unlike permanent magnet synchronous
motors (PMSMs), the electromagnetic torque of SynRMs is the only reluctance torque.
Therefore, the id = 0 control strategy commonly used in PMSMs is no longer applicable.
During this operation, there is current on the d-q axis of the motor, and any direction
of current fluctuation may cause torque fluctuation. The ripple can be suppressed by
optimizing motor design [22] but cannot be minimized completely. There are also methods
to reduce torque ripple by compensating for current [21,23] or injecting voltages in a special
way [18]. But, from the analysis process of these methods, it can be seen that they heavily
rely on the accuracy of position estimation and the stability of motor parameters. However,
based on the saturation phenomenon of the SynRMs, those sensorless control methods of
SynRMs as [16–18] often require the use of methods such as those proposed in [24] or [25] to
calibrate the motor model in advance and the use of look-up-table methods during control
to ensure the control successfully. In fact, the traditional HF voltage injection method is a
saliency detection method for running in a low-speed range; the saturation phenomenon
does not seriously affect the successful operation of sensorless control [19,20]. Therefore, it
is not necessary to identify the motor parameters when the motor operates in the low-speed
zone, which can ensure the universality and simple structure of the control method used.

In summary, in order to make the sensorless speed control of SynRMs effective, simple,
and with low noise, it is necessary to use random voltage injection and minimize the
impact of torque ripple on speed. At present, there is no suitable method to simultaneously
consider the speed fluctuation caused by torque ripple under the premise of using random
injection voltage. This article will analyze in detail the impact of torque ripple on speed
when using random voltage injection for sensorless speed control of SynRMs. The impact of
torque ripple on speed can be quantified and controlled within a very small range by using
the proposed self-regulating random model algorithm. This algorithm can minimize speed
fluctuations under the premise of using random voltage injection in a low-speed range.

The main contribution of this article is to propose the self-regulating random model
algorithm. This algorithm has only three parts, which are one quantity adaptive module,
one evaluation module, and one updated model module. This algorithm has a simple
structure, low computational complexity, and can run independently without changing
the structure of the original random voltages injection control framework. It is worth
mentioning that this algorithm can be applied in a wide range of scenarios. In this article,
the speed deviation degree caused by torque ripple is considered as the evaluation object.
When applied to other scenarios, it is only necessary to change the evaluation object and
evaluation method; the algorithm can update the active elements in the model and select
the optimal random output sequence.

The rest of this article is organized as follows. The basic introduction of the sensorless
control, which uses random square-wave-type voltage, is illustrated in Section 2. The
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analysis of how injecting voltage can cause torque ripples and further cause speed bias, and
the calculated effect of voltage used in the experiment on speed are presented in Section 3.
In Section 4, the self-regulating random model algorithm is introduced in detail, and the
operation mode and principle of each module are explained; the overall control diagram
is shown. The power spectral density (PSD) calculation used to explain how this method
can reduce noise is presented in Section 5. The effectiveness of algorithms, sensorless
control methods, and the results of comparison of experimental effects on reducing speed
fluctuation are shown in Section 6. Finally, Section 7 concludes this article.

2. Random Square-Wave-Type Voltage Injection Sensorless Control Strategy
for SynRMs

2.1. The Mathematical Model of a SynRM

The model of a SynRM in a dq-axis synchronous frame under the steady state can be
expressed as {

ud = Rsid + Ld
did
dt − ωreLqiq

uq = Rsiq + Lq
diq
dt + ωreLdid

(1)

where ud, uq, Rs, id, iq, ωre, Ld, Lq are d-axis stator voltage, q-axis stator voltage, stator resis-
tance, d-axis stator current, q-axis stator current, motor electrical speed, d-axis inductance,
and q-axis inductance, respectively.

The electromagnetic torque mathematic model and the motor motion equation can be
expressed as

Te =
3P
2
(

Ld − Lq
)
idiq (2)

J
dωr

dt
= Te − TL − Bωr (3)

where P is the number of pole pairs; J is the rotor inertia; TL is the load torque; ωr is motor
speed, which is calculated as ωr = ωre/P, and B is the damping coefficient.

2.2. Sensorless Control Based on Square-Wave-Type Voltage Injection

It has been proposed in [12] that when the injection voltage is described as

Ud,inj =

{
Uh hal f duty
−Uh otherwise (Uh > 0) , Uq,inj = 0 (4)

as shown in Figure 1, the high frequency of the corresponding induced current in the
αβ-axis can be described as ⎧⎨⎩Δiα,h,k =

Ud,inj,k−1ΔT
Ld

× cos θre

Δiβ,h,k =
Ud,inj,k−1ΔT

Ld
× sin θre

(5)

where the subscript k represents the k-th data; ΔT is the interval time between two adjacent
data sampling; θre is the electrical angle of the rotor position; Δiα,h,k and Δiβ,h,k are high-
frequency parts of the αβ-axis current variation, which can be obtained by{

Δiα,h,k = iα,h,k − iα,h,k−1

Δiβ,h,k = iβ,h,k − iβ,h,k−1
(6)

According to (5), if a matrix is established as

en =

[
Δiα,h
Δiβ,h

]
(7)
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Figure 1. The schematic diagram of the injection voltage of the d-axis.

It is easy to obtain that

den

dt
= ωreRen, where R =

[
0 −1
1 0

]
(8)

The motor’s electrical speed ωre can be estimated by an adaptive speed estimator,
which is used in [3].

dẽn

dt
= ωreRẽn +

[
g 0
0 g

]
(ẽn − en) (9)

where the values with symbol ~ mean estimated values; g is the feedback gain of the
adaptive estimator. For the convenience of designing the coefficients in the adaptive speed
estimator, the matrix en can be normalized. Another advantage of normalization is that
there is no need to consider changes in Ld, and there is no parameter sensitivity issue in
the entire control process. The configuration of the adaptive speed estimator is shown in
Figure 2; by obtaining the high-frequency current component of the α-β axis and combining
it with formulae (6)–(9), the motor speed can be obtained. Further, the electrical angle
of the rotor can be calculated by a phase-locked loop (PLL), which is shown in Figure 3.
Unlike directly integrating the motor speed to obtain the angle, this method can quickly
compensate for the error between the true angle and the estimated angle. Based on this
advantage, this method can avoid estimating the initial angle of the motor, and even if there
is an error in estimating the speed, it can ensure that all coordinate transformations can
be successfully achieved. The sensorless control block diagram composed of an adaptive
speed estimator and PLL is shown in Figure 4. This is the original voltage injection method
(OVIM). The sensorless control method proposed in [16] is also applicable, but the method
proposed in this article uses an adaptive speed estimator, which ensures that the estimated
speed has smaller fluctuations. Due to further analysis of velocity fluctuations in the
following text, it is not suitable to use angle error integration to obtain motor velocity.

Figure 2. Configuration of adaptive speed estimator.
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Figure 3. PLL for calculating electrical angle.

 

Figure 4. Using adaptive velocity estimator and PLL to obtain motor speed and electrical angle.

2.3. Random High-Frequency Square-Wave-Type Voltage Injection Method Description

The high-frequency SynRM model of the square-wave-type voltage injection method
is expressed as [

Ud,inj
Uq,inj

]
=

[
Ld 0
0 Lq

]
d
dt

[
id,h
iq,h

]
(10)

where id,h and iq,h are high-frequency part of the current in dq-axis.
It is obvious that if the injection voltages in the d-axis are of the square-wave-type, the

corresponding induced currents in the d-axis are of the triangular-wave-type. A square-
wave form function u f

(
t, Tp, ϕ

)
and a triangular-wave form function i f

(
t, Tp, ϕ

)
can be

defined as

u f
(
t, Tp, ϕ

)
=

{
1, 0 ≤ tmod

(
t − ϕ

360◦ , Tp
)
≤ Tp

2

−1, Tp
2 < tmod

(
t − ϕ

360◦ , Tp
)
< Tp(

i f tmod
(
t, Tp

)
< 0, tmod

(
t, Tp

)
= tmod

(
t, Tp

)
+ Tp

i f tmod
(
t, Tp

)
> Tp, tmod

(
t, Tp

)
= tmod

(
t, Tp

)
− Tp

) (11)

i f (t, TP, ϕ) =
1

TP

∫ t

0
u f (t, TP, ϕ)dt (12)

where Tp is the period of the injecting voltage; ϕ denotes the phase of the voltage, and in
this article, it only has the right values, ϕ = {0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦} and
tmod(t, T) = t mod T. The voltage and induced current at these eight phases are shown
correspondingly in Figure 5.

Ts is the period of the PWM wave and is also the period of the control, considering
that for eliminating the effect of non-ideal characteristics of the inverter and the third
harmonics in the position estimation error [26] and to ensure fast response of the adaptive
speed estimator, the periods Tp of the injection voltages in this article are set as 8Ts and 4Ts.
Twelve voltages have been set up. In order to facilitate the calculation of torque deviation
degree. The corresponding numbers for the amplitude, period, and phase of these twelve
voltages are shown in Table 1. Randomly injecting these twelve voltages, combined with
the aforementioned sensorless control strategy, can achieve sensorless control of SynRMs.
This method is called the random voltage injection method (RVIM).
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Figure 5. The schematic diagram of the eight basic injection voltages and corresponding induced
currents in d-axis. (a) ϕ = 0◦. (b) ϕ = 45◦. (c) ϕ = 90◦. (d) ϕ = 135◦. (e) ϕ = 180◦. (f) ϕ = 225◦.
(g) ϕ = 270◦. (h) ϕ = 315◦.

Table 1. Information of Twelve Voltages.

Number 1 2 3 4 5 6 7 8 9 10 11 12

Amplitude (V) 15 30 15 30 15 30 60 30 60

Period (s) 8Ts 4Ts

Phase 0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦ 0◦ 90◦ 180◦ 270◦

3. Torque Ripple Analysis

3.1. The Torque Ripple Phenomenon Caused by Injected Voltage

The voltage injection sensorless control method is a method of determining the electri-
cal angle and electrical speed of the rotor by analyzing the characteristics of the induced
current and obtaining the saliency detection of the rotor. Induced current is inevitable, but
it can cause high-frequency torque ripple, which affects the speed control of the motor.
For the sensorless speed control of SynRMs, it is necessary to analyze torque ripple and
minimize its impact on speed.

The torque ripple phenomenon caused by injected voltage has been analyzed in [19,22].
Due to the fact that the frequency of injected voltage is extremely high relative to the speed-
control frequency, according to Equation (2), torque bias within an injection cycle can be
expressed as

ΔTe =
3P
2
(

Ld − Lq
)
iqΔid (13)

Neglecting changes in friction torque and load torque, the impact of this torque bias
on motor speed can be calculated using Equation (3)

Δωr =
1
J

ΔTeΔt = K(ΔidΔt) (14)

K =
3P
2J

(
Ld − Lq

)
iq (15)

Within an injection cycle, the changes in current and inductance can be ignored, so
K can be considered a constant. It can be seen that the speed change value is directly
proportional to the product of the d-axis current change value and unit time, which means
that the impact of torque ripple caused by the injected voltage on speed is proportional
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to the area enclosed by the induced current and the time axis. Taking injection voltages
numbered 1 and 2 in Table 1 as examples to calculate their impact on speed, the reference
figure is shown in Figure 6. S1 and S2 are the areas enclosed by the induced current and
time axis for these two injection voltages.

S1 =
1
2
·8Ts·K

U1

Ld
·4Ts = 16KT2

s
U1

Ld
(16)

S2 = −1
2
·2Ts·K

U2

Ld
·Ts +

1
2
·6Ts·K

U2

Ld
·3Ts = 8KT2

s
U2

Ld
(17)

 
Figure 6. Reference diagram for calculating the impact of injected voltage on speed. (a) No.1. (b) No.2.

For coefficients shown in Table 1, U1 = U2; therefore, S1 = 2S2. If the speed bias
value caused by the injection voltage numbered 2 is the unit of 1, the remaining bias values
should be calculated, as shown in Table 2.

Table 2. Speed bias caused by twelve voltages.

Speed Bias −2 −1 0 1 2

Number 5 4, 6, 11 3, 7, 10, 12 2, 8, 9 1

In order to ensure sensorless speed control and minimize the impact of injected voltage,
it is necessary to ensure that the total speed bias is around 0. This can ensure a stable output
of the speed loop regulator and prevent overall speed fluctuations and oscillations.

3.2. Analysis of the Torque Ripple Phenomenon in SynRMs

According to (15)–(17), the magnitude of the speed bias caused by injected voltage is
related to the inductance values of Ld and Lq, and q-axis current iq. And when the operating
state of the motor changes, such as acceleration, deceleration, and changing the load, the
current value changes. Due to the saturation effect of SynRMs, as shown in Figure 7, its
dq-axial inductance value will change with the variation in axial current. This means that
the relative ratio of the influence of each voltage on speed remains unchanged, but the
absolute value always changes.

The above characteristics impose stricter restrictions on control. In order to ensure that
the speed does not fluctuate even when the motor’s operating state changes, it is necessary
to maintain the speed bias around 0 at all times. This is difficult for RVIM to achieve. This
control method only needs to randomly generate one random number and then select
the corresponding voltage for injection. However, random numbers generated by most
programming languages exhibit oscillations and periodicity over a long period of time.
If there is also oscillation in the torque deviation caused by the corresponding injection
voltage, it may cause speed fluctuations. Figure 8 shows the speed bias calculated based
on Table 2 when operating the motor using RVIM. From Figure 8, it can be seen that the
injection voltage has a significant impact on the speed.
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Figure 7. The variation in SynRM dq-axis inductance due to saturation effect.

Figure 8. The summed-up value of the speed bias of using RVIM according to Table 2.

4. Introduction of the Proposed Self-Regulating Random Model Algorithm

In this section, the proposed self-regulating random model algorithm will be introduced
in detail. The proposed self-regulated random model algorithm is created as a Simulink
model and uploaded to Supplementary Materials. The use of a self-regulating random
model algorithm with multiple random processes can eliminate the fluctuation impact of
the generated random numbers and the injection voltage they represent on speed control.
This algorithm can increase the randomness of injection voltage usage and ensure that the
speed bias is around 0 in every short time duration.

4.1. Operation Mode of the Self-Regulating Random Model Algorithm

The overall diagram of the self-regulating random model algorithm is shown in Figure 9.
The controller needs to generate three random numbers to help the algorithm process.

 
Figure 9. Overall diagram of self-regulating random model algorithm.

The main function of the algorithm is to create a model with 12 elements; some are in
an activated state, while others are in an inactive state. This model continuously updates
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the activated elements in the model based on the combination of evaluation result value
and model-activated element quantity adjustment signals and finally outputs a random
number from these activated elements to ensure that the evaluation result value is always
maintained near the expected value. This can meet our requirement that the speed bias is
always around 0.

At the initial condition, it is necessary to set the model with 3 to 7 activated elements;
elements are the numbers from 1 to 12. Each number corresponds to its assigned voltage.

4.2. Operation Mode of the Quantity Adaptive Module

The principle diagram of the quantity adaptive module is shown in Figure 10, which is
the law on how to update the model. This module is used to randomly generate signals of
the way how to change the model. As can be seen from Figure 10, the module is divided into
three regions; when the Random Number I, ranging from 0 to 1, belongs to three different
regions, the module will output Add signal, Change signal, and Delete signal separately.
The probability of generating various signals varies with the number of activated elements
in the model. For example, if the number of activated elements in the model is five, there is
a 50% probability that the module will generate a Delete signal, and when a probability is
25%, the module will generate an Add signal or a Change signal.

Figure 10. Principle diagram of the quantity adaptive module.

4.3. Operation Mode of the Evaluation Module

The theme structure of the evaluation module is a simple accumulator, which receives
the random output value of the algorithms of the previous cycle, finds it in Table 2, records
the speed bias generated by this output, accumulates the previous results, and outputs
the new evaluation result value (V) to the Update Model Module. For other methods
of suppressing torque fluctuations, complex mixed calculations of motor parameters are
required, and control through the design of regulators is necessary. The computational
complexity of the method proposed in this article only exists in this module, consisting of
simple addition and subtraction of positive integers.

4.4. Operation Mode of the Update Model Module

The operation mode diagram of the Update Model Module is shown in Figure 11.
Firstly, receive the signal from the quantity adaptive module and judge how to change the
model. If an Add Signal is received, run Add Module; if a Delete Signal is received, run
Delete Module; if a Change Signal is received, run both Add Module and Delete Module.

Every time the Add Module is run, it receives the state of the model, which is shown
in Figure 11b; the red numbers mean elements that are activated, and the others are inactive.
Add Module is used to select one of those inactive elements and change it to an activated
state. Receive evaluation result value (V) from the evaluation module and make judgments.
If V > 0, run Reduce Evaluation Value Module (REVM) with 1©; if V < 0, run Increase
Evaluation Value Module (IEVM) with 2©; if V = 0, run Random Module (RM) with 3©.
The numbers 1©, 2©, 3© indicate the collections of inactive elements in the model. But 1©
removes 1, 2, 8, 9, which can increase the value of V; 2© removes 4, 5, 6, 11.
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Figure 11. Update Model Module. (a) Overall logic diagram. (b) Schematic diagram of model
state changes.

Every time the Delete Module is run, it receives random output from the algorithm of
the previous cycle and changes this element to inactive to complete the update.

From a macro perspective, there are two trends in the changes in the elements within
the model, adding elements that reduce the deviation of evaluation values and the repetition
of the same element. The model is constantly changing toward the optimal model at the
moment of using this algorithm, so combining random numbers to randomly output values
for elements within the model can also be considered the optimal random output.

4.5. Sensorless Control Using Self-Regulating Random Model Algorithm

The overall flowchart of using the output of the self-regulating random model com-
bined with Table 1 for pseudo-random voltage injection is shown in Figure 12. The output
of this algorithm will be used to control which voltage is injected, and the whole sensorless
speed-control system is shown in Figure 13. This method can be called a self-regulating
random model method (SRRMM). Speed and current controls are implemented using
Proportional–Integral (PI) regulators. A Low-Pass Filter (LPF) is used to filter out induced
current to ensure signal stability. A High-Pass Filter (HPF) is used to extract induced
current for sensorless control. The cutoff frequencies of LPF and HPF can both be set
to π

32Ts
.

 

Figure 12. Flowchart of using the self-regulating random model algorithm to output injection voltage.
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Figure 13. Block diagram of speed sensorless control system for SynRMs using self-regulating
random model algorithm.

5. Analysis of PSD

Using a fixed frequency injection voltage can cause sharp noise, while the SRRMM
proposed in this article uses pseudo-random injection voltage, which can achieve the
function of reducing noise. Usually, the calculation of current PSD is used to demonstrate
that PSD can effectively represent the distribution of energy in the frequency spectrum.
The PSD values can be calculated using the following equation [27,28]:

S( f ) =
1

ET
[
Tp
]
⎧⎪⎪⎨⎪⎪⎩

continuous component︷ ︸︸ ︷
ET,ϕ

[
|I( f )|2

]
−
∣∣ET,ϕ[I( f )]

∣∣2
discrete component︷ ︸︸ ︷

1
ET

[
Tp
] ∣∣ET,ϕ[I( f )]

∣∣2 k=+∞

∑
k=−∞

δ( f − k fi)

⎫⎪⎪⎬⎪⎪⎭ (18)

where operator E[] denotes mathematical expectation; δ() stands for the unit impulse
function; I(f ) is the Fourier transform during one cycle.

For the twelve voltages, regardless of whether the period is 4Ts or 8Ts, they all have a
voltage with the phases of ϕ = 0◦, 90◦, 180◦, 270◦. The Fourier transform results of their
induced current are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(
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)
= 1

π2 f 2Tp

[
2
(

e−j π
2 f Tp − e−j 3π

2 f Tp
)
+
(

e−j2π f Tp − 1
)]

(19)

where Tp = {4Ts, 8Ts}.
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For the voltages with the period of 8Ts, there are also four phases of ϕ = 45◦, 135◦,
225◦, 315◦. The amplitudes of the extreme values reached by the induced current are 0.5
and 0.25. The Fourier transform results of their induced current are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(20)

where Tp = 8Ts.
It has been proved many times that if the injection signal frequencies only have odd

times Least common multiple, the PSD will have discrete harmonics [14]. The period
time of the voltages selected in this article are 4Ts and 8Ts, respectively. So, for the system
proposed in this article, there must be no discrete harmonics. Moreover, I0◦( f ) = −I180◦( f );
I90◦( f ) = −I270◦( f ); I45◦( f ) = −I225◦( f ); I135◦( f ) = −I315◦( f ). And from the operation
mode of the algorithm, it can be seen that the probability of voltage injection with numbers
3, 7, 10, and 12 is the same, with a probability of about 10.530%, and the probability of the
other eight voltages is about 7.235%. Equation (18) is finally reduced as

S( f ) =
1

ET
[
Tp
]ET,ϕ

[
|I( f )|2

]
(21)

The specific result of the PSD of the induced current in the SRRMM can be expressed as

S( f ) = 1
4Ts

(
0.1447|I0◦( f , 4Ts)|2 + 0.2106|I90◦( f , 4Ts)|2

)
+

1
8Ts

(0.1447|I0◦( f , 8Ts)|2 + 0.1447|I45◦( f , 8Ts)|2+
0.2106|I90◦( f , 8Ts)|2 + 0.1447|I135◦( f , 8Ts)|2)

(22)

For OVIM which uses fixed frequency voltage, the result is

S( f ) =
1

Tp

∣∣I0◦
(

f , Tp
)∣∣2 (23)

The control frequency used in this article is 10 kHz, which means Ts = 0.0001 s. The
three PSD results of SRRMM and two OVIM with the period of 4Ts and 8Ts, with voltage
numbers 1 and 9 in Table 1, can be plotted. Usually, due to the small amplitude of PSD
results, they take the logarithm based on ten and multiply it by ten. The processed results
are shown in Figure 14. From the figure, it can be seen that the SRRMM smoothly disperses
the induced current energy to various frequencies without any outliers appearing. This
means that there will be no high-decibel noise of a certain frequency.

Figure 14. PSD results of the induced current of three different control methods.
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6. Experimental Research

The experimental platform used is shown in Figure 15, where an eddy current dy-
namometer is used to apply load and verify the accuracy of the sensorless control of the
motor speed estimation; the current probe is used to sample the phase current; a signal os-
cilloscope is used to record and display current signals, and the PC is used to communicate
and control with the motor controller. The controller uses the chip RXR5F524T8ADFM. The
parameters of the 5-kw motor are displayed in Table 3. The experimental verification is
mainly divided into four steps. Firstly, it will be verified that the proposed self-regulating
random model algorithm can be operated effectively. Secondly, various experiments are
used to verify that this method can reduce the impact of torque ripple on sensorless speed
control. Finally, it will be verified that the method used in this paper can effectively
reduce noise.

 
Figure 15. Experimental platform display diagram.

Table 3. Parameters of the 5-kW SynRM.

Parameter Value

Pole Pairs 2
Resistance 0.25 Ω

Rated Current 12.5 A
Rated Voltage 380 V

D-Axis Inductance 43.9 mH
Q-Axis Inductance 22.1 mH

6.1. Validation of Self-Regulating Random Model Algorithm Performance

The specific operation mode of the self-regulating random model algorithm proposed
in this article has been introduced in detail in Section 4. In order to prove the successful
operation of this algorithm, running the motor using SRRMM for about 25 s, important
parameters of each module of the algorithm are recorded based on the operating principles
of the three modules included in the algorithm.

The main function of the quantity adaptive module is to output signals on how the
model changes while also ensuring that the number of elements in the model has a certain
degree of randomness. The results between 12 s and 12.1 s of the recorded output signal of
the module and the number of elements in the model are shown in Figure 16. Regarding
the Add|Change|Delete signal shown in Figure 16, if it is 1, it means the output is an Add
signal; if it is 2, it means the output is a Delete signal, and if it is 3, it means the output is a
Change signal. The corresponding data on the number of activated elements in the model
below are also adjusted according to the output signal.
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Figure 16. The output signal from quantity adaptive module and the number of active elements.

For the evaluation module and the update module, the parameters, which are worth
paying attention to are the evaluation result value and the output random sequence. The
model output and evaluation result values between 12 s and 12.1 s are also recorded, which
are shown in Figure 17; the output of the model will be the number of injected voltage.

Figure 17. The evaluation result value and the injection voltage number.

From the figure, it can be seen that the evaluation value has remained stable around 0,
even for an extremely long duration; there are no large or small values. The existence of such
a phenomenon can ensure the rationality of the analysis of torque ripple in Section 3. The
motor does not always operate under fixed operating conditions, and the parameters may
also change. Maintaining an estimation result at 0 can ensure that the speed control is not
subject to oscillations caused by random numbers generated by programming languages,
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which can cause oscillations in the output of the speed regulator. Therefore, using this
method can ignore the inductance variation in the SynRM.

6.2. Reduction in Torque Ripple and Speed Fluctuation

To illustrate, the random voltage injection sensorless control method using a self-
regulating random model algorithm has a smaller amplitude on torque ripple and a smaller
impact on speed control. Many comparative experiments between RVIM and SRRMM
are conducted, mainly including steady state under different load conditions, start-up in
stationary and reverse rotation states, and acceleration and deceleration experiments.

We used these two methods to run the motor at 100 rpm with no-load, 50% rated-load,
and rated-load conditions, respectively, and record the phase current, torque, and speed.
The sampling results are shown in Figure 18. In order to better display the details of each
quantity, the phase current is displayed using 100 ms/div, and there is a Zoom that displays
the details of the induced current caused by the injection voltages. The corresponding
amplitudes for the three load conditions are 2 A/div, 3.5 A/div 5 A/div. The speed displays
the duration of 5 s, while the torque displays the duration of 20 s. It can be seen that when
using SRRMM, the phase current is relatively stable, while when using RVIM, there is
a noticeable jitter marked by the green circle in the figure, especially when the current
amplitude is large. The speed fluctuation is also relatively small when using SRRMM,
only within 1.5 rpm; while using RVIM, the speed fluctuation can reach 6 rpm. The torque
fluctuation is also greater for RVIM, which is about three times that of using SRRMM. It
can also be seen that there is a more macroscopic fluctuation in torque when using RVIM.

Figure 18. Sampling results of current, speed, and torque during motor running at 100 rpm. (a) SR-
RMM with no load. (b) RVIM with no load. (c) SRRMM with 50% rated load. (d) RVIM with 50%
rated load. (e) SRRMM with rated load. (f) RVIM with rated load.

The sensorless control method proposed in this article does not require the use of
methods such as I-f or V-f to start up from a stationary or negative speed state. Two control
experiments are conducted, starting from a stationary state to 100 rpm and from −100 rpm
to 100 rpm, respectively. The sampling images of phase current and motor speed are shown
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in Figures 19 and 20. The phase current is displayed as 10 s/div in time and 2 A/div
in amplitude with no load, 5 s/div in time, and 5 A/div in amplitude with rated load.
The current is limited at 3.5 A with no load and 12 A with rated load. For experiments
starting from the stationary state, Zoom1 displays the current at the highest speed, while
Zoom2 displays the current at the steady speed. The current using SRRMM is still relatively
stable, while using RVIM not only causes current jitter in a small range, but also current
oscillations in a large range. Large-range current oscillations can cause significant speed
oscillations, all of which are marked by green circles. Small-range current oscillations are
significant with a rated load, while large-range current oscillations are significant with no
load. This is because the braking force brought by the eddy current dynamometer has some
filtering effect, so the speed overshoot is not significant under rated-load conditions. For
experiments starting from the reverse rotation state, Zoom1 displays the current at the zero
speed position, while Zoom2 displays the current at the steady speed. As before, current
jitter and oscillations, as well as speed oscillations, are all marked. The speed fluctuation,
which we are most concerned about, is still below 1.5 rpm when using SRRMM, while
using RVIM, it even reaches 7.3 rpm in Figure 19b, and the rest is also above 5 rpm.

 
Figure 19. Sampling results of current and speed during motor start-up to 100 rpm. (a) SRRMM with
no load. (b) RVIM with no load. (c) SRRMM with rated load. (d) RVIM with rated load.

Two different methods are used to conduct experiments on acceleration and decel-
eration between speeds of 100 rpm and 150 rpm. The experimental results are shown in
Figure 21. The phase current is displayed as 10 s/div in time and 2 A/div in amplitude
with no load, 5 s/div in time, and 5 A/div in amplitude with rated load. Zoom1 displays
the current at 150 rpm, while Zoom2 displays the current at 100 rpm. The oscillations of
speed and current are marked with green circles. For the same load situation using the
same method, it can be seen that at higher speeds and currents, speed fluctuations are also
greater. This confirms the analysis results of Equations (14) and (15). For using SRRMM,
the speed fluctuation is about 2 rpm at the speed of 150 rpm, while for RVIM, it reaches
around 7 rpm.
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Figure 20. Sampling results of current and speed of the motor from −100 rpm to 100 rpm. (a) SRRMM
with no load. (b) RVIM with no load. (c) SRRMM with rated load. (d) RVIM with rated load.

Figure 21. Sampling results of current and speed during acceleration and deceleration of the motor
between 100 rpm and 150 rpm. (a) SRRMM with no-load. (b) RVIM with no-load. (c) SRRMM with
rated load. (d) RVIM with rated load.
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The above multiple experiments have shown that regardless of any operating state,
the use of SRRMM can always maintain torque fluctuations caused by injected voltage
near zero, which resists the influence of non-random or even periodic voltage selection.
Therefore, the speed bias is always maintained near zero, which is beneficial for sensorless
speed control.

6.3. Verification of Noise Reduction Effect Using SRRMM

In order to verify that the proposed SRRMM method can effectively suppress the
noise caused by injected voltage, the following comparative experiment is designed, and
all injection voltages used in the experiment are described in Table 1. The injection voltages
have the frequencies of 2.5 kHz or 1.25 kHz, respectively, and to verify that the method
used in this article can reduce noise, it is necessary to conduct OVIM experiments using
these two different frequencies of voltages; the voltage numbers used in the two methods
are 1 and 9, respectively. This method has high noise and is convenient for comparison.
RVIM has been proven many times to have the function of reducing noise, and, as a
commonly used method for comparison in this article, this method is conducted using all
the injection voltages in Table 1. The above three methods, along with the SRRMM method
proposed in this article, are all implemented under no-load and rated-load conditions. The
use of two different load conditions can better demonstrate the effectiveness of the noise
reduction function. When the motor runs stably at 100 rpm, acoustic noise is recorded by a
sound meter Smart Sensor AS804B placed approximately 50 cm above the motor shaft; the
experimental setup is shown in Figure 22, and the results are presented in Table 4. From
the results, it can be seen that SRRMM, like RVIM, also has the function of reducing noise,
while the noise generated by using OVIM is relatively large.

 

Figure 22. Collecting the noise level generated by the motor using Smart Sensor AS804B.
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Table 4. The results of collecting acoustic noise levels using different methods.

Load State No Load Rated Load

OVIM (2.5 kHz) 76.3 dB 76.7 dB

OVIM(1.25 kHz) 76.5 dB 77.1 dB

RVIM 71.2 dB 71.4 dB

SRRMM 70.9 dB 70.9 dB

Similarly, when the motor runs stably at 100 rpm, the phase current is recorded, and
the PSD and Fourier transform are calculated. As mentioned in Section 5, the calculated
value of PSD is very small, and the results have been processed, they are taken the logarithm
based on ten and multiplied by ten. The times of each numbered voltage are injected within
25 s and are shown in Figure 23.

Figure 23. Record of voltage injection times for each number.

The sampled current image and the calculated PSD and Fourier transform results are
shown in Figure 24. The time axis is 50 ms/div; the current axis for the no-load experiment
is 2 A/div, and the rated-load experiment is 5 A/div. All current images have a Zoom to
more clearly display the induced current caused by the injected voltage reflected in the
phase current. The current amplitude is about 3.3 A under no-load conditions and about
9.3 A under rated-load conditions.

It can be seen from the figure that the PSD results of RVIM and SRRMM are below
−60 dB in the frequency between 2 kHz and 8 kHz, which is the area where human hearing
is more sensitive. From the results of the Fourier transform, it can also be seen that the
current spectrum is spread out in the low-frequency range. As for the larger values at
10 kHz, they occur because the switching frequency of PWM is 10 kHz, and switching the
inverter at this frequency will bring some current spikes.

The experimental results of two OVIMs show that there are significant peaks at the
injection frequency and its harmonics, many of which are within the range of 2 kHz to
8 kHz. This will cause sharp noise, which is also what all random voltage methods want
to eliminate.
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Figure 24. During steady state of the motor, phase current image, corresponding PSD calculation
results, and Fourier transform results display diagram. (a) OVIM with 2.5 kHz injection voltage with
no load. (b) OVIM with 1.25 kHz injection voltage with no load. (c) RVIM with no load. (d) SRRMM
with no load. (e) OVIM with 2.5 kHz injection voltage with rated load. (f) OVIM with 1.25 kHz
injection voltage with rated load. (g) RVIM with rated load. (h) SRRMM with rated load.

7. Conclusions

To solve the sensorless speed-control problem of synchronous reluctance motors
(SynRMs) and weaken the speed bias and noise caused by injected voltage. The self-
regulating random model algorithm is proposed in this paper, which can be used for
sensorless control by injecting high-frequency square-wave-type voltages. This algorithm
creates a model and continuously updates the activated elements within the model based
on evaluation results, making the trend of the random number sequence output from the
model decrease the bias of the evaluation value. Taking the torque deviation caused by
induced current as the evaluation object and its impact on speed as the evaluation method,
it is used to output twelve voltage numbers reasonably. This experiment has proven the
feasibility of the algorithm, and the entire sensorless control method has good performance;
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like other methods using random voltage, this method also has the function of reducing
the noise caused by injection voltages.
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Abstract: To address problems that traditional two-stage inverters suffer such as high cost, low
efficiency, and complex control, this study adopts a quasi-Z-source cascaded multilevel inverter.
Firstly, the quasi-Z-source inverter utilizes a unique impedance network to achieve single-stage
boost and inversion without requiring a dead zone setting. Additionally, its cascaded multilevel
structure enables independent control of each power unit structure without capacitor voltage sharing
problems. Secondly, this study proposes a current-predictive control strategy to reduce current
harmonics on the grid side. Moreover, the feedback model of current and system state is established,
and the fast control of grid-connected current is realized with the deadbeat control weighted by the
predicted current deviation. And a grid-side inductance parameter identification is added to improve
control accuracy. Also, an improved multi-carrier phase-shifted sinusoidal PWM method is adopted
to address the issue of switching frequency doubling, which is caused by the shoot-through zero
vector in quasi-Z-source inverters. Finally, the problems of switching frequency doubling and high
harmonics on the grid side are solved by the improved deadbeat control strategy with an improved
MPSPWM method. And a seven-level simulation model is built in MATLAB (2022b) to verify the
correctness and superiority of the above theory.

Keywords: quasi-Z-source inverter; cascaded multilevel; deadbeat current control; multi-carrier
phase-shifted sinusoidal PWM

1. Introduction

In recent years, there has been growing interest in research on photovoltaic power
generation systems. The energy conversion efficiency and power generation stability of
these systems are directly dependent on the selection of an inverter and its control method.
Therefore, it is crucial to carefully choose an appropriate inverter and control strategy. The
quasi-Z-source inverter replaces the boost circuit in the middle stage of the traditional
two-stage inverter by adding an inductance and capacitance network between the inverter
bridge and the DC side [1], thus using the shoot-through state of the upper and lower
bridge arms that is not allowed by the traditional inverter to raise the DC side voltage and
realize the single-stage boost inverter. Therefore, there is no need to place the dead zone
in the control of the inverter, which avoids the harmonics caused by the existence of the
dead zone, reduces the distortion rate of the output waveform, and improves the stability
of the whole system. Moreover, the quasi-Z-source inverter, equipped with a series passive
network before the inverter bridge, can function as both a voltage source inverter (VSI) and
a current source inverter (CSI), eliminating the need for combining large capacitors or large
inductors in series. Therefore, based on the above advantages, the quasi-Z-source inverter
has been applied and developed in small- and medium-sized power applications such as
new energy power generation, power batteries, and AC speed regulation systems.

A cascaded multilevel inverter (CMI), compared with a traditional two-level inverter,
can improve the output current and voltage harmonics. Because the output waveform is a
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trapezoidal wave, when using PWM technology, its output waveform is closer to a sine
wave [2]. Then, the cascaded multilevel inverter can realize high-voltage output by using
low-voltage withstand devices and, compared with the clamped inverter with the series
structure of power electronic devices, each H-bridge inverter is cascaded as the basic unit,
which not only reduces the power burden of cascaded units but also avoids the problem
of midpoint voltage balance [3,4]. In addition, the cascaded multilevel inverter, utilizing
the H-bridge structure with an independent DC power supply as its fundamental power
unit, can individually control each unit to operate at the maximum power point, thereby
significantly enhancing operational efficiency [5,6].

In this study, a combination of the quasi-Z-source and cascaded multilevel techniques
is adopted, leveraging the respective advantages of both. It can achieve a single-stage boost
inverter. Also, there is no need to set the dead voltage, which solves the problem of complex
control and high cost and eliminates the output voltage distortion caused by the addition
of dead zone voltage. Moreover, integrating the application background of photovoltaic
power generation, each output unit can operate independently at its maximum power
point, enhancing efficiency [5,6].

For the control and modulation method of the system, due to the structural par-
ticularity of the quasi-Z-source cascaded multilevel inverter, there is a certain coupling
relationship between the DC chain voltage rise and the inverter; that is, the sum of the
modulation ratio and the shoot-through duty ratio must be less than or equal to one. Firstly,
to address the issue of high harmonic content on the output side of the inverter bridge
caused by the charging and discharging of inductors and capacitors in the qZS-CMI’s
quasi-Z-source network, this study employs an improved current-predictive control strat-
egy that integrates mathematical modeling with state prediction [7–10]. This approach
effectively mitigates output harmonics because of its benefits, such as fast response time,
low computational requirements, and stable switching frequency [11–14]. Secondly, this
study proposes an enhanced multi-carrier phase-shifted modulation method to address the
issue of increased switching frequency and subsequent switching loss due to the insertion
of the shoot-through zero vector [15–17]. Specifically, it is accomplished by altering the
placement of the zero vector. Additionally, in order to prevent the control failure caused by
the change in the grid-side parameters, the least squares method based on the forgetting
factor is introduced to identify the parameters of the grid-side filter inductor [18,19].

In summary, this study first expounds the principle of a quasi-Z-source cascaded
multilevel inverter and establishes a corresponding mathematical model. Then, aiming at
the problem of high harmonic distortion in the qZS-CMI output and the multiplication of
switching loss, an improved current-predictive control strategy of grid-connected current
is adopted. And the least squares method based on the forgetting factor is introduced to
identify the parameters of the grid-side filter inductance to reduce grid-connected static
error. Moreover, an improved multi-carrier phase-shifted modulation method is proposed
to reduce the switching loss by changing the implantation time of the zero vector. Finally, a
simulation model is used to verify its effectiveness.

2. Principle of Quasi-Z-Source Cascaded Multilevel Inverter

The topology of a quasi-Z-source cascaded multilevel inverter, shown in Figure 1, is a
cascade of N such identical units which consists of a qZS_network in the front stage and
an HBI in the back stage. A qZS_network is a quasi-Z-source inductance and capacitance
network which completes the voltage boost on the DC side. An HBI is an H-bridge
composed of electronic devices which completes the DC/AC inverter, L represents the filter
inductance on the power grid side, and vg represents the power grid voltage.
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qZS_network
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Figure 1. Diagram of the quasi-Z-source cascaded multilevel inverter.

2.1. Voltage Boost Principle of the Quasi-Z-Source

The quasi-Z-source inverter utilizes its two operational states, namely, the shoot-
through state and non-through state, to achieve its intended functionality. In steady-state
operation, the inverter bridge can be considered equivalent to a current source. Figure 2
below depicts the steady-state equivalent circuit diagram of the quasi-Z-source inverter.

iin Vd iC1

vC1

VL1

vC2

VL2

iL2

Vin Vdc idc

iL1

iC2

Figure 2. Equivalent circuit diagram of quasi-Z-source inverter.

When operating in the shoot-through state, the diode is in reverse cutoff mode, causing
the capacitor to discharge. Simultaneously, both the DC power supply and the capacitor
charge the inductor. In contrast, when functioning in the non-through state, the diode
enters an on state while discharging the inductor. At this time, both the DC power supply
and the inductor charge the capacitor while providing power to load. By analyzing these
two states comprehensively, we can establish a relationship as shown by Equation (1):⎧⎪⎨⎪⎩

vC1 = 1−D0
1−2D0

· Vin

vC2 = D0
1−2D0

· Vin

Vdc = vC1 + vC2 = 1
1−2D0

· Vin

(1)

where the voltages at both ends of capacitors C1 and C2 are represented by vC1 and vC2,
respectively. D0 denotes the shoot-through duty ratio, Vin represents the input voltage of
the DC power supply, and Vdc signifies the DC chain voltage.

2.2. Principle of Cascaded Multilevel Inverter

In this system, the cascaded units of the quasi-Z-source cascaded multilevel inverter
are independent of each other and cascaded by the circuit shown in Figure 3. This en-
sures that the cascaded superposition circuit can remain unimpeded when the H-bridge
circuit outputs any current level, and the H-bridge circuit of each unit has four basic
working states.
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Figure 3. Quasi-Z-source cascaded multilevel inverter topology.

When switch tubes S1 and S4 are turned on, the H-bridge is in the forward conduction
state, resulting in a positive output voltage of E; when switch tubes S2 and S3 are turned
on, the H-bridge operates in reverse mode, generating a negative output voltage of −E.
When switches S1 and S3 are turned on, the H-bridge functions as a forward bypass with
zero output voltage, allowing current to flow forward; when switch tubes S2 and S4 are
turned on, the H-bridge acts as a reverse bypass with zero output voltage while enabling
current to flow in reverse. The CMI working states are shown in Figure 4. A CMI can work
normally only when the above four working states exist simultaneously, which is also an
important feature that distinguishes cascaded multilevel inverters from clamped inverters.

V V

 
(a) (b) 

V V

(c) (d) 

Figure 4. CMI working states: (a) forward conduction, (b) reverse conduction, (c) forward bypass,
(d) reverse bypass.

2.3. QZS-CMI Mathematical Model

The mathematical model of the quasi-Z-source cascaded multilevel inverter, based
on its principle, is established as follows. Firstly, the essence of the cascaded H-bridge
inverter is to connect multiple H-bridges in series and realize multilevel output through
the four-quadrant operation of the H-bridge inverter. Consequently, the output voltage vo
can be expressed as the summation of each module’s output voltage:

vo =
N

∑
i=1

vdci · Si (2)
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where vdci is the DC chain voltage of module i, defined as Si (i = 1, 2, 3. . . N), which is a
switching function that meets the following condition:

Si ∈ {−1, 0, 1} (3)

Moreover, if the modulation ratio of each quasi-Z-source module is denoted as Mi, the
expressions for both the output voltage voi and the total output voltage vo of module i can
be derived from Equation (4): ⎧⎨⎩

voi = vdci · Mi sin(ωt)

vo =
N
∑

i=1
voi

(4)

where ω is the angular frequency of the voltage on the grid side. Since qZS-CMI is generally
used in small- and medium-power situations, it can be approximately considered that the
output reactive power of the AC side is zero; that is, the power factor angle is equal to zero.

Set the grid voltage and current amplitude to Vg and Ig. Then, the instantaneous value
of the grid voltage and current can be expressed as{

vg = Vg · sin(ωt)
ig = Ig · sin(ωt)

(5)

In addition, a single inductor filter is used at the grid side. The value of the filter
inductance is set as L; then, the following can be obtained from KVL:

vo = L
dig

dt
+ vg (6)

where the instantaneous values of power grid voltage and current are represented by vg
and ig, respectively, while the output voltage of the inverter is denoted as vo.

3. Current-Predictive-Control-Improved Deadbeat Current Control

3.1. Principle of Deadbeat Current Control

Deadbeat current control (DBC) is a control technique that utilizes a mathematical
model of the circuit to accurately predict the value of the next sampling period based on
the current system state. In comparison to other control methods, it offers advantages such
as rapid response, minimal computation requirements, and stable switching frequency. By
employing the forward Euler approximation formula and assuming a sufficiently small
sampling period, we can derive the following equation by rewriting Equation (6):

vo(k) =
L
Ts

(ig(k + 1)− ig(k)) + vg(k) (7)

where Ts is the sampling period, vo(k) is the sampling value of the inverter output voltage
at the current moment, vg(k) and ig(k) are the sampling values of the grid voltage and
current at the current moment, and ig(k + 1) is the sampling value of the grid current at the
next moment.

When the fast-tracking of the grid current is realized in a sampling period,

ig(k + 1) = iref(k) (8)

where iref(k) is the grid current reference value.
The inverter output voltage reference value voref(k) can be obtained by substituting

Equation (8) into Equation (7):

voref(k) =
L
Ts

(iref(k)− ig(k)) + vg(k) (9)

162



Electronics 2024, 13, 1824

For single-phase inverters with SPWM, the modulation ratio Mi can be expressed as

Mi(k) =
voref(k)
vdc(k)

(10)

For the cascaded inverter, since the cascade is a topology that connects H-bridges by
N in series to achieve multilevel output, if the input power of each H-bridge power module
is balanced, the modulation ratio of each H-bridge module is

Mi(k) =
voref(k)

N · vdci(k)
(11)

where vdci(k) is the output voltage of the H-bridge module i at the current time, and N is
the total number of H-bridge modules.

The above process is the DBC principle of grid-connected current using cascaded
inverters. The general idea is to predict the reference value of the inverter output voltage at
the k’th moment by referring to the reference value of the grid-connected current, and then
obtain the modulation signal Mi.

3.2. Improved Deadbeat Current-Predictive Control

The traditional DBC requires that the grid-connected current can track the reference
without static error in a sampling period; that is, the current deviation ie is zero. However,
due to the inherent delay of the digital system, the current deviation cannot become zero in
a sampling period. To realize the grid-connected current fast-tracking reference current,
this study adopts an improved grid-connected current deadbeat predictive control.

Equation (7) can be deduced one step further:

voref(k + 1) =
Ts

L
(ig(k + 2)− ig(k + 1)) + vg(k + 1) (12)

The current deviation at time k and time k + 1 is defined as

Δig(k) = ig(k + 1)− ig(k) (13)

Δig(k + 1) = ig(k + 2)− ig(k + 1) (14)

The requirement of DBC Δig(k + 1) = 0 is relaxed, and Δig(k + 1) is equal to the
arithmetic mean of the root of the current deviation at two adjacent moments at k + 1;
that is,

Δig(k + 1) =
1
2
[
Δig(k + 1) + Δig(k)

]
=

1
2
(ig(k + 2)− ig(k)) (15)

The predicted value of the output voltage of the inverter can be obtained by substitut-
ing Equation (15) into Equation (12):

voref(k + 1) =
Ts

2L
(ig(k + 2)− ig(k + 1)) + vg(k + 1) (16)

The grid voltage at time k + 1 in Equation (16) can be obtained by linear extrapolation:

v̂g(k + 1) = 2vg(k)− vg(k − 1) (17)

The modulation ratio Mi of each H-bridge module can be expressed as

Mi(k) =
voref(k + 1)
N · vdci(k)

(18)

The current closed-loop control block diagram, as depicted in Figure 5 below, is
established for the aforementioned enhanced deadbeat current control strategy.
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Figure 5. System control block diagram.

The system’s responsiveness is analyzed using the above-mentioned system control
block diagram. In the figure, Ts represents the sampling period of the system; G1(z) denotes
the deadbeat controller, with K being the ratio between actual and given inductance values;
Z−1 signifies inherent delay in digital systems; ZOH stands for zero-order holder; and
G2(z) represents the filter inductance on the output side. The role of the zero-order holder
within this system is to substitute discrete digital signals with continuous analog signals;
its transfer function can be expressed as

GZ(s) =
1 − e−sTs

s
(19)

where Ts indicates the system sampling period.
The frequency domain transfer function of the zero-order holder and the actuator are

discretized together in discrete systems, resulting in G2(z) in the discrete domain. The
transformation process is illustrated by Equation (20).

G2(z) =
Ts

L
(1 − z−1) · Z[

1
s2 ] =

Ts

L
· 1
(z − 1)

(20)

According to the aforementioned conclusions, the forward transmission function of
the system can be derived as follows:

G(z) = G1(z) · z−1 · G2(z) =
K

2z(z − 1)
(21)

The characteristic equation of the system is obtained:

F(z) = 2z2 − 2z + K = 0 (22)

The Jury stability criterion for second-order discrete systems is as follows:⎧⎨⎩
a2 + a1 + a0 > 0
a2 − a1 + a0 > 0
|a0|< a2

(23)

The above equation features the leading coefficients of the characteristic equation
arranged in descending order of power, namely, a2, a1, and a0.

Based on the substitution of a2 = 2, a1 = −2, and a0 = K into the equation of the Jury
stability criterion, the conclusion can be drawn that the system is stable at 0 < K < 2. Under
the same conditions, the stability region of the traditional deadbeat current control is
0 < K < 1.

The rapidity and stability of the improved deadbeat algorithm were verified in the
MATLAB/Simulink (2022b) simulation environment, disregarding the disturbance of the
load voltage at the rear stage. The simulation results are presented in Figure 6.
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Figure 6. Simulation results of the enhanced deadbeat algorithm: (a) K = 0.5; (b) K = 1.0; (c) K = 1.0
and 1.5.

According to the simulation results in Figure 6a, it is evident that the improved
deadbeat control algorithm demonstrates faster reference tracking without any overshoot,
thereby significantly improving its speed compared with the traditional deadbeat algorithm.
Figure 6c validates the stability of the improved deadbeat algorithm. However, as K
increases, both systems overshoot and transition time also increases. Hence, this indirectly
demonstrates that the deadbeat algorithm imposes higher accuracy requirements on the
system model. As depicted in Figure 6b, when K = 1, the traditional deadbeat algorithm
achieves critical stability while the improved deadbeat algorithm attains a state of basic
stability, indicating an enhancement in stability relative to the traditional one.

3.3. Parameter Identification of Grid-Side Inductance Based on the Least Squares Method

From the analysis of the previous section, it can be seen that as a special model
of predictive control, the effect of deadbeat current-predictive control is closely related
to the accuracy of the established mathematical model. If the actual inductance is too
large, there will be a steady-state error ie between the grid-connected current and the
reference current, and the value of ie will increase with the increase in the inductance value.
If the actual inductance value is small because the inductance mainly starts to filter, a
too-small inductance value will cause the harmonic distortion rate of the grid-connected
current to be too large, which cannot meet the requirements of grid connection. The above
two situations will lead to the control failure of the grid-connected inverter, so when the
above two situations occur, the inverter needs to stop working to prevent its impact on
the large power grid. In this study, by adding the parameter identification of the filter
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inductance value, the change in the inductance value is monitored in real time to avoid the
above situation.

The least squares method is currently widely used in system parameter estimation be-
cause of its simple and easy-to-understand advantages. However, in practical applications,
the recursive least squares method will have the phenomenon of data saturation, leading
to algorithm failure. To overcome these limitations, and to dilute the influence of old data
on new data while improving the influence of new data, this study adopts recursive least
squares with forgetting factor (FRLS) and its value function is

J =
n

∑
k=1

λ(n−k) · [y(k)− φT(k)θ̂(k)]
2

(24)

where y(k) is the output matrix, φ(k) is the input matrix, and θ(k) is the parameter matrix to
be identified, among them y(k) = φ(k)θ(k). In this study, y(k) = [ig(k + 1) − ig(k)], φ(k) =
[vo(k) vg(k)], θ(k) = [G -G]T, where G = L/Ts.

Combined with the derivation of the recursive least squares method, the FRLS iteration
equation is ⎧⎪⎨⎪⎩

θ̂(k) = θ̂(k − 1) + K(k)[y(k)− φT(k)θ̂(k − 1)]
K(k) = P(k−1)φ(k)

λ+φT(k)P(k−1)φ(k)
P(k) = [I − K(k)φT(k)]P(k − 1)/λ

(25)

where K(k) represents the number of iterations, and λ is the forgetting factor, generally
0.95~1.0. Because the FRLS algorithm needs to use the prior values of the covariance matrix
P and the parameter estimation matrix θ̂ in the iterative process, P(0) and θ̂(0) are usually
given in advance. Generally, we let P(0) = δ−1·I, where δ is a small real number, I is the unit
matrix, and θ̂(0) = 0.

It can be seen from Equation (25) that when the value of λ is less than 1, as the data
continue to iterate, the old data will decay exponentially, which is equivalent to adding a
weight factor to the old data that decays exponentially.

4. Multi-Carrier Phase-Shifted Sinusoidal Pulse Width Modulation

Since the Z-source/quasi-Z-source inverter was proposed, modulation methods have
emerged continuously. At present, for the single-phase qZS-CMI, the combination of
simple boost and PSPWM is generally used as the modulation method of single-phase
qZS-CMI, as shown in Figure 7a. The idea is to insert the shoot-through zero vector into
the traditional zero vector in the inverter. However, the insertion of the shoot-through zero
vector will double the switching frequency, resulting in an increase in switching losses,
thereby reducing the efficiency of the system. To address these issues, this paper adopts
an improved multi-carrier phase-shifted sinusoidal pulse width modulation (MPSPWM)
approach. By adjusting the insertion time of the shoot-through vector, the switching
frequency is reduced to mitigate switching losses. The improved multi-carrier phase-
shifting SPWM scheme is illustrated in Figure 7b below.

The basic principle, as illustrated in the above figure, involves translating the original
carrier to ensure that the two switching tubes of each bridge arm utilize distinct carriers
with an amplitude difference of D0. This extension of on-time for a specific switching tube
within the same bridge arm fulfills the voltage boost requirement. The driver signals G1
and G2 share a modulated wave but employ different carriers. The amplitudes of these two
carriers are 1 – D0/2 and 1 + D0/2, respectively, where D0 represents the shoot-through
duty ratio. The same applies to G3 and G4. While G1 and G4 share a common carrier, they
adopt different modulated waves with a phase difference of 180◦ between them; the same
is true for G2 and G3. The specific modulation method is shown in Figure 8.
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Figure 7. (a) Simple boost modulation and PS-PWM, (b) multi-carrier phase-shifted SPWM.
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Figure 8. Multi-carrier phase-shifted SPWM modulation schematic.

In the diagram, Vc and Vr are triangular carriers and sinusoidal modulation waves
with an amplitude of 1, respectively; D0 is a shoot-through duty cycle; and G1, G2, G3, and
G4 are four driving signals. When Vr > (Vc – D0/2), the S1 output is positive, and vice
versa; when −Vr > (Vc – D0/2), the S3 output is positive, and vice versa; when Vr > (Vc +
D0/2), S2 output is positive, and vice versa; and when −Vr > (Vc + D0/2), the S4 output is
positive, and vice versa.

5. Results of the System

In order to validate the accuracy of the proposed system in this study, the MAT-
LAB/Simulink (2022b) simulation platform was utilized to construct a seven-level qZS-CMI
system simulation model. The control block diagram of the model is depicted in Figure 9
and the seven-level qZS-CMI system simulation model is depicted in Figure 10.

The power level, depicted in the figure, is a cascaded multilevel quasi-Z-source
inverter module; DBC refers to an enhanced grid-connected deadbeat current controller.
Its operational procedure can be outlined as follows: Firstly, the load voltage, current, and
DC bus voltage are sampled. To ensure that the output current remains in phase with the
grid voltage, phase information of the specified current is obtained with PLL. Subsequently,
four signals are transmitted to the deadbeat controller for acquiring modulation signal Mi.
Finally, multi-carrier phase-shifted SPWM is employed to modulate both shoot-through
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signal D0 and modulated signal Mi, resulting in the generation of 12 driver signals. The
specific simulation parameters are shown in Table 1.
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Figure 9. Block diagram of the qZS-CMI control strategy.
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Figure 10. Seven-level qZS-CMI system simulation model.
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Table 1. Main simulation parameters of qZS-CMI.

Main Parameters Values

Quasi-Z-source Inductance (H) 0.003
Quasi-Z-source Capacitance (F) 0.004

Input Voltage (V) 35
Grid Voltage (V) 150
Grid Current (A) 2

Filter Inductance (H) 0.01
Maximum Shoot-through Duty Ratio 0.25

Switching Frequency (kHz) 10

5.1. Analysis of System Steady-State Simulation Results

In this study, given an input DC voltage of 35 V, the DC chain voltage can be calculated
as Vdc = 70 V using Equation (1). Consequently, it is evident that the peak value of the
inverter’s output voltage is Vo = N × Vdc = 210 V. For the simulation, Figure 11 illustrates
the output seven-level AC voltage of the inverter, while Figure 12 depicts the waveform
diagram of the DC chain voltage for any Z-source module. The obtained values align with
theoretical expectations, thereby validating the accuracy and feasibility of the qZS-CMI
mathematical model.
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Figure 11. Inverter output voltage.
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Figure 12. DC link voltage.

The driving signal of a qZS-CMI module is illustrated in Figure 13 below, with a fixed
duty ratio set at 0.25. Following multi-carrier phase-shifted modulation, the shoot-through
zero vector is divided into four segments and incorporated into the switching state. As a
result, there will be four shoot-through zero states within each switching cycle, with each
direct-zero state lasting for D0/4 duration.

The current waveform at the grid side is illustrated in Figure 14, demonstrating that
the current successfully tracks the set value after approximately 0.35 s, thereby validating
the efficacy of the proposed enhanced deadbeat current control method in this study.
Additionally, the current at the grid side exhibits phase alignment with the grid voltage, as
depicted in Figure 15.

Figure 16 illustrates the total harmonic distortion (THD) of the grid side using both
traditional and improved deadbeat control algorithms, which resulted in rates of 2.55% and
0.86%, respectively. It is evident that the deadbeat control algorithm effectively reduces the
THD of the grid-connected current.
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Figure 14. Grid current waveform.

-150 0.3 0.4 0.5 0.6 0.7

-100
-50

0
50

100
150 vg

ig

u/
V

t/s  
Figure 15. Grid voltage and grid current waveforms.

0 100 200 300 400 500 600 700 800 900 1000
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 100 200 300 400 500 600 700 800 900 1000
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Frequency(Hz)

M
ag

(%
 o

f F
un

da
m

en
ta

l)

 Fundamental(50Hz) = 9.791, THD = 0.86% Fundamental(50Hz) = 9.836, THD = 2.84%

M
ag

(%
 o

f F
un

da
m

en
ta

l)

Frequency(Hz)

(a) (b) 

Figure 16. Harmonic distortion rate of grid-connected current: (a) traditional control; (b) improved
control.

Figure 17 shows the estimated value of the filter inductance. Combined with Figure 14
and Table 1, it can be seen that the FRLS algorithm can undertake the parameter identifica-
tion of the qZS-CMI filter inductance.

According to Equation (7), the output voltage voref(k + 1) predicted by the deadbeat
algorithm, after the system reaches a steady state, should be equal to the grid voltage
vg(k + 1). Figure 18 illustrates the waveform diagram of the output voltage predicted by
the deadbeat algorithm and the grid-side voltage.
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Figure 18. Predicted voltage waveform.

The voltage voref, as depicted in Figure 18, exhibits excellent tracking capability with
the grid-side voltage vg once the system reaches a steady state. This ensures precise
modulation ratio M and satisfies the coupling relationship between the modulation ratio
and shoot-through duty ratio.

5.2. Analysis of System Dynamic Simulation Results

To verify the stability of the improved deadbeat current-predictive control, the grid-
side inductance is reduced at 0.5 s, and the grid-side inductance is increased at 0.6 s; that is,
at 0.5 s, K = 0.5, and at 0.6 s, K = 1.5. Figures 19 and 20 provide the grid-connected current
waveform and the grid-side inductance value identified using the FRLS algorithm.
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Figure 19. Current waveform when the grid-side inductance changes: (a) grid-connected current;
(b) local amplification of current dynamic error.
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Figure 20. Network-side inductance parameter identification waveform: (a) 10 mH; (b) 5 mH;
(c) 15 mH.

Figure 19a,b shows the process of grid-connected current tracking the given current
under the fluctuation of grid-side inductance and the absolute value of the difference from
the grid-connected current, respectively. It can be seen that the grid-connected current can
effectively track the given value, and the grid-connected current has no obvious fluctuation
in the case of grid-side inductance fluctuation, and its dynamic error fluctuates between
0 and 0.14 A. In addition, between 0.5 s and 0.6 s in the local amplification diagram, the
harmonic component of the grid-side current increases because the filter inductance value
is reduced to half of the original value. After 0.6 s, because the filter inductance value
increases to 1.5 times the original, ie increases; that is, the system overshoot increases and
tends to be critically stable. The above simulation results verify well the content discussed
in Section 3.2.

Figure 20 shows the inductance values identified using the FRLS algorithm in the
process of grid-side inductance fluctuation. From the change curves in Figure 20a–c, it can
be found that the FRLS algorithm has a large overshoot; in particular, when the inductance
value increases, the overshoot is more obvious, about 10 mH. This also shows that the FRLS
algorithm is sensitive to noise.

In addition, since the improved DBC strategy in this study does not add a voltage
loop, it is necessary to verify the change in grid-connected current when the input volt-
age changes.

After the system enters the steady state, a 2.5 V step signal is applied to the input
voltage Vdc at 0.5 s. Figures 21 and 22 present the waveforms of the grid-connected current
and the DC link voltage when the input voltage changes.

From the simulation results in Figure 21a,b, it can be seen that when the input voltage
fluctuation system re-transitions to a steady state, the grid-connected current produces a
small overshoot with a value of about 0.06 A, but after one quarter of the cycle, that is,
0.005 s, it can re-enter the steady state. Figure 22 shows that the DC link voltage jumps to
75 V at this time. In addition, since the capacitor voltage cannot mutate and the inductor
current cannot mutate, the DC link voltage does not jump immediately when the input
voltage fluctuates. Therefore, for a grid-connected system with a relatively stable input
voltage, the improved DBC does not need to adopt double closed-loop control, which also
simplifies the design of the control link to a certain extent.
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Figure 21. Current waveform when input voltage fluctuates: (a) grid-connected current; (b) local
amplification of current dynamic error.
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Figure 22. DC link voltage when input voltage fluctuates.

5.3. Analysis of Experimental Results

According to the design parameters listed in Table 1, this study constructed a seven-
level qZS-CMI experimental platform with a power rating of 0.75 kW. The obtained experi-
mental data were essentially consistent with the simulation results, which further validated
the accuracy and feasibility of the system. The main parameters of the experimental
platform are shown in Table 2; for other parameters, refer to the simulation section.

Table 2. Main parameters of qZS-CMI.

Main Parameters Values

Input Voltage (V) 35
DC Link Voltage Peak (V) 70

Peak Output Voltage After Filtered (V) 150
Peak Output Current (A) 10

Switching Frequency (kHz) 10

Figure 23a presents the DC link voltage waveforms of three independent qZS-HBI
modules. The three DC link voltages can remain stable and the peak values are equal
to about 70 V. When the shoot-through duty cycle is 0.25, as mentioned in Section 5.1,
the peak value of the DC link voltage should be 70 V. The waveform in Figure 23a is just
consistent with the theoretical calculation value. Figure 23b shows the voltage waveform
of the capacitor C1 in the quasi-Z-source network of three independent qZS-HBI modules.
According to the setting value of the shoot-through duty cycle and the input voltage
parameters in the program and Equation (1), the peak value of the voltage of the capacitor
C1 is 60 V, while the peak value of the capacitor voltage waveform shown in Figure 23b is
basically stable at 60 V; therefore, the theoretical analysis is consistent with the experimental
results, and the capacitor voltage waveform is continuous.
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(a) (b) 

Figure 23. DC link voltage waveform: (a) DC link voltage waveform; (b) voltage waveform of the
capacitor C1.

Figure 24 shows the measured waveforms of the driving signals of the upper and
lower switches S1 and S2 of the same bridge arm in a qZS-HBI module. MPSPWM control
inserts the shoot-through zero vector into the switching moment, that is, the shadow part
in Figure 24, which is roughly one-eighth of the switching period. The amplitude of its
high level is 10 V, which can effectively drive MOS.

Figure 24. Driving signal waveform.

The output voltage waveform of the qZS-CMI prototype system is depicted in Figure 25a
prior to filtering. Upon reaching steady state, the peak voltage waveform stabilizes at
approximately 210 V, exhibiting a seven-level sine wave pattern. By referring to Table 2 for
input voltage parameters and observing the waveform in Figure 25a, it can be inferred that
the qZS-CMI prototype system effectively achieves a six-fold boost output. Furthermore, to
ensure continuous current flow within the cascade structure, it is essential to ascertain the
output level of an individual qZS-HBI module. Figure 25b illustrates the output voltage
waveform of qZS-HBI module 1. As in the Section 2.2 analysis, maintaining current path
necessitates four distinct operating states for each qZS-HBI module; thus, its output voltage
should manifest as a three-level waveform. The voltage waveform presented in Figure 25b
indeed exhibits this three-level characteristic with a peak voltage around 70 V, aligning
with both theoretical analysis and the DC chain voltage of an individual qZS-HBI module.

Figure 26a,b below show the grid-connected current waveforms under the control
of the traditional deadbeat algorithm and the improved deadbeat algorithm, respectively.
According to the requirement of dynamic stability in a power system, the power system
should be able to restore the original operation state or transition to a new stable operation
state after being disturbed. As shown in Figure 26, when the load fluctuates, the system
transitions to a new stable operating state. The output current under the traditional
deadbeat control enters a stable state after about 40 ms, while the output current under
the improved DBC enters a stable state after about 4 ms. This proves well the rapidity
of the improved deadbeat control. Also, the current fluctuation in Figure 26a is large,
whereas the current fluctuation in Figure 26b demonstrates a minor amplitude and closely
resembles a sine wave. Therefore, it can be concluded that the power quality obtained
under the improved DBC is higher than that under the traditional control, which can meet
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the requirements of grid connection. Therefore, the superiority of the current-predictive
control method used in this paper is further proved.

 
(a) (b) 

Figure 25. Inverter output waveform: (a) CMI output voltage waveform; (b) single HBI module
output voltage waveform.

  
(a) (b) 

Figure 26. The grid-connected current waveform: (a) traditional DBC; (b) improved DBC.

Figure 27 below provides the voltage and current waveforms of the load after filtration.
In this figure, both voltage and current have amplitudes approximately equal to 150 V
and 10 A, respectively, while their effective values are measured as 106.1 V and 7.1 A.
The output power is determined as 0.753 kW, with voltage and current being in phase
exhibiting sinusoidal variations.

Figure 27. The voltage and current waveform after filtering.

6. Conclusions

In this article, the principle of a quasi-Z-source cascaded multilevel photovoltaic
inverter is expounded firstly, and the mathematical model of a qZS-CMI is established.
Then, an improved deadbeat control strategy is proposed to solve the problems of switching
frequency doubling and high harmonic rate on the grid side. The main features are
as follows:

(1) It replaces the traditional ‘Boost + inverter’ two-stage structure with a quasi-Z-
source inverter to achieve a single-stage boost inversion.
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(2) Considering the characteristics of photovoltaic distributed power generation sys-
tems and the susceptibility of photovoltaic cells to environmental factors, a cascaded
multilevel inverter (CMI) is adopted to significantly reduce the power burden on all joint
units, while the overall system’s quality and efficiency are enhanced with the independent
maximum power point tracking of each power unit.

(3) The current-predictive control strategy is introduced and improved to mitigate
current harmonics caused on the grid side by the constant charging and discharging of the
quasi-Z-source network.

(4) An improved multi-carrier phase-shifted sinusoidal PWM method is proposed
as a solution to the problem of frequency doubling due to shoot-through zero vector
insertion for the purpose of single-stage boost. This method inserts the shoot-through zero
vector into switching time intervals, aiming to reduce switching frequency and minimize
switching losses.

(5) In order to ensure the reliability and stability of the control, the FRLS is introduced
to identify the parameters of the grid-side filter inductor, which can prevent the control
failure caused by the change of the grid-side parameters, so as to realize the real-time
monitoring of the grid-side current.

In forthcoming research, system efficiency and quality will be further enhanced in the
method’s application to photovoltaic power generation systems. The method can also be
applied to motor drive and control to improve the operational properties.
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Abstract: This paper presents the latest advancements in model predictive control (MPC)
for grid-connected power inverters in renewable energy applications. It focuses on grid-
connected PV systems employing MPC techniques. Two main categories of MPC are
introduced: continuous control MPC (CC MPC) and predetermined control MPC (PC
MPC). In CC MPC, a modulator is required to generate the control signal, whereas in PC
MPC, the MPC controller directly performs the control process and generates the control
pulses. Consequently, PC MPC is preferred for most power converter applications due to its
lower computational complexity and simpler implementation. However, ensuring a fixed
switching frequency remains a significant challenge when using this control strategy for
power electronic converters. Moreover, the computation requirements of MPC strategies
are challenging, due to the large number of online calculations. Even with the significant
improvements in DSPs, computation complexity is still a continuing issue, especially for
applications requiring a high frequency. This paper also examines the design considerations
for both types of MPC in PV applications. Lastly, it reviews recent developments in grid-
connected inverters utilizing MPC strategies, with a focus on system stability, converter
topology, and control objectives.

Keywords: model predictive control MPC; DC_AC inverter; photovoltaic (PV); grid
connected system

1. Introduction

Over the last two decades, integrating various renewable energy sources with existing
electrical systems has become a topic of interest for power system researchers [1]. Grid-
connected renewable energy systems integrate different energy sources and loads into a
single electrical system, which is typically linked to the main electrical network [2]. Power
flow in such a system is managed according to the generated power and electricity demand.
As renewable energy sources have different power forms, the power conversion process
becomes a critical part of the electrical system. Solar and wind are currently the most
popular and mature natural sources. Among these, photovoltaic (PV) energy is commonly
used for distributed applications due to its simple implementation and low maintenance
requirements [1]. Solar energy resources are connected to the main electrical network
through electronic inverters, which are responsible for power conversion. These inverters
also help maintain voltage levels at the common bus. Various control approaches are
employed to manage the system. Typically, two control loops are used in grid-connected
PV inverters: internal controllers maintain the normal operation of the electronic converters,
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and external controllers ensure that the PV energy source does not cause issues with the
grid [3].

In the last few years, there has been increasing attention to improving the performance
of unconventional energy sources, including solar, wind, and marine energy [4–12]. Power
electronic converters are used in most electrical power applications (such as energy systems,
rail transportation, and motor drives) to convert power from one form to another [13–19].
Existing electrical systems integrate multiple energy resources with varying power forms
into a single system. As a result, power electronic converters are essential for unifying the
power forms at a common electrical point [20]. Power electronic circuits typically convert
electrical power from DC to AC or from AC to DC. However, power converters can also
be used for other purposes, such as stepping up or stepping down voltage in DC systems
or adjusting the magnitude or frequency of pure AC systems [21–24]. Several power elec-
tronic circuits have been proposed to effectively utilize renewable energy sources [25–31].
When designing these power electronic converters, key considerations include small size,
reduced design complexity, low installation cost, and simple control strategies [32–34]. The
development of fast-switching transistors, such as Gallium Nitride (GaN)-based transistors,
plays a crucial role in meeting these requirements [35].

Power converter control technology has continuously improved over the last few
decades [36–39]. The conventional control strategy for power converters primarily relies on
linear controllers in combination with modulation techniques like Pulse Width Modulation
(PWM) [38]. While this control method has been effective for many years, the operating
range of the controller can be limited by a narrow bandwidth, leading to reduced perfor-
mance outside of this range [39]. The hysteresis comparator control strategy, widely used
in power electronic circuits, was developed to take advantage of advances in Digital Signal
Processors (DSPs) technology [40–45]. As DSPs have become more capable, newer and
more advanced control strategies have been introduced, including fuzzy control, sliding
mode control, and Model Predictive Control (MPC) [46]. Each control strategy has its
strengths and weaknesses, and the choice of controller is typically based on system require-
ments. However, these methods are still under investigation, and further improvements are
expected. In particular, MPC has emerged as a simple and effective choice for controlling
power electronic circuits in renewable energy systems [47–53].

In the past decade, MPC has gained significant interest in control theory research [54].
Originally introduced in the 1960s for large petrochemical plants [55,56], MPC later at-
tracted attention from researchers in other industries due to its ability to control multivari-
able systems effectively [57]. One challenge in implementing MPC is the large number
of calculations required in short time intervals; however, this issue has been reduced by
improvements in digital microprocessors [58,59]. Recently, MPC has gained more attention
in the power electronics industry [60]. This control strategy offers several advantages over
traditional methods, including simpler control implementation for multivariable convert-
ers, the ability to handle converter nonlinearity, and the capacity to include constraints [61].
MPC is an optimization method that uses the model of power electronic converters to
predict the converter’s output. The optimal action that minimizes error is determined
according to the cost function [59].

In the power electronics field, MPC can be a better alternative to traditional
proportional-integral-derivative (PID) controllers, offering superior dynamic response [62].
The advancements in digital signal processing over the past decade have directed research
toward more complex control strategies like MPC [63]. MPC provides a fast response to
power converter dynamics, precise tracking, and simplified implementation, making it
an ideal choice for nonlinear control of power electronic converters. MPC is a predictive
control method that uses an identified minimization function to influence power converter
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variables in line with desired quantities. The MPC strategy typically employs a discrete-
time model of the converter for control actions [64]. The optimal switching state of the
converter is determined based on the output of the optimization process. In the prediction
stage, the MPC uses the discrete-time model to generate future predicted values, which
are then compared to the current control variables to determine the control action. The
optimization block solves the minimization problem based on the predicted values and
provides the optimal switching state to the converter [64,65].

Power control has an important role in grid-connected PV applications. The main
objective of controlling the AC power at the grid side is to enforce the controlled variables
to follow the desired values. Different controlling methods can be used to control grid PQ
power in either national or d-q frames [66]. In [67] a stationary-frame perdition controlling
strategy is used to control the active and reactive power of a grid-connected system with
a steady-state error cancelation feature. A direct MPC controller is presented in [68] to
regulate the active and reactive power of the phase grid-connected system. The controlling
action directly controls grid power by obtaining the optimal switching state that achieves
minimum errors.

The Four-legged grid-connected inverters (FLGCI) are commonly used as three-phase
grid-connected inverters to increase the grid inverter’s capability to deal with unbalanced
load scenarios by carrying the current of the neutral point. A novel MPC controlling
method is employed in [69] to effectively operate the FLGCI and track the grid current
during balanced and unbalanced load scenarios. A spilled source inverter (SSI) has been
introduced to overcome the issues of the Z source inverter (ZIS) including stress on the
active switches and a high number of components. Unlike ZSI, the SSI is operating without
an extra operating state which can minimize the loss and complexity of the system. The
hierarchical control strategy used in [70] combines the advantages of conventional PI and
MPC control to successfully operate the SSI.

MPC for power converters can be divided into two main categories: continuous
control MPC (CC MPC) and predetermined control MPC (PC MPC). In CC MPC, a separate
modulator is required to determine the switching states of the power converter, while
in PC MPC, the switching states are predetermined and incorporated into the control
stage. PC MPC is commonly used for power electronic circuits because it requires a finite
number of switching states to solve the optimization function. Since the modulation stage
is not needed in PC MPC, the control action is directly applied to the power converters,
making the control process more straightforward [71]. Unlike CC MPC, adding more
terms to the optimization cost function in PC MPC does not require redesigning the control
system. However, a key disadvantage of PC MPC is that maintaining a fixed switching
frequency is challenging due to the absence of a modulator. Some strategies have been
proposed to address the issue of variable switching frequency by adding more control
actions [72]. Figure 1a shows the CC MPC block diagram, where modulation occurs after
the control action. Figure 1b illustrates the PC MPC method, where both the control action
and modulation process are evaluated and solved in a single stage. The x* is the system
input, u is the modulator input, y is the system output, and x is the feedback signal.

Multilevel grid-connected inverters have been introduced as a practical and robust
alternative for high- and medium-power grid-tied applications over the last few decades.
The operation of this technology is based on employing several DC sources in parallel with
semiconductor devices for stepping the waveform of output voltage. The DC sources used
in multilevel inverters (MIs) can be one of or a combination of the following capacitors: fuel
cell, batteries, or PV module [73]. The main objective in presenting the MIs is tackling the
common drawbacks of conventional single-level inverters including high- voltage stress on
the active switches, total harmonics distortion, and high-switching frequencies.

180



Electronics 2025, 1444, 667

 
(a) Continues Control Structure 

 
(b) Predetermined Control Structure 

Figure 1. MPC controller schemes with the controlling pulse signals.

One of the main MI topologies is neutral point clamp (NPC), which is commonly used
to generate output voltage with three voltage levels. In [74] the predictive control method
is employed to control the 9-level inverter; however, the THD of the grid current exceeds
the practical limit.

Packet E-Cell is an MI inverter which can operate with different voltage levels up to
thirteen voltage levels. A CC MPC strategy is presented in [75]. The simulation results
illustrate a practical operation of the proposed CC-MPC controlling method with 1.5%
THD. Nonetheless, experimental investigations lack sufficient analysis, which makes it
open for future research to perform further investigations.

Another important type of MI are Packet U-Cells (PUC), which are commonly used as
inverters or rectifiers for grid-connected applications. A 7-level grid-connected inverter is
introduced in [76]. The simulation results show an acceptable THD percentage of about 3%
(see Table 1).

Table 1. Illustrates a comparison of the common types of MI which employ MPC control technologies
in terms of MPC category, voltage levels, active switches, and THD.

Multilevel Topology MPC Type
Voltage
Levels

No. of
Switches

THD
(%)

Ref.

Neutral Point Clamp
(NPC) PC MPC 3 12 ≈1.36 [74]

Packet E-Cell (PEC) CC MPC 5–9 8 ≈1.45 [75]

Packet U-Cells (PUC) PC MPC 7 6 ≈3.12 [76]

Modular Multilevel
Inverter (MMC) PC MPC n + 1 16 ≈3.12 [77]

Isolated Modular
Multilevel Inverter
(IMMC)

PC MPC 7 16X ≈3.16 [78]
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This paper reviews the latest advances in MPC technology for grid-connected PV
inverters. It compares CC MPC and PC MPC applications for power electronic converters,
with a particular focus on grid-tied inverters, controller models, inverter designs, and
control objectives. Additionally, it provides a brief assessment of grid-connected inverter
topologies using MPC approaches.

Section 2 presents the basic elements that are required to build the MPC controllers for
grid-connected renewable energy applications. Section 3 discusses the recent applications
which employ the MPC approaches to control the grid-connected applications. In Section 4,
a detailed argument is made about the concerns of using MPC control for grid-tied power
converters and prospective future trends of this controlling technology. A conclusion about
the findings of this paper is presented in Section 5.

2. MPC Components for Power Converters

The MPC (Model Predictive Control) strategy usually consists of different components
modified to the targeted controlled system. This section describes the most common
MPC components used for controlling power electronic converters, which are arranged
as follows:

2.1. Power Converter Model

The MPC method relies on obtaining accurate mathematical models of power convert-
ers. Deriving a precise model plays a crucial role in the MPC strategy. Modeling power
converters to precisely capture their dynamics ensures straightforward implementation of
the system controller. The predicted switching state of power converters at future moments
is determined based on their mathematical models.

Power converter prediction models for MPC are generally represented as continuous-
time modules. In these systems, storage elements, such as inductors and capacitors,
describe system dynamics. Hence, the differential equations of inductor current and
capacitor voltage are derived to model most power converter circuits. These continuous-
time models must be converted into discreet-time models to be compatible with discrete-
time control methods. Several strategies can be used to convert continuous-time systems
into discreet-time models [79]. The first-order forward Euler technique is among the most
common approaches for discretizing power converter models. Two key considerations
for this technique are that the sampling frequency should be high enough to closely
approximate the continuous model, and that no filtering circuits should be present in the
system [80].

The general equation for the first-order Euler method is shown below:

dx
dt

= lim
t=0

xk+1 − xk
T

(1)

Using this method, the approximate value for the next time interval can be
calculated as:

xk+1 = xk + T
(

dx
dt

)
(2)

2.2. Cost Function

The cost function in MPC can take various forms with different levels of complex-
ity [81]. Although the control designer can freely select the cost function, the performance
of the control system is significantly influenced by the complexity of the objective func-
tion [82]. Typically, the MPC cost function is a minimization problem that seeks to minimize
the error within the function. Commonly, the absolute or quadratic error value is used.
Quadratic error functions penalize errors more heavily, producing better performance but
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potentially increasing the switching frequency. In multi-objective cost functions, the error
terms for different objective variables are added [83]. The equations below present the
MPC cost function and the methods for calculating errors:

g = |x∗ − xn| (3)

g = [x∗ − xn]
2 (4)

min
(

fg
[
x∗, xpn, Sn

])
, n = 1, . . . , i (5)

where g is the minimization cost function, x* is the targeted value, xn is the actual value,
and, Sn is the switching state.

2.3. Objective Variables

Objective variables in MPC are typically represented in the cost function. The purpose
of the cost function is to ensure that controlled variables follow their reference values.
In power converter applications, currents are the most controlled variables. Quadratic
error cost functions are widely used to maintain the quality of current waveforms with
minimal ripples.

Voltage is another frequently controlled variable in MPC applications [84]. The induc-
tor current and capacitor voltage, which represent power converter dynamics, are often
chosen as control variables for many circuits [85]. For grid-connected inverters, the grid
current and output voltage are commonly used as control objectives. The MPC approach
is employed to control these variables, reducing control implementation complexity and
improving control performance [86]. Figure 2 illustrates the process of applying the MPC
control strategies for power converters

Figure 2. MPC flow chart of MPC process for power converters.

2.4. MPC Parametrization

Two major design considerations in MPC strategies for power electronics are sampling
frequency and prediction horizon intervals. In PC MPC approaches, the absence of a
modulator results in the switching process being performed at discrete time intervals. The
stability of the discrete-time model and the quality of the modulated signal are directly
related to the sampling period.

The controller’s performance is also directly influenced by the sampling interval. The
theoretical minimum sampling frequency is twice the switching frequency [63]. However,
in practice, a higher sampling frequency is usually chosen to ensure signal quality. A
proper time-domain discretization can be achieved by maintaining a sampling-to-switching
frequency ratio of around 100 [87].

The computational complexity of MPC increases with longer prediction horizons and
a larger number of control variables. Therefore, it is crucial to use short prediction horizons
when designing MPC for power converters. Nonetheless, some applications require longer
horizons to effectively predict system behavior and capture converter dynamics [88]. Table 2
illustrates common techniques used to minimize prediction horizon in MPC.
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Table 2. Reducing horizon strategies.

Reducing
Horizon Method

Computation
Complexity

MPC
Evaluation

Prediction
Steps

Optimization
Strategy

Ref.

Move Blocking Medium Online Short &
Long

Horizon
division [89]

Extrapolation Medium Online Long hysteresis
bounds [90]

Even Based High Offline Long Optimal
Pulse Pattern [91]

2.5. Weighting Facror Tuning

The cost function in MPC often involves multiple variables, which can be represented
as a single function. In such cases, the weighting factors are introduced to prioritize
significant factors over others. When the variables in the MPC cost function have the
same characteristics, they are usually assigned equal weight, making weighting factors
unnecessary. However, if the terms have different natures, weighting factors become
essential to prioritize the most significant variables [92].

Although weighting factors are not always required in MPC for power converters,
they can greatly influence the control system’s performance, especially when cost func-
tion variables differ in importance [93]. Techniques such as ranking search methods are
commonly used to appoint weights to variables [94].

More advanced strategies exist for assigning weights [95], but they are rarely used in
power converters due to their complexity and time-consuming nature. Analytical methods
for determining weighting factors provide a simpler and effective alternative for control
designers [93].

3. MPC Applications for Grid-Connected PV Systems

The PC MPC approach in [96] is suggested for operating the grid-tied single-phase
switching inverter. The investigated grid-connected PV system involves a PV array and
storage battery system. The proposed microgrid sends the active and reactive power to
the utility grid. The active power and reactive power that are sent to the main electrical
network are controlled by a new PC MPC method. The recommended PC MPC specifies
the optimal switching state of the grid-connected single-phase inverter that achieves the
minimum error and enables the controller to follow the reference value of the targeted
reactive power value. The controlling system has been studied in normal operation and
under sag voltage issues. Under normal operation, active power is injected into the main
electricity network.

In contrast, when the voltage sag occurs on the main AC bus the controller starts
to send reactive power to mitigate the voltage sag concern. Thus, the low voltage ride-
through ability is included in the controller to maintain normal operation at the common
AC bus of the microgrid. The main grid policies and codes can be employed to determine
the percentage of the voltage sag and consequently decide the reactive power needed to
inject into the electricity network [96]. Figure 3 shows the circuit diagram and PC MPC
controlling block of a single-stage single-phase grid-connected inverter.
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Figure 3. PC MPC control for single-phase single-stage grid-connected inverter.

In [97] a new CC MPC controller for a grid-tied PV system is introduced. The proposed
MPC strategy is used to control the input voltage at the PV side of the grid-connected PV
system to maintain a stable operation and obtain the maximum power. The controlling
system involves two controlling loops. The outer loop of the cascaded inverter needs
to be slower than the inner controlling loop of this cascaded system to maintain normal
operation in the entire controlling process. The internal controlling system is employed
to control the DC_DC boost converter input voltage of a three-phase grid-connected PV
system. A disturbance-observing system was included in this study to eliminate the
steady-state error and improve the robustness of the controlling system. Moreover, the
disturbance observation leads to an accurate model during transient time and helps capture
the dynamics of the power converter. Another controlling loop is used to examine the
effectiveness of the proposed controlling strategy. A conventional PI controller is employed
at the grid side of the grid-tied three-phase PV system. The PI controller is used to regulate
the grid current of the three-phase systems. The proposed controller relies on a CC MPC;
thus, a modulator is crucial [97]. Figure 4 illustrates the schematic diagram of a two-stage
three-phase inverter with a CC MPC system. The input side of the inverter is VDC, at the
grid side, the L filter is used to maintain the grid current quality ig and does not pose any
harm to the grid voltage Vg. The Phase Locked Loop PLL is used in the controller to obtain
the phase angle to perform the controlling process.

In [98] a typical PC MPC, a method is employed for regulating grid-tied voltage source
inverter (VSI) configurations. Firstly, it has been applied to two-level VSIs to enhance
the system performance and offer better system efficiency. Then, the same controlling
strategy is used for three-level VSIs to provide better analysis and further investigate the
proposed controller and compare the results of the two inverters. The Euler method is used
to obtain the discrete-time model of the two VSI types. The proposed controlling strategy
starts by studying the performance of the system with a single-step prediction horizon.
After that, the two-step prediction horizon is used to enhance the prediction accuracy.
The environmental conditions of the PV array are changed to examine the controller’s
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performance under the disturbance effect. The THD percentage of the line current of both
inverter configurations is calculated to study the system efficiency. The study concludes
that the THD of the three-level inverter is relatively low and the MPPT process is more
accurate. The MPC of this study aims to regulate the active and reactive power injected into
the main electricity network [98]. Figure 5 shows the circuit configuration of a single-stage
three-phase inverter with PC MPC.

L R
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Sb

V O

L1

 

Figure 4. CC MPC for two-stage three-phase grid-tied PV inverter.

A proposed CC MPC strategy for regulating a twisted buck-boost inverter is intro-
duced in [99]. It aims to study the feasibility of CC MPC for the grid-tied inverter. The
recommended MPC controlling strategy in this study aims to mitigate the zero-crossing
distortion problem of grid current which commonly occurs when using conventional PR
controllers. The study provides a hardware implementation of the suggested controlling
method for the twisted buck-boost inverter to examine the proposed controller’s validity.
The differential equations are used for obtaining the predicted quantities of the buck-boost
inverter. Then the objective function is designed accordingly. The study employs the CC
MPC approach to regulate the grid-connected inverter, thus a PWM modulator is responsi-
ble for generating the switching signals. A high prediction horizon plays an important role
in obtaining the correct signal waveform. However, it can result in reducing microprocessor
performance and increasing computation complexity. The proposed controlling method
studies the performance of the system at different prediction horizons to choose the opti-
mal horizon. The second horizon provides better performance and maintains the normal
operation of the controller during transient time. A multi-core microprocessor has been
employed in experimental implementation to deal with the large number of calculations.
The proposed controlling method is suitable for LV applications where input voltage ranges
from 100 to 400 [99]. Figure 6 shows the twisted buck-boost grid-tied inverter with a CC
MPC block. The output voltage output corresponds to the maximum power from the PV
side and is used to eliminate the steady state errors of IPV current and obtain the power
reference values. The Clark transformation is used to obtain the d_q components. This can
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simplify the controlling process and allow the system to follow the desired values. The
output of the controlling system is designed to operate switches.

 

Figure 5. PC MPC control for single_stage three_phase grid_connected PV inverter.

S1 S2

D

S1 S2

Figure 6. CC MPC for twisted buck-boost grid-connected inverter.
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A new MPC approach is being investigated in [100] to regulate a multi-level grid-tied
inverter. The proposed controlling technique is used to regulate a seven-level inverter that is
connected to a single-phase power system. An inductor is used for filtering the grid current
and enhancing the power converter efficiency. The proposed method is based on PC MPC;
thus, the possible switching states are defined before obtaining the mathematical model of
the inverter by calculating the differential equations of the inverter circuit. The proposed
cost function consists of two objective variables for reducing the errors between actual and
reference values. A weighting factor is introduced in the cost function to minimize the
THD in the grid current and reduce the error in capacitor voltage. A new tuning strategy
is presented to obtain the best value that achieves optimal regulating results. The tuning
technique considers both grid current and capacitor voltage error and optimal value has
been chosen accordingly. The performance of the controlling strategy has been examined
under the effect of the disturbance. The robustness of the controller has been proved in
both simulation and experimental results [100]. Figure 7 illustrates the PC MPC method
for a MMC grid-connected PV inverter.

 

Figure 7. PC MPC of MMC grid-connected inverter.

The proposed PC MPC approach in [101] is employed to regulate a PV grid-connected
single-phase inverter. Highly Efficient and Reliable Inverter Concept (HERIC) is an inverter
topology that was recently introduced to enhance the efficiency of the grid-connected
inverters. The suggested MPC algorithm is applied to the HERIC inverter to increase the
controlling system robustness and performance. An LCL filter is employed at the grid
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side to perform the filtering process and maintain the signal quality of the grid current.
The first-order Euler discretization is used for obtaining a discrete-time model of the
HERIC inverter. The introduced PC MPC method increases the switching states of the
inverter by inserting more virtual switching states to mitigate THD at the grid current
and consequently improve the inverter efficiency. Two different scenarios are presented
to validate the suggested controlling approach. One case study for investigating the
contribution of the proposed controlling approach in THD mitigation is noted. The second
scenario is to examine the controller robustness when sudden a change takes place in
the system’s parameters. A comparison study is presented to compare the proposed PC
MPC technique and classical controlling strategy. An experimental validation for studying
the effectiveness of the proposed controlling approach is presented in this study [101].
Figure 8 shows a single-stage grid-connected inverter with LCL filter employing the PC
MPC approach.
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IPV

VPV
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Sb

Figure 8. PC MPC of single-phase single-stage grid-connected PV inverter with LCL filter.

A two-stage grid-connected boost-buck inverter is controlled by a PC MPC strategy
introduced in [102]. The proposed MPC strategy aims to mitigate the continuous voltage
change at the input side and maintain the DC link voltage within the operational range.
The controlling system is designed to regulate different variables in the investigated in-
verter. The switching states of the proposed two-stage grid-tied inverter are expressed
before obtaining the mathematical module. Then the controlling variables are defined
as an output grid current and DC link voltage. The suggested strategy relies on Taylor
expansion to obtain the discrete-time module. Taylor expansion technique can lead to
obtaining an accurate model of the modulated signal. However, it is less popular because
the computational complexity is relatively high. The second-order Taylor expansion is
employed in this study for defining the control variables of the MPC system with less
computational burden. A weighting factor is presented in the cost function to achieve
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better performance of the proposed controlling system. The weighting factor in the cost
function is tuned according to the grid current THD and the dynamic response of the
inverter module. An experimental test and simulation results are presented to examine the
validity of the proposed controller of a grid-connected two-stage inverter [102]. Figure 9
shows the PC MPC of a two-stage optimized grid-connected PV inverter.
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Figure 9. PC MPC of two-stage optimized grid-connected inverter.

In [103] a novel MPC technique is used for obtaining the maximum available power
from the PV side of a grid-connected PV system. The proposed MPC method is employed
for a Z-source grid-tied inverter. The features of the MPPT based on MPC include simple
implementation, higher flexibility, and the capability of dealing with the nonlinear nature
of power electronic converters. The MPC approaches provide better dynamic performance
and enhance the controlling system robustness. Thus, it can be an appropriate controlling
choice to deal with variable environmental conditions in PV-related applications. One
crucial advantage of the presented MPC-based maximum power tracking system is operat-
ing with a fixed switching frequency which can improve tracking system accuracy. The
proposed MPPT algorithm based on MPC is employed to reduce the oscillation around the
maximum power point. This study uses two controlling systems to link the PV system with
the main electricity network. On the PV side, an MPP tracking system based on MPC is
employed to operate the Z source grid-connected inverter to improve the dynamic response
and increase the stability margin of the grid-tied system. A grid-side controller is used for
effectively regulating grid-injected power. Experimental results prove the validation of the
proposed controlling system and its ability to minimize the associated THD of grid cur-
rent [103]. Figure 10 shows the impedance source grid-connected inverter with a predictive
MPPT approach.
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Figure 10. PC MPC of MPPT for single-stage three-phase impedance source grid-connected inverter.

In [104] the paper suggests a new PC MPC method for regulating a grid-connected
multi-level inverter. The introduced MPC controlling strategy is employed for operating
a nine-level single-phase inverter. The presented method is designed to control grid-
connected inverters at different operations of the voltage levels. Thus, the proposed PC
MPV controlling algorithm can operate as a five-, seven-, or nine-level inverter, which
increases the reliability and flexibility of the system. The investigated MPC controlling
approach for regulating the grid-connected inverter meets power quality requirements
and achieves relatively low THD. The Euler forward-approximation method is employed
for obtaining the discrete-time model of the power converter. A prediction horizon with
a single step is used to capture the system dynamics and predict the future values of the
objective variables. The robustness of the MPC controlling strategy is examined when
the inverter switches from a five-level operation mood to a nine-level operation mood.
The results prove that the proposed controlling strategy can inject the current into the
utility network with low THD when the operating level of multilevel inverter changes
suddenly. The validity of the suggested PC MPC controlling strategy was examined by both
simulation results and experimental tests [104]. Figure 11 shows the MMC grid-connected
single-phase inverter using PC MPC strategy.
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Figure 11. PC MPC for MMC grid-connected single-phase inverter.

A suggested PC MPC strategy in [49] aims to regulate a multi-level grid-connected
inverter. The quasi-Z-source inverter topology is a single-stage inverter topology. One
controlling loop is used for each model of the cascade system. Mathematical equations
are obtained after examining the different operating modes of the investigated inverter
topology. The multi-level operation is achieved by cascading three quasi-Z source inverters.
The presented PC MPC is employed to operate each inverter individually. The current
predictive controlling system maintains stable operation during different operation modes
with low THD of the grid current. The discrete-time form of the grid current is calculated
via the Euler approximation method to predict future current values. The introduced PC
MPC method uses two-step horizons to predict the future values of objective variables.
The deadband time is considered in this study to deal with natural delays when the
inverter switches from one mood to another. The research suggests a new parametrization
method to accurately calculate the grid side inductor and ensure a normal operation under
faulty system scenarios. The simulation results and experimental tests are presented to
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examine the validity of the proposed controlling system [49]. Figure 12 shows cascaded
quasi-Z-source MMC single-phase inverter with PC MPC.
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Figure 12. MPC for quasi-Z-source cascaded MMC single-phase inverter.

4. Limitations and Future of MPC for Grid-Connected PV Applications

The online computation effort needed to capture future behavior is one of the main
issues in applying MPC approaches in the power electronic field, especially for applica-
tions that require a high switching frequency. Increasing the sampling frequency (fs) can
overcome this challenge; however, this can lead to increasing steady-state efforts. This
explains why several studies rely on hierarchical control methods to eliminate steady-state
errors [105].

The lack of modulation process in the PC MPC approaches leads to the operation
of the power converter with a variable switching frequency. While operating the power
converter can be seen as an attractive feature in a simple implementation, the modulation
process plays a crucial role in minimizing the switching losses and associated distortion of
the grid current [106].

The steady-state error is one of the main drawbacks of employing the MPC for power
electronics converters. The controlled variable in the system starts oscillating around the
reference variable, causing a significant steady-state error. This issue occurs because the
optimization process is performed corresponding to the sampling time. Thus, controlling
performance is reduced between the two intervals of sampling time [107].
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In recent years, model predictive control (MPC) has emerged as a viable control
strategy for grid-connected renewable energy applications. Experimental and theoretical
studies have demonstrated that MPC provides reliable performance in terms of system
efficiency, robustness, and overall control quality for grid-tied projects. Compared to
conventional control technologies, MPC offers significant advantages, including flexibility
in regulating multiple objective variables without adding excessive complexity. However,
as a relatively modern control approach in the field of power electronics, MPC presents
several opportunities for further research. Below are some key directions for the future
development of MPC in power electronic applications:

• Fixing the Switching Frequency in PC-MPC

Finite Control Set MPC (PC-MPC) is often preferred for power converter applications
due to its effective control performance and straightforward implementation. However,
one of its main challenges is the variable switching frequency caused by the absence of a
modulation stage. Future research is expected to propose novel methods to stabilize the
switching frequency in PC-MPC and address this critical issue.

• Enhanced Discretization Strategies

MPC is a nonlinear control strategy that relies on a precise model of the power
converter. Typically, discrete-time models are used to predict the future values of objective
variables. Improving the discretization strategies—particularly by adopting a longer
prediction horizon—could enhance steady-state response and minimize steady-state errors,
offering more reliable performance.

• Optimal Tuning of Weighting Factors

The cost function in MPC often includes multiple control variables, and a weighting
factor is used to prioritize these variables based on design requirements. Selecting the
correct weighting factor is crucial for achieving optimal controller performance. Future
studies will likely focus on developing effective tuning strategies to determine the optimal
weighting factor, leading to significant improvements in MPC performance.

5. Conclusions

This study highlights the recent advancements in MPC strategies for grid-connected
PV applications. MPC has proven to be a valid and competitive choice for controlling
grid-connected inverters for PV systems. Both CC MPC and PC MPC are applicable for
controlling power electronic converters; however, PC MPC is preferred in power electronics
applications due to its simple implementation and design flexibility. The evolution of
modern control theory and digital signal processors facilitates the use of various MPC
categories in grid-connected inverters. The rule to apply MPC approaches in multilevel
converters requires a clear understanding of the grid-connected system needs and the
dynamic behavior of the power converter circuits. This understanding is critical to design a
practical MPC controller. A key feature of MPC techniques is their ability to control multiple
objectives simultaneously without increasing complexity, making them a suitable control
platform for grid-connected PV applications. Recent developments in power converter
topologies using MPC control for power electronics in PV applications demonstrate the
promising potential of MPC strategies for the future of power electronics.
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