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Preface

The electrical power system can be regarded as a comprehensive symmetrical system of power

supply and power consumption, with load microelectronics technology as the core of many new

technologies and emerging industries. The most common PQ events are associated with sags (dips),

harmonics/interharmonics, transients, and asymmetrical variations. PQ is related to the safe and

stable operation of power systems and users’ high-quality electricity consumption. Therefore, the

monitoring, prevention, and mitigation of PQ disturbances are of great concern for both parties. To

achieve these goals, the study of many PQ issues and their methods of analysis remains a challenging

task. Moreover, with the widespread use of power quality monitoring tools, more and more users and

developers are starting to realize that power disturbances can carry valuable information about the

conditions of a system and its equipment. As a result, initiatives that explore the “useful” aspects of

power disturbances using power-related big data have emerged.

Yi Zhang and Ying Wang

Guest Editors
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Editorial

Special Issue: Advanced Technologies in Power Quality and
Power Disturbance Data Application

Yi Zhang

College of Electrical Engineering and Automation, Fuzhou University, Fuzhou 350108, China;
zhangyi@fzu.edu.cn

Power quality has been a rapidly growing area of research. In this Special Issue, we
present twelve papers authored by a select group of experts in the area of power quality.
These papers cover a wide spectrum of important problems and topics of current research
interest. The topology of the static synchronous compensator of reactive power for a
low-voltage three-phase utility grid is proposed in [1]. A voltage sag amplitude prediction
method based on data fusion is proposed in [2]. A scheme that applies the cascaded H-
bridge flexible fault current limiter to realize both voltage regulation and current limiting is
proposed in [3]. A state machine-based droop control method (SMDCM) is proposed in [4].
A modified active voltage control algorithm is proposed in [5]. A flexible current-limiting
device (FCLD) is proposed in [6]. A novel equivalent control method for voltage source
inverters (VSIs) with disturbance observers (DOBs) is proposed in [7]. In [8], the authors
use a particle swarm optimization algorithm (PSO) to determine the most suitable size and
location of photovoltaic-based distributed generation (PVDG). A microgrid optimization
scheduling strategy considering the integration of electric vehicles (EVs) is shown in [9]. An
adaptive virtual inertia control strategy for a grid-connected converter of a DC microgrid
based on an improved model prediction is proposed in [10]. An improved strategy based on
variational mode decomposition (VMD) is proposed in [11]. A voltage sag loss assessment
method based on a two-stage Taguchi quality perspective approach is proposed in [12].

In the following text, we comment on the main goals and results of these contributions.
In the first paper, “Cascaded Multilevel Inverter-Based Asymmetric Static Syn-

chronous Compensator of Reactive Power”, the authors propose the topology of a static
synchronous compensator capable of asymmetric reactive power compensation in a low-
voltage three-phase utility grid. It is implemented using separate, independent cascaded
H-bridge multilevel inverters for each phase. Each inverter consists of two H-bridge cas-
cades. The first cascade operating at grid frequency is implemented using thyristors, and
the second one—operating at high frequency—is based on high-speed MOSFET transistors.
The investigation shows that the proposed compensator is able to effectively compensate
the reactive power in a low-voltage three-phase grid. Related results can be seen in [13–15].

In the second paper, “A Residual Voltage Data-Driven Prediction Method for Voltage
Sag Based on Data Fusion”, the authors propose a voltage sag amplitude prediction method
based on data fusion. First, the multidimensional factors that influence voltage sag residual
voltage are analyzed. Second, these factors are used as inputs, and a model for predicting
voltage sag is constructed based on data fusion. Finally, the model is trained and debugged,
which enables it to predict the voltage sag residual voltage accurately. The accuracy and
feasibility of the method are verified using actual data from the power grid in East China.
Related results can be found in [16–18].

In the third paper, “Research on a Non-PLL Control Strategy for a Flexible Fault
Current Limiter and Its Application in Improving the FRT Capability of Microgrids”, the

Symmetry 2025, 17, 264 https://doi.org/10.3390/sym17020264
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authors propose a scheme that applies a cascaded H-bridge flexible fault current limiter to
achieve both voltage regulation and current limiting at the point of common coupling (PCC).
The d-q axis components are extracted without a PLL in a double synchronous rotating
coordinate system by setting the angular frequency of the coordinate axis. To address
the issue of the set frequency deviating from the grid frequency, a calculation formula for
frequency correction is derived. Through iterative correction, the set frequency is adjusted
without feedback control. A sequence decomposition and compensation control strategy
for the CHB-FFCL is presented. Finally, through simulation analysis, the effectiveness of
this strategy is verified. Related results can be found in [19–22].

In the fourth paper, “A State Machine-Based Droop Control Method Aided with
Droop Coefficients Tuning through Infeasible Range Detection for Improved Transient
Performance of Microgrids”, the focus is to address the issues and the role of a droop
controller’s dynamics on the stability of microgrids. A small-signal stability analysis is
conducted, thereby identifying an infeasible range of droop values. Accordingly, safe
values for droop coefficients are defined using the state machine concept. The proposed
SMDCM is compared with the conventional constant droop control method and the fuzzy
logic-based droop control method in terms of frequency, power, and voltage characteristics
under different power factor loading conditions. Related results can be found in [23–26].

In the fifth paper, “Modern Active Voltage Control in Distribution Networks Including
Distributed Generation, Using the Hardware-in-the-Loop Technique”, the authors prove
that active approaches can greatly lower connection costs while boosting the capacity of
connectable distributed generation when used in place of the passive strategy. In this
article, a modified active voltage control algorithm is applied to an IEEE 33-bus system to
test the robustness and reliability of the control algorithm under severe conditions. The
simulations are carried out using the hardware-in-the-loop method. Real-time simulations
are used to test data transfer and the reliability of the control algorithm’s implementation.
This analysis is based on a three-phase symmetric power system. Related results can be
found in [27–32].

In the sixth paper, “Research on the Fault-Transient Characteristics of a DC Power
System Considering the Cooperative Action of a Flexible Current-Limiting Device and a
Circuit Breaker”, the authors propose a FCLD that improves the operational ability of the
DC system under asymmetric conditions. First, a rectifier provides a set-slope current to
each cascade inductor, which enables the voltage of the inductor to be clamped. Second,
a controlled current source is applied to generate inverse flux to block the inductor from
magnetic saturation. The protection action time of the DC circuit breaker is reformulated.
Finally, by considering the synergistic action of the current-limiting device and the circuit
breaker, as well as the transient characteristics of the DC grid fault, the protection scheme of
the multi-terminal flexible DC system is proposed. Related results can be found in [33–36].

In the seventh paper, “Utilizing Full Degrees of Freedom of Control in Voltage Source
Inverters to Support Micro-Grid with Symmetric and Asymmetric Voltage Requirements”,
the authors propose a novel equivalent control method for VSI that incorporates DOB.
The method leverages degrees of freedom of the VSI under symmetric and asymmetric
microgrid voltage conditions by utilizing the mean-point voltage of the MG. This method
enables the three-phase inverter to generate voltages as needed by the MG in response
to changing loads in the microgrid circuits or phases. The method is also insensitive to
disturbances because of the DOB, which is part of the controller. The proposed method
is validated under both the balanced and unbalanced voltage demands of the microgrid.
Related results can be found in [37–39].

In the eighth paper, “Optimal Location and Sizing of Photovoltaic-Based Distributed
Generations to Improve the Efficiency and Symmetry of a Distribution Network by Han-
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dling Random Constraints of Particle Swarm Optimization Algorithm”, the authors discuss
the use of a PSO algorithm. The goal is to determine the appropriate sizes of PVDG and find
the best locations for PVDG. It is thus expected that this algorithm will provide an efficient
and consistent solution to improve the overall performance of the power system. Placement
and sizing of the distributed generation aim to minimize power losses, enhance the voltage
profile, which brings symmetry to the voltage profile of the system, and provide maximum
cost savings. The simulation results are successful, indicating its viability. Related results
can be found in [40–42].

In the ninth paper, “Research on Optimal Scheduling Strategy of Microgrid Consid-
ering Electric Vehicle Access”, the authors propose a microgrid optimization scheduling
strategy considering the integration of EVs. Firstly, to reduce the impact of random integra-
tion of EVs on power system operation, a schedulable model of an EV cluster is constructed
based on the Minkowski sum. Then, based on the wavelet neural network (WNN), the
renewable energy output is forecasted to reduce the influence of its output fluctuation on
the operation of the power system. Considering the operational constraints of each unit in
the microgrid, the network active power loss and node voltage deviation are considered as
the optimization objectives, and the established microgrid model is transformed equiva-
lently using second-order cone relaxation to improve solution efficiency. Through network
reconfiguration and flexible load participation in demand response, the economic efficiency
and reliability of system operation are improved. Finally, the feasibility and effectiveness
of the proposed method are verified based on the simulation examples. Related results can
be found in [43–46].

In the tenth paper, “Adaptive Virtual Inertia Control Strategy for a Grid-Connected
Converter of DC Microgrid Based on an Improved Model Prediction”, the authors study an
adaptive virtual inertia control strategy for a grid-connected converter of a DC microgrid
based on an improved model prediction. Firstly, an adaptive analog virtual synchronous
generator is introduced into the voltage outer loop by combining the inertial parameters
with the rate of change of the voltage, realizing flexible adjustment of the inertial parameters.
Secondly, the improved model predictive control is introduced into the current inner loop to
achieve fast tracking of the reference current value and improve the dynamic performance
of the control system. Finally, a system model is established based on Matlab/Simulink for
simulation. The results show that the proposed control strategy can effectively improve the
stability of DC bus voltage and the operational capability of the system under asymmetric
conditions. Related results can be found in [47,48].

In the eleventh paper, “A New Method for the Analysis of the Broadband Oscillation
Mode in New Energy Stations”, the authors propose a method for analyzing the broadband
oscillation mode based on VMD and Prony. This method can achieve improved decomposi-
tion performance through VMD, eliminating the dimensionality issues that are prone to the
traditional Prony algorithm, which improves the identification accuracy. The amplitude,
frequency, initial phase, and damping factor of the signal can be obtained, which helps
better identify and analyze the broadband oscillation mode. Finally, the effectiveness of the
proposed method is verified by analyzing examples and simulation data. Related results
can be found in [49,50].

In the twelfth paper, “Research on Voltage Sag Loss Assessment Based on a Two-Stage
Taguchi Quality Perspective Method”, a voltage sag loss assessment method based on a two-
stage Taguchi quality perspective method is proposed to perform a quantitative analysis
of voltage sag economic losses. Initially, using the Taguchi quality perspective approach,
single-index quality loss functions are separately established for voltage sag magnitude
and fault duration. Subsequently, by introducing a comprehensive load tolerance curve,
sensitivity parameters in the quality loss function are accurately calculated. This yields a
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deterministic model for voltage sag assessment. Based on this, the relative impact of the
two indices on voltage sag loss is evaluated using the quality loss function. Consequently, a
comprehensive loss model under the influence of multiple indices is formed by integrating
the two single-index evaluation models. The simulation results indicate that this method
reduces the computational complexity of loss assessment through the consolidation process
of intervals with similar sensitivity parameters. Related results can be found in [51–53].

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Voltage sags resulting from symmetrical or asymmetrical faults pose a significant threat
to power quality. In response to this challenge, a voltage sag loss assessment method based on a
two-stage Taguchi quality perspective approach is proposed to address the quantitative analysis
of voltage sag economic losses. Initially, using the Taguchi quality perspective method, single-
index quality loss functions are separately established for voltage sag magnitude and fault duration.
Subsequently, by introducing a comprehensive load tolerance curve, sensitivity parameters within
the quality loss function are accurately calculated. This yields a deterministic model for voltage sag
assessment. Building upon this, the relative impact of the two indices on voltage sag loss is evaluated
using the quality loss function. Consequently, a comprehensive loss model under the influence
of multiple indices is formed by integrating two single-index evaluation models. The simulation
results indicate that this method can effectively assess the economic losses of voltage sags under
the combined influence of multiple factors. Compared to the original economic loss assessment
method, it improves quantitative accuracy by approximately 3.72%. Moreover, the method reduces
the computational complexity of loss assessment through the consolidation of intervals with similar
sensitivity parameters.

Keywords: economic assessment; quality loss function; sensitivity parameters; Taguchi quality
perspective; voltage sag

1. Introduction

With continuous socio-economic development, the usage of power-sensitive equip-
ment is increasing, and the voltage sag problem is receiving more and more widespread
attention [1,2]. Due to lightning, wind, external damage, power equipment insulation level
reduction, and other factors, asymmetric faults such as single-phase grounding, two-phase
grounding, and two-phase short-circuit will inevitably occur in the power system. It is
also possible to have a symmetrical fault of three-phase short-circuit. Furthermore, the
resulting voltage drop will affect the normal operation of power-sensitive equipment [3]
and may cause serious economic losses [4,5]. Assessing the losses caused by voltage sag
incidents will aid in formulating effective response measures, enhancing the reliability
and robustness of the power system, reducing economic losses for users, and ensuring the
quality and availability of the power supply [6].

The economic fallout from voltage dips encompasses a spectrum of losses, spanning
production line shutdowns, data losses, compromised product quality, and damages in-
curred due to equipment malfunctions [7]. In the context of assessments based on actual
measurement data, [8] proposed a user-centric approach for analyzing the economic losses
of power quality. In [9], process-immune time is incorporated into the consideration of
economic losses due to distribution network faults, representing a further refinement of the
loss model. From an economic indicator perspective, [10] established a consequence model
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for voltage sag fault levels in sensitive equipment. As a practical matter, [11] developed
a model assessing the impact of seasonal weather on predicting disturbances in power
quality in distribution networks, representing a practical advancement in loss prediction
methods under specific environmental conditions. The study by [12] proposed a low
data-dependent assessment method for interruption probability in industrial processes,
overcoming challenges related to logical relationships among various equipment in indus-
trial processes through a heuristic search algorithm-based interruption probability solving
method. To move forward a single step, [13] suggested optimizing and adjusting simu-
lated loss values using BETA parameter correction based on empirical data. Combining
prediction results with sag tolerance characteristics, [14] classified voltage sag risk levels,
providing an evaluation that benefits from both ample simulation data and a method
driven by actual measurements, making it more closely aligned with objective reality. The
authors of [15] introduced an approach using fuzzy probability and possibility distribution
to handle uncertainty, evaluating equipment tripping by transforming rigorously enforced
statistical data into a fuzzy possibility distribution function. The above-mentioned studies
can be categorized into two main types: combined assessment methods and fuzzy com-
prehensive assessment methods. While the combination assessment method is noted for
its subjectivity and limited logical relationships [16], the fuzzy comprehensive assessment
method faces challenges stemming from an unclear mapping between risk indicators and
economic losses, thereby compromising assessment accuracy [15]. These inherent difficul-
ties significantly impact the precision of assessment outcomes. However, a paradigm shift
occurs when the improved fuzzy comprehensive assessment method is integrated with the
change curve of process parameters. This integration not only enhances the adaptability
of assessment results but also provides novel insights for evaluating transient losses in
voltage. This innovative approach augments the discourse on the critical facet of power
system analysis, offering valuable perspectives for the assessment of voltage transients.

The choice of assessment model building method—the Taguchi method [17]—as an
experiment design and quality optimization method [18], provides new ideas and solutions
for voltage-transient loss assessment [19]. The advantage of using Taguchi’s method
to assess the economic loss of a voltage-dropout event is that, compared to traditional
methods, Taguchi’s method does not need to subdivide and calculate the losses one by
one according to the classifications of direct loss, restoration loss, and other losses that
are difficult to quantify, but only needs to focus on the maximum loss at the time of the
interruption, and then it can convert the loss toward the system interruption loss according
to the degree of deviation of the status of the dropout and the system interruption [20]. The
degree of deviation is expressed as a sensitivity parameter. Existing studies have mainly
used the method of discounting the transient loss to the interruption loss by the transient
drop amplitude as a constant or univariate functional relationship [21]. Obviously, the
voltage-dropout loss model under the influence of multiple factors is more in line with
the reality. Problems in the existing research on voltage sag loss under the influence of
multiple factors focus on simplifying assumptions and lack of data. For example, in the
study, it is assumed that the relationship between dropout amplitude and duration is linear
and the effects on losses are independent of each other, i.e., they are regarded as separate
variables [22] and their effects on losses were considered separately in the assessment
process. This approach of looking at the amplitude and duration of the temporary drop
independently ignores the possible nonlinear relationship and interaction effects between
the two, as well as the combined effect of the two on the losses in real situations. In addition,
existing studies usually assume the sensitivity parameter of the mass loss function under
different states in single-indicator assessment models as a certain value empirically, and for
multiple-indicator models, the expansion of dimensionality makes that the single certain
value determined by the original empirical value can no longer approximately satisfy the
actual conditions under more constraints. Therefore, the value of the sensitivity parameter
in the quality loss function becomes the main factor limiting the establishment of the multi-
indicator model, and how to refine the model assumptions on the basis of determining
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the value of the parameter is the key to establishing an optimal assessment model and
improving the accuracy of the assessment of voltage drop loss.

Based on this, this paper proposes an economic assessment method for voltage tran-
sients based on a two-stage Taguchi quality view approach, aiming to address the threat to
power quality brought about by the inputs of sensitive equipment in industrial processes
and the economic loss brought about by voltage transients to the normal operation of
industrial processes. In this paper, the methodology introduces the Taguchi quality loss
function in two stages: in the first stage, the Taguchi quality loss function is introduced,
and the effects of the transient drop time and fault duration on the losses are modeled,
respectively. By introducing the signal-to-noise ratio, the interrelationships and interactions
between different influencing factors are considered, but due to the nonlinear relationship
between the influencing factors, it still may not be possible to completely eliminate the
effects brought about by the factors being independent of each other. Therefore, the Taguchi
quality loss function is introduced again in the second stage to assess the magnitude of
the influence of the two parameters on the loss, respectively, and a comprehensive quality
loss model is established in the case of inconsistent magnitude of the influence of multiple
indicators on the loss. Through the assignment of the multivariate quality loss function,
the combined effect of multiple influencing factors on the loss is more accurately reflected.
The experimental results show that the method can effectively assess the economic loss
level of voltage dips in the target system under the joint influence of multiple indicators.

2. Taguchi’s Method

2.1. Taguchi’s View of Quality

Taguchi’s view of quality is an important branch of Taguchi’s method. The Taguchi
view of quality recognizes that the quality of a product or process begins at the design stage
and continues to improve during manufacturing and service. Taguchi’s view of quality
emphasizes the economic benefits of quality, which can be achieved by improving quality,
which can reduce product or process variability, increase efficiency and productivity, and
reduce costs [23].

Product quality characteristics refer to the inherent features of a product, process,
or system related to requirements. From the perspective of measurable characteristics,
products can be categorized into three types based on different target values: “larger is
better” characteristics, “smaller is better” characteristics, and “nominal best” characteristics.
In other words, the ideal states for these characteristics are +∞, 0, and a certain specified
value k, respectively. The number of quality characteristic dimensions for measurable
characteristics can only be a non-negative number.

2.2. Quality Loss Function

In order to achieve a quantitative description of the mapping relationship between
the magnitude of the deviation of a quality characteristic from the target value and the
resulting economic loss, Taguchi’s quality loss function for the quality view, in general
form, is

Li(x) = Ki·Fi(x − Ai) (1)

where i ∈ {1, 2, 3}, representing the look-ahead, small, and visual characteristics, respec-
tively; x is the quality characteristic; Ai is the target value; x-Ai is the deviation of the
quality characteristic from the target value; Fi (-) is a functional expression describing
this deviation; and K is the maximum value of loss caused by the deviation of the quality
characteristic x from the target value.

Ai =

⎧⎨
⎩

+∞, i = 1
0, i = 2
N+, i = 3

(2)

Common quality loss functions are:
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(1) Mean square error loss function
The mean square error loss function calculates the squared error between the predicted

value and the true value and averages it out, also known as the quadratic mass loss function.

Li(x) =

⎧⎨
⎩

K1 · (1/x2), i = 1
K2 · x2, i = 2
K3 · (x − A)2, i = 3

(3)

where (x-A)2, x2, and 1/x2 reflect the degree of proximity of the quality characteristics to
the target value, i.e., the degree of fluctuation of the quality characteristics of the lookout,
lookout small, and lookout large, respectively.

(2) Inverse normal mass loss function
The inverse probability mass loss function is a loss function used to evaluate clas-

sification models. The basic idea is to view the classification problem as a probability
distribution function, where each sample has a probability value indicating the probability
that it belongs to each category. For a classifier, its goal is to make the predicted probability
distribution function as close as possible to the true probability distribution function. Its
general form is:

L(x) = K
[

1 − π(x)
m

]
(4)

where: π(x) is the probability density of the random distribution of the mass characteristic
x, and m is the upper definite bound of π(x).

For the normal distribution there is

π(x) =
1√
2πσ

e−
(x−A)2

2σ2 (5)

Thus an upper definite bound for Π(x) can be computed:

m =
1√
2πσ

(6)

Therefore, the inverse normal mass loss function is:

L(x) = K · [1 − e−
(x−A)2

2σ2 ] (7)

Unlike traditional loss functions, the inverse probability mass loss function focuses on
assessing the difference between the predicted distribution and the true distribution, rather
than the specific values of the predicted distribution. Specifically, it calculates the ratio
between the predicted distribution and the true distribution for each category, which can
be thought of as a weight for each category that is used to adjust for the effects of different
categories in an unbalanced dataset.

In addition to the above two methods, there are other quality loss functions such as
the cross-entropy loss method and the logarithmic loss method. In contrast to the above
methods, the inverse normal quality loss function is advantageous in that it can handle
unbalanced datasets and can focus more on the predictive performance of a few categories.
In addition, it does not need to explicitly define the category weights because these weights
can be automatically inferred from the data set.

2.3. Integrated Approach

Signal-to-noise ratio η is an important indicator to reflect the stability of product
quality. η represents dimensionless data; the larger the value, the more stable the product
quality, and the smaller the loss caused.

Let us assume that the value of the quality characteristic of the product is a random
variable, its mathematical expectation is μ, its variance is σ2, and there exists a target value

10
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A. For the value of the product characteristic x, it is desirable that μ = A and that σ2 is as
small as possible.

ηi =

⎧⎪⎨
⎪⎩

10 log(σ2 + μ2), i = 1
10 log( 1

σ2+μ2 ), i = 2
10 log(μ2/σ2), i = 3

(8)

The assignment is accomplished based on the signal-to-noise ratio values. The
mathematical expectation of the η value in the same row is taken as the reciprocal, the
values obtained at different amplitudes are summed, and the values in each row are
compared with the sum to obtain the magnitude of the contribution of the transient
amplitude to the fluctuations.

ωi =
1
ηi

/
n

∑
j=1

1
ηj

(9)

2.4. Quality Loss Function Model with Multiple Indicators

From the definition of the function and the objective reality, it may be assumed that
the overall quality obeys an n-dimensional normal distribution, i.e., Y~Nn (μ, Σ), where μ
is the overall mean vector and the positive definite matrix Σ is the covariance matrix

μ = (μ1 μ2 · · · μ3) (10)

Σ =

⎛
⎜⎜⎝

σ11 σ12 · · · σ1n
σ21 σ22 · · · σ2n
· · · · · · · · · · · ·
σn1 σn2 · · · σnn

⎞
⎟⎟⎠ (11)

Thus the ith quality feature yi also obeys normal distribution, i.e., yi ~N(μi, σii). There-
fore, according to the size of the signal-to-noise ratio, based on the size of the “contribution”
of different quality indicators to the fluctuations, different weights λ can be assigned, and
the assignment method is the same as the ω.

The loss function for the ith quality indicator is determined based on the economic
significance of the indicator and its quality characteristics. Thus, the multivariate quality
loss function is:

L(y1, y1 · · · yn) =
n

∑
i=1

λiL(yi) (12)

3. Tolerance Curves for Sensitive Equipment

The occurrence of voltage sag events with a specific duration and magnitude may
or may not lead to a system interruption. The numerical probability of this occurrence
is inherently linked to the proportion γ of economic losses caused by incidents charac-
terized by these features. Therefore, the economic loss situation can be characterized by
solving for the probability of voltage sag events leading to a system interruption under
different conditions.

Different sensitive equipment have different electrical characteristics, and accordingly
the degree of tolerance to voltage dips is also different, so the sensitive load tolerance curve
there is uncertainty region. According to the sensitive load tolerance curve, the sensitive
equipment working area is divided into normal operation area, uncertainty area, and fault
area shown in Figure 1. When the voltage sag eigenvalue index is above curve 1, the
equipment is not affected by the transient drop, and the failure rate is 0. When the transient
drop eigenvalue index is below curve 2, the equipment cannot operate, and the failure rate
is 1. The intermediate region between curve 1 and curve 2 cannot determine the operation
of the equipment, and it is necessary to assess its probability [24].
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Figure 1. Uncertain region of sensitive load tolerance curve.

According to the different influencing factors, the uncertainty region can be further
divided into three parts, A, B, and C, where the equipment failure rate in region A is a
one-dimensional function about the transient time T, and the failure rate is proportional to
T. Thus the failure probability model for region A can be obtained:

PA =
T − Tmin

Tmax − Tmin
, (U, T) ∈ A (13)

The equipment failure rate in region B is a one-dimensional function about U, and the
failure rate is inversely proportional to the square of U. Thus the failure probability model
for region B can be obtained:

PB =
U2

max − U2

U2
max − U2

min
, (U, T) ∈ B (14)

The failure rate of region C is a two-dimensional function with respect to U and T.
Thus the failure probability model for region C is:

PC = PAPB =
T − Tmin

Tmax − Tmin
× U2

max − U2

U2
max − U2

min
, (U, T) ∈ C (15)

Based on the above analysis, the failure rate of the sensitive equipment on the load
side can be obtained as the severity of voltage dips on the load side, i.e.,

E = ∑ Piαi (16)

where αi is the percentage of sensitive device i in the load side.
Based on the sensitive load withstand curve and the voltage withstand capability of

the sensitive equipment, it is possible to calculate the probability that a transient event with
a fault duration of any value and a transient drop amplitude of any value may lead to a
system interruption, i.e., the value γ of the ratio of the economic loss corresponding to the
maximum loss when an interruption occurs within any given time and amplitude range.

There is a relationship between this ratio value and the sensitivity parameter [25]:

σ2 = − (x − A)2

2 ln(1 − γ)
(17)

In summary, the solution of the key parameter σ2 for calculating the voltage-transient
loss in Taguchi’s quality view can be realized by using the sensitive load tolerance curve
and the voltage tolerance capability of the sensitive equipment.

12
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4. Economic Evaluation Process of Voltage Dips

The process of economic evaluation of voltage transients is shown in Figure 2, as
described below.

Figure 2. Flowchart for economic evaluation of voltage dips.

(1) In the first stage of Taguchi’s quality view, based on Equation (7), the quality loss
functions L(u) and L(t), are solved for the voltage-transient economic loss with respect to
the transient amplitude and fault duration, respectively.

The solution steps include:

a. Establishment of single-index models: Utilizing the Taguchi quality perspective,
single-index quality loss functions L(u)/L(t) are developed separately for sag magni-
tude and fault duration. These functions are employed to depict the losses incurred
by deviations from the target values at varying degrees.

b. Continuous processing: According to the voltage-transient density index of the target
power system, obtain the continuous type probability distribution function F(u)/F(t)
and the probability density function f (u)/f (t).

c. Discrete calculation: Firstly, select the unit length of transient drop amplitude and
fault duration, and divide the evaluation range into several subintervals of equal
length according to this setting; use the probability density function obtained from
the continuous processing to calculate the mean and variance in each unit ampli-
tude/time.

d. Weight calculation: Using Equations (8) and (9), substitute the mean and variance
within each amplitude/time subinterval to calculate the weight ω of each ampli-
tude/time subinterval.

e. Proportional value γ solution: Using Formulas (13) to (15), calculate the probability
of failure in each region of each sensitive load tolerance curve combined with the
system of each sensitive load share, and use Formula (16) to further calculate the
probability of failure in the system within the amplitude/time subinterval; that is, the
range of interruptions occurring when the corresponding economic loss accounted
for the proportion of the maximum loss of the value of the proportion of γ.
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f. Sensitivity parameter σ2 solution: Introduce the continuous function again and
use Equation (17) to integrate and solve the sensitivity parameter of the mass loss
function L(u)/L(t) in each time t/amplitude u subinterval.

g. Establishment of deterministic model: Incorporate the critical parameters obtained
from the aforementioned steps into the quality loss functions L(u)/L(t) to derive the
single-index deterministic model.

(2) In the second stage of Taguchi’s quality view, again utilizing Taguchi’s quality
view, the magnitude of the impact of the two parameters of transient drop amplitude and
duration on the loss is quantified according to Equation (9), respectively. The combination
of the two single-indicator assessment models is realized by assigning weights to each of
them, so as to establish a comprehensive quality loss model under the influence of multiple
indicators as shown in Equation (12).

The specific realization is as follows: the third use of the probability density functions
f (u) and f (t), respectively, to calculate the transient drop amplitude and fault duration
under the entire definition domain of the expectation, the variance, and thus the use of the
signal-to-noise ratio and the calculation of weights. A quality loss function model with
multiple indicators is established.

(3) The expected value of the voltage-dip economic loss function is then used to charac-
terize the level of voltage-dip economic loss for that time period. Based on Equation (25), the
economic loss under the joint influence of the amplitude of the sag and the duration of the
fault is calculated.

5. Example Analysis

Tests were conducted using the IEEE 39-node test system, the structure of which is
shown in Figure 3.

Figure 3. IEEE 39-node system architecture.

The load distribution parameter is set to be 0.5 and the number of Monte Carlo
simulations is 5000 to obtain the voltage sag density metrics as shown in Table 1.

The total load of load point 15 is 140.5 MW, where the ratio of PC, ASD, PLC, and
insensitive equipment is 1/15, 1/5, 1/5, 8/15, respectively. Knowing that the cost of
interruption of sensitive loads counted under this ratio is USD 0.5363/kW, the maximum
value of economic loss for load point 15 is USD 75,350.15.
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Table 1. Voltage sag density index of load point 15.

Voltage Sag Magnitude
Fault Duration/s

0.0~0.2 0.2~0.4 0.4~0.6 0.6~0.8 >0.8

0~10% 0 0 0.023 0.031 0.012
10~20% 0 0 0.041 0.078 0.031
20~30% 0 0.003 0.073 0.121 0.061
30~40% 0 0.005 0.073 0.102 0.069
40~50% 0.003 0.007 0.064 0.138 0.081
50~60% 0.017 0.027 0.217 0.462 0.254
60~70% 0.074 0.105 0.409 0.750 0.384
70~80% 0.125 0.241 0.700 1.106 0.649
80~90% 0.161 0.331 0.576 0.698 0.352

5.1. Solving the Mass Loss Function

The first stage of the Taguchi mass-viewing method is used to obtain the mass loss func-
tions L(u), L(t) under the influence of transient drop amplitude and fault duration, respectively.

An example of this is the quality loss function L(t) of the voltage-transient economic
loss with respect to fault duration.

5.1.1. Continuous Type Conversion of Discrete Interval Data

Taking load point 15 as an example, its voltage sag density data are studied, and the
continuum type probability distribution function under different transient drop ampli-
tudes are fitted separately using numerical analysis, and from this, the probability density
function of voltage sag is calculated.

f (t) = −22.4336t4 + 20.6672t3 + 2.9340t2

−2.0109t + 0.3474
(18)

Further, a continuous two-dimensional probability density function may be calculated
based on a quality loss function f (t) for voltage-transient economic losses with respect to
fault duration and a loss function f (u) with respect to transient amplitude:

f (u, t) = f (u)· f (t) (19)

The probability density metrics of voltage transients after the continuumization pro-
cess are shown in Figure 4.

Figure 4. Continuous two-dimensional probability density function image.

Accordingly, we can visually analyze the trend of the probability of the occurrence of
a transient-dropout accident with the transient-dropout amplitude and duration. As can be
seen in Figure 4, the probability of voltage dips with low amplitude (0.6~0.9) is much larger
than that with large amplitude (<0.6); the probability of a voltage dip being instantaneous
(0~0.5 s) is much smaller than that of being temporary (0.5~1 s).
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The distribution of voltage sag amplitude in Figure 4 is close to the probability density
shown in Table 1, and the distribution trend is that most of the voltage sag amplitudes are
above 0.6 and the duration is above 0.4 s, which shows that the fitting results are accurate.

5.1.2. Calculation of Weights

It is worthwhile to select 0.1 p.u. and 0.2 s as the unit lengths of the transient drop
amplitude and fault duration, respectively, and to divide the analyzed range of 0–0.9 p.u. and
0–1 s into 9/5 subintervals according to the transient drop amplitude/fault duration. The
mean and variance of each subinterval are calculated by using the probability density function
obtained from the continuum processing, and the weight ω of each unit amplitude is calculated
accordingly; the related parameters in each subinterval of the transient amplitude calculated
are shown in Table 2.

Table 2. Taguchi quality view parameters under different sag amplitude.

Voltage Sag Magnitude EXj DXj ηj ωj

0~10% 0.045210 0.001603 9.055668 0.239014
10~20% 0.133704 0.000837 13.293675 0.162817
20~30% 0.257539 0.000728 19.592860 0.110470
30~40% 0.343885 0.000798 21.707538 0.099709
40~50% 0.461008 0.000794 24.277935 0.089152
50~60% 0.557246 0.000779 26.007863 0.083222
60~70% 0.653269 0.000826 27.132266 0.079773
70~80% 0.754876 0.000818 28.428599 0.076136
80~90% 0.824429 0.000161 36.251479 0.059706

5.1.3. Calculation of Sensitivity Parameters

The regions of uncertainty in the operational status of each sensitive load are shown
in Figure 5:

U/p.u.

T/ms

A1

A2

B1

B2

C2

C1

Figure 5. Uncertainty region of each sensitive load’s operating status.

Of these, A1 (0.02,0.90), A2 (0.40,0.30), B1 (0.015,0.71), B2 (0.175,0.59), C1 (0.04,0.63),
and C2 (0.205,0.46).

In Figure 5, the region enclosed by the two lines with turning points A1 and A2 (shaded
square area) represents the uncertainty region of the sensitive device PLC. Similarly, the
uncertainty regions for PC and ASD are indicated by two other shaded areas.

From the minimum and maximum values of the voltage tolerance amplitude of each
sensitive load shown in Figure 5 and the minimum and maximum values of the equipment
transient drop tolerance duration, the fault rate of each sensitive load in the region of
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uncertainty of the operating state calculated according to Equations (13) to (15) is shown
in Table 3.

Table 3. Failure rates of sensitive loads in the region of uncertain operating conditions.

Equipment Type
Failure Rate

PA PB PC

PC 0.1005 0.0894 0.0087
ASD 0.0800 0.0618 0.0049
PLC 0.1900 0.3500 0.0665

The probability that a device fails in each transient subinterval is:

Gi = Si(A) · PA + Si(B) · PB + Si(C) · PC + Si(e) · 1 (20)

where i ∈ {1, 2, 3}, representing PC, ASD, and PLC, respectively; Gi denotes the probability
of failure of the ith device in this staging range; PA, PB, and PC are the probabilities of
failure of the device in the area of A, B, and C; Si (A), Si (B), Si (C), and Si (e) denote the
magnitude of the proportion of the areas of A, B, C, and the area of the completely failed
area to the total area in this staging range.

Since there are multiple loads in the system and the percentage of each load is different,
the value of the discounted percentage of interruption loss γ for the combined consideration
of multiple loads can be calculated by the following equation:

γ =
4

∑
i=1

Gi·M(i) (21)

where M(i) represents the proportion of the i middle load in the system.
The important parameters of the loss function under each amplitude subinterval

calculated from Equation (21) and the sensitivity parameters obtained from Equation (17)
are shown in Table 4.

Table 4. The parameters of mass loss function under different sag amplitudes.

Voltage Sag Magnitude γj σj
2

0~10% 0.356347 0.378276
10~20% 0.356347 0.378276
20~30% 0.356347 0.378276
30~40% 0.268961 0.531992
40~50% 0.249164 0.581596
50~60% 0.204019 0.730417
60~70% 0.057408 2.819052
70~80% 0.048089 3.381751
80~90% 0.047054 3.458027

In summary, the loss function of voltage sag with respect to fault duration can be
obtained as

L1(t) = 75350.15 ×
9

∑
j=1

	j · (1 − e
− t2

2σ2
j ) (22)

From Table 4, it is noted that when the amplitude is in the range of 0 to 0.3 p.u., the
sensitivity parameters of the three subintervals are the same, so they can be combined.

Similarly, the loss function of the voltage transient with respect to the transient ampli-
tude is given as

L2(u) = 75350.15 ×
5

∑
k=1

	k · (1 − e
− (u−1)2

2σ2
k ) (23)
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where ωk = [0.035515, 0.071567, 0.120867, 0.228174, 0.543877] and σk
2 = [5.855566, 1.046046,

0.555858, 0.555858, 0.555858]. Similarly, due to the same sensitivity parameters, the three
subintervals within the fault duration of 0.4 to 1 s can be combined and processed.

5.2. Multi-Indicator Quality Loss Function Modeling

The second stage of the Taguchi mass view is used to quantify the magnitude of the effect
of the two parameters—transient drop amplitude and duration, respectively—on losses.

There are two important factors affecting the voltage-dropout loss in the model:
dropout magnitude x, and fault duration y. Among them, x has a look-ahead property with
a target value of 1, and y has a look-small property.

The magnitude of the effect of the variables u, t on the transient loss calculated by
using the Taguchi mass view method in combination with the expectation and variance of
the transient loss amplitude calculated by the probability density function f (u), f (t) using
Equations (8) and (9) is shown in Table 5.

Table 5. Algorithm parameters under multi-index.

Index EX DX η ω

t 0.631392 0.040943 3.569439 0.779779
u 0.678700 0.025087 12.639008 0.220221

According to the influence of transient drop amplitude and fault duration on the
transient loss, the transient drop amplitude and duration are given a weight of 0.779779
and 0.220221, respectively, and the weight is used to realize the combination of the two
single-indicator models, which establishes a multi-indicator quality loss function model:

L(u, t) = 0.779779L1(t) + 0.220221L2(u) (24)

Then the total loss of the node is

E[L(u, t)] =
�
D

L(u, t)· f (u, t)dtdu = 50521 (25)

where D denotes a region with a transient drop amplitude of 0 to 0.9 p.u. and a fault
duration of 0 to 1 s.

5.3. Analysis of Results

Taking into account both the voltage sag amplitude and duration’s impact on sag
losses, under the assumptions of the case study in this paper, the economic loss due
to voltage sags is approximately USD 50,521. According to the reasoning process of
the traditional method, if the characteristic matrix is transposed, meaning if duration is
considered as the primary evaluation criterion, this method should be equivalent to the
original method [25]. However, as is shown in Table 6, the results show that when using the
traditional quality engineering theory to analyze this case study, the losses calculated based
on sag amplitude (traditional method) or duration (variation of the traditional method) as
the primary evaluation criteria are USD 48,643 and USD 79,343, respectively. It is evident
that traditional methods yield significantly different loss calculation results for the same
case study.

Table 6. Evaluation results of voltage sag losses under different methods.

Quality Engineering Theory and Methods Methodology of This Paper

Voltage Sag Magnitude Fault duration
50,521

48,643 79,343
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This is because, in traditional assessment methods, simplifying assumptions are often
made to streamline calculations. Firstly, the impact of sag duration and amplitude on losses
is often independently considered. Secondly, the assessment model may only account for
the influence of a single factor on voltage sag losses [20], or it might categorize sag duration
into large intervals (instantaneous, temporary, short-term) and treat the influence factor of
sag duration within each interval as a constant. In practical production, the majority of sag
durations are less than 1 s. Therefore, when assessing losses for sag events within this time
range, the influence factor of variable time is considered constant, essentially ignoring the
impact of time changes on losses within this range.

The method proposed in this paper, from the perspective of model construction,
comprehensively considers the impact of both sag duration and amplitude on economic
losses, making the assessment more comprehensive.

From the computational results, the losses obtained using the method proposed in this
paper fall between the values obtained using the traditional method (considering only the
influence of sag amplitude) and its variation (considering only the influence of duration).
Compared to the results of the traditional one-dimensional quality loss function, the relative
error is 3.72%, and the deviation is less than 10%, within a reasonable range. This is because
the method in this paper, based on the two-stage Taguchi quality perspective approach,
accurately calculates the quality loss functions for each influence, considering the joint
impact and relative importance of these two critical factors on losses. The essence of the
method is to improve the accuracy of traditional methods and their variations, then obtain
a weighted average of sag losses influenced by different factors. In practical applications,
the correctness of the loss values obtained by this method can be verified by comparing
them with the values obtained using traditional methods and their variations.

6. Conclusions

In this paper, for the problem of quantitative analysis of voltage-transient economic
loss, a voltage-transient assessment method based on two-stage Taguchi’s quality view is
proposed on the basis of the simplified model assumed by the traditional one-dimensional
mass loss function. The method not only overcomes the problem that the single multivariate
mass loss function weakens the interrelationships among multiple influencing factors, but
also gives an optimization scheme for the weakening assumption of the time factor in
the traditional quality engineering theoretical approach. At the same time, the sensitivity
conformity tolerance curve is used to realize the problem of taking values of sensitivity
parameters in the construction of a multivariate loss function model.

The case analysis indicates that, through the aforementioned improvements, the
accuracy of the assessment results has been enhanced by approximately 3.72%. In
practical applications, the correctness of the loss values obtained through this method
can be verified by comparing them with the losses calculated using traditional methods
and their variations.

Simultaneously, in the assessment calculation process, by merging intervals with
similar attributes and combining the use of discrete probability values and continuous
probability density functions, the calculation precision was improved without excessively
complicating the assessment process.
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Nomenclature

Symbols Definitions

Ai target value
Fi (-) a functional expression describing this deviation

K
the maximum value of loss caused by the deviation of the quality
characteristic x from the target value

Li (-) loss function
π(x) the probability density of the random distribution of the mass characteristic x
m the upper definite bound of π(x).
η an important indicator to reflect the stability of product quality
ωi the contribution of the temporary decline value to the fluctuation
μ population mean vector
Σ the covariance matrix
λ

PA the fault probability of area A
T the transient time
U voltage
E the failure rate of the sensitive equipment on the whole load side
αi the percentage of sensitive device i in the load side.
σ2 the sensitivity parameter

γ
the value of the corresponding economic loss as a proportion of the
maximum loss when an interruption occurs

f (-) probability density function
EX mathematical expectation
DX variance
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Abstract: The accurate identification of the broadband oscillation mode is the premise of solving the
resonance risk of new energy stations. Reviewing the traditional Prony algorithm, the problems of
the high model order and poor noise immunity in broadband oscillation mode are identified. The
accuracy and running time of the Variational mode decomposition (VMD) is a symmetric trade-off
problem. An improved strategy based on VMD is proposed. Firstly, the optimal value of the number
of modes and penalty factors obtained by a particle swarm optimization algorithm is input into VMD
to decompose the signal into multiple modes. Then, combined with the energy threshold method,
the denoising and signal reconstruction of each mode component after decomposition are carried out.
Finally, the Prony algorithm is used to identify the oscillation mode of the original signal and the
reconstructed signal, respectively. The Signal-to-noise ratio (SNR) and model order are compared and
analyzed. Through the analysis of the example and simulation data, it is shown that the proposed
method effectively solves the problem of poor engineering adaptability of the traditional Prony
algorithm. It also can accurately obtain the time-domain characteristics of broadband oscillation,
which has a promising future in the engineering application.

Keywords: broadband oscillation; damping factor; model order; Prony; VMD algorithm

1. Introduction

Due to the global shortage of fossil energy, climate warming and environmental
deterioration, vigorously developing new energy is one of the important measures to
help prevent these problems [1]. The large-scale grid-connection of wind power and
photovoltaic will bring a new problem of broadband oscillation ranging from several Hz
to thousands of Hz [2]. For example, on 1 July 2015, a 20~40 Hz oscillation occurred in
the northwest of China, resulting in the shutdown of thermal power units more than 300
km away [3]. Broadband oscillation has the characteristics of broadband time-varying
and temporal and spatial distribution, which will cause great harm to the stable operation
of power systems [4]. Therefore, accurate pattern recognition of broadband oscillation is
significant for further research on the principle of broadband oscillation.

At present, the analysis methods of the influence factors of broadband oscillation are
mainly analytical calculation [5] and numerical simulation [6]. Commonly used analytical
calculation methods are the complex torque coefficient method, the state space method and
the impedance analysis method, etc. [7]. These methods are only suitable for the oscillation
mechanism analysis of small systems [8]. Due to the time-variability and complexity of
broadband oscillation, the accuracy and stability of the numerical simulation method
need to be improved [9]. With the development of broadband phasor measurement and
synchronous phasor measurement, the analysis of broadband oscillation is changing from
model-driven to data-driven [10–12]. Fourier transform is the most commonly used method

Symmetry 2024, 16, 278. https://doi.org/10.3390/sym16030278 https://www.mdpi.com/journal/symmetry22
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to analyze broadband oscillation mode in engineering. Fourier transform shows the merits
of fast calculation speed and simple principle, yet it is easy to produce spectrum leakage
and a fence effect [13]. Moreover, the damping factor of oscillation, the initial phase angle
and other time-domain characteristic quantities cannot be obtained. The wavelet transform
is actually a set of adjustable window Fourier transforms; there will still be energy leakage.
In addition, it needs to determine a set of basic functions in advance, and the selection of
basic functions has a great influence on the subsequent processing results [14]. Its relative
reconstruction error is quadratical growth with the upper bound of the frequency [15].
Empirical mode decomposition (EMD) is based on its own time scale, which means there is
no need to choose a basis function in advance. However, it is sensitive to noise and prone to
spectrum aliasing [16]. By introducing the Hilbert spectrum analysis method into EMD, the
Hilbert–Huang method with strong adaptability but obvious end effect is formed [17]. To
improve the accuracy of recognition, ref. [18] adopts Savitzky–Golay (S-G) filter denoising
and total least squares estimation in two stages, the optimum running time of the S-G filter
is obtained after several previous runs. In addition, it studies the identification problem
of broadband oscillation based on an artificial intelligence algorithm. A large amount of
historical data is needed for training to obtain more accurate analysis results [19–23].

Prony algorithm is a widely used method to analyze broadband oscillation in recent
years. Due to the sensitivity to noise, it is necessary to increase the order of the model
to improve the analysis accuracy. It often leads to the problem of “dimensional disaster”
in engineering applications, which extremely limit the engineering applicability of the
algorithm [24,25]. The common solution is to denoise the signal, such as Kalma filter [26],
Wavelet denoising [27], Singular Value Decomposition (SVD) [28], a denoising method
combining local mean decomposition and robust independent component analysis (LMD-
RobustICA) [29] and Ensemble Empirical Mode Decomposition (EEMD) [30], etc.

To improve the identification accuracy, this paper proposes a method for analyzing
broadband oscillation mode based on VMD and Prony. This method can achieve a better
decomposition effect through VMD, eliminating the dimension disaster prone to the tradi-
tional Prony algorithm, improving the identification accuracy. The amplitude, frequency,
initial phase and damping factor of the signal can be obtained, so as to better identify and
analyze the broadband oscillation mode. Finally, the effectiveness of the proposed method
is verified by analyzing the example and simulation data.

This paper is organized as follows: Section 2 introduces the variational mode decom-
position, its parameter optimization and signal noise elimination; Section 3 introduces the
Prony algorithm. Section 4 introduces the process of this method; Sections 5 and 6 analyze
the example and simulation data; Section 7 concludes the methods in this paper.

2. VMD and Parameter Optimization Algorithm

2.1. Variational Mode Decomposition

Variational mode decomposition is a method that can decompose multi-component
signals into multiple single-component amplitude-frequency signals with different center
frequencies; what matters most is to establish variational constraints based on Hilbert
transform, center frequency correction and computational bandwidth. By introducing a
penalty factor α and the Lagrange factor λ, the variational constraint problem is transformed
into variational unconstrained problem and solved.

First, the original signal f (t) is decomposed to obtain multiple modal components
u(t), then the modal component is u(t) transformed by Hilbert, and the corresponding
unilateral spectrum is obtained.

[δ(t) + j/(πt)]u(t) (1)

where δ(t) is pulse function, satisfy δ(t) = 0 when t = 0 and δ(t) = ∞ for others.

∫ +∞

−∞
δ(t)dt = 1
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The spectrum is modulated by adding exponential terms, adjusting to the correspond-
ing fundamental frequency band.

[(δ(t) + j/(πt))u(t)]e−jωkt (2)

where ωk is the frequency of center. The bandwidth of each mode component is calcu-
lated according to the Gaussian smoothing of the demodulation signal. The constrained
variational problem of VMD can be expressed as,⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
min

{uk},{ωk}

⎧⎨
⎩ K

∑
k=1

∥∥∥∥∥∂t[δ(t) +
j

πt uk(t)]e−jωkt

∥∥∥∥∥
2

2

⎫⎬
⎭

s.t.
K
∑

k=1
uk = f (t)

(3)

In order to transform the above constrained variational problem into an unconstrained
variational problem, the damping factor α and the Lagrange factor λ are introduced to en-
sure the accuracy of the reconstruction signal and the strictness of the constraints, resulting
in the Lagrange multiplier.

L(uk , ωk , λ) = α
K

∑
k=1

∥∥∥∥∥∂t[δ(t) +
j

πt
uk(t)]e−jωk t

∥∥∥∥∥
2

2

+

∥∥∥∥∥ f (t)−
K

∑
k=1

uk(t)

∥∥∥∥∥
2

2

+

〈
λ(t), f (t)−

K

∑
k=1

uk(t)

〉
(4)

Then, the alternate direction multiplier method was introduced to obtain the opti-
mal solution of Equation (4), and the modal component and center frequency update
expressions were obtained.

ûn+1
k (ω) =

f̂ (ω)− ∑
i �=k

ûi(ω) + (λ̂(ω)/2)

1 + 2α(ω − ωk)
2 (5)

ωn+1
k =

∫ ∞
0 ω|ûk(ω)|2dω∫ ∞

0 |ûk(ω)|2dω
(6)

Finally, the VMD algorithm is calculated and solved. The specific steps are as follows:
Step 1: Initialization uk

1, ωk
1, λ1, n = 0.

Step 2: Let n = n + 1, according to Equations (5) and (6), the amplitude and center
frequency of each modal component are iterative updated from 1 to K.

Step 3: Update the Lagrange factor λ,

λn+1 = λn + τ( f (t)−
K

∑
k=1

ûn+1
k ) (7)

Step 4: Set the termination condition of iteration. If Equation (8) is satisfied, the loop
will be terminated; otherwise, repeat steps 2~4.

K

∑
k=1

∥∥∥ûn+1
k − ûn

k

∥∥∥2

2
/
∥∥∥ûn

k

∥∥∥2

2
< ξ (8)

2.2. Optimize VMD Parameters

This paper adopts the particle swarm optimization algorithm to optimize some pa-
rameters in the VMD algorithm such as number of modes K and damping factor α, in order
to improve the accuracy of decomposition results. Its fitness function is envelope entropy.
The envelope entropy function of signal f (t) can be expressed as

HP = −
n

∑
i=1

pilgpi (9)
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pi = ai/
n

∑
i=1

ai (10)

where ai is the envelope signal of the decomposed component of signal f (t) after Hilbert
transformation. The envelope entropy value can reflect the signal decomposition effect
of the VMD algorithm. The smaller the value, the better the decomposition effect. The
algorithm flow of parameter optimization is shown in Figure 1 below.

Start

Initialize parameter settings

K and  are optimized by (3) to (8)

The envelope entropy was calculated  by (9) and (10)

Select the minimum envelope entropy

Output Kbest and best

End  
Figure 1. Flow chart of the genetic particle swarm optimization algorithm.

2.3. Signal Denoising Based on VMD

White noise is the main noise source in the power system, due to the frequency
distribution characteristics of power signals. Improving VMD decomposition, the low-
frequency modal component is mainly composed of the dominant harmonic component.
The low-frequency harmonic component has a high signal-to-noise ratio, but there are still
a few noise components distributed in the whole frequency band. In the middle and high
frequency modal component, the high-order harmonic content is low, the amplitude is
small, and the signal is straightforward to be submerged by noise. As the signal-to-noise
ratio is very low, noise has a great impact on the detection accuracy. Based on the above
analysis, it can be seen that the effective signals in the middle and high frequency modes
have limited influence on the accuracy of the analysis of broadband oscillation signals. The
high noise content in the high frequency modes is prone to excessive order determination
in the solution of Prony. Therefore, the middle and high frequency mode components can
be regarded as noise components. Based on the above discussion, this paper proposes
a denoising method based on energy threshold. According to the distribution of signal
and noise in different frequency bands, the energy threshold is set, and the modal compo-
nents with different energy levels are retained and screened to achieve a better denoising
effect [31].

Considering the EMD, it is easy to lose part of the effective harmonic component in
the signal, and all the noise in the high frequency band cannot be completely screened out.
Therefore, the energy threshold method is adopted for denoising. That is, the decomposed
modal components have different levels of energy, the IMF with larger energy a is harmonic
component, and the IMF with smaller energy is a noise component and false component.
By setting the threshold, the modal components that only contain noise in the signal are
screened out.

ci = max(ui) i = 1, 2, · · · , K (11)

mi = ci/max(c) i = 1, 2, · · · , K (12)
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where K is number of modal components, ui, ci are the modal component and its maximum
value, respectively, c is the set of maximum values of each modal component, mi is the
coefficient of energy. Threshold g needs to be set according to the noise content of the signal.
If mi is less than g, the corresponding modal component is retained. Otherwise, the mode
is regarded as noise and screened out.

3. Prony Algorithm and Evaluation Parameters

3.1. Prony Algorithm

Prony algorithm is a mathematical model based on a linear combination of exponential
functions, which can achieve the fitting of signal with the same sampling interval and
obtain the signal amplitude, frequency, phase and damping factor. According to Euler’s
formula, the signal with sinusoidal component x(t) is converted into N equally spaced
sampling points, written as:

x(t) =
P

∑
k=1

Akeαkt cos(2π fkt + θk) (13)

x̂(n) =
P

∑
k=1

bkzn
k n = 0, 1, · · · , N − 1 (14)

bk = Akejϕk (15)

zk = e(αk+j2π fk)Δt (16)

where Ak is amplitude, fk is frequency, θk is phase, αk is damping factor, P is order of model,
N is sampling number, Δt is sample interval, x̂(n) is signal of fit.

Equation (17) is the objective function of the minimum fitting error.

minz =
N−1

∑
n=0

|x(n)− x̂(n)|2 (17)

We constructed a linear difference equation with a constant coefficient, in which
Equation (14) is the homogeneous solution and Equation (17) is the fitting error objective
function.

x̂(n) = −
P

∑
k=1

akx̂(n − k) P ≤ n ≤ N − 1 (18)

x(n) = −
P

∑
k=1

akx(n − k)+
P

∑
k=0

ake(n − k) (19)

where e(n) is error of fitting.
Taking error e(n) as the excitation of P-order autoregressive model x̂(n), and achieving

the actual signal x(n) to solve the regular equation. Hence, getting the parameter ak.
Substitute ak into (20) and source the root of it to find the parameter zk.

P

∑
k=0

akzP−k = 0 (20)

According to Equation (14), the matrix equation is⎡
⎢⎢⎢⎣

1 1 · · · 1
z1 z2 · · · zP
...

... · · · ...
zN−1

1 zN−1
2 · · · zN−1

P

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

b1
b2
...

bP

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

x̂(0)
x̂(1)

...
x̂(N − 1)

⎤
⎥⎥⎥⎦ (21)
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In combination with the matrix equation of Equation (21), the parameter bk is obtained
based on the idea of the least square method,

b = (VHV)−1VH x̂ (22)

Finally, the amplitude, frequency, initial phase and damping factor of each component
are obtained by zk, bk.

3.2. Order of Model

The model order of the Prony algorithm can reflect the number of harmonic compo-
nents in the system. The closer the order is to the number of harmonic components, the
higher the performance of the Prony algorithm and the better the fitting effect; SNR can re-
flect the noise content of the signal and the fitting degree of the Prony algorithm. The noise
content of a signal is inversely proportional to the SNR. Therefore, the model order and
signal-to-noise ratio are selected as the evaluation parameters of the algorithm performance.

The traditional model order selection methods generally include a singular value
method of autoregressive model and an empirical method based on the number of sampling
points, etc. In this paper, the model order selection method with SNR and mean square
error as indicators is adopted. SNR can represent the fitting effect of the signal. When the
order of the selected model approaches the real value of the system, SNR will increase.
According to the experimental results, when SNR < 20 dB, the signal fitting effect is poor.
When SNR > 50 dB, the signal can be accurately fitted [31]. In addition, the mean square
deviation can reflect the change degree of SNR, when the SNR finally tends to be stable,
the signal fitting is accurate.

4. Flow of Broadband Oscillation Mode Identification Algorithm

The identification accuracy and algorithm performance of the traditional Prony algo-
rithm are greatly affected by noise, and the fitting effect of signals with low SNR is poor,
resulting in the failure to accurately identify the characteristic parameters of signals. In
addition, it is difficult to select the optimal decomposition parameters of the VMD decom-
position algorithm, which can lead to the unsatisfactory signal decomposition effect and,
ultimately, affect the signal denoising effect. Therefore, this paper adopts a new method
combining particle swarm optimization (PSO), VMD and the Prony algorithm to analyze
harmonic signals. The basic steps are as follows:

Step 1: The number of modes K and damping factor α, which have great influence
on VMD decomposition, are optimized by the optimization algorithm to achieve the best
effect of VMD decomposition.

Step 2: The optimal number of modes and damping factors obtained in step 1 are
substituted into VMD decomposition, and the original signal is decomposed to obtain a
series of modal components with different frequency bands.

Step 3: Combined with the idea of energy threshold method, the energy coefficient
of each modal component is calculated, and the threshold value g is set for comparative
analysis. The modal component containing only medium and high frequency noise is
screened out.

Step 4: The real harmonic components are reconstructed, and the Prony algorithm is
used to identify the reconstructed signal, and the amplitude, frequency, phase and damping
factor of the signal are obtained.

Finally, the broadband oscillation mode is analyzed according to the obtained parame-
ters. The flow chart is shown in Figure 2.
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Figure 2. Flow chart of the harmonic detection method.

5. Examples Analysis

In order to test the effectiveness of the proposed method for broadband oscillation
mode identification, an electric power signal containing fundamental waves, harmonics
and inter-harmonics is constructed in this paper.

y(t) = 45e−0.08tcos(50 × 2πt + 0.5π) + 25e−0.32tcos(28 × 2πt − 0.6π)+
18.5e0.14tcos(72 × 2πt + 0.8π) + 8.5e−1.04tcos(150 × 2πt − 0.3π)

(23)

The sampling frequency is set as 1000 Hz, and the number of sampling points is 500.
The wave forms of the four groups of signals with noise and the noiseless signals are shown
in Figure 3.
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Figure 3. Waveform of the noisy signal and the noiseless signal.

5.1. Analysis of Denoising Performance

In order to improve the decomposition effect of the VMD algorithm, distinguish
effective signals from noise and false components, an optimization algorithm (PSO) is used
to optimize the VMD decomposition parameters. It improves the performance of the Prony
algorithm. First, set the initial parameters of the particle swarm optimization algorithm,
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including acceleration factor c1 and c2 are 1.8, the position interval of damping factor α is
(1000, 8000), number of modes K position interval is (2, 8).

The particles were iterative updated according to the above parameters, and the
envelope entropy was used as the fitness function. The optimal positions of particles under
different noise levels are shown in Table 1.

Table 1. Parameter values for different noise levels.

Noiseless 5 dB 10 dB 15 dB

(K, α) (45, 686.2) (55, 593.8) (56, 877.6) (55, 101.8)

From Table 1, the number of modes K remains at 5 under different noise levels, but the
value of the damping factor is inconsistent. Thus, the noise affects the value of the penalty
factor while the number of modes K is not sensitive to noise.

Then, we chose the data with 15 dB noise added for subsequent analysis. The opti-
mal number of modes and damping factors are substituted into the VMD algorithm to
decompose the waveform and spectrum of each mode, as shown in Figures 4 and 5.
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Figure 4. Waveform of the signal with 15 dB noise.
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Figure 5. FFT analysis of the signal with 15 dB noise.

According to Figures 4 and 5, VMD decomposition can accurately obtain the amplitude
and frequency of the modal component. Equations (11) and (12) calculate the energy level
of each modal component and the results are shown in Table 2. Setting the threshold g
is 5 × 10−2 according to Table 2; IMF2~IMF5 are true harmonic components and they are
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retained for Prony analysis. It is concluded that the VMD decomposition method based
on parameter optimization can accurately separate the effective component and noise
component of the signal.

Table 2. Energy coefficients for each modal component of the example signal.

Modal Component IMF1 IMF2 IMF3 IMF4 IMF5

Energy coefficient 0.0374 0.0863 0.2399 1 0.3948

5.2. Test Performance Analysis

In order to further verify the effectiveness and superiority of the proposed method in
parameters identification, Prony identification is carried out on the signal reconstructed by
VMD and the noiseless signal, respectively. Under different noise contents, when the fitted
SNR is stable, the results of each fitted SNR are shown in Table 3. As can be seen from
Table 3, the proposed method in this paper always has a stable SNR of de-noising fitting
under different noise content, and the de-noising fitting effect shows a steady growth trend,
indicating its robustness.

Table 3. Fitting SNR under different noise content.

Noise Content 5 dB 10 dB 15 dB 20 dB

Fitted SNR/dB 12.3814 18.2488 25.5612 32.3470

The result of different fitting orders for the signal with 15 dB noise added is shown
in Figure 4. From Figure 6, the fitting effect of the proposed method is obviously better
than that of Prony. The fitting SNR value of the proposed method is stable near 25.5 dB
with Prony stable near 20 dB. It is proved that the proposed VMD based on particle swarm
denoising is effective and can significantly improve the fitting effect of Prony.
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Figure 6. Comparison of fitting effect of example signal.

When the model order is 75, the fitting SNR of VMD + Prony is 25.5475 dB, and the
fitting SNR of Prony is 20.9977 dB. The identification results of specific parameters are
shown in Table 4.

From Table 4, it can be seen that the average identification errors of amplitude and
frequency of the proposed method are 4.4034% and 0.0291%, that of Prony is 7.1808%
and 0.0827% and that of EMD+FFT is 5.9997% and 0. The identification results of the
proposed method are better than Prony in amplitude and frequency, except the frequency
of EMD+FFT. The identification errors in phasor and damping factor are smaller than Prony.
Although EMD+FFT has a better frequency identification effect than the proposed method
and Prony, the amplitude identification effect is worse than the proposed method due to
the existence of the damping factor, and the damping factor cannot be obtained.
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Table 4. Identification result based on three methods from example data.

Proposed Method Prony EMD+FFT

A/V f/Hz ϕ/rad α A/V f/Hz ϕ/rad α A/V f/Hz

Value 85.2287 50.0033 1.2605 −0.1055 82.5226 50.0048 1.2792 −0.0361 83.8355 50
error (%) 0.2691% 0.0066% 19.75% 31.85% 0.6148% 0.0096% 18.56% 54.88% 1.37% 0

Value 34.0082 28.0172 −1.7570 −0.3299 38.0395 28.0218 −1.7446 −0.0361 33.3253 28
error (%) 2.8337% 0.0614% 6.7883% 3.094% 8.6848% 0.0779% 7.4461% 88.72% 4.7849% 0

Value 19.2786 71.9910 2.9456 0.1835 16.3884 71.9708 3.0091 0.5002 19.3774 72
error (%) 4.2087% 0.0125% 17.202% 31.07% 11.414% 0.0406% 19.73% 289.5% 4.7427% 0

Value 9.3757 149.946 1.4044 −0.9773 7.8192 149.696 0.3270 −0.4769 7.3864 150
error (%) 10.302% 0.036% 49.01% 80.98% 8.0094% 0.2027% 65.3% 11.69% 13.101% 0

6. Simulation Analysis

In order to further verify the superiority of the algorithm, a system model with fan
was built on the simulation platform in this paper. The simplified model is shown in
Figure 7 below:

E1 T1 T2

T3

L G1

G2

C R

Figure 7. This is a figure. Simplified model diagram with wind power generation. E1 represents
equivalent system, G1 and G2 represent wind turbines, and L, R and C represent transmission
line parameters.

The simulation data of voltage, current and function of broadband oscillation are
obtained by running the simulation model. The voltage waveform obtained by simulation
is shown in Figure 8, where the sampling frequency is 500 Hz and the sampling time is
0.4 s.
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Figure 8. Waveform of the signal.

Fourier transform is applied to this set of data to obtain the amplitude and frequency
of this set of signals. The signal waveform and FFT analysis results are shown in Figure 9,
and the identification results are shown in Table 5.
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Figure 9. FFT analysis spectrum of the signal.

Table 5. FFT Analysis of the Signal Example.

IMFi f/Hz A/V

IMF1 11.5789 14.3803
IMF2 50 36.6267
IMF3 88.4211 4.8791

6.1. Analysis of Denoising Performance

For the simulation signals, this paper changed the position interval of the number
of modes to [2,5], which can ensure the accuracy of VMD decomposition results. The
position interval of punishment factor is (1000, 8000), with other parameters unchanged.
The optimal position of the particle is (5, 6819.1); it was substituted into the VMD algorithm.
The decomposition results are shown in Figures 10 and 11.
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Figure 10. Intrinsic Mode Functions waveform.

According to Figures 10 and 11, IMF1~IMF3 are true harmonic components and are
retained for Prony analysis. It is concluded that the VMD decomposition method based
on parameter optimization can accurately separate the effective component and noise
component of the signal. The energy coefficients of each component are shown in Table 6.
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Figure 11. Intrinsic Mode Functions spectrum.

Table 6. Energy coefficients for each modal component of the simulation signal.

Modal Component IMF1 IMF2 IMF3 IMF4 IMF5

Energy coefficient 0.4016 1 0.1654 0.0319 0.0169

In order to test the denoising effect of the method presented in this paper, SNR and
root mean square error (RMSE) are used as evaluation indexes in Table 7. SNR reflects the
noise content in the signal. The denoising effect is proportional to the SNR. RMSE reflects
the restoration degree of the denoised signal. RMSE decreases as the deviation between the
denoised signal and the noiseless original signal decreases.

Table 7. Denoising effect of different algorithms.

db2 Wavelet Hard Threshold Proposed Method

SNR/dB 28.6656 37.6178
RMSE 1.0277 0.3719

According to the evaluation index results in Table 8, the denoising ability of db2
wavelet hard threshold method and the method in this paper is compared and analyzed. It
can be seen that the denoising effect of the proposed method is better than that of the db2
wavelet hard threshold method in terms of SNR and RMSE.

Table 8. The fitting effect of different algorithms.

Evaluation Index Order of Model SNR/dB

Original signal 47 37.7888
Reconstructed signal 47 38.4783

Wavelet signal 47 31.0155

6.2. Test Performance Analysis

After signal reconstruction, in order to verify the effectiveness of the proposed method,
the Prony algorithm is used to carry out signal fitting and harmonic identification for the
original signal and reconstructed signal, respectively. The fitting effect is shown in Figure 12.

As can be seen from Figure 12, the trend of the two curves is almost the same, indicating
that the proposed method and the original Prony method have almost the same data
processing capability. This is because Figure 12 analyzes the simulated signal, and no
artificial noise is added, so the noise content of the final signal is very low, which can also
be seen from Figure 9.
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Figure 12. Comparison of fitting effect of simulated signal.

Under the condition of the same model order, the SNR results obtained by Prony
analysis of different signals are shown in Table 8. The fitting SNR of reconstructed signal
is 38.4783 dB, which is optimal. Under the condition that the model order is 47, the
reconstructed signal and the original signal and the results denoised by the db2 wavelet
hard threshold are identified. Results of identification are shown in Table 9.

Table 9. Identification results based on three methods for simulation data.

Proposed Method Prony EMD+FFT

A/V f/Hz ϕ/rad α A/V f/Hz ϕ/rad α A/V f/Hz

Value 36.5722 50 −1.0829 0.0003 36.5478 49.9985 −1.0803 −0.0036 36.5154 49.9997
error (%) 0.1488% 0 / / 0.2154% 0.003% / / 0.3039% 0.0006%

Value 14.5146 11.7642 0.4327 0.0033 14.7154 11.7692 0.4301 −0.0467 14.6212 11.765
error (%) 0.9339% 1.6003% / / 2.3303% 1.73% / / 1.6752% 1.6072%

Value 4.9136 88.2317 −0.6053 −0.0251 4.939 88.2113 −0.5886 −0.0495 4.7846 88.227
error (%) 0.7071% 0.2142% / / 1.2277% 0.2373% / / 1.9368% 0.2195%

It can be seen that the frequency and amplitude identification errors of the EMD+FFT
are almost the same as those of the traditional Prony algorithm. However, the frequency
and amplitude identification errors of the proposed method are smaller than those of the
EMD+FFT and the traditional Prony algorithm. This method has the highest accuracy in
harmonic identification.

Through the above simulation analysis of broadband oscillation, it can be seen that:

(1) Based on time-domain analysis, the Prony algorithm cannot only obtain the frequency
and amplitude obtained by FFT transformation, but can also obtain time-domain
information such as the damping factor;

(2) The VMD-Prony algorithm, proposed in this paper, is more accurate than EMD+FFT
and the traditional Prony method. The effectiveness of the proposed algorithm is
verified by comparing it with the traditional Prony algorithm.

In summary, the proposed method can obtain more time domain analysis results
than FFT, such as the damping factor. Compared with the traditional Prony algorithm,
the proposed method uses VMD denoising to solve the problem that the model order is
too large, so that the identification accuracy is less affected by the model order. VMD
denoising is better than the Kalman filter to solve the problem of insufficient precision
of a nonlinear model. The denoising effect based on VMD is better than that based on
EMD+FFT. The proposed method significantly reduces the influence of noise on signal
identification. Therefore, the method in this paper is superior in engineering practicability.
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7. Conclusions

It is prone to induce widebroad oscillation when new energy with high permeability is
connected to a weak regional power grid. The accurate identification of the wide-frequency
oscillation mode is the prerequisite to solve the resonant operation risk of new energy
station. This paper proposes a new method for wind farm wide-band oscillation mode
identification based on the combination of VMD and Prony, and focuses on the parameter
optimization, noise removal and performance detection of VMD in the algorithm. The
research conclusions are as follows:

(1) The number of modes K and penalty factor α in the VMD algorithm have great
influence on the algorithm, which can be augmented by particle swarm optimization.

(2) Noise signals in measured data are likely to lead to poor analysis effect of the Prony
algorithm. In this paper, a method combining the VMD algorithm and the energy
threshold idea is adopted to effectively eliminate noise interference in data and retain
effective components in signals.

(3) In this paper, SNR and RMSE are used as evaluation indexes. The SNR reflects the size
of noise content in a signal. The denoising effect is better with the increase in SNR. The
RMSE reflects the restoration degree of the denoised signal. The smaller the RMSE,
the smaller the deviation between the denoised signal and the noiseless original signal.
In order to obtain accurate identification results, SNR is usually required to be greater
than 20 dB.

The composition and distribution of noise are more complex in the actual environment,
so further research on noise identification and removal for measured analysis can be carried
out in the future. Furthermore, in Prony detection, when the fitting order is half of the
number of sampled data points, the fitted SNR sudden drop phenomenon is still unclear,
and the specific mechanism can be further studied in the next research.

Author Contributions: Conceptualization, C.G. and L.Y.; methodology, C.G., L.Y., B.C. and J.D.
(Jianbo Dai); writing—original draft preparation, C.G. and L.Y.; writing—review and editing, J.D.
(Jing Dai) and K.Y. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (52367002)
and Yunnan Province joint fund key project (202201BE070001-15).

Data Availability Statement: The raw/processed data required to reproduce these findings are
contained within the article.

Acknowledgments: We would like to express our sincere gratitude to Kunming University of Science
and Technology for their support.

Conflicts of Interest: Author Ke Yin was employed by the company Beijing Xinleineng Technology
Co., Ltd., Chengdu Branch. The remaining authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a potential conflict
of interest.

References

1. Bai, J.; Xin, S.; Liu, J.; Zheng, K. Roadmap of Realizing the High Penetration Renewable Energy in China. Proc. CSEE 2015, 35, 14.
2. Xie, X.; Liu, H.; He, J.; Liu, H.; Liu, W. On New Oscillation Issues of Power Systems. Proc. CSEE 2018, 38, 10.
3. Chen, G.; Li, M.; Xu, T.; Liu, M. Study on Technical Bottleneck of New Energy Development. Proc. CSEE 2017, 37, 1.
4. Ma, N.; Xie, X.; Tang, J.; Chen, L. Wide-area measurement and early warning system for wide-band oscillation in “double-high”

power systems. J. Tsinghua Univ. (Sci. Technol.) 2021, 61, 5.
5. Zhang, D.; Wang, Y.; Hu, J.; Ma, S.; He, Q.; Guo, Q. Impacts of PLL on the DFIG-based WTG’s electromechanical response under

transient conditions: Analysis and modeling. CSEE J. Power Energy Syst. 2016, 2, 30–39. [CrossRef]
6. Tong, Y.; Yin, Y. Multi-Scale Simulation and Test Technology of Power System; China Electric Power Press: Beijing, China, 2013;

pp. 184–188.
7. Ma, N.; Xie, X.; Kang, P.; Zhang, F. Wide-area Monitoring and Analysis of Subsynchronous Oscillation in Power Systems With

High-penetration of Wind Power. Proc. CSEE 2021, 41, 1.
8. Ma, N.; Xie, X.; He, J.; Wang, H. Review of broadband Oscillation in Renewable and Power Electronics Highly Integrated Power

Systems. Proc. CSEE 2020, 40, 15.

35



Symmetry 2024, 16, 278

9. Wang, W.; Zhu, Y.; Liu, C.; Dong, P.; Hu, T.; Li, B.; Li, Y.; He, F.; Zhang, Y. Realization of Electromagnetic Real-time Simulation of
Large-scale Grid Based on HYPERSIM. Power Syst. Technol. 2019, 43, 4.

10. Zhang, F.; Cheng, L.; Gao, W.; Huang, R. Synchrophasors-based identification for subsynchronous oscillations in power systems.
IEEE Trans. Smart Grid 2018, 10, 2224–2233. [CrossRef]

11. Yang, X.; Zhang, J.; Xie, X.; Xiao, X.; Gao, B.; Wang, Y. Interpolated DFT-based identification of sub-synchronous oscillation
parameters using synchrophasor data. IEEE Trans. Smart Grid 2019, 11, 2662–2675. [CrossRef]

12. Xu, Y.; Liu, H.; Cheng, Y. Key Influencing Factors on Propagation of Sub-Synchronous Oscillations in AC and DC Grids. Mod.
Electr. Power 2022, 1–11. [CrossRef]

13. Mortensen, A.N.; Johnson, G.L. A power system digital harmonic analyzer. IEEE Trans. Instrum. Meas. 1988, 37, 537–540.
[CrossRef]

14. Yu, Y.; Zhao, W.; Li, S.; Huang, S. A Two-Stage Wavelet Decomposition Method for Instantaneous Power Quality Indices
Estimation Considering Interharmonics and Transient Disturbances. IEEE Trans. Instrum. Meas. 2021, 70, 9001813. [CrossRef]

15. Dragomiretskiy, K.; Zosso, D. Variational Mode Decomposition. IEEE Trans. Signal Process. 2014, 62, 531–544. [CrossRef]
16. Riaz, F.; Hassan, A.; Rehman, S.; Niazi, I.K.; Dremstrup, K. EMD-Based Temporal and Spectral Features for the Classification of

EEG Signals Using Supervised Learning. IEEE Trans. Neural Syst. Rehabil. Eng. 2016, 24, 28–35. [CrossRef] [PubMed]
17. Laila, D.S.; Messina, A.R.; Pal, B.C. A Refined Hilbert–Huang Transform with Applications to Interarea Oscillation Monitoring.

IEEE Trans. Power Syst. 2009, 24, 610–620. [CrossRef]
18. Chen, K.; Jin, T.; Mohamed, M.A.; Wang, M. An Adaptive TLS-ESPRIT Algorithm Based on an S-G Filter for Analysis of Low

Frequency Oscillation in Wide Area Measurement Systems. IEEE Access 2019, 7, 47644–47654. [CrossRef]
19. Feng, S.; Cui, H.; Chen, J.; Tang, Y.; Lei, J. Applications and Challenges of Artificial Intelligence in Power System broadband

Oscillation. Proc. CSEE 2021, 41, 23.
20. Mo, W.; Lv, J.; Pawlak, M.; Annakkage, U.D.; Chen, H. Power System Oscillation Mode Prediction Based on the Lasso Method.

IEEE Access 2020, 8, 101068–101078. [CrossRef]
21. He, J.; Luo, G.; Cheng, M.; Liu, Y.; Tan, Y.; Li, M. A Research Review on Application of Artificial Intelligence in Power System

Fault Analysis and Location. Proc. CSEE 2020, 40, 17.
22. Ding, R.; Shen, Z. Modal Identification of Low-frequency Oscillation in Power System based on EMO-EDSNN. Autom. Electr.

Power Syst. 2020, 44, 122–131.
23. Gupta, A.K.; Verma, K. PMU-ANN based real timemonitoring of power system electromechanical oscillations. In Proceedings of

the 2016 IEEE 1st International Conference on Power Electronics, Intelligent Control and Energy Systems (ICPEICES), Delhi,
India, 4–6 July 2016; pp. 1–6.

24. Chen, C.I.; Chang, G.W. Virtual instrumentation and educational platform for time-varying harmonics and interharmonics
detection. IEEE Trans. Ind. Electron. 2010, 57, 3334–3342. [CrossRef]

25. Hauer, F. Application of Prony analysis to the determination of modal content and equivalent models for measured power system
response. IEEE Trans. Power Syst. 1991, 6, 1062–1068. [CrossRef]

26. Pantaleon, C.; Souto, A. Comments on “An aperiodic phenomenon of the extended Kalman filter in filtering noisy chaotic signals”.
IEEE Trans. Signal Process. 2005, 53, 383–384. [CrossRef]

27. Smith, C.B.; Agaian, S.; Akopian, D. A Wavelet-Denoising Approach Using Polynomial Threshold Operators. IEEE Signal Process.
Lett. 2008, 15, 906–909. [CrossRef]

28. Janik, P.; Rezmer, J.; Ruczewski, P.; Waclawek, Z.; Lobos, T. Adaptation of SVD and Prony method for precise computation of
current components in networks with wind generation. In Proceedings of the 2009 International Conference on Clean Electrical
Power, Capri, Italy, 9–11 June 2009; pp. 624–629. [CrossRef]

29. Li, Y.; Liang, X.; Yang, Y.; Xu, M.; Huang, W. Early Fault Diagnosis of Rotating Machinery by Combining Differential Rational
Spline-Based LMD and K–L Divergence. IEEE Trans. Instrum. Meas. 2017, 66, 3077–3090. [CrossRef]

30. Wang, R.; Huang, W.; Hu, B.; Du, Q.; Guo, X. Harmonic Detection for Active Power Filter Based on Two-Step Improved EEMD.
IEEE Trans. Instrum. Meas. 2022, 71, 9001510. [CrossRef]

31. Zhang, Z.; Tan, Z.; Zhang, C.; Wang, X.; Liu, X.; Yu, Y. Speech Endpoint Detection Based on Bayseian Decision of Logarithmic
Power Spectrum Ratio in High and Low Frequency Band. Comput. Sci. 2021, 48, 6A.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

36



symmetryS S

Article

Adaptive Virtual Inertia Control Strategy for a Grid-Connected
Converter of DC Microgrid Based on an Improved
Model Prediction

Feng Zheng, Minghong Su, Baojin Liu * and Wanling Liu

College of Electrical Engineering and Automation, Fuzhou University, Fuzhou 350100, China
* Correspondence: lbj@fzu.edu.cn

Abstract: Aiming at the problem that the bus voltage in a low-inertia DC microgrid is prone to
be affected by internal power fluctuations, an adaptive virtual inertia control strategy for a grid-
connected converter of a DC microgrid based on an improved model prediction is proposed. Firstly,
the adaptive analog virtual synchronous generator (AVSG) is introduced into the voltage outer loop
by combining the inertial parameters with the voltage change rate, and the flexible adjustment of the
inertial parameters is realized. Secondly, the improved model predictive control is introduced into
the current inner loop to realize the fast-tracking of the given current value and improve the dynamic
characteristics of the control system. Finally, a system model is established based on Matlab/Simulink
for simulation. The results show that compared with the traditional virtual inertia control strategy,
the proposed control strategy has smaller bus voltage fluctuation amplitude and better dynamic
performance; when a 10 kW load mutation occurs, the magnitude of bus voltage drop is reduced
by 60%, and the voltage recovery time is shortened by 30%. The proposed control strategy can
effectively improve the stability of DC bus voltage and the operation ability of the system under
asymmetric conditions.

Keywords: DC microgrid; bidirectional grid-connected converter; adaptive virtual inertia control;
model predictive control; dynamic performance

1. Introduction

In order to cope with the increasing depletion of traditional fossil energy sources and
the resulting global environmental pollution, new energy sources represented by solar and
wind power have been utilized on a large scale, and the proportion of renewable energy
sources in the distribution network has been increasing [1–3]. With the development of
power electronics technology, the converter-based DC microgrid has received widespread
attention due to the high efficiency of system operation and the absence of frequency and
rotor angle stability problems compared to the AC microgrid [4,5]. The DC microgrid is a
converter-driven low-inertia system; DC bus voltage is very sensitive to power fluctuations
of an intermittent power supply and load; when a disturbance caused by power fluctuation
of the power supply and load occurs in the network, it will cause the fluctuation of the DC
bus voltage, which is harmful to the stable operation of the DC microgrid [6,7]. The DC
microgrid is connected to the grid through a bidirectional grid-connected converter (BGC).
The BGC controls the energy exchange between the DC microgrid and the AC grid and
plays a key role in stabilizing the DC bus voltage [8,9].

To enhance the inertia of the DC microgrid, some scholars have proposed virtual
inertia control strategies applicable to the DC microgrid. At present, the virtual inertia
control strategies for the DC microgrid are mainly divided into the following three main
categories: variable droop coefficient control, additional differential inertia control, and
AVSG control [10–15]. In literature [16], a variable droop coefficient control method is
proposed. The droop coefficient is changed according to the voltage change rate of the DC
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bus, which changes the inertia margin of the microgrid. However, the introduction of the
voltage differential term may lead to a decrease in system stability. In literature [17], by
adding an additional virtual inertia control loop in the control loop, the released power
of the controllable power supply is adjusted to provide inertia support for the microgrid.
However, the introduction of a high-pass filter in the control loop will bring high-frequency
interference. Literature [18] proposed AVSG control for a DC microgrid by analogy with
a virtual synchronous generator (VSG) in an AC microgrid, and this control strategy can
make the BGC provide additional power quickly when a power difference occurs in the
DC microgrid, effectively suppressing the fluctuation of the DC bus voltage and enhancing
the inertia of the DC microgrid. However, the inertia parameters in the control strategy are
constant and cannot be adaptively adjusted according to the system dynamics.

In the virtual inertial control strategies described above, the current inner loop still
uses the traditional PI control, but for nonlinear systems, it is difficult to obtain good
dynamic performance by using PI control. In order to obtain better dynamic performance,
nonlinear algorithms can be considered in the virtual inertial control strategy. Literature [19]
introduced passivity-based control in the virtual inertial control strategy, verified the
passivity of the BGC, and designed the current inner loop passive controller from the
perspective of system energy to achieve good tracking of the expected current value, but
the tracking effect of passive control is not good when the system model and parameters
change due to interference. Literature [20] proposed a second-order sliding mode control
of a grid-connected power converter. The controller adopts a cascade structure composed
of two controllers. The current inner loop uses a sliding mode algorithm to track the actual
current value to the expected value. Sliding mode control is not easily affected by system
model and parameter changes and, at the same time, can effectively improve the dynamic
performance of the DC microgrid system. However, the introduction of the sliding mode
algorithm may lead to the problem of sliding mode chattering.

With the development of computer control technology, model predictive control (MPC)
was proposed and applied in industrial practice. MPC can predict and calculate the output
of the system at the next moment according to the state variables of the current system.
The actual output of the system will track the given reference value with good transient
steady-state characteristics. Literature [21] proposed a virtual inertial control strategy
based on model prediction for DC microgrid battery systems, which can provide inertial
support during the transient period and enhance the dynamic characteristics of DC bus
voltage. Literature [22] proposed a VSG control strategy based on MPC for isolated island
microgrids. The MPC control strategy replaces the traditional voltage-current double loop
control, which eliminates the parameter setting and improves the dynamic response of the
system. However, the proposed control strategy is aimed at the AC microgrid and cannot
be applied to the DC microgrid.

Based on the shortcomings of the above studies, in order to improve the dynamic
performance of the system and enhance the inertia of the DC microgrid, this paper proposes
an adaptive virtual inertia control strategy for the DC microgrid grid-connected converter
based on an improved model prediction. The main contributions are as follows:

(1) The traditional droop control is a non-inertial control method, which cannot
provide inertial support for the DC microgrid. In order to solve this problem, an adaptive
AVSG control is introduced into the voltage outer loop of the control strategy. The inertia
parameter can be adjusted according to the voltage change rate, which improves the
stability of DC bus voltage and the operation ability of the system under asymmetric
conditions.

(2) In order to improve the dynamic response of the control system, an improved
model predictive control is introduced into the current inner loop of the control strategy,
which eliminates the parameter setting, eliminates the traditional PI controller and PWM
regulator, realizes the fast-tracking of the given current value, and improves the dynamic
characteristics of the system.
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The rest of this paper is organized as follows. The topology of the DC microgrid
and its traditional control strategy are presented in Section 2. The adaptive virtual inertia
control strategy based on model prediction is introduced in Section 3. Section 4 analyzes the
stability of the proposed control strategy. The proposed strategy is validated in Section 5,
and the conclusion is given in Section 6.

2. DC Microgrid Topology and Control Strategy

2.1. DC Microgrid Topology

The topology of the DC microgrid studied in this paper is shown in Figure 1, includ-
ing the PV unit, energy storage unit, AC main network, DC constant power load, and
corresponding power electronic converter. BGC is responsible for balancing the power
in the grid when the DC microgrid is in the grid-connected mode. The energy storage
unit is connected to the DC bus through a bidirectional DC–DC converter (BDC) to realize
bidirectional energy flow with the DC microgrid. The PV is connected to the DC bus
through a boost converter, using maximum power point tracking control. The DC constant
power load is connected to the DC bus through a buck converter, using maximum power
point tracking control.

Figure 1. DC microgrid topology.

The focus of this paper is to analyze the operation control strategy of BGC in the
grid-connected mode of the DC microgrid, so the DC microgrid is simplified into an
equivalent topology containing BGC, as shown in Figure 2. In the equivalent topology, the
PV unit, the energy storage unit, and their corresponding power electronic converters can
be equivalent to current sources [18]. In Figure 2, V1 ∼ V6 are the six IGBTs, uk(k = a, b, c)
is the phase voltage of the three-phase AC supply, ek(k = a, b, c) is the AC side voltage of
the grid-connected converter, ik(k = a, b, c) is the three-phase line current, ubus is the DC
bus voltage, idc is the DC side current, i0 is the DC side output current, iR is the current
flowing through the load, L is the inductance of the filter reactor, RL is the resistance of the
filter reactor, C is the DC side capacitor, and R is the constant power load.

Figure 2. Equivalent topology of DC microgrid with BGC.
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2.2. Traditional Control Strategy of DC Microgrid

Among many coordinated control methods of the DC microgrid system, one of the
more commonly used traditional control strategies is droop control, and the typical voltage-
current droop control equation is as follows:

u∗
dc = U0 − ki0 (1)

where u∗
dc is the reference value of the DC bus voltage. U0 is the reference value of the

DC side voltage when BGC is not loaded; k is the droop coefficient, which measures the
relationship between voltage and current.

The specific control block diagram is shown in Figure 3. The voltage reference value
u∗

dc is calculated by U0 and i0 using the droop curve. Then, the voltage outer loop control is
applied to obtain the current reference value, which is further utilized in the current inner
loop control to generate the control signals for the converter. In practical applications, the
traditional droop control has defects such as long transient response time, large response
overshoot, and large output voltage deviation. In addition, the traditional droop control
is an inertia-free control method, which cannot provide inertia and damping for the DC
microgrid to improve the system stability.

Figure 3. Diagram of droop control.

3. Adaptive Virtual Inertia Control Strategy

3.1. Voltage Outer Loop

In an AC microgrid, the VSG control technique enables the inverter to simulate inertia,
droop, and damping characteristics similar to the synchronous generator by introducing
virtual inertia and damping. Assuming that the number of poles of the synchronous
generator is 1, the mechanical equations of VSG can be expressed as:

Pset − Pe − Dp(ω − ωn) = Jω
dω

dt
≈ Jωn

dω

dt
(2)

where: Pset and Pe are the active power given and electromagnetic power respectively; Dp
is the frequency damping factor, which describes the change in active power output of a
VSG in response to a unit change in frequency; ω and ωn are the angular frequency of VSG
and the rated angular frequency of the grid respectively; J is the virtual rotational inertia.

For an AC power grid, its inertia can be reflected in both voltage stability and frequency
stability. Reactive power control is a commonly used method for voltage control, while VSG
control simulates the behavior of a traditional synchronous generator to achieve frequency
regulation; when the frequency of the AC grid changes abruptly, the grid exhibits a large
inertia due to the existence of J, and the VSG is able to quickly adjust the active output to
achieve grid frequency support. As for the DC microgrid, the inertia is expressed as the
ability of the system to hinder the sudden change of DC bus voltage. In the DC microgrid,
the electric energy stored by the DC bus capacitor can be used to hinder the sudden change
of the DC bus voltage. The stored electric energy can be expressed as:

Wc =
1
2

Cu2
bus (3)

However, the DC microgrid is a small inertia system connected by a power electronic
converter. When disturbances caused by intermittent power supply and load power
fluctuations occur in the network, the DC bus voltage will fluctuate, which will adversely
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affect the safe and reliable operation. The power stored in the DC bus capacitor alone
cannot suppress this fluctuation.

The AC microgrid and DC microgrid have many control strategy variables that can
correspond to each other, as shown in Table A1. Therefore, according to the correspondence
of variables, the AVSG control equation suitable for the DC microgrid can be obtained by
analogy reasoning:

iset − i0 − Dv(u∗
bus − un) = Cvu∗

bus
du∗

bus
dt

≈ Cvun
du∗

bus
dt

(4)

where: iset is the given value of BGC output current; Dv is the voltage damping coefficient,
which characterizes the ability of BGC to dampen the oscillations in the DC bus voltage;
un is the DC side voltage rating value; u∗

bus is the DC voltage reference value of the virtual
inertial outer loop output; Cv is the virtual capacitance value.

When the DC bus voltage changes abruptly, the DC microgrid exhibits great inertia
due to the existence of Cv, and the AVSG can quickly regulate the DC side output current,
thus suppressing the DC bus voltage fluctuations. After adopting the AVSG control strategy,
BGC virtualizes a virtual capacitor on the DC side that is larger than the actual capacitance
value, thereby providing inertial support for the DC microgrid.

In the traditional AVSG control, the virtual capacitance and virtual voltage damping
parameters are fixed values. The system can obtain a large inertia, but its inertia parameters
are constant and cannot be adaptively adjusted according to the system dynamics. For a
DC microgrid with AVSG control, when a large power disturbance of intermittent power or
load occurs, it will cause a large bus voltage change rate, and then the system is expected to
generate a large virtual inertia to reduce the voltage fluctuation. When the large disturbance
is over, the system power reaches balance, and the voltage change rate is small, then the
system is expected to generate a small virtual inertia to achieve a fast recovery of voltage.

To meet the above requirements, the adaptive virtual inertia control strategy is consid-
ered to combine the inertia coefficient in AVSG with the voltage variation rate to achieve
flexible and adjustable inertia parameters. The virtual inertia expression designed in this
paper is:

CV =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Cvo,
∣∣∣ dUdc

dt

∣∣∣ < M0

Cvo + k1
dUdc

dt , M0 �
∣∣∣ dUdc

dt

∣∣∣ < M1

Cvo + k2

∣∣∣ dUdc
dt

∣∣∣k3,
∣∣∣ dUdc

dt

∣∣∣ � M1

(5)

where: Cvo is the virtual capacitance value under the stable state of system voltage; dUdc/dt is
the voltage change rate ; M0, M1 is the voltage threshold when the virtual capacitance value
changes ; k1, k2, k3 are related control parameters for flexible adjustment of virtual inertia.

When |dUdc/dt| < M0, Cv is equal to the fixed value Cvo, which avoids frequent
switching of virtual capacitance and maintains the normal operation of the system. When
|dUdc/dt| > M0, Cv is an expression containing dUdc/dt. In this case, Cv is changed to
adjust the BGC output current, and then the inertia of the DC microgrid is adjusted, which
prevents the sudden rise or fall of the DC bus voltage when the DC microgrid is affected by
impulse disturbance.

In the selection of parameter k1, k1 is the adjustment coefficient when the capacitance
value changes linearly. In this case, the voltage change rate is not large, and the virtual
inertia is expected to be small, so the smaller k1 can be selected. In the selection of parame-
ters k2 and k3, when the system is subjected to large disturbance, the voltage change rate is
large, and the virtual inertia is expected to be large. Therefore, the virtual capacitance value
should be increased by increasing the value of k3 on the premise of ensuring the stability of
the system. Otherwise, the value of k3 can be appropriately reduced. After selecting the
appropriate value of k3, k2 are selected according to the stability requirements of the system.
Figure 4 shows the influence of the change of k2 andk3 on the value of virtual capacitance.
As can be seen from Figure 5, an increase of k2 increases the value of Cv during the transient
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process. For k3, when the DC voltage change rate |dUdc/dt| < 1, the value of Cv in the
transient process will gradually decrease with the increase of k3. When |dUdc/dt| > 1, the
value of Cv gradually increases with the increase of k3. With the increase of exponential
coefficient k3, the change rate and range of Cv along with |dUdc/dt| also increase, indicating
that k3 mainly affects the change rate of Cv.

Figure 4. The influence of the change of k2 and k3 on the value of virtual capacitance.

Figure 5. The outer loop control block diagram.

After introducing adaptive virtual inertia, the outer loop control block diagram shown
in Figure 5 can be obtained.

3.2. Current Inner Loop

(1) Principle of current model predictive control

BGC often adopts the voltage and current double closed-loop control structure based
on PI control. However, the traditional PI-based current inner loop control uses the
measured current value for hysteresis regulation, which makes it difficult to obtain better
dynamic performance. Therefore, this paper designs an adaptive virtual inertia strategy for
a grid-connected converter based on improved model prediction.

For the topology of a two-level, three-phase BGC, the value of each switch is either 0
or 1. In order to avoid direct conduction of each bridge arm switch, it is common to design
each bridge arm with two complementary switches, resulting in a total of 23 = 8 effective
switch combinations for the inverter. The system structure diagram of the Finite Control
Set Model Predictive Control (FCS-MPC) is shown in Figure 6.

Figure 6. Structure diagram of FCS-MPC.
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In Figure 6, xre f (k) represents the reference output signal, S(k) denotes the switching
sequence triggered by the inverter during the interval from k to k + 1, and x(k + 1) cor-
responds to the output signal of the predictive model, which represents the alternative
predicted output signal. The specific algorithmic process of FCS-MPC can be described
as follows: at time k, the sampling module measures the output state of the inverter and
feeds the measured electrical quantity information into the predictive model. Based on the
acquired electrical quantities, the predictive model calculates all the alternative predicted
output signals xi(k + 1) at time k + 1 (i = 0, 1, 2, 3, 4, 5, 6, 7). The value function compares
each alternative predicted output signal with the reference signal and selects the switching
sequence corresponding to the alternative predicted output signal that minimizes the value
function for triggering.

(2) Prediction model of BGC

Assume that the three-phase power supply on the grid side is symmetrical, the
switching devices are ideal devices, and define the switching function as:

Sk =

{
1, the upper bridge arm is open
0, the upper bridge arm is cloesd

(6)

where k = a, b, c. According to the topology diagram of BGC in Figure 2, the mathematical
model of BGC under three-phase can be obtained as:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
L dia

dt = ea − RLia − ua

L dib
dt = eb − RLib − ub

L dic
dt = ec − RLic − uc

C dubus
dt = Saia + Sbib + Scic − i0

(7)

After the abc/αβ coordinate transformation, the two-phase decoupling expression of
BGC is: ⎧⎪⎨

⎪⎩
L diα

dt = eα − uα − RLiα
L

diβ

dt = eβ − uβ − RLiβ

C dubus
dt = Sαiα + Sβiβ − i0

(8)

where, eα and eβ are the voltage components of three-phase grid voltages ea, eb and ec in
axis αβ, iα and iβ are the current components of three-phase grid-connected currents ia,
ib and ic in axis αβ, uα and uβ are the voltage components of AC side voltages ua, ub and
ucin axis αβ, Sα and Sβ are the voltage components of the switching function in the axis
αβ. In order to establish the prediction model of BGC, the continuous model shown in
Equation (7) is discretized at time k and k + 1, and collated as follows:{

iα(k + 1) = Ts(eα(k)−uα(k)−RLiα(k))
L + iα(k)

iβ(k + 1) =
Ts(eβ(k)−uβ(k)−RLiβ(k))

L + iβ(k)
(9)

The voltage relationship between the AC and DC sides of BGC is:⎧⎨
⎩ uα =

√
2
3 (Sa − 1

2 Sb − 1
2 Sc)udc

uβ =
√

2
2 (Sb − Sc)udc

(10)

where Ts is the sampling period. Since there are eight switching states of BGC, the values of
uα and uβ for each state can be obtained according to Equation (10), as shown in Table A2.
By substituting the values of uα and uβ from Table A2 into Equation (9), the values of
iα(k + 1) and iβ(k + 1) at moment k+1 can be obtained. Taking the input current of the
converter as the control object, the expression of the value function is:
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩

fi1 = (iα
∗ − iα1(k + 1))2 + (iβ

∗ − iβ1(k + 1))2
fi2 = (iα∗ − iα2(k + 1))2 + (iβ

∗ − iβ2(k + 1))2
...
fi8 = (iα∗ − iα8(k + 1))2 + (iβ

∗ − iβ8(k + 1))2

(11)

where iα∗ and iβ
∗ are the reference currents. By comparing the 8 groups of function

values obtained by Equation (11) and taking the minimum value fmin, a group of switch
sequences Sa, Sb and Sc satisfying the minimum value of the value function are applied to
the converter. The current inner loop control block diagram can be obtained as shown in
Figure 7.

αβ αβ

Figure 7. The current inner loop control block diagram.

(3) Improved model predictive control

Control delay is a major issue faced by predictive control methods. In practical appli-
cations, predictive control algorithms require extensive computations, which inevitably
introduce time delays between inputs and optimization drives. The control delay can result
in errors in the prediction of the next time step. When considering the delay issue without
compensation, the operational flowchart of the FCS-MPC algorithm is depicted in Figure 8a.
At time k, the system samples and performs calculations to predict the output value at time
k + 1. Based on the value function, a switching sequence is selected, and the system outputs
switch signals to drive the inverter at time k′. Similarly, at time k + 1, the system samples
and performs calculations to predict the output value at time k + 2. The switching sequence
is selected based on the value function, and the system outputs switch signals to drive
the inverter at time k + 1′. After the above analysis, the FCS-MPC algorithm continues to
employ the switch sequence implemented in the previous control cycle before the output
switch sequence. For instance, during the period from k + 1 to k + 1′, the switch sequence
S2 used is the optimal switch sequence employed during the period from k to k + 1, and
so forth. Consequently, this leads to deviations of the inverter’s output voltage from the
reference voltage, resulting in a deterioration of the quality of the inverter’s output power.

In order to address the aforementioned issues, this study improves the traditional
algorithm based on the characteristic of multi-step prediction in MPC. The improved
algorithm modifies the logical sequence of algorithm implementation by triggering the
optimal switching sequence at the beginning of each control cycle. The specific algorithm
process is illustrated in Figure 8b.
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Figure 8. The running process of FCS-MPC algorithm. (a) shows the running process of FCS-MPC
algorithm considering delay but without compensating; (b) shows the running process of FCS-MPC
algorithm considering delay and compensating.

The specific algorithm process is as follows:
Step 1: Implement the optimal switching sequence S2 obtained from the previous

control cycle calculation at time k.
Step 2: Measure the state vector and disturbance vector of the inverter at time k

and predict the optimal output vector x2(k + 1) at time k + 1 based on the input vector
corresponding to the switching sequence S2.

Step 3: Starting from x2(k + 1), predict the eight sets of candidate output vectors for
time k + 2 based on the predictive model. Evaluate the candidate output vectors using the
cost function and select the switching sequence S1 that minimizes the cost function.

Step 4: Implement the optimal switching sequence S1 at time k + 1.
From the above algorithmic process, it can be observed that by changing the triggering

logic of the optimal switching sequence, the switching sequence implemented from k + 1
to k + 2 is computed at k to k + 1. This alignment of the switching sequence’s action period
with the prediction period of the predictive model reduces the issue of poor-quality inverter
output power caused by delay problems. In order to visually illustrate the operation process
of the delay compensation algorithm, this paper presents a flowchart of the FCS-MPC
algorithm considering delay compensation, as shown in Figure 9.

Figure 9. Flowchart of the FCS-MPC algorithm considering delay compensation.
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3.3. Inertial Control Strategy under DC Inter-Pole Fault

One of the most severe faults in a DC system is the inter-pole short circuit fault in the
DC line, as shown in Figure 10. When an inter-pole short circuit fault occurs in the DC line,
the DC-side capacitors discharge rapidly, and the fault current reaches its peak within a
few milliseconds. When the voltage across the fault-side capacitor drops to zero and starts
to reverse charge, it can easily lead to the damage of reverse-parallel freewheeling diodes
and capacitors. If virtual inertia control is considered and the inertia of the DC system is
increased, the time for the capacitor voltage to drop to zero during a fault is delayed, and
the peak fault current is reduced. This provides more response time for fault detection,
protection actions, and reduces the impact of faults on grid operation.

Figure 10. Equivalent circuit of inter-pole short circuit.

According to the circuit response characteristics of the inter-pole short circuit fault
in the DC line, the fault process can be divided into three stages: the DC-side capacitor
discharge stage, the uncontrolled rectifier initial stage, and the uncontrolled rectifier steady-
state stage. Figure 11 shows the equivalent circuit diagrams for each stage.

Figure 11. The equivalent circuit diagrams for each stage. (a) shows equivalent circuit of capacitor
discharge stage; (b) shows DC side equivalent circuit of uncontrolled rectifier in initial stage; (c) shows
AC side equivalent circuit of uncontrolled rectifier in initial stage; (d) shows equivalent circuit of
uncontrolled rectifier in steady state stage.

After the occurrence of a fault, the short-circuit current provided by the DC side is
significantly larger than that of the AC side. Neglecting the AC side’s continuation of
current flow, the short-circuit loop can be approximated as a second-order RLC discharge
circuit composed of resistance, inductance, and DC-side capacitance, as shown in Figure 11a.
As the capacitor continues to discharge, the capacitor voltage drops below the AC-side
voltage, and the DC side inductance discharges towards the fault point through the circuit
formed by the freewheeling diodes of the converter. When the DC voltage is smaller than
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the peak value of the AC line voltage, the fault circuit enters the uncontrolled rectifier
stage, and both the AC side and the capacitor discharge towards the fault point. When
the short-circuit impedance is small, the capacitor continues to discharge until the voltage
reaches zero. At this moment, the DC side short-circuit reactance accumulates a large
amount of energy, and the counter electromotive force on it causes the freewheeling diodes
to conduct simultaneously as the capacitor voltage drops to zero, forming an RL first-order
free discharge circuit on the DC side. At the same time, the capacitor voltage is clamped by
the diodes and remains at zero; the AC side can be considered as experiencing a three-phase
short circuit. The AC and DC sides can be decomposed into two relatively independent
circuits, as shown in Figure 11b,c. Under the action of the power source, the system
gradually reaches a steady state. In the steady state stage, the DC voltage stabilizes at a
fixed value, and the short-circuit current remains nearly constant, as shown in Figure 11d.

As the first stage is the main rising phase of the fault current, it is possible to control
the fault current of the converter in this stage through control methods. Therefore, the
primary focus is on analyzing the impact of the virtual inertia control strategy on the first
stage of the fault. According to Figure 11a, assuming the instantaneous DC voltage is U0
and current is I0 after the fault occurrence, there is:

CL
d2udc

dt2 + CR
dudc

dt
+ udc = 0 (12)

When R > 2
√

L
C , the fault circuit is in an over-damped state, and the capacitor voltage

will not cross zero. When R < 2
√

L
C , the fault circuit is in an under-damped state. However,

due to the small equivalent resistance R of the DC network, the fault current in this stage is
essentially the capacitor output current. The rate of change of the capacitor current is high,
leading to a rapid decrease in the DC bus voltage due to the fast discharge of the capacitor.

If the virtual capacitance parameter is introduced after the fault occurrence, the fol-
lowing can be obtained:

(C + Cv)L
d2udc

dt2 + (C + Cv)R
dudc

dt
+ udc = 0 (13)

When R < 2
√

L
C+Cv

, it corresponds to a second-order underdamped oscillation.
Solving this system of equations, there is:{

Udc(t) = e−at(U0ω0
ω sin(ωt + β)− I0

ω(C+Cv)
sin(ωt))

Ic(t) = e−at(− I0ω0
ω sin(ωt − β) + U0

ωL sin(ωt))
(14)

where ω =
√

1/L(C + Cv)− (R/2L)2, ω0 =
√

ω2 + a2, a = R/2L, β = arctan(ω/a).
From Equation (14), it can be observed that if the virtual capacitance parameter is

maximized within the allowable range, it can effectively limit the magnitude of the fault
current. When the virtual capacitance is sufficiently large, it is possible to change the
relationship between R and C from under-damped to over-damped, which significantly
limits the growth of the fault current, reduces the rate of decrease in the DC bus voltage,
and lowers the peak fault current. This provides sufficient time for protective actions to
be taken.

4. Stability Analysis

According to Equations (4) and (8), the block diagram of the BGC system control
strategy can be obtained, as shown in Figure 12.
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Figure 12. The block diagram of BGC system control strategy.

In order to study the stability of the BGC system after adopting the control strategy
proposed in this paper, small signal modeling and analysis of the BGC system are carried
out. By writing the state variable in Equation (4) as the sum of steady state values and
small disturbance, that is, i0 = I0 + Δi0, u∗

bus = U∗
bus + Δu∗

bus, the small signal equation of
the virtual inertia control equation can be obtained as:

− Δi0 − DvΔu∗
bus = Cvun

dΔu∗
bus

dt
(15)

The BGC is set to operate at a unit power factor and does not transmit reactive power to
the grid, that is, iq = 0. According to the power balance on both sides of the BGC, there is:{

3
2 udid = ubusidc

idc = i0 + C dubus
dt

(16)

The state variable in Equation (16) is written as the sum of steady state value and
small disturbance, that is, id = Id + Δid, ubus = Ubus + Δubus, i0 = I0 + Δi0, ignoring the
disturbance term of power grid voltage and the secondary disturbance term, the small
signal equation of Equation (16) is:

3
2

UdΔid = Ubus(C
dΔubus

dt
+ Δi0) + Δubus I0 (17)

According to the superposition theorem, ignoring the perturbation term Δid and
applying Laplace changes to Equation (17), the relationship between Δubus and Δi0 is:

Δubus(s)
Δi0(s)

= − Ubus
sCUbus + I0

= G1(s) (18)

Similarly, ignoring the perturbation term Δi0 and applying Laplace changes to
Equation (17), the relationship between Δubus and Δid is:

Δubus(s)
Δid(s)

=
3Ud

2(sCUbus + I0)
= G2(s) (19)
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Thus, the small signal model of the BGC system can be obtained as shown in Figure 13,
where Gv(s) = kp + ki/s. kp and ki are proportional constants and integral constants of the
PI controller, and the parameters are adjusted by a typical second-order system parameter
tuning method.

Figure 13. The small signal model of the BGC system.

Since the model prediction algorithm is adopted in the inner loop, considering the
tracking accuracy and rapidity of the algorithm, and time delay compensation is introduced,
it can be considered that the output current of the converter is equal to the reference current
value in real-time [23], that is, the simplified small signal model can be obtained as shown
in Figure 14.

Figure 14. Simplified small signal model of the BGC system.

According to Figure 14, the transfer function between Δubus and Δi0 can be obtained:

G(s) = −Δubus(s)
Δio(s)

=
a2s2 + a1s + a0

b3s3 + b2s2 + b1s + b0
(20)

where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

a2 = 2CvUnUbus
a1 = 2DvUbus + 3Udkp
a0 = 3Udki
b3 = 2CCvUnUbus
b2 = 2CvUn I0 + 2CDvUbus + 3UdCvUnkpUbus
b1 = 2Dv I0 + 3UdDvkp + 3UdCvUnki
b0 = 3UdDvkp

(21)

The zero-pole diagram of the BGC control system can be drawn according to Equation (21).
Figure 15 shows the dominant pole distribution of the BGC system when different virtual
capacitance values Cv are taken under the given voltage damping coefficient Dv.

It can be seen from Figure 15 that under the proposed control strategy, the real part
of all changing poles of the BGC system is less than zero, and the poles will gradually
approach the imaginary axis but do not cross the imaginary axis into the right half plane.
Therefore, when Cv changes within a certain range, the change of Cv will not affect the
stability of the BGC system.
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Figure 15. The dominant pole distribution of the BGC system.

5. Simulation Analysis

In order to verify the effectiveness of the control strategy proposed in this paper,
the DC microgrid simulation model shown in Figure 1 is built on the Matlab/Simulink
simulation platform, and the simulation parameters are shown in Table A3.

5.1. Unit Step Response of Different Virtual Inertia Parameter

Figure 16a shows the simulation results of the unit step response when the damping
coefficient Dv is given and the virtual capacitance value Cv is different. It can be seen
from Figure 16a that as the value of Cv increases, the magnitude of the DC bus voltage
drop gradually decreases, indicating that the inertia of the DC microgrid is enhanced. In
addition, the larger the value of Cv, the smaller the amplitude of DC bus voltage drop,
the more gentle the change of the DC bus voltage, and the stronger the inertia of the DC
microgrid. This is consistent with the previous theoretical analysis. However, too large
value of Cv will lead to too long voltage recovery time.

Figure 16. Unit step response of different virtual inertia parameters. (a) shows unit step response of
different virtual capacitance values; (b) shows unit step response of different damping coefficients.

Figure 16b shows the simulation results of the unit step response when the virtual
capacitance value Cv is given and the damping coefficient Dv is different. As can be seen
from Figure 16b, with the increase of value Dv, the steady-state error of DC bus voltage
gradually decreases. It can be seen that Dv mainly affects the steady-state value of DC
bus voltage.
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5.2. Simulation Comparison of Load Mutation

Figure 17 shows the dynamic response diagram of DC bus when the constant power
load surges or drops under three control strategies, namely PI-based parameter fixed
AVSG, MPC-based parameter fixed AVSG and MPC -based adaptive AVSG, respectively.
Tables A4 and A5 show the corresponding DC bus dynamic response index.

Figure 17. The dynamic response diagram of the DC bus. (a) shows the dynamic response diagram
of the DC bus when load suddenly increases; (b) shows the dynamic response diagram of the DC bus
when load suddenly decreases.

During the simulation, the constant power load suddenly increased by 10 kW at t = 2 s
and then decreased by 10 kW at t = 4 s. As can be seen from Tables A4 and A5, under
the three control strategies: PI-based parameter fixed AVSG, MPC-based parameter fixed
AVSG, and MPC-based adaptive AVSG, when the load suddenly increased, the amplitude
of voltage fluctuation is 8.2 V, 5.2 V, and 3.4 V, respectively, and the voltage recovery time is
0.21 s, 0.19 s, and 0.14 s, respectively; when the load suddenly decreased, the amplitude of
voltage fluctuation is 9.8 V, 5.9 V, and 3.7 V, respectively, and the voltage recovery time is
0.22 s, 0.19 s, and 0.16 s, respectively.

It can be seen from Figure 17 that among the three control strategies, the adaptive
AVSG control based on MPC also has the smallest voltage fluctuation amplitude, the
shortest voltage recovery time, and the best dynamic performance.

The above results show that the proposed adaptive AVSG control strategy based on
MPC can effectively suppress the DC bus voltage fluctuation when the BGC system is in
the network power disturbance. The introduction of adaptive virtual inertia can reduce the
voltage fluctuation amplitude, enhance the inertia of the DC microgrid, and smooth the
bus voltage change, thus improving the stability of DC bus voltage.

5.3. Grid-Side Power Quality Analysis

Figure 18 shows the current and voltage waveforms at the grid side, as well as the Total
Harmonic Distortion (THD) analysis of the grid-side current under three control strategies.

It can be observed that the grid-side voltage and current exhibit good sinusoidal
waveforms with minimal distortion. From the THD analysis, it is found in Table A6 that
under the three control strategies, the THD is 5.32% for PI-based parameter fixed AVSG
control, 3.88% for MPC-based parameter fixed AVSG control, and 2.98% for MPC-based
adaptive AVSG control. The MPC-based adaptive AVSG control strategy yields the lowest
total harmonic distortion of the grid-side current, indicating the best electrical energy
quality at the grid side under this control strategy.
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Figure 18. Grid side voltage and current waveform and THD analysis. (a) shows the network side
waveform and THD analysis under PI+AVSG control strategy; (b) shows the network side waveform
and THD analysis under MPC + AVSG control strategy; (c) shows the network side waveform and
THD analysis under MPC + adaptive AVSG control strategy.

5.4. Inter-Pole Short Circuit Fault

When a BGC system experiences an inter-pole fault, the DC bus voltage rapidly drops
to zero within a few milliseconds. Under this condition, there is little difference in the
performance between the adaptive parameter AVSG and fixed parameter AVSG control
strategies. Therefore, for simulation purposes, the fixed parameter approach is sufficient.
Figure 19 illustrates the dynamic response comparison of the DC voltage and current before
and after applying AVSG control when an inter-pole fault occurs in the BGC system.

From Figure 19a, it is evident that when the BGC system is not utilizing AVSG control,
the DC voltage rapidly decreases after a fault occurrence due to the quick discharge of the
DC-side capacitor. Within 5.75 ms, the voltage drops to zero. However, when AVSG control
is applied, the rate of DC bus voltage decrease slows down, and it takes approximately
8 ms to reach zero. Compared to the scenario without AVSG control, the descent time has
been extended by 39.13%. This extended time is beneficial for fault detection in the system,
allowing more time for protective actions to be taken.

From Figure 19b, it can be observed that when the BGC system does not employ
AVSG control, the fault current rapidly increases after a fault occurrence due to the quick
discharge of the DC-side capacitor. The peak fault current reaches 962.55 A. However,
when AVSG control is applied, the rate of fault current increase slows down, and the peak
current is reduced to 734.74 A. Compared to the scenario without AVSG control, the peak
fault current is reduced by 227.81 A. This helps to avoid excessive short-circuit current
impacts and prevents device burnout.
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Figure 19. The dynamic response comparison of the DC voltage and current. (a) shows the fault
current waveform under different control strategies; (b) shows the fault voltage waveform under
different control strategies.

6. Conclusions

In order to improve the dynamic performance of DC bus voltage, enhance the inertia
of DC microgrid, and suppress the drastic fluctuation of DC bus voltage under the power
disturbance in the network, this paper improves the traditional virtual inertia control
strategy and proposes an adaptive virtual inertia control strategy based on model predictive
control, and the following conclusions are obtained:

(1) The model predictive control is used in the inner loop, and the two-step predictive
delay compensation is used to realize the fast-tracking of the given current value, elim-
inating the traditional PI controller and PWM regulator and improving the dynamic
performance of the control system.

(2) The adaptive AVSG control is introduced in the outer loop. By combining the inertia
coefficient in AVSG with the voltage change rate, the flexible adjustment of the inertia
parameters is realized. The BGC system using this control strategy can quickly provide
additional power when the power difference occurs in the DC microgrid, thereby
enhancing the inertia of the DC microgrid and effectively improving the stability of
DC bus voltage and the operation ability of the system under asymmetric conditions.

(3) This study focuses exclusively on the developed four-terminal DC microgrid. When
multiple grid-connected units or distributed energy sources are incorporated into the
grid, complex systems impose stricter requirements on system stability and coordina-
tion among individual units. Further research is still needed in order to address these
more stringent demands.
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Appendix A

Table A1. AC and DC microgrid control variable analogy.

Analogy Term VSG AVSG

Droop equation ω − P u − i

Control objective ω u

Output P i

Inertia J C

Storage capacity 1/2 Jω2 1/2 Cu2

Table A2. The relationship between the switching state and the output voltage component.

Switch Status Sa Sb Sc uα uβ

1 0 0 0 0 0

2 0 0 1 0.8165 Udc 0

3 0 1 0 0.4083 Udc 0.7071 Udc

4 0 1 1 0.4083 Udc 0.7071 Udc

5 1 0 0 0.8165 Udc 0

6 1 0 1 0.4083 Udc 0.7071 Udc

7 1 1 0 0.4083 Udc 0.7071 Udc

8 1 1 1 0 0

Table A3. System simulation parameters.

Simulation Parameter Value

Three − phase grid phase voltage ua,b,c/V 220

Rated voltage value Un/V 800

Filter inductance L/mH 3

Filter resistors RL/Ω 0.05

DC side capacitance C/μF 5000

Constant power load R/kW 10

Virtual capacitance value Cv/μF 1500

Voltage damping factor Dv 5

Proportional factor kp 10

Integral factor ki 120

Table A4. DC bus dynamic response index when constant power load suddenly increases.

Control Strategy
Voltage Fluctuations

Magnitude/V
Voltage Recovery

Time t/s

PI + Fixed AVSG 8.2 0.21

MPC + Fixed AVSG 5.2 0.19

MPC + Adaptive AVSG 3.4 0.14
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Table A5. DC bus dynamic response index when constant power load suddenly decreases.

Control Strategy
Voltage Fluctuations

Magnitude/V
Voltage Recovery

Time t/s

PI + Fixed AVSG 9.8 0.22

MPC + Fixed AVSG 5.9 0.19

MPC + Adaptive AVSG 3.7 0.16

Table A6. THD analysis of the grid-side current under three control strategies.

Control Strategy THD/%

PI + Fixed AVSG 5.32

MPC + Fixed AVSG 3.88

MPC + Adaptive AVSG 2.98
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Abstract: The random output of renewable energy and the disorderly grid connection of electric
vehicles (EV) will pose challenges to the safe and stable operation of the power system. In order
to ensure the reliability and symmetry of the microgrid operation, this paper proposes a microgrid
optimization scheduling strategy considering the access of EVs. Firstly, in order to reduce the
impact of random access to EVs on power system operation, a schedulable model of an EV cluster
is constructed based on the Minkowski sum. Then, based on the wavelet neural network (WNN),
the renewable energy output is predicted to reduce the influence of its output fluctuation on the
operation of the power system. Considering the operation constraints of each unit in the microgrid,
the network active power loss and node voltage deviation are taken as the optimization objectives,
and the established microgrid model is equivalently transformed via second-order cone relaxation
to improve its solution efficiency. Based on network reconfiguration and flexible load participation
in demand response, the economy and reliability of system operation are improved. Finally, the
feasibility and effectiveness of the proposed method are verified based on the simulation examples.

Keywords: microgrid; electric vehicles; multi-objective optimization; demand response; network
reconfiguration

1. Introduction

In order to realize the low-carbon operation of the power system, renewable energy
power generation has developed rapidly [1,2]. The increasing demand for electric energy
and severe environmental pollution problems have promoted the development of microgrid
technology, which is conducive to improving the penetration rate of renewable energy and
realizing the on-site production and consumption of energy [3–5]. EVs have great advan-
tages and potential for reducing carbon emissions in the transportation field and alleviating
the energy crisis. And EVs are expected to become the main mode of road transportation.
The uncertainty of renewable energy output and the disorderly grid connection of EVs have
brought great challenges to the safe and stable operation of power systems. To ensure the
feasibility and symmetry of the microgrid, it is of great significance to carry out research on
the optimal operation of the microgrid considering the access of EVs [6–8].

Due to the volatility and intermittence of renewable energy output, this will aggravate
the imbalance between the supply side and the demand side of the power system. Many
methods have been applied to reduce the uncertainty of renewable energy output and ensure
the safe and stable operation of power systems. In [9], by establishing an energy trading
model based on the prediction interval of renewable energy power generation, demand-side
flexible resources are used to improve the uncertainty of renewable energy output. By
establishing a scenario-based stochastic optimization model, a scenario set considering
the error of renewable energy output prediction is generated by sampling in [10,11]. The
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accuracy of the stochastic optimization method is related to the quantity and quality of the
generated scene set. In order to ensure the accuracy and feasibility of the established model,
a large number of scenes need to be generated. But this also brings a large computational
burden to the solution of the problem. In this paper, the output of renewable energy is
predicted with WNN, and the uncertainty of renewable energy output on power systems is
alleviated using demand-side flexible resources such as flexible loads and EVs.

As a flexible demand-side resource, microgrid operators can participate in the opti-
mal operation of power systems and improve their operating status by signing charging
agreements with EV aggregators. At present, the relevant literature has carried out corre-
sponding research on the problem of EVs participating in microgrid optimal scheduling.
In [12], a hierarchical scheduling system was established according to the interest rela-
tionship between EV charging and discharging stations and microgrid operators. The
time-of-use electricity price was formulated based on different working conditions to guide
EVs to charge and discharge orderly, and the mixed integer linear programming algorithm
was used to calculate and solve the proposed model. In [13], the minimum operating cost
of microgrids was considered the objective function, and the influence of EV charging load
uncertainty on the optimal scheduling of microgrids was also considered. The disordered
and ordered charging models were established to solve the optimal scheduling scheme
in the worst scenario. In [14], considering the uncertainty of EV users’ default, the first
and second stage scheduling models were established with the minimum operating cost of
microgrid and the minimum difference of EV users’ income, respectively. The proposed
models can effectively reduce the operating cost of the system and deal with EV users’
default. Most of the existing research focuses on the uncertainty of microgrid operation
scheduling caused by EV users’ disorderly charging and does not fully consider the high-
dimensional computational burden caused by the direct participation of large-scale EVs
in the optimal scheduling of power systems [15]. In this paper, by establishing an EV
cluster schedulable model, the computational pressure of problem solving is reduced while
ensuring an accurate description of the charging behavior of EVs.

In order to reduce the impact of distributed power output fluctuation on the operation
stability of microgrid systems, this paper proposes a microgrid optimal scheduling strategy
considering the schedulability of EV clusters. In order to characterize the travel habits of
EVs and explore the load–storage capacity of EV clusters, the load–storage schedulable
capacity domain of EV clusters is constructed based on the Minkowski sum. Then, based
on the WNN, the output of the wind turbine is predicted to reduce the influence of its
volatility and intermittence on the day-ahead optimal scheduling scheme of the microgrid.
Considering the operation constraints of each unit in the power system, a microgrid
optimization model with the minimum active network loss and node voltage deviation
as the optimization objective is established, and the model is equivalently transformed
based on second-order cone relaxation. Through network reconfiguration and flexible load
participation in demand response, the power flow distribution and operation of microgrid
systems are optimized, and the operation reliability and economy of microgrid systems
are improved. Finally, the feasibility and effectiveness of the proposed method are verified
based on simulation examples. The main contributions are as follows:

(1) In order to reduce the challenge and influence of the disorderly grid connection of EVs
on the safe and stable operation of the power system, a dispatchable capacity model
of EV set load storage is established based on Minkowski sum. In order to reduce the
influence of renewable energy output uncertainty on the safe and stable operation of
power systems, the renewable energy output is predicted based on WNN;

(2) To improve the overall voltage quality and economic benefits of the system, taking into
account the reduction of active network loss and the reduction of voltage deviation as
the optimization objectives, the load fluctuation of the microgrid system operation
can be effectively suppressed, and the operation cost of the system can be signifi-
cantly reduced by means of network reconfiguration and flexible load participation in
demand response.
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The rest of this paper is organized as follows: Section 2 presents the schedulable
model of the EV cluster, the day-ahead optimal scheduling model of the microgrid, and
the transformation and deformation of the model. Section 3 introduces the established
simulation test system parameters. In Section 4, the effectiveness and feasibility of the
proposed method are verified using a comparative analysis of simulation examples. Finally,
Section 5 concludes this work.

2. Theoretical Analysis

The research object of this paper is the superior power grid and microgrid managed
using different operators. It relies on the information interaction between the two to make
decisions on the optimal scheduling scheme of the microgrid and optimize the operation
status of the microgrid system. As shown in Figure 1, the microgrid system structure
diagram considering EV access is established in this paper.

Distributed 
power system

 load

Electric vehicle 
charging station

Microgrid 
dispatching 

center

Microgrid

Power plant
Step-up 

transformer
Transmission line

Transformer 
station Superior power 

grid

Energy flow Information flow

Interactive 
power

 
Figure 1. Structure diagram of microgrid system considering EV access.

The upper power grid and the microgrid realize power interaction through the tie line.
The microgrid dispatching center formulates an optimized dispatching plan by collecting
relevant data on the equipment and lines. It maximizes the overall efficiency of operation
under the premise of ensuring the safety and stability of the microgrid systems. The model
established in this paper is multi-period day-ahead optimization scheduling. It can be
written in the following compact form as follows:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
minF = min

n
∑

i=1
Fi(xt), t ∈ T

s.t. h(xt) = 0
g(xt) ≤ 0

(1)

where F is the objective function of the optimization model; xt is the decision variable of the
optimization model; Fi(xt) is the objective function of the ith optimization model; and h(xt)
and g(xt) are the equality constraints and inequality constraints of the optimization model.

Figure 2 shows the optimal microgrid scheduling framework considering the schedu-
lability of the EV cluster. Firstly, the influence of the direct grid connection of individual
EVs on the safe and stable operation of the power grid is reduced by establishing a schedu-
lable model of EV clusters. Secondly, based on the WNN, the renewable energy output is
predicted, and the system operation state is improved by the flexible load participating
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in the demand response on the demand side. Based on the network reconfiguration, the
reliability of the power grid is improved by improving the power flow distribution of
the system. Finally, by setting different operating scenarios for comparative analysis, the
feasibility and effectiveness of the proposed method are verified.
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Figure 2. Microgrid optimal scheduling framework considering schedulability of EV cluster.

2.1. Schedulable Charging and Discharging Model of EV Cluster

In view of the challenges brought by the large-scale disorderly grid-connection of EVs
to the safe and stable operation of the power system, this paper is based on Minkowski sum
equivalents of the individual EVs with large prediction randomness to obtain the charging
and discharging model of the EV cluster so that it can flexibly and controllably participate
in the optimal scheduling of the power system.

In order to establish an accurate and feasible schedulable charging and discharging
model of the EV cluster based on a large number of historical data of the charging and
discharging behaviors of EV users, this paper uses the Gaussian mixture model to model
the arrival/departure times of EV users:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
f a
k (ta) =

L

∑
l=1

ρl
1√

2πσa,l
exp(− ta,l−μa,l

2σ2
a,l

), ta ∈ T

f d
k (td) =

L

∑
l=1

ρl
1√

2πσd,l
exp(− td,l−μd,l

2σ2
d,l

), td ∈ T
(2)

where ta and td are the times for EV users to arrive and leave the charging and discharging
station; ρl is the corresponding distribution proportion coefficient of the Gaussian mixture
model; μa,l and σa,l are the expectation and variance of arrival time; and μd,l and σd,l are
the expectation and variance of departure time.

Figure 3 shows the Gaussian mixture model of EV arrival time and departure time.
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Figure 3. Gaussian mixture model of EV arrival time and departure time.
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Due to the randomness of the charging and discharging behavior of individual EV
users, it is not guaranteed to accurately predict the travel time distribution of each EV.
Therefore, the EV cluster is considered a research object to reduce the randomness of
individual EVs and improve the applicability of the established model. The grid-connected
scale of EVs at each charging and discharging station can be expressed as follows:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
NCS

k,t = NCS
k,t−1 + NA

k,t − ND
k,t

NA
k,t = (Fa

k (t + 1)− Fa
k (t)) · NEV

k

ND
k,t = (Fd

k (t + 1)− Fd
k (t)) · NEV

k

(3)

where NCS
k,t is the number of EVs in the charging and discharging station of unit k at

hour t; NA
k,t and ND

k,t are the number of EVs arriving and departing at the charging and
discharging station of unit k at hour t; Fa

k (t) and Fd
k (t) are the cumulative density functions

of Equation (2); and NEV
k is the total number of EVs that reach the charging and discharging

station in one day of unit k.
By introducing Boolean variables to define the grid-connected and off-grid states of

EV users, the EV individuals in the same scheduling period can use Minkowski sum to
characterize the schedulability of EV clusters, and the multi-dimensional decision variables
of the original EV individuals are equivalently transformed into the single-dimensional
decision variables of the EV cluster, alleviating the pressure of the model calculation to
solve the dimension:⎧⎪⎪⎨

⎪⎪⎩
PCS,c

k,t = ∑
n∈IEV

k

un,tPev,c
n,t ; PCS,d

k,t = ∑
n∈IEV

k

un,tPev,d
n,t

ECS,max
k,t = ∑

n∈IEV
k

un,tEmax
n ; ECS,min

k,t = ∑
n∈IEV

k

un,tEmin
n

(4)

where PCS,c
k,t and PCS,d

k,t are the charging and discharging power of the charging and dis-
charging station of unit k at hour t; un,t is the on-grid and off-grid state of EV of unit n at
hour t; IEV

k is the number of EV clusters at the charging and discharging station of unit
k; PEV,c

n,t and PEV,d
n,t are the charging and discharging power of the EV of unit n at hour

t; ECS,max
k,t and ECS,min

k,t are the upper and lower limits of the amount of electricity of the
charging and discharging station of unit k at hour t; and Emax

n and Emin
n are the upper and

lower limits of the power of the EV of unit n.

2.2. Day-Ahead Optimal Scheduling Model of Microgrid

The output of distributed generation has the characteristics of intermittence and
fluctuation. In order to reduce the impact on the operation and scheduling of microgrids, it
is necessary to predict the output of distributed generation. WNN is based on a BP neural
network, and the transfer function of hidden layer nodes is a wavelet basis function. WNN
takes into account the forward propagation of signals and the back propagation of errors.
The program flow chart of the WNN algorithm is shown in Figure 4. The overall structure
of WNN is shown in Figure 5.

The hidden layer output h(j) and predictive output y(k) of the model are expressed
as follows:

h(j) = hj

⎛
⎜⎜⎜⎜⎝

k

∑
i=1

wijxi − bj

aj

⎞
⎟⎟⎟⎟⎠, j = 1, 2, . . . , l (5)

y(k) =
l

∑
i=1

wikh(i), k = 1, 2, . . . m (6)

where wij is the connection weight of unit ij; wik is the connection weight of unit ik.
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Figure 4. WNN algorithm flow chart.
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Figure 5. WNN structure diagram.

The connection weight and network parameters of WNN are modified using the
gradient correction method so that the predicted output of the model gradually approaches
the ideal target value. In this paper, the Morlet wavelet basis function is selected as follows:

y = cos(1.75x)e−
x2
2 (7)

In order to reduce the influence of distributed power access on the operation state
of microgrids, this paper selects two indexes of network active power loss Floss and node
voltage deviation Fu to quantitatively analyze the effectiveness and feasibility of a microgrid
optimal scheduling strategy, which can be shown as follows:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
Floss =

T

∑
t=1

M

∑
ij=1

I2
ij,trij

Fu =
T

∑
t=1

N

∑
i=1

|Ui,t−Ue|
Ue

(8)

where Iij,t is the line current of unit ij at hour t; rij is the line resistance of unit ij; Ui,t is the
node voltage of unit i at hour t; and Ue is the node-rated voltage.
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Due to the different quantization units of the objective function in the established multi-
objective optimization problem, it is difficult to directly and objectively judge which kind of
power grid operation state is better. It needs to be normalized to comprehensively evaluate
the operating state of the power system. Floss and Fu are used as the objective functions
to solve the problem, respectively. The two sets of values correspond to the operating
boundary values of the two objective functions. Then, Floss and Fu are normalized according
to the operating boundary values. The auxiliary variable ξ represents the minimum
value of each objective function after normalization. The auxiliary variable ξ is used to
comprehensively evaluate the operating state of the power system: the larger the ξ is, the
better the operation state of the power grid is. The original multi-objective optimization
problem is transformed into a single-objective problem for solving the maximum value
of ξ:

f ∗i =
Fmax

i − Fi

Fmax
i − Fmin

i
, i = 1, 2 (9)

ξ = min( f ∗1 , f ∗2 ) (10)

where f ∗i is the normalized value of the ith objective function Fi; Fmax
i and Fmin

i are the
maximum and minimum values of Fi calculated when another objective function is used
as the solution object; and ξ is the minimum value of the normalization results of each
objective function.

In order to ensure the feasibility and effectiveness of the established microgrid optimal
scheduling model considering the access of EVs, the system unit operation constraints
considered in this paper are as follows:

(1) Power flow balance constraints:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

pj,t = Pij,t − rij I2
ij,t − ∑

k:j→k
Pjk,t,

∣∣pj,t
∣∣ ≥ δ

qj,t = Qij,t − xij I2
ij,t − ∑

k:j→k
Qjk,t,

∣∣qj,t
∣∣ ≥ δ

I2
ij,t =

P2
ij,t+Q2

ij,t

U2
i,t

(11)

where pj,t and qj,t are the node active power and reactive power of unit j at hour t;
Pij,t and Qij,t are the branch active power and reactive power of unit ij at hour t; xij is
the line reactance of unit ij; and δ is a very small positive number;

(2) Safe operation constraints: {
Ui,min ≤ Ui,t ≤ Ui,max
Iij,min ≤ Iij,t ≤ Iij,max

(12)

where Ui,max and Ui,min are the upper and lower limits of voltage amplitude of unit i;
Iij,max and Iij,min are the upper and lower limits of branch current of unit ij;

(3) EV cluster operation constraints [16]:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 ≤ PCS,c
k,t ≤ uCS

k,t PCS,c
k,max

0 ≤ PCS,d
k,t ≤ (1 − uCS

k,t )PCS,d
k,max

ECS,min
k ≤ ECS

k,t ≤ ECS,max
k

ECS
k,t = ECS

k,t−1 + ηcPCS,c
k,t − PCS,d

k,t /ηd

(13)

where uCS
k,t is the Boolean variable of the equivalent charging and discharging state

of EV cluster of unit k at hour t; PCS,c
k,max and PCS,d

k,max are the upper limits of equivalent
charging and discharging power of EV cluster of unit k; PCS

k,t is the equivalent grid-
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connected power of EV cluster in charging station of unit k at hour t; ECS
k,t is the

equivalent battery capacity of unit k at hour t; ECS,max
k and ECS,min

k are the upper and
lower limits of battery capacity of EV cluster in charging station; and ηc and ηd are
the charging and discharging coefficient of EV;

(4) Flexible load operation constraints [17]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pload
i,t = Pload0

i,t + Pfle
i,t = Pload0

i,t + Pstop
i,t + Ptran

i,t

Pstop
i,t = Pstop0

i,t − ΔPstop
i,t , ΔPstop

i,t ≥ 0

Ptran
i,t = Ptran0

i,t + Padd
i,t − Psub

i,t , Padd
i,t ≥ 0, Psub

i,t ≥ 0
T

∑
t=1

Ptran
i,t =

T

∑
t=1

Ptran0
i,t

Ptran,min
i,t ≤ Ptran

i,t ≤ Ptran,max
i,t

(14)

where Pload
i,t is the total load power of unit i at hour t; Pload0

i,t and Pfle
i,t are the fixed

load power and flexible load power of unit i at hour t; Pstop
i,t is the interruptible load

power of unit i at hour t; Pstop0
i,t and ΔPstop

i,t are the initial interruptible load power and
load interruption involved in demand response of unit i at hour t; Ptran

i,t and Ptran0
i,t

are the transferable load power and initial transferable load power of unit i at hour
t; Padd

i,t and Psub
i,t are the increment and reduction of transferable load power of unit i

at hour t; and Ptran,max
i,t and Ptran,min

i,t are the upper and lower limits of a transferable
load participating in demand response;

(5) Interaction power constraints between main network and microgrid:

− Pchange,max ≤ Pchange,t ≤ Pchange,max (15)

where Pchange,t and Pchange,max are the interaction powers between the main network
and microgrid at hour t and maximum interaction power;

(6) Network reconfiguration constraints:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑
(ij)∈B

zij = nb − ns

mij = (1 − zij) · M

U2
j,t ≥ U2

i,t − mij − 2(rijPij + xijQij) + (r2
ij + x2

ij)I2
ij,t

U2
j,t ≤ U2

i,t + mij − 2(rijPij + xijQij) + (r2
ij + x2

ij)I2
ij,t

(16)

where zij is the Boolean variable of line breaking state; nb and ns are the total net-
work node number and network root node number; and M is a sufficiently large
positive number.

2.3. Transformation and Deformation of the Model

The constraints of the microgrid day-ahead optimal scheduling model established
above include quadratic terms and integer terms. It belongs to a mixed-integer nonlinear
non-convex mathematical problem, which is a polynomial complexity non-deterministic
(NP-hard) problem. Figure 6 shows the schematic figure of second-order cone relaxation.
Based on the second-order cone relaxation method, this paper transforms the original
non-convex and nonlinear problem into a second-order cone optimization problem that can
be solved more efficiently by relaxing the quadratic equality constraint into a second-order
cone constraint.
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Let
∼
I ij,t = I2

ij,t and
∼
Ui,t = U2

i,t, then the safe operation constraints can be written
as follows: ⎧⎨

⎩ I2
ij,min ≤ ∼

I ij,t ≤ I2
ij,max

U2
i,min ≤ ∼

Ui,t ≤ U2
i,max

(17)

The power flow balance constraints can be written as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

pj,t = Pij,t − rij
∼
I ij,t − ∑

k:j→k
Pjk,t,

∣∣pj,t
∣∣ ≥ δ

qj,t = Qij,t − xij
∼
I ij,t − ∑

k:j→k
Qjk,t,

∣∣qj,t
∣∣ ≥ δ

∼
I ij,t =

P2
ij,t+Q2

ij,t
∼
Ui,t

(18)

After equivalent transformation and relaxation, the standard second-order cone form
can be obtained as follows:∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
2Pij,t
2Qij,t∼

I ij,t −
∼
Ui,t

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

≤ ∼
I ij,t +

∼
Ui,t, ∀ij ∈ B (19)

3. Model Building

In order to further verify the feasibility and effectiveness of the microgrid optimal
scheduling model considering the access of EVs, based on the Matlab 2021b platform, the
model is modeled and the CPLEX solver is called to solve the problem. This paper conducts
research and analysis based on the improved IEEE33 node system, and the node location
distribution is shown in Figure 7. The basic parameters of the IEEE33 node network are
detailed in [18].

principal 
network

Figure 7. The extended IEEE33 node test system.

The rated voltage level of the test network system is 12.66 kV, and the voltage ampli-
tude is ±1.05 pu. The maximum branch current is 500 A. The interactive power between
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the main network and the microgrid is 750 kW. It is assumed that the connected EVs are the
same type, the capacity of each EV is 24 kWh, and the access power range is −3~3 kW. The
charging and discharging coefficients of EVs are 0.95. The operating costs of the established
microgrid system are shown in Table A1. The time-of-use electricity price is shown in
Table A2. The load curve of the microgrid is shown in Figure 8.
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Figure 8. Microgrid load curve.

4. Result Analysis

In order to reduce the influence of fluctuation and intermittence in distributed power
output on microgrid operation, this paper predicts the output of distributed power based on
WNN. Taking photovoltaic power generation as an example, the output prediction results
are shown in Figure 9. It can be seen from the results in the figure that the photovoltaic
output prediction based on WNN has high prediction accuracy. It can provide original data
support for the formulation of a day-ahead optimal scheduling scheme for microgrids.
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Figure 9. Photovoltaic output prediction based on WNN.

Considering the access of EVs, the microgrid is randomly optimized. Multiple sets of
examples are set to compare and analyze the effectiveness and feasibility of the scheduling
results. In order to verify the superiority of the proposed microgrid optimal scheduling
scheme considering the access to EVs, the following four cases are set up for analysis
in Table A3. Table A4 shows the microgrid operation results under different scenarios.
The results show that the optimal scheduling of microgrids with EV access, considering
network reconfiguration and demand response, can significantly reduce the network loss
and node voltage deviation of microgrids and improve the economic benefits of microgrid
operation.
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Figure 10 shows the microgrid voltage levels under different operating scenarios. The
voltage amplitudes of Case 1 and Case 2 are higher than the rated voltage amplitude due to
the lack of network reconfiguration and demand response, as shown in Figures 10a and 10b,
respectively. The extended IEEE33 node test systems after network reconfiguration are
shown in Figure 11a,b. Network reconfiguration can effectively improve the power flow
distribution of the microgrid system. Figure 10c shows that the voltage distribution of Case
3 has been significantly improved. As shown in Figure 10d, Case 4 considers the influence
of demand response on the basis of Case 3, which further improves the voltage quality of
the system.
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Figure 10. The microgrid voltage levels under different operating scenarios.
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Figure 11. The extended IEEE33 node test system after network reconfiguration.

Figure 12 shows the comparison of flexible loads before and after participating in
demand response. Without considering the participation of flexible load in demand re-
sponse, the load peak-valley difference of the microgrid system is 396.26 kW. Considering
the flexible load participating in the demand response, the load peak-valley difference of
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the microgrid system is 308.12 kW, which is 88.14 kW lower than before. The simulation
results show that the participation of flexible load in demand response can effectively
suppress the load fluctuation of system operation and improve the operation reliability of
microgrid systems.
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Figure 12. Comparison of flexible load before and after participating in demand response.

In order to improve the calculation speed of the established model and ensure the
accuracy of the solution, this paper equivalently transforms the established model based
on second-order cone relaxation and sets the model accuracy analysis index Δij,t to verify
that the model after second-order cone relaxation is accurate and feasible:

Δij,t =

∣∣∣∣∼Uj,t
∼
I ij,t − (P2

ij,t + Q2
ij,t)

∣∣∣∣ (20)

Figure 13 shows the error analysis histogram of the equivalent model. The different
colors represent different sizes of error values. Taking Case 4 as an example for verification
analysis, it can be seen from Figure 13 that the order of magnitude of the solution error
of the model after the second-order cone relaxation equivalent transformation is 10−5.
The solution error of the model established in this paper is within the allowable range.
The second-order cone relaxation can improve the calculation speed of the problem while
ensuring the accuracy of the solution, and the optimal scheduling model for microgrids
considering EV access after second-order cone transformation is effective.
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Figure 13. The error analysis histogram of the equivalent model.
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5. Conclusions

In this paper, considering the random output of distributed generation and the opera-
tion constraints of microgrid units, a microgrid optimization scheduling model considering
the access of EVs is established to ensure the feasibility and symmetry of the microgrid.
The construction of an EV cluster schedulable model based on Minkowski sum can effec-
tively improve the flexibility and accuracy of large-scale EV cluster pre-scheduling. The
prediction of renewable energy output based on WNN can effectively reduce the influence
of its output uncertainty and volatility on the safe and stable operation of power systems.
Considering the operation constraints of each unit in the microgrid system and taking into
account the objective function of the network active power loss and node voltage deviation
as the optimization objects, the operation state of the microgrid system is optimized based
on network reconfiguration and flexible load participation demand response. This method
can significantly improve the operation reliability and economy of the microgrid system.
Within the allowable calculation error range, the established model is equivalently trans-
formed based on the second-order cone relaxation, which improves the solution speed of
the model while ensuring its accuracy.

The microgrid optimal scheduling model considering EV access established in this
paper is a day-ahead optimal scheduling model. By predicting the output of renewable
energy and establishing the scheduling model of the EV cluster, the influence of these
uncertain factors on the safe and stable operation of the power system is reduced, and the
operation state of power grid is improved through demand-side flexible resources, but the
influence of prediction errors on the formulation of the optimal scheduling strategy is not
fully considered. In the future research process, the influence of prediction error on power
system operation will be fully considered to make it more in line with the actual operation
of the power grid.
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Appendix A

Table A1. Operation cost of microgrid system.

Parameter Value(USD/kWh) Parameter Value(USD/kWh)

The unit cost of active
power loss 0.1158 The unit compensation

cost of transferable load 0.0073

The unit cost of
interactive power 0.093

The unit compensation
cost of interruptible

load
0.0577

The unit output cost
of wind turbine 0.0435 The unit compensation

cost of EV users 0.0791
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Table A2. Time-of-use electricity price.

Time
Electricity Sales Price

(USD/kWh)
Electricity Purchase Price

(USD/kWh)

1:00–7:00(Valley time) 0.0724 0.0556

8:00–10:00, 19:00–24:00
(Peak time) 0.1951 0.1503

11:00–18:00(Usual time) 0.1302 0.1003

Table A3. Operating condition of cases.

Scene Mode The Operation Considered

Case 1 None

Case 2 The impact of EV access

Case 3 The impact of EV access and network reconfiguration

Case 4 The impact of EV access, network reconfiguration, and demand response

Table A4. Microgrid operation results under different scenarios.

Scene Mode f loss(MW) f u(pu)
F

(Normalization)
Microgrid Operation

Cost (USD)

Case 1 8.2672 58.3628 0.7972 2807.91

Case 2 7.0688 57.4321 0.8205 2621.39

Case 3 2.9829 18.1345 0.8516 1983.57

Case 4 2.4405 17.7196 0.9665 2177.79
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Abstract: Distributed generators (DGs) are increasingly employed in radial distribution systems ow-
ing to their ability to reduce electrical energy losses, better voltage levels, and increased dependability
of the power supply. This research paper deals with the utilization of a Particle Swarm Optimization
algorithm by handling its random constraints to determine the most appropriate size and location
of photovoltaic-based DG (PVDG) to keep the asymmetries of the phases minimal in the grid. It is
thus expected that this algorithm will provide an efficient and consistent solution to improve the
overall performance of the power system. The placement and sizing of the DG are done in a way
that minimizes power losses, enhances the voltage profile, i.e., bringing symmetry in the voltage
profile of the system, and provides maximum cost savings. The model has been tested on an IEEE
33-bus radial distribution system using MATLAB software, in both conditions, i.e., with and without
PVDG. The simulation results were successful, indicating the viability of the proposed model. The
proposed PSO-based PVDG model further reduced active power losses as compared to the models
based on the teaching–learning artificial bee colony algorithm (TLABC), pathfinder algorithm (PFA),
and ant lion optimization algorithm (ALOA). With the proposed model, active power losses have
reduced to 17.50%, 17.48%, and 8.82% compared to the losses found in the case of TLABC, PFA, and
ALOA, respectively. Similarly, the proposed solution lessens the reactive power losses compared to
the losses found through existing TLABC, PFA, and ALOA techniques by an extent of 23.06%, 23%,
and 23.08%, respectively. Moreover, this work shows cost saving of 15.21% and 6.70% more than
TLABC and ALOA, respectively. Additionally, it improves the voltage profile by 3.48% of the power
distribution system.

Keywords: distributed generator; PVDG; PSO algorithm; voltage profile improvement; cost savings;
power losses; radial distribution network; constraints handling

1. Introduction

Electrical energy demand is increasing because of the world’s rising population and
the usage of more electrical-based appliances in human life. It is required to generate
more electrical power to fulfill these demands. Electrical power should be generated from
sources that are neither depleting nor causing global warming. Thus, renewable-based
electrical power generation (PV, wind turbines, microturbines, biomass, etc.) is one of the
preferred choices. Among renewable-based electrical power generation, electrical power
generation from solar power-based DGs is on a rising trend.

Currently, the integration of DGs has become an attractive choice for technical, eco-
nomic, and environmental benefits in power distribution networks [1,2]. The distributed
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generator is used to generate electrical power on a small scale (1 kW to 50 MW) and is
generally embedded in the electrical power distribution networks [3]. The DG unit assists
in improving the efficiency of the electrical system by decreasing power losses, stabilizing
system oscillation, and improving voltage profile, reliability, and security. This is accom-
plished by injecting active and reactive power into the load side, as reported in several
research studies [4–6]. The advantages of integrating DGs at the distribution side are clear;
they require less time and money to install than traditional centralized generators [7–9].
This research aims to use a biogeography-based optimization algorithm to join multiple
power voltage distributed generators (PVDGs) in the power distribution system. It is
expected to reduce power losses and total harmonics distortion while improving the effi-
ciency of the system [10]. The integration of PVDG in RDS can yield a range of advantages,
such as decreased power losses, improved voltage profile, and increased voltage stability
index. This integration can also reduce global warming by decreasing the greenhouse
effect. In [11], the FFA algorithm was used to identify the optimal position and size of
DG in the RDS. In [12], the GA technique was used to determine the optimal location and
size of solar-based DG in RDS for minimizing power losses. Similarly, [13] proposed a
PSO technique for integrating PVDG at the optimal position and size to reduce actual
power losses and improve the voltage profile. The Whale optimization algorithm for
multi-objective optimization is proposed for inserting distributed generators in RDS [14].
The renewable-based DGs are in sub-transmission and distribution systems to compare
their impacts on Voltage profile and power losses [14]. The enactment of renewable-based
DGs into the distribution network has been incorporated by using multi-state modeling
through probability density function [15]. A hybrid technique known as TLABC has been
employed to determine the most suitable position and size of PV and wind DGs in RDS,
to reduce power losses and reduce costs. This technique is based on active power loss
reduction [16]. The paper introduces an intelligent augmented social network seeking
power dispatch (ORPD) in energy networks. It outperforms the social network seek (ASNS)
algorithm for the best reactive (SNS) algorithm with the aid of attaining as much as a
22% power loss discount and up to a 93% development in voltage profiles on tested IEEE
fashionable grids [17]. This article offers an improved primarily Heap-based optimizer
with a Deeper Exploitative development (HODEI) set of rules for power distribution feeder
reconfiguration (PDFR) and allotted generator (DG) allocation; it outperforms conventional
techniques in voltage profiles and health metrics [18]. The paper offers an advanced hybrid
evolutionary algorithm (PODESCA) and a primarily sensitivity-based decision-making
technique for the optimal planning of shunt capacitors in radial distribution structures,
reaching higher effects than preceding techniques [19]. This paper introduces a unique
mixed-evolutionary technique, the quasi-oppositional differential evolution Lévy flights
method (QODELFM), for solving the ideal making plans of distribution generators in ra-
dial distribution networks, demonstrating its superiority over existing techniques phrases
of robustness and efficiency [20]. This paper proposes an international framework for
short-time collection modeling with a rolling mechanism, gray model, and meta-heuristic
algorithms. It outperforms popular models and enhances the accuracy and speed of com-
plex structure prediction. Dragonfly and whale optimization boost performance [21]. This
paper introduces the Quasi-opposition-based studying and Q-learning-based Marine Preda-
tors set of rules (QQLMPA) to beautify the overall performance of the traditional Marine
Predators algorithm (MPA) for solving optimization troubles. Q-learning enables better
utilization of beyond iteration facts, at the same time as quasi-opposition-based studying
improves populace diversity, decreasing convergence to neighbored optima [22]. This
study introduces QLADIFA, a novel optimization algorithm combining Q-learning with
the adaptive logarithmic spiral-Levy flight firefly algorithm. QLADIFA leverages fireflies’
environmental awareness and memory, leading to improved performance compared to
existing methods. Numerical experiments validate its effectiveness on benchmark functions
and various engineering problems [23]. This paper examines a 150.7 kW grid-connected PV
system at GCU Faisalabad. the use of PVSyst 7.4 and Metronome, it carried out an average
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yearly PR of 79.64%, with a peak of 85.4% in January. The PV array produced 218.12 MWh
of DC electricity, injecting 211.70 MWh of AC power into the grid yearly [24].

Incorrect siting and sizing of Distributed Generation (DG) can have a negative effect
on the existing system’s technical balance. To improve the radial distribution system
performance, a single or hybrid technique for optimal siting and sizing of DG is essen-
tial. Recently, a combination of Real Power Loss Sensitivity Index (RPLSI) and Artificial
Ecosystem-based Optimization (AEO) was proposed to identify the optimal placement
of photovoltaic and wind-powered DG units in a radial distribution system, to improve
the voltage profile and reduce power losses [25]. The accurate PV array-based DGs siting
in RDS by using a differential evolution (DE) algorithm is presented in [26] to obtain the
optimal reduction in actual power losses and voltage improvement. Recently, an innovative
pathfinder algorithm (PFA) has been developed to identify the best possible locations for
incorporating solar-based distributed energy resources (DERs) in a radial distribution
system (RDS) [27]. This algorithm leverages a backtracking search optimization technique
to reduce active power losses [28]. Moreover, an ALOA algorithm has been proposed to
identify the most suitable size and position of photovoltaic (PV) and wind-based DERs,
which would ultimately reduce power losses, enhance the voltage profile, and improve
voltage stability, thus maximizing cost savings [29].

Previous research has highlighted the capacity for the reduction in power losses and
improvement in the voltage profile, execution time, and cost savings. This provides an
opportunity for further reduction in real power losses, execution time, cost savings, and
DG size. To this end, the integration of solar-based DG using Particle Swarm Optimization
(PSO) has not been addressed in detail. This study used the Backward Forward Sweep
Method (BFSM) to compare the power losses and voltage profile in the IEEE 33-bus system
with and without PVDG. Moreover, PSO was deployed to identify the most suitable location
and size for photovoltaic-based distributed generators in a radial distribution network.
Simulation of the proposed optimized algorithm in MATLAB has been used to generate
the results.

The PSO algorithm was first introduced in 1995. Meanwhile, it has been used as
a robust technique for solving optimization issues in a wide variety of applications. It
is becoming very popular for its simplicity of implementation and also for its ability to
quickly converge to a good solution. It requires no information about the gradient of the
function to be optimized and uses only primitive mathematical operators. Compared to
other optimization methods, it is faster, cheaper, and more efficient [30–32]. In addition,
there are a few parameters to adjust in PSO. Thus, PSO is well suited to solving non-linear,
non-convex, continuous, discrete, and integer variable problems. On the other hand, this
algorithm does not always work well and there is still room for development. In compar-
ison to other optimization techniques, along with Genetic Algorithms (GA), Differential
Evolution (DE), or Simulated Annealing (SA), PSO frequently reveals faster convergence,
superior international exploration capabilities, and ease of implementation. But the choice
of optimization technique relies upon on the unique characteristics and complexity of
the hassle, and in a few cases, other algorithms may additionally outperform PSO below
positive situations. Consequently, it is far more crucial to remember the problem’s nature
and necessities earlier than deciding on the maximum appropriate optimization method
for a given radial disbursed strength machine.

This research’s main aims are to compute the optimal size and position of single and
multiple PVDG units for reducing the real power losses, boosting the voltage profile, and
maximizing cost savings by using the PSO algorithm. In this work, the PSO is utilized by
handling the random constraints of the original PSO algorithm to improve the efficiency
and symmetry of a distribution network. Moreover, Improvement in the voltage profile,
Reduction in Active Power Loss (%), Reduction in Reactive Power Loss (%), Execution
Time (Sec), and Maximum Cost Savings (USD) of the radial distribution system have
been achieved through proposed work by handling the random constraints. On the other
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hand, no existing published work has achieved all five above-mentioned improvements
simultaneously. The main contributions of this paper are listed below precisely.

i. Photovoltaic PV distributed generation, as well as constant load, is all factored into
the RDG sizing and allocation problem.

ii. The stochastic characteristics are achieved by using appropriate probability density
functions (PDFs).

iii. The Particle Swarm optimization algorithm (PSO), a metaheuristic algorithm, is used
to determine the optimal solution with high exploitation potential and exploration
aptitude.

iv. The FBSM load flow approach is used to calculate the number of power losses and
voltage profiles or symmetry/asymmetry in the voltages.

v. PVDG is injected into the RDS at its optimal location and sizing to minimize the active
power loss, reactive power loss, cost savings, and improve the voltage profile.

vi. To show the effectiveness and performance of the proposed model, an IEEE 33 RDS is
considered.

vii. The simulation results of the proposed technique are compared with those of recently
available algorithms in the literature.

This paper is structured in a way to cover the research work in its entirety. Section 2
talks about the problem and the relevant constraints for optimal PVDG placement. Section 3
explains the proposed optimization technique for the placement and sizing of the PVDG.
Section 4 evaluates the simulation results obtained from the procedure. Finally, Section 5
sums up the article with the appropriate conclusion.

2. Methodology

Solar-based DGs at their optimal size and location in the radial distribution system
are shown in Figure 1. This figure illustrates that all the data are provided to the control
system, which decides the optimal location and size of DGs by using PSO. Additionally, it
calculates the voltage profile, active and reactive power losses, and annual cost savings in
radial distribution systems.

 
Figure 1. Electric power distribution system with PVDGS.
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This proposed work is dedicated to inserting the DG at its optimal location and sizing
in the radial distribution network and improving its technical and economic benefits.

The proposed system involves the layout and development of a model using the PSO
approach in MATLAB software. Initially, the existing system is studied, and various techni-
cal and economic values can be calculated. Eventually, the particle swarm optimization
approach could be applied to decide the optimal location and size of PVDG. Once the opti-
mal places and sizes in its RDS are calculated. For making sure the accuracy and reliability
of results obtained from MATLAB, a comparison among the numerous techniques has been
accomplished, theory cross-checking the validity of the findings.

3. Problem Formulation

The objective of this study is to optimize the active power losses, reactive power losses,
voltage profile improvement, and cost savings. Additionally, the minimum and maximum
voltage magnitudes and power balance were used as constraints to ensure the desired
outcome of the problem.

3.1. Objective Function

The statistics presented in [33] have shown that the distribution system contains about
13% of electrical power losses from the total power generation. The main purpose of the
optimal position and size of PVDGs in a power distribution network is to achieve the
maximum possible benefits by increasing the efficiency of the system in terms of reduction
in power losses, improvement in the voltage profile, and cost savings. BFSM has been used
to compute electrical power losses and voltage profiles [34]. The objectives of minimizing
the active (PL) and reactive (QL) power losses have been mathematically formulated as in
Equations (1) and (2) [35].

Minimize PL = ∑N
i=1 Ploss = ∑N

i=1 Ibr,i
2 × Ri f or i = 1, 2 . . . N (1)

where Ibr,i and Ri is the ith branch current and the branch resistance, respectively.

Minimize QL = ∑N
i=1 Qloss = ∑N

i=1 Ibr,i
2 × Xi f or i = 1, 2 . . . N (2)

where Ibr,i and Xi is the ith branch current and the branch impedance, respectively.
The voltage profile problem of the distribution network is again related to power

quality. This is normally less important than the power losses from the utility point of view.
However, in the recent era, it looks like due to the penetration of highly intermittent natural
renewable-based DGs in power distribution systems, the interest in voltage profiles at the
distribution level is increasing. The voltage at different nodes may differ due to sudden
changes in load and generation requirements.

VPro f ile =
ni

∑
i=1

(V i − Vrated) where i = 1, 2 . . . n (3)

Vi is the voltage at bus i and Vrated is a rated voltage of the distribution system and selected
as 1 p.u. in this study.

where ΔV = total change in voltage profile

ΔV = 1.05p.u. ≤ v ≥ 0.95p.u. (4)

3.2. Constraints

There are two types of constraints: equality constraints, and inequality constraints.
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3.2.1. Equality Constraints

The following operating conditions must be fulfilled during the optimization process.

PGrid + PDG = PLoss + PLoad (5)

QGrid + QDG = QLoss + QLoad (6)

where, PGrid and QGrid are the total active and reactive power inserted by the grid into the
system. PDG and QDG are active and reactive power injected by the distributed generator.
PLoss and QLoss are active and reactive power losses. PLoad and QLoad are active and reactive
power consumed, respectively.

3.2.2. Inequality Constraints

• Voltage Limitation.
• For keeping a proper stable voltage magnitude or voltage symmetry of the whole

IEEE 33-bus network, the absolute voltage value at all nodes of the distribution system
should meet the defined constraints.

Vmin ≤ |Vi| ≤ Vmax (7)

• Current Limitation.
• For keeping a proper current flow in all branches, it should not exceed the rated limit.

The absolute value of the current at all nodes of the RDS should meet the defined
constraints. ∣∣Iij

∣∣ ≤ ∣∣Iij
∣∣max (8)

• Thermal line restriction:
• The thermal line restriction condition is mentioned in Equation (9).

|Sli| ≤ |Ili|max (9)

3.3. Photovoltaic (PV)-Based DG Model

Solar-based DGs or PV modules convert sunlight directly into electrical power. The
amount of power generation is directly dependent on the sunlight intensity. This power
generation is in the form of DC and the demand side consumes power in the form of
AC. An inverter is a device that is used to transform direct current (DC) power from a
solar generator into alternating current (AC). The converter would provide compatible
AC output power with the AC utility distribution system. According to a paper [36], the
output power capacity (Pcpv) of the PVDG is as follows.

Pcpv → f
(

Asp, Isolar, μsp
)

(10)

where Asp is the area of solar panels; Isolar is solar irradiance, which is the function of
time; and μsp is solar cells’ efficiency in the PVDG. The calculation of the Pcpv(Δt ) at a time
instance using the equation is given below.

Pcpv(Δt) = Asp × Isolar × μsp(Δt) (11)

Therefore, the power generated from solar photovoltaic panels can be considered
power generated from a non-dispatchable source. Another important feature of this source
is that it provides active and reactive power (either stable or unity power factor depending
on the usage of the converter). If this source needs to provide power with a constant power
factor, then a static electronic converter is used. The PVDG model is generally considered a
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constant power factor model. The maximum power evaluation of the PVDG (Pmax) has
been computed using the equation given below.

Pmax =
1

m → n

n=24

∑
m=1

Pcpv(Δt)mn (12)

4. Particle Swarm Optimization (PSO) Algorithm

The Particle Swarm Optimization algorithm is a powerful tool for solving optimization
problems in a stochastic manner. It mimics the behavior of animals that search for food
in groups, such as a school of fish or a flock of birds. This technique is useful in finding
the optimal solution in each search space. Many researchers have considered the use of
this technique due to its substantiated strength, ease of implementation, and universal
examination ability in many applications. This optimization technique was introduced
by Kennedy and Ebert in 1995, in which a group of the swarm (named population) was
randomly created. Every particle inside the search space had an individual momentum
and speed in correlation with the object. This speed and direction would be adjusted
based on the particle’s history of the best experiences and the collective best experiences
of its surroundings. Due to this, the particle has the tendency to move in a particular
direction toward the desired goal in the search region [30–32]. Each particle moves in an
N-dimensional search space with the position and velocity of a particle could be updated
by using Equations (13) and (14) as given.

Vk+1
p = ωVk

p + c1 ∗ rand1 ∗
(

pbest − Tk
p

)
+ c2 ∗ rand2 ∗

(
gbest − Tk

p

)
(13)

Tk+1
p = Tk

p + γ ∗ Vk+1
p (14)

• Tk is the present search point and Tk+1 is the changed search point.
• Vk is the present velocity and Vk+1 is the changed velocity.
• c1 and c2 are weighing coefficients.
• rand1 and rand2 are random numbers [0, 1]; c1 = c2 = 2; inertia weight is ω =

ωmax − k(ωmax − ωmin)/kmax and ωmin = 0.4, ωmax = 0.9 [37]. K and kmax are present
and the maximum iteration number, respectively.

The proposed model is illustrated in Figure 2, which utilizes the Particle Swarm
Optimization (PSO) technique to identify the best location and size of PVDG. This method
enables the model to achieve an optimal solution. The algorithm begins by setting the input
parameters and selecting the line and bus data of the IEEE 33-bus system. The FBSM is used
to evaluate the number of power losses and voltage profiles (symmetric or asymmetric
voltages) before the integration of the DG (Distributed Generation). The PSO (Particle
Swarm Optimization) algorithm is then applied to identify the appropriate placement and
size of the PVDG (Photovoltaic Distributed Generation). In each round, the FBSM is again
used for computing the voltage profiles and power losses. The proposed model obtains the
best position and size of PVDG, which lessens power losses, reduces cost, and improves
the voltage profile for the target issues. The conforming DG fitness value represents the
improvement for the mentioned problems.
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Figure 2. Flowchart of proposed PSO algorithm.
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5. Results and Discussion

In the first stage, a base distribution system without DG was considered for analysis.
Hereafter, a comparative study of the RDS with and without PVDG was considered. The
proposed metaheuristic method was executed in MATLAB 2018a software. The simulation
was been performed on a laptop with specifications of Intel® Core (TM) i7-3720 QM
CPU@2.60 GHz and 4 GB RAM.

5.1. Performance Analysis of IEEE 33-Bus Power System without PVDG

The efficiency of the suggested approach was validated by using the IEEE 33-bus
system, which is the benchmark for testing the performance of any system. The following
performance parameters have been selected for comparison, i.e., active (Ploss), reactive
(Qloss) power losses, and voltage profile (V). The 33 kV bus network was selected without
PVDG and the input data of the proposed model was taken from the line and load data of
the IEEE 33-bus system.

The IEEE 33-bus RDS, shown in Figure 3 [38], is composed of 33 buses and 32 lines. It
is a standard type of network and is widely used in power sector research. The impedance
of each line has different values, and this power distribution system is connected to a
centralized power grid system. Different power sources like hydro, coal, nuclear, ocean,
wind, PV, and geothermal power plants are connected to the grid as centralized power
sources. The maximum and minimum voltage limits have been considered at ±5 for all
buses of the network. The voltage level of all buses is 12.66 kV the load of the total active
power is 3.715 MW, and the load of total reactive power is 2.3 MVAR.

Figure 3. IEEE 33 radial distribution network.

The real power of the system with the load can be seen in Figure 4. It is noted that
the initial active (Pi) and reactive (Qi) powers were zero at bus one and they changed
from bus two to bus thirty-three. The total active power load was 3715 kW, and the total
reactive power load was 2300 kVAR. The highest active power values were found at buses
twenty-four and twenty-five, both having 420 kW, and the highest reactive power was at
bus thirty with 600 kVAR. The minimum active and reactive powers were both zero at
bus one.

Figure 4. A load data plot (active and reactive power) for IEEE 33-bus system.
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The impedance of the bus system is demonstrated in Figure 5, which was derived from
the IEEE 33-bus network. This figure provides a graphical representation of the resistance
and reactance of the line. The maximum resistance is observed at 1.542 ohms at line 19 and
reactance is observed at 1.7210 ohms at line 16. The minimum resistance is 0.0922 ohms
and a reactance of 0.0470 ohms has been observed at line one.

Figure 5. A plot of take-out load data (Resistance and reactance) for the IEEE 33-bus network.

The computation of the base impedance ( Zb) has been performed by assuming the kV
and MVA of the IEEE 33-bus network. Base impedance is calculated using Equation (15).

Zb =
V2

MVA
(15)

Furthermore, the per-unit value (p.u.) of resistance “(R)p.u” and reactance “(X)p.u” of
each line is calculated as given in Equations (16) and (17).

(R)p.u =
Ri
Zb

(16)

where Ri represents the preliminary value of resistance obtained from the line database of
the network.

(X)p.u =
Xi
Zb

(17)

where Xi represents the preliminary value of reactance also obtained from the line database
of the network.

Figure 6 shows a graph of the obtained value of resistance (R p.u

)
and reactance (X)p.u

against thirty-two lines of the 33-bus system. It is observed in the plot that the highest
resistance is 0.93850849 shown in line number 19 and the highest value of reactance is
1.073775 shown in line 16. In line number 1, the lowest resistance of 0.057525912 along with
the reactance value of 0.029324 is observed.
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Figure 6. IEEE 33-bus network (per unit value of resistance and reactance for each line).

Figure 7 demonstrates the graph for the analysis of active and reactive power loss
without a solar-based DG unit. It is indicated that bus 33 has peak active power losses of
206.95 kW and reactive power losses of 137.46 kVAR.

Figure 7. Active and reactive power losses without PVDG.

5.2. Performance Analysis of IEEE 33-Bus Power System with PVDG

This section investigates the effect of the optimum placement and size of PVDG in a
radial distribution system. All the bus bars of the network are taken into consideration
as possible candidates for the integration of PVDG, apart from bus number 1 which is
regarded as a slack bus to relate to an external grid utility.
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Figure 8 illustrates the optimal location and size of a solar-based distributed generator
in a 33-bus system. The RDS system is connected to a centralized power utility with
conventional and renewable power sources. When the proposed model is executed, it is
noticed that minimum electrical power losses and improved voltage levels are observed at
the optimal placement (node number 9) and size (2440 kW) of PVDG.

Figure 8. IEEE 33 radial distribution system with PVDG.

The optimized location and size of the PVDG have enabled a significant decrease
in active and reactive power losses. The active power loss decreased from 206.95 kW to
91.75 kW, and the reactive power loss decreased from 137.46 kVAR to 64.79 kVAR, as
demonstrated in Figure 9.

Figure 9. Active and reactive power losses with PVDG.

The effect of the PVDG unit on the voltage profile of a system is shown in Figure 10.
The comparison between the system voltage profile with and without the PVDG system is
visible. It is observed that the voltage profile improved when solar-based DG is integrated
into the 33-bus system. At node 18, the voltage was observed to be 0.9116 per unit,
which was improved to 0.9575 per unit when the PVDG system was incorporated. The
highest voltage was observed at node one, which was 1 per unit. Incorporating the PVDG
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system, the overall voltage profile of the system was improved by 3.48%, providing better
performance.

Figure 10. Voltage profile without PVDG and with PVDG.

The total electrical power losses in the RDS before the integration of the solar-based
distributed generators were 206.95 kW of active power and 137.46 kVAR of reactive power.
Table 1 provides the results of the model, which point out that total active and reactive
power losses decreased by 55.66% and 52.85%, respectively after the integration of a
2440 kW PVDG unit. Additionally, the voltage level increased from 0.9116 p.u. to 0.9575 p.u.,
providing better overall performance. The execution time is just 3.254238 s.

Table 1. Main results found by the proposed model (IEEE 33-bus system).

Subject without PVDG with PVDG

Total Active Power loss (kW) 206.95 91.75
Total Reactive Power loss (kVAR) 137.46 64.79

Loss decrement in Pi - 55.66%
Loss decrement in Qi - 52.85%

Minimum Voltage V (p.u.) 0.9116@bus 18 0.9575@bus 18
Maximum Voltage V (p.u.) 0.9970@bus 2 0.9985@bus 2

Cost of losses ($) 108,772.92 48,223.4
Saving ($/year) - 60,549.12

Total DG (Size@Location) - 2440 kW@bus 9
Execution time (s) - 3.254238

The proposed system energy cost savings results are shown in Figure 11, which shows
that power losses annual saving cost has been increased. If the cost of electric power energy
is taken at $0.06, the annual energy saving cost is $60,527.12, which is higher than the
annual cost savings presented in [12,16,38].
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Figure 11. Comparison of annual saving cost of power losses.

The proposed metaheuristic algorithm improves convergence features using less
computation time in addition the execution period for the proposed model system is 8.62 s
to complete and get optimized results This study has established that the PVDG unit
is most effective when placed at the 9th bus in the system with a capacity of 2.44 MW.
This significant decrease in power losses has been noted, with a drop of 55.66% in active
power losses and 52.78% in reactive power losses. This is an impressive achievement.
The proposed results have less active power losses in RDS as compared with the firefly
technique presented in [11] as shown above in Table 2. The results comparison has also
been carried out with the GA technique [12], in which DG’s size is 2.89 MW with a power
loss reduction of 46.65%. The proposed model provides better results for active and reactive
power when compared with [16,25–27,38] as given in Table 2. To evaluate the proposed
research, a comparison was made with a PSO-based optimization technique [13]. This
technique only considered the optimal sizing and location in terms of reduced active power
loss and improved voltage profile. On the other hand, the proposed model considers
additional parameters as listed in Section 2.

Table 2. Comparison of the proposed technique with existing control algorithms.

Author Year Control
Algorithm

Min. Voltage
Improved@Bus

Reduction in
Active Power

Loss (%)

Reduction in
Reactive Power

Loss (%)

Execution
Time (s)

Maximum
Cost Savings

(USD)

Remha et al. [11] 2017 FFA 0.9412@18 47.39% - - -

T. Matlokosti [12] 2017 GA 0.9175@18 46.65% - - -

E.S. Ali [38] 2017 ALOA 0.9503@18 51.15% 42.88% - $56,726.5

M. Khasanov [16] 2019 TLABC 0.94237@18 47.37% 42.891% - $52,536.3

M. Khasanov [25] 2020 AEO 0.94237@18 47.37% - - -

V Janamala [27] 2020 PFA 0.9424@18 47.38% 42.89% 25.342 -

J. Urinby [26] 2021 DE 0.95836@18 47.38% - - -

Rekha C. M. [13] 2022 PSO 0.9180@17 49.28% 32.38% - -

Proposed System 2023 PSO 0.9575@18 55.66% 52.78% 3.254238 $60,527.12

6. Conclusions

Particle Swarm Optimization (PSO) is employed to effectively position and adjust the
size of a solar-based Distributed Generator (DG) to minimize power losses and improve
the voltage profile. To assess the performance of this model, the IEEE 33-bus system was
used. The results show that power losses were minimized, the voltage profile improved,
and cost savings were maximized when using PVDG units. The results show that the
PVDG PSO-based model offers less active power losses as compared to the non-PVDG one.
The proposed solution has proved to be superior to other techniques, as it can accurately
pinpoint the optimal location and size of the PVDG. This makes it an invaluable tool for
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the purpose. Furthermore, the insertion of the solar PVDG into a 33-bus system can lessen
energy (active and reactive power) losses to 55.66% and 52.78% when compared with the
base case. So, it can be concluded that solar-based DGs with PSO algorithm can be a better
choice for decreasing electrical power loss, improving in voltage profile, and increasing cost
savings in the power RDS system. Additionally, the overall efficiency of the RDS network
has been improved. The proposed model can ease the dependency of the utility system
during the load demand. PVDG units can be installed in the area where sunlight intensity
is adequate.

Future research could focus on the effects of combining PV and wind turbines in
RDS along with the addition of energy storing systems. Additionally, the development
of a wind-based DG model and the comparison of solar and wind DG results could be
explored. Finally, future efforts should be devoted to addressing the uncertainty in load
requirements.
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Abstract: This article proposes a novel equivalent control method for voltage source inverters (VSI)
with disturbance observers (DOB) to support the symmetric and asymmetric voltage requirements of
a micro-grid (MG) while also matching the MG output power requirements. The method leverages
the degrees of freedom (DOF) of the VSI under symmetric and asymmetric MG voltage conditions by
utilizing the mean-point voltage of the MG, which is often overlooked in literature studies due to this
being grounded. The method enables the three-phase inverter to generate voltages as needed by the
MG inconsistently due to changing loads in the MG circuits or phases. The method is also insensitive
to disturbances because of the DOB, being part of the controller. The proposed method is validated
under both the balance and imbalance voltage demands of the MG. The mean voltage of the MG
is used as a set-point to be corroborated as a mean voltage at the inverter’s output, in addition to
active-reactive power references. The novel model is developed by augmenting the new, mean-point
voltage as part of the system dynamics. The proposed method is simulated in MATLAB/Simulink�

and is verified for its hardiness and effectiveness.

Keywords: voltage source inverter control; disturbance estimation; voltage sag; voltage swell;
distributed generator; micro-grid

1. Introduction

With the advent of modern applications and the expanding populations of cities,
the demand for electricity is increasing unchecked. This demand is bringing a great deal of
pressure on the already functioning power system’s infrastructure. Not restricted to the
infrastructural issues only, power generation is also being constrained by the limited fossil
fuels and changing trends towards clean and renewable energy options. The renewable
energy sources (RES) have their own challenges because of their fluctuating nature, thus
leading to open problems to be solved by the research and development community [1,2].

The smart grid (SG) is a modern paradigm of power systems, compared to its tra-
ditional version, due to having the state of the art of all engineering and scientific fields
merged into one system. SG is a novel framework due to its bidirectional power flows,
smart data acquisition methods, remote data operations, smart diagnostics, desirable mon-
itoring, smart communications, distributed controllers, smart energy sharing, consumer
participation, renewable energy integration, re-configurable capability and smart conver-
sion functions [1–3]. SG is realized by the integration of MG units, while also connecting it
to the upstream power network. MG is a local power system architecture and autonomously
controllable power unit, which can function in isolation or in grid-connected modes. MG is
generally formed by the integration of RES or by the integration of distributed generators
(DGs), where every DG is either based on fuel cells, wind or solar energy. Every DG also
functions in a self-controllable manner so as to optimize the energy generation and to meet
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the needs of the MG [4]. The structure of the MG composed of DGs, depending upon VSI,
is given below in Figure 1 [5].

Figure 1. The structure of the MG composed of DGs based on VSI [5].

DG’s main causes of tripping from the MG are voltage variations (swell or sag), which
are either due to fault conditions or impedance mismatches among the phase circuits of the
MG. This tripping of DGs can cause a serious imbalance in the MG circuit, leading to total
blackouts. For this reason, grid codes (GCs) suggest three demands [6]:

• The DG must stay connected to the MG for up to 150 ms, even if the MG voltage drops
to zero.

• The DG must support voltage recovery by injecting a reactive current into the MG.
• The DG must ramp up the active power to normal operation immediately after clearing

the imbalance or fault.

Therefore, DGs are required by the GCs to maintain the MG voltage or MG frequency
within the required range and is a matter of converter control. The role of power converters
is very unique since the converters are the interfaces enabling the synchronization, voltage
control, current control and power flow control in the MG and SG [5,7,8]. A number of
studies can be found in the literature regarding the control of three-phase VSI, specifically
in view of controlling the imbalance of power in the MG [9–13]. All of these established
works offer complexity, since they are designed to maintain pure sinusoidal voltages as the
output of the VSI, whose conception dates back to the 1980s due to the stringent supply
requirements of the three-phase motors [14–17].

In order to supplement the compensations for the imbalances produced on the grid
side, a number of research and control formulations have been applied to VSI. The slid-
ing mode control (SMC) method has also been applied, considering that the converters
have switching devices, which in nature are discontinuous and quite consistent with the
adopted control technique [18,19]. However, all of these studies are found employing two-
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dimensional control, which results in the under-utilization of the capabilities of three-phase
converters [20–23].

The unknown variables or the control constituents in any system are known as the
degrees of freedom (DOF), which are two in the case of three-phase converters in the
synchronous reference frame, meaning that the third degree is free for utilization [22].
The random nature of the loads in the distribution system connected to the MG introduces
a demand for imbalance voltage generation or imbalance current compensation from the
VSI. This asymmetric voltage generation demand from the VSI requires it to employ the
full capabilities (DOF) of its switching matrix [24]. All three-phase converters have three
independent control inputs but, in general, in all techniques, the desired outputs are defined
either as control of current (orthogonal dq-/αβ-frames) or control of power (active and
reactive, power frames), resulting in 2D control requirements. Hence, the target is to use
the third DOF to provide a much needed and desired output in addition to two orthogonal
currents or powers.

In this article, the superfluous DOF available in the VSI’s switching matrix is used for
the voltages’ asymmetry as an additional requirement to bring a balance between the MG
(with loads) and the VSI source. The organization of the paper follows in a logical manner.
First, the system’s novel model is developed, and then the novel control formulation is
established, and finally the simulation results are described to demonstrate the method’s
robust and vigorous performance.

2. System’s Modeling

The renewable energy system’s output can be modeled using a DC link capacitor,
which, through a VSI, a 3-phase filter, and a 3-phase inductance (equivalence of transmission
line), is connected to a 3-phase MG. The grid is considered to be working either in balance or
in imbalance conditions due to the contingent nature of the real-time loads or the occurrence
of faults. A generalized diagram of the VSI source connected to the three-phase MG is
given in Figure 2.
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Figure 2. Interconnecting structure of RES and the MG [24].

The active and reactive or orthogonal powers can be evaluated at the MG end using
expression (1). [

Pg
Qg

]
=

[
vT

g · ig

vT
g⊥ · ig

]
=

[
vT

g ig

vT
g⊥ig

]
(1)
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where
vT

g⊥ = vector orthogonal to MG voltage vector(vT
g )

vT
g = [ vga vgb vgc ] = voltage vector of MG

iT
g = [ iga igb igc ] = current vector of MG.

Taking the derivatives of power (1) yields

[
Ṗg
Q̇g

]
=

[
v̇T

g ig + vT
g i̇g

v̇T
g⊥ig + vT

g⊥ i̇g

]
(2)

Considering the Lg values to be zero in Figure 2, Kirchhoff’s voltage law gives the grid
current expression to be

Lg
dig

dt
= vc − vg − Rgig (3)

Now, substituting the grid current dynamics into Equation (2), the following dynamics of
active/reactive powers are obtained.

[
Ṗg
Q̇g

]
=

⎡
⎣ v̇T

g ig −
(

L−1
g vT

g vg + L−1
g RgvT

g ig

)
v̇T

g⊥ig −
(

L−1
g vT

g⊥vg + L−1
g RgvT

g⊥ig

)
⎤
⎦+ L−1

g

[
vT

g

vT
g⊥

]
vc (4)

If the errors in the orthogonal powers’ exchange are denoted by ePg, eQg and the set-points

for these powers are represented by Pre f
g , Qre f

g , then the dynamics of errors for these powers’
(ėPg, ėQg) exchange can be given as below [24]:

[
ėPg
ėQg

]
=

⎡
⎣ Ṗre f

g −
(

v̇T
g ig − L−1

g vT
g vg − L−1

g RgvT
g ig

)
Q̇re f

g −
(

v̇T
g⊥ig − L−1

g vT
g⊥vg − L−1

g RgvT
g⊥ig

)
⎤
⎦− L−1

g

[
vT

g

vT
g⊥

]
vc (5)

where
Lg = diagonal MG inductance matrix of order 3 × 3
Rg = diagonal MG resistance matrix of order 3 × 3
vT

c = [ vca vcb vcc ] = converter voltage vector.

It is obvious from Equation (5) that the converter output voltage components (vT
s ) are

independently affecting the orthogonal power exchange between the RES and the MG,
since both the powers are reliant on the collinear vector of the MG voltage (vT

g ) and the
orthogonal vector of the MG voltage (vT

g⊥). As seen in Equation (5), the vector of control (vT
c )

has 3 constituents, while the vector of control error (eT
PQ) has 2 constituents. Consequently,

there is a possibility to use the third available superfluous degree in the vector of control
(vT

c ) so as to enforce or satisfy a new requirement of the system, which will accomplish
the utilization of the full control capabilities of the VSI. Writing Equation (5) in a compact
form yields [

ėPg
ėQg

]
=

[
Ṗre f

g − fP

Q̇re f
g − fQ

]
− L−1

g

[
vT

g

vT
g⊥

]
vc (6)

where
fP = disturbance terms of active power of order 1 × 1
fQ = disturbance terms of reactive power of order 1 × 1.

Now, it is important to mention that in the case of a balanced or symmetric MG, the average
of the 3-phase voltages equals zero, as denominated by point (vgn) in Figure 2. However,
in the case of an imbalanced or asymmetric MG, the average of the 3-phase voltages results
in an instantaneous, non-zero value due to the stochastic nature of the real-time loads
connected to the MG. It is important to highlight again that this MG’s neutral value (vgn)
is generally considered to be grounded in the literature [20–23] and negative sequence
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control schemes are used to compensate for the imbalances appearing in the form of a
negative sequence in the MG. Contrarily, in this article, the mean voltage (vgn) of the MG is
kept floating and also it is used as an additional requirement of the MG, which is reflected
towards the generation side (or the RES-based VSI source side) as a desired additional
reference value. In order to obtain the desired results, it is specified in the error dynamics
form as given below in Equation (7):

η̇ = fη − L−1
g bTvc = vgn − vcn (7)

where

fη = disturbance terms of mean MG voltage of order 1 × 1
vgn = 1

3 (vga + vgb + vgc) = mean voltage of MG of order 1 × 1
vcn = 1

3 (vca + vcb + vcc) = mean voltage of VSI of order 1 × 1
bT = [ 1

3
1
3

1
3
]
= mean voltage magnitude vector of order 1 × 3.

where the novel variable dynamics (η̇) show the rate of change for this contemporary
voltage requirement (η) of the MG to be produced by the VSI.

After augmenting the newly introduced dynamics (7) of the new requirement into the
power control error dynamics (6), the final and complete control error dynamics are found
to be ⎡

⎣ ėPg
ėQg
η̇

⎤
⎦ =

⎡
⎢⎣ Ṗre f

g − fP

Q̇re f
g − fQ

fη

⎤
⎥⎦− L−1

g

⎡
⎢⎣ vT

g

vT
g⊥

bT

⎤
⎥⎦vc (8)

Further, in a more compact form, the errors of dynamical system (8) can be mentioned in
matrix form as below:

ėPQη = fPQη + BPQηvc (9)

In Equations (8) and (9), the dimensions of the error vector (ėPQη) are matched with those of
the control vector (vc) and, according to the basic control theory, the system (9) is now fully
controllable because the distribution matrix of control (BPQη) has full rank. Further, as the
system (9) is not rank-deficient, a unique transformation (x = T ePQη) is now possible
in such a way that the new system (ẋ = fx + Bxvc) has a diagonal control distribution
matrix (Bx). Hence, the new converted system is a dynamically decoupled system and
has three first-order, decoupled sub-systems. One sub-system corresponds to the active
power, the second to the reactive power and the third sub-system corresponds to the mean-
point voltage of the MG, meaning that the system has been transformed into a one-on-one
function system.

Now, the non-singularity of the control distribution matrix (BPQη) completely depends
upon the selection of the third row vector (bT), since the first and second rows already have
vectors, which are orthogonal. It means that the variable (η) has to be selected carefully
so that it meets the requirements as defined above. It is now important to highlight that
the zero-sequence voltage or zero-sequence current cannot exist in a balanced, 3-phase
system, but these sequences do exist in an unbalanced, 3-phase system. Accordingly, the
variable (η̇) has been formulated in such a way as to make the zero-sequence voltage
of the VSI output

(
vcn = 1

3 (vca + vcb + vcc)
)

to track the grid’s zero-sequence voltage(
vgn = 1

3 (vga + vgb + vgc)
)
, and the three-phase output voltages (vT

c ) of the inverter are
generated so as to meet the zero-sequence voltage (vcn) of the VSI. Hence, in the system (8),
selecting the third variable as η̇ = vgn − vcn will achieve the desired output voltages for
the MG.

3. Control Formulation

As found in the above section, the variable η’s selection is constrained by the need that
the distribution matrix of control (BPQη) must not be rank-deficient. As per the literature,
the third variable (η) can help to generate balance voltages in converters for ac machines by
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using any non-linear control technique [18]. On the other hand, the zero-sequence voltage
or current exists for the imbalance scenario, i.e., the reference for η does exist, which means
that the zero-sequence voltage of the MG (vgn) can be tracked by the zero-sequence voltage
of the inverter (vcn = 1

3 (vc1 + vc2 + vc3)). This can be achieved by selecting η̇ = vgn − vCn.
Hence, it leads the control formulation to lie within the (P, Q, η)-frame of reference (FOR),
in contrast to (P, Q)/(d, q)-FOR present in most of the literature [20,21].

Accordingly, the choice of the control variable from (9) can be made as below:

vc = −B−1
PQη

(
f̂PQη + KPQηePQη

)
(10)

where f̂PQη depicts the estimation of the fPQη , yielding closed-loop error dynamics to be

ėPQη + KPQηePQη =
(

fPQη − f̂PQη

)
(11)

It is obvious from (11) that the control errors will diminish to zero and the references will
be tracked provided that the estimation of fPQη is such that

(
f̂PQη → fPQη

)
, ∀KPQη > 0.

Considering the pair
(
ePQη , vc

)
calculable, having (fPQη) as an input, which is unde-

cided but fulfilling (f̂PQη = 0), then the dynamics of the new system (z = fPQη − LePQη),
where L > 0 can be mentioned as ż = −L

(
z + LePQη + BPQηvc

)
. This system helps

to calculate z, thus estimating the unknown input as f̂PQη = z + LePQη . Then, taking
suitable values of L > 0 will separate the dynamics of the observer from the closed-
loop dynamics, resulting in

(
f̂PQη → fPQη

)
and thus

(
ePQη → 0

)
. Hence, the selection

vc = −B−1
PQη

(
f̂PQη + KPQηePQη

)
confirms the power control and maintains the additional,

novel requirement η → 0. Notice that vc is continuous.
Further, in order to complete the control design, the kinetics of the inductor currents

and capacitor voltages may be evaluated from Figure 2 as given in the equations below:

d
dt

⎡
⎣iL f a

iL f b
iL f c

⎤
⎦ = −L−1

f

⎡
⎣vca

vcb
vcc

⎤
⎦+ L−1

f

⎡
⎣vA

vB
vC

⎤
⎦ (12)

d
dt

⎡
⎣vca

vcb
vcc

⎤
⎦ = −C−1

f

⎡
⎣iga

igb
igc

⎤
⎦+ C−1

f

⎡
⎣iL f a

iL f b
iL f c

⎤
⎦ (13)

d
dt
[
vdc
]
= −C−1

dc
[
iRES − iT

Lfs
]
; sT =

[
s11 s12 s13

]
(14)⎧⎪⎨

⎪⎩
vA = vdc s11

vB = vdc s12

vC = vdc s13

(15)

s1k =

{
1, if the switch (s1k) is closed and the switch (s2k) is open
0, if the switch (s1k) is open and the switch (s2k) is closed

(16)
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Here,

iRES = current to/from RES
vdc =DC-bus voltage
Cdc = DC-bus capacitor
Lf =filter inductance diagonal matrix
Cf = filter capacitance diagonal matrix
iT
Lf = [ iL f a iL f b iL f c ] = inductor/converter o/p current vector
iT
g = [ iga igb igc ] = converter o/p current vector supplied to grid

vT
c = [ vca vcb vcc ] = o/p voltage vector at PCC

vT
s = [ vA vB vC ] = voltage vector at o/p of switching matrix

sT = [ s11 s12 s13 ] = converter switching vector

sT is the switching vector, which is used to determine the condition of the switches within
the switching matrix. If the voltages (vA, vB, vC) are taken as control inputs, then the
dynamics (10)–(16) constitute discontinuous inputs of control, and the voltages (vca, vcb, vcc)
are controlled outputs. As given in Equation (10), the already evaluated voltage (vc) is
to be used to maintain the wanted power flow, so it can be employed to determine the
set of three-phase voltages (vA, vB, vC). Though the controller design for three-phase
systems may be formulated in different FORs subject to the skills of designers; however, it
is advantageous to carry this out in a synchronous frame, mainly due to enabling smaller
control gains’ selection, possible without any additional benefit.

To attain the desired output voltages (vc) based on the converter’s filter dynamics (12)–(16),
the switching pattern for the VSI can either be determined by applying sliding-mode control
directly or by averaging the system and using any suitable PWM technique. The second
approach is actually a well-known and practical approach for such systems compared to
the sliding-mode control. Further, in order to complete the design, a cascaded layout with
an exterior loop to evaluate the currents required to adjust the needed voltages (vc) and in
the internal loop to compute the voltages inevitable to maintain the desired currents have
been adopted. Now, the switching pattern is determined by using a PWM method.

By using Equation (10) as a reference for the output voltage of the converter, the kinet-
ics of the control error of the inverter’s voltage (evC = vref

c − vc) can be given as below in
Equations (17) and (18):

⎡
⎣ėvCa

ėvCb
ėvCc

⎤
⎦ =

⎡
⎢⎣v̇re f

Ca
v̇re f

Cb
v̇re f

Cc

⎤
⎥⎦− C−1

f

⎡
⎣iga

igb
igc

⎤
⎦− C−1

f

⎡
⎣iL f a

iL f b
iL f c

⎤
⎦ (17)

In a compact form,
ėvC = fvC − C−1

f iLf (18)

Similar to the selection of (10), here, the choice of the control variable (iLf) can be made
as follows:

iLf = Cf

(
f̂vC + KvCevC

)
; KvC > 0 (19)

Hence, the error dynamics have the form,

ėvC + KvCevC =
(
fvC − f̂vC

)
(20)

Here, the error in control converges to zero at a rate set by the gains KvC provided that
a suitable observer design is shaped for an unknown input (fvC). After having found
the reference for inductor currents (iref

Lf =
[

ire f
LP ire f

LQ ire f
Lη

]T), the converter o/p voltage
(vs) and switching pattern of the converter can be based on the dynamics (12). Further
projecting these dynamics (12) into the FOR (P, Q, η) and making use of the transformations
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(xP =
vT

g

vT
g

xabc; xQ =
vT

g⊥
vT

g
xabc; xη = bT

vT
g

xabc), the current control error (eiLf = iref
Lf − iLf)

dynamics can be evaluated by

d
dt

⎡
⎣eLP

eLQ
eLη

⎤
⎦ =

d
dt

⎡
⎢⎢⎣

ire f
LP

ire f
LQ

ire f
Lη

⎤
⎥⎥⎦+ L−1

g C−1
f vg

⎡
⎣vCP

vCQ
vCη

⎤
⎦− L−1

g C−1
f vg

⎡
⎣vSP

vSQ
vSη

⎤
⎦ (21)

and in a compact form,
ėiLf = fiLf − L−1

g C−1
f vT

g vs (22)

where
vT

g =
[

vgP vgQ vgη

]T
= voltage vector of MG

vT
s =

[
vsP vsQ vsη

]T
= output vector of switching matrix

It was mentioned earlier that the the distribution matrix of control is diagonal; hence, the
mathematical model of the system is constituted of three systems of the first order. Two
orthogonal set-points of powers with the mean MG voltage are used for the PW modulation.
This design is based on the combination of applying elementary disturbance observers with
the basic controllers. The observers’ design in the first-order systems is a simple estimation
of inputs, which are undetermined. This enables the utilization of nested loops and similar
structures for controllers. The added advantage of the model formulation and controller
design selection lies in choosing the supplemental control requirement to be able to use the
full DOF of the switching matrix to compensate for the asymmetries of the MG-connected
system. The proposed control structure for the VSI connected to the MG is given below in
Figure 3.

Figure 3. Novel control structure of VSI supported MG.

4. Simulation Results

The proposed control method’s formulation is ascertained with the help of simulating
the proposed arrangement of the grid-connected VSI-based source. Two of the grid cases,
the balanced grid and the imbalanced grid, have been taken into account one-by-one for
simulation in order to obtain the results in the following subsection.
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4.1. Case A: VSI Source Results with the MG in Balance Condition

The grid voltage for each phase of the balanced grid is set at 100 Volts, as seen
in Figure 4a. Figure 4b depicts the respective current injections to the grid as per the
requirements of active (or) and reactive powers seen in Figure 4c,d. Figure 4e shows the
average voltage (or the neutral voltage) requirement of the MG and the corresponding
mean voltage of the VSI source. For the symmetric or balanced grid case, the designed
controller is able to keep the required mean voltage to zero at the output of the converter. It
is quite evident that the designed control procedure is maintaining the desired injections of
orthogonal powers to the MG, as seen in Figure 4c,d.
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Figure 4. Power step responses of the symmetric MG connected VSI source. (a) Grid voltages (vg[V]),
(b) Grid currents (ig[A]), (c) Active power (Pg[W]), (d) Reactive power (Qg[VAR]), (e) Neutral/mean
voltages (vn[V]).

Further, the locus plots of the MG voltages, inverter’s output voltages and MG currents
are all shown in Figure 5, which validates the hardiness of the control structure for the
balanced MG circuit.
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Figure 5. Locus plots of Grid voltages (vg[V]), Converter output voltages (vc[V]), and Grid currents
(ig[A]) for power step response with symmetric MG conditions.
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Finally, the disturbance estimation results are given in Figure 6, showing the results
of the output of the controller (or the inverter’s voltage outputs), which are clearly in
symmetric form as per the requirement of the balanced MG. The changes are visible around
0.05 s, 0.1 s, 0.15 s and 0.2 s since these are the instants where the power’s set-points are
rendered. Figure 6c shows the respective disturbance estimations for the imbalanced MG
voltage conditions.
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Figure 6. Disturbance estimation results for Pg, Qg and vnc with symmetric MG. (a) Grid voltage
(vg[V]), (b) VSI output voltages (vc[V]) and (c) Disturbance estimations ( f̂PQη [V]).

4.2. Case B: VSI Source Results with the MG in Imbalanced Condition

In the case of imbalanced MG requirements, the converter’s controlled results are given
in Figures 7–9. The step-wise response of the orthogonal powers and the corresponding
voltages and currents of the MG are given in Figure 7. A deliberate 10% voltage reduction
in phase b is introduced in the MG for the entire duration of the simulation to depict the
converter’s controller response for the case of the imbalanced MG.
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Figure 7. Power step responses of the asymmetric MG connected VSI source. (a) Grid voltages (vg[V]),
(b) Grid currents (ig[A]), (c) Active power (Pg[W]), (d) Reactive power (Qg[VAR]), (e) Neutral/mean
voltages (vn[V]).
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Figure 8. Locus plots of Grid voltages (vg[V]), Converter output voltages (vc[V]), and Grid currents
(ig[A]) for power step response with asymmetric MG conditions.
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Figure 9. Disturbance estimation results for Pg, Qg and vnc with asymmetric MG. (a) Grid voltage
(vg[V]), (b) VSI output voltages (vc[V]) and (c) Disturbance estimations ( f̂PQη [V]).

In Figure 7, the first row shows the imbalance grid voltages, the second row shows
the corresponding grid current requirements, the third and fourth rows show the power’s
step response requirements of the grid and the last row shows the corresponding aver-
age/neutral voltages, with all the average voltages displaying clearly non-zero values
corresponding to the grid’s imbalance demands. During intervals 0.05–0.1 s and 0.15–0.2 s,
a step variation in the reference powers (Pg, Qg) was introduced and the corresponding
power injections by the three-phase inverter can be seen to be in line with the reference
values, with very few oscillations compared to the balanced MG case, as in Figure 4.

The VSI source results with the imbalanced grid from Figure 7 have also been depicted
by corresponding locus plots in Figure 8. The locus plots of the output voltages, the MG
voltages and the MG currents all have been plotted alongside each other to highlight the
efficacy of the controller’s capability to enforce the desired output voltages of the inverter,
which are seen to be oval, confirming the matching with the imbalance requirements.
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Finally, Figure 9 shows the results of the controller output (or the inverter’s output
voltages), which are obviously imbalanced as per the requirement of the imbalanced grid.
The transients can be noticed around 0.05 s, 0.1 s, 0.15 s and 0.2 s since these are the instants
where the power’s set-points are rendered. Figure 9c shows the respective disturbance
estimations for the imbalanced MG voltage conditions.

The values used for different parameters and control gains in the simulation are
tabulated in the following Table 1.

Table 1. Parameter values and control gains for VSI-based MG.

Quantity (Symbol) Magnitude Units

Grid Voltage (vg) 100-Volts
Grid Inductance (Lg) 50-mH
Filter Inductance (L f ) 22-mH

Filter Capacitance (Cf ) 220-μF
Grid Resistance (Rg) 100-mΩ

Control Gains (KP, KQ) 55
Observer Gains (L) 1200

5. Conclusions

The simulation results have proven the capability of both the proposed mathematical
model of the MG-connected DG structure by augmenting the MG mean error voltage,
and the relevant disturbance observer-based controller design, in the effective utilization of
the full DOF of VSI under imbalanced MG voltage conditions. The proposed method has
proven to be a generic method to satisfy both the symmetric and asymmetric conditions
of the MG. The proposed method has successfully achieved this goal by enabling the VSI
filter’s mean voltage to track the MG’s mean voltage and the switching inverter to generate
output voltages to satisfy the VSI’s filter’s mean voltage. The proven controller can also be
named the (P,Q,0) or (d,q,0) controller, due to mean voltage or zero sequence being part
of the novel mathematical model and controller design. The results have also proven that
the proposed methodology enables the three-phase inverter to generate the voltages and
currents necessary to meet the required active and reactive powers at the end of the MG,
irrespective of the symmetric and asymmetric MG voltage requirements. The proposed
structure also works effectively irrespective of the level of disturbance, due to the DOB
included as part of the control structure. The future plan is to augment the mean voltage of
the MG in the MG-connected VSI model in the double synchronous frame or the model
based on symmetrical components so as to explore whether it can provide even better
results in terms of a fast response to imbalance requirements.
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The following abbreviations are used in this manuscript:

VSI Voltage Source Inverter
DG Distributed Generator
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SG Smart Grid
DOF Degree of Freedom
RES Renewable Energy Systems
PCC Point of Common Coupling
PWM Pulse Width Modulation
SMC Sliding-Mode Control
FOR Frame of Reference
RF Reference Frame
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Abstract: As an effective carrier of a new energy collection, the DC power grid has low inertia and
weak damping characteristics, making it essential to limit fault current and isolate the DC system. To
quickly and effectively suppress fault current, a flexible current-limiting device (FCLD) is proposed,
which can realize transient fault self-recovery without circuit breaker action and permanent and
quick isolation of a fault. It improves the operational ability of the DC system under an asymmetric
condition. First, a rectifier provides a set-slope current to each cascade inductor, so the voltage of the
inductor can be clamped. Second, a controlled current source (CCS) is applied to generate inverse
flux to prevent the inductor from magnetic saturation. The protection action time of the DC circuit
breaker is reformulated. Finally, by considering the synergistic action of the current-limiting device,
the circuit breaker, and the transient characteristics of the DC grid fault, the protection scheme of the
multi-terminal flexible DC system can be formulated. To verify the validity of the proposed flexible
current-limiting device, a multi-terminal flexible DC simulation platform is established, and the faults
of DC lines are simulated and analyzed.

Keywords: cascade inductor; flexible current limiting; controlled current source; multi-terminal
flexible DC system

1. Introduction

A Flexible DC power grid has the advantages of large transmission capacity, low loss,
and excellent safety performance. It can collect energy from the DC supply-and-demand
equipment, such as the distributed energy resource, the DC load, and the energy storage
device, attracting wide attention from scholars at home and abroad [1,2]. However, some
of the active equipment will be off the network quickly and release energy rapidly through
the small damping path when a fault occurs in the DC line. It will generate a large fault
current and pose a serious threat to the safe operation of the power network [3–5].

To improve the toughness of the active DC power grid in response to line faults,
current research focuses on joint cooperation among the DC circuit breaker, the converter,
and the current-limiting device. Such cooperation can reduce the mechanical stress and the
thermal stress of the disconnected functional equipment during the fault removal process
and extend the protection action time of the disconnected equipment and the fault-removal
capacity margin, thereby realizing the rapid isolation of the faulty line [6–12]. A previous
study [6] integrated the resistance-inductive current-limiting device with the DC circuit
breaker, which can limit the current to a certain extent and improve the dynamic recovery
performance of the DC power grid. Another study [7] used modular multi-level converters
to avoid the capacitors outputting DC voltage to the grid side, reducing the outlet voltage
of the converter station to zero and effectively clearing the DC fault current. In [8], the
flexible input of current-limiting components and self-bypass design were used to reduce
the difficulty of breaking the circuit breaker. In [9,10], a hybrid DC circuit breaker with
a current limiting function was used to reduce the fault-current rise rate and the impact
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damage of the fault current to the equipment. In [11,12], a pre-charged capacitor was used
to access the fault circuit to increase the line-side voltage of the mechanical switch so that
the mechanical switch could be turned off without arc and the fault could be cleared.

Although the abovementioned methods can play the roles of limiting current and
isolating auxiliary fault to a certain extent, they are accompanied by a certain energy loss
during the whole operation process, and they cannot quickly and completely eliminate the
negative impact of the fault on the non-fault area. There has been no in-depth discussion on
whether the circuit breaker can quickly perform the reclosing action again in response to a
transient fault after the mechanical switch is broken without arc. To achieve quick reclosing,
Refs. [13,14] proposed an adaptive reclosing scheme, which analyzed the characters of
capacitive-coupling voltage; then, a fault identification criterion was constructed. However,
reducing the converter output fault current by this method will inevitably weaken the
DC dynamic recovery performance of the system. One study [15] presented an adaptive
reclosing scheme based on pulse injection from a parallel energy-absorption module, but it
applied only with a transmission line. Another study [16] proposed an adaptive reclosing
scheme based on the phase characteristics, but it only worked in scenarios where the DC
circuit breaker was not available.

Therefore, it is necessary to design a control method that is characterized by simple
control, arc-free shutdown, and fast execution of the reclosing operation. The advantages of
this method are that it can eliminate the negative impact of the fault area on the non-fault
area in the DC grid, ensure the reliable operation of the DC circuit breaker in the non-fault
area, minimize the impact of transient faults, and, ultimately, improve the resilience of the
DC system to cope with different types of faults.

In this paper, a type of flexible DC current-limiting device that consists of a voltage-
source converter and current-limiting inductors is proposed. This paper proposes a cas-
caded current-limiting inductor. The mechanism of magnetic saturation elimination by
inverse flux is analyzed. The collaborative-action process of a current-limiting device and a
circuit breaker is analyzed. The operational process of a current-limiting device under the
permanent fault of a three-terminal DC system is analyzed by simulation.

2. New Type of Flexible DC Current Limiting

2.1. Topology

The proposed new FCLD topology, based on a series inductor with a clamp-voltage
function, is shown in Figure 1. It can be seen from Figure 1 that the FCLD has a simple topol-
ogy and is mainly composed of N inductors coupled in a series. Each series inductor is con-
nected to the DC system after being connected in parallel with the corresponding rectifier.

kI

f

Figure 1. Spilt voltage flexible DC current limiting device.
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In order to avoid the insufficient clamping voltage of the current-limiting inductor, the
positive and negative lines at the outlet of each converter station are equipped with two
current limiters that are powered by two converter stations. When one current-limiting
inductor fails, the standby current-limiting device is put into service, which solves the
problem of the current-limiting device being unable to provide sufficient clamp voltage
due to the fault of the current-limiting inductor.

When the system is in normal operation, the FCLD realizes the no-voltage operation
mode of the series inductor through its rectifier control. It can eliminate the voltage
fluctuation of the current-limiting inductor that is caused by load fluctuation. When a
fault occurs, the rectifier provides a set-slope linear current to the current-limiting inductor,
which causes the current-limiting inductor to produce a stable DC voltage. However, due
to the magnetic saturation of the current-limiting inductor, a controlled current source is
added to the secondary side of the current-limiting inductor. It suppresses the magnetic
flux saturation of the primary side by generating inverse magnetic flux to ensure the stable
voltage of the primary current-limiting inductor.

2.2. Design of Application Layer Based on Hybrid Algorithm

According to the operational requirements of the FCLD, Figure 2 shows the block dia-
gram of the control system of a single FCLD. Since the current-limiting device is connected
in a series with the line, the voltage of the current-limiting inductor is controlled at 0 V
when there is no fault, and the voltage of the current-limiting inductor is set to the default
value when a fault occurs. Compared with the existing methods, this paper considers
the combination of voltage differential and undervoltage detection methods to improve
detection speed and accuracy [17].
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Figure 2. Control system block diagram of application layer.

According to Figure 2, when the DC system is operating normally, the external output
voltage of the FCLD is 0 V. Therefore, the application layer output reference voltage uc_ref is
set to 0. When a fault occurs, the DC-side voltage changes instantaneously, and the voltage
differential component presents a maximum value. According to the parameters of the
DC system, different fault types, fault locations, transition resistances, and the influencing
factors of the voltage differential component are determined. The minimum value T in
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the regular interval is used to set the control criterion [17,18]. If the voltage differential
component is greater than the minimum value T, the trigger signal appears and it is kept
for t* seconds (t* is greater than the whole process time of the circuit breaker operation).
Fault type cannot be accurately identified according to an extreme value criterion, so it is
necessary to carry out a secondary undervoltage judgment for the control input [17].

Because the fault circuit of the DC system can be equivalent to a second-order circuit, if
the FCLD is not put into the converter station (as shown in Figure 1—f is the fault location),
the discharge voltage of the outlet capacitor can be expressed as follows:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
uc = e

− Rline_1
2Lline_1

t
√(

U0Rline_1
2ωLline_1

− I0
ωC

)2
+ U2

0 sin(ωt + ϕ)

ϕ = arctanU0/
(

U0Rline_1
2ωLline_1

− I0
ωC

)
ω =

√
1 − (CLline_1)− Rline_1/2Lline_1

(1)

U0 and I0 are the initial values of the fault voltage and current at the output port of
the DC converter station, and uc is the discharge capacitor voltage at the output port of the
converter station. (Rline_1/2Lline_1) is the voltage attenuation coefficient.

As can be seen from Formula (1), due to the large voltage attenuation coefficient of the
general DC line, there is a delay of several milliseconds between the capacitor discharge
and the judgment threshold in undervoltage protection, so judgment at this stage can
be carried out simultaneously with an extreme value judgment. When the positive and
negative voltages are both lower than 0.9 times their own voltage ratings (when the DC
system voltage is as low as 90% of its rated value, it is considered that there is a voltage
sag problem) and when (Δu/Δt) > T is established at the same time, it is determined that
an inter-electrode fault has occurred on the DC side. The positive and negative current-
limiting application layer output reference voltage uc_ref is set to ucn. Then, the positive
and negative capacitor voltage of the output of the DC side is raised to the rating value, so
that the fault area is completely isolated. The fault current in the whole dynamic process is
obviously suppressed. When either the positive or the negative output capacitor voltage
is lower than 0.9 times its rated value, it is determined that a positive or negative ground
fault has occurred on the DC side. It is necessary to adjust only the output reference voltage
of the positive or negative current-limiting the application layer to uc_ref = ucn. The output
reference voltage of the non-fault current-limiting application layer maintains uc_ref = 0.

At the same time, in order to realize the coordination between the FCLD and the
circuit breaker, we adopted adaptive adjustment to the output reference voltage uc_ref of
the application layer, and its specific control structure is shown in Figure 2. The current
limiter adopts model predictive control [19], and its control method is shown in Figure 2.

The adaptive method of this paper takes the line current as the reference value, and
outputs the regulated voltage Δuc_ref through the adjustment coefficient Kad. Because the
adaptive adjustment control can correct the clamping voltage of the current-limiting device,
the line current during the fault quickly drops to around 0 A. This avoids the tedious
process of manual testing and realizes the automatic correction of the clamp voltage and
the zero-crossing of the circuit-breaker current.

2.3. Core Saturation Suppression

In order to solve the magnetic saturation problem of the inductor, we eliminated the
magnetic saturation of the primary-side inductor by generating reverse flux through the
secondary-side controllable current source, based on the primary- and secondary-side
magnetic linkage relationship of the closed-loop iron core [20].

Figure 3 shows the magnetic circuit diagram of the closed-loop iron core. It can be
seen from Figure 3 that the primary-side flux linkage equation can be expressed as follows:{

ψ1 = N1 ϕ1 = N1L1 I1
e1 = dψ1/dt = N1d(L1 I1)/dt

(2)
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where ψ1 is the primary-side total magnetic flux, e1 is the primary-side voltage, ϕ1 is the
single-turn coil magnetic flux, N1 is the number of primary-side winding turns, and I1 is the
primary-side current. When the controlled current source ki1 is added to the secondary side,
the impedance value of the primary-side current-limiting inductor is as follows [20,21]:

L1 =
N2

1 S1

l

(
B
H

− N2λi1 − N1i1
N1

d( B
H )

di1

)
(3)

where N2, S1, l, B, and H are coil windings, cross-sectional area, magnetic circuit length,
magnetic field density, and magnetic field strength, respectively. N2, S1, and l are the
inherent properties of the closed-loop iron core inductor coil.

ϕ
ϕ

N N
i

iλ

Figure 3. Magnetic circuit of iron core.

According to Equation (3), when the secondary winding is affected by a controlled
voltage source, the ratio of B and H is changed to ensure that the primary winding is in an
unsaturated state.

When the secondary side of the closed-loop iron core generates inverse magnetic
flux before the magnetic flux is saturated, the total magnetic flux on the primary side is
as follows:

ψ∗
1 = ψ1 − ψ2 = B ∗ S1 (4)

Figure 4 shows the change curves of B-H and μ-H. As can be seen from Figure 4, under
the compensation effect of the secondary-side controlled current source, the saturation
state of the primary winding is eliminated. The closed-loop iron core has the ability of
self-adaptive adjustment. When the primary winding is about to reach the saturation
state, the value of the controlled current source of the secondary winding will be increased,
and the inverse magnetic flux will be generated to eliminate the saturation state of the
primary winding. When the fault time is too long, the saturation state of the current-
limiting inductor can be eliminated through multiple compensations, and the process of
the compensations can be seen:

H

B(μ) 

B-H 
μ-H 

B* B* B*

Figure 4. B/μ-H characteristic curve.

106



Symmetry 2023, 15, 134

(1) If the inverse magnetic flux on the secondary side reduces B* to a small value, the
magnetic flux saturation of the closed-loop iron core disappears, and the primary-side
current continues to increase linearly. At this time, since the B-H curve (as shown in
Figure 4) can be approximately regarded as a linear increase, L1 is assumed to be constant.
In this case, the inductance voltage can be obtained, as follows:

e1 =
N2

1 S1
l

(
B
H − N1i1−N2λi1

N1

d( B
H )

di1

)
di1
dt

e1 =
N2

1 S1
l

B
H

di1
dt

(5)

It can be seen from Formula (5) that only the linear change of i1 can make the magnetic
flux saturation disappear. Figure 5a,b show the current of the flexible current limiting induc-
tor without and with the addition of the inverse flux at different clamp voltages. Figure 5c
shows that when the clamp voltage increases, the change in current slope also increases.

t s
t t t t

Figure 5. Inductance characteristics after compensation. (a,b) show the current of the flexible current
limiting inductor without and with the addition of the inverse flux at different clamp voltages;
(c) shows that when the clamp voltage increases, the change in current slope also increases.

(2) In order to prevent the primary- and secondary-side current from being too large
within the set time, the secondary-side inverse magnetic flux eliminates the magnetic flux
saturation in the early stage of the fault, and the magnetic flux saturation problem still
exists in the later stage of the fault. Then, the primary current at the later stage of the fault
remains at a stable value, as shown in Figure 5c. Therefore, at this time, it is only necessary
to maintain the set value by adjusting the primary-side current-limiting inductance L1. The
primary-side voltage is as follows:

e1 = −N1i1 − N2λi1B
N1

d( 1
H )

dt
(6)
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In the saturated state, B remains unchanged as H increases, so

e1 =
N2

1 S1i1B
l

d 1
H

dt
(7)

According to Equation (7) and the definition formula of magnetic field strength
H = N2i2/l, the λ of the secondary-side controlled current source can be obtained
as follows:

λ =
N2

1 S1B
e1N2t

(8)

3. Synergistic Effect of Flexible Current Limiting and DC Circuit Breaker

3.1. Analysis on the Synergistic Process of Current-Limiting Inductor and DC Circuit Breaker

The studies in [5,22] analyzed the transient characteristics of the bipolar fault current
of the DC power grid with a current-limiting inductor, and divided the whole operation
process into six stages, as shown in Figure 6.

Figure 6. Cooperative action process of current limiting and DC circuit breaker.

If the synergistic effect of the current-limiting inductor and the circuit breaker is
fully considered in this operation process, the transient current equation of a DC power
grid system with N converter stations in the case of bipolar fault can be expressed as
Formula (9) [22–25]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A·u =

R·iF + Lline·iF︸ ︷︷ ︸
Level_I

+ [uMF_1, uMF_2, 0, · · ·]T

︸ ︷︷ ︸
Level_II;III

+[uMB_1, uMB_2, 0, · · ·]T︸ ︷︷ ︸
Level_IV;V

u = C·iF
uMF_1 = LF_1d(iF_1 − iMOA_1)/dt
uMF_2 = LF_2d(iF_2 − iMOA_2)/dt

(9)

where u is the node capacitance voltage matrix; A is the association matrix of branches and
nodes; iF is the branch current matrix; R is resistance matrix; L is inductance matrix; C is
capacitance matrix; iF_1 and iF_2 are the current on both sides of the fault line respectively.
iMOA_1 and iMOA_2 are the metal oxide arrester (MOA) current of the current-limiting
inductor on both sides, respectively. LF_1 and LF_2 are the inductances of the current-
limiting inductor on both sides, respectively. UMF_1 and uMF_2 are the voltages of the
current-limiting inductor. UMB_1 and uMB_2 are the voltages of the MOA in the DC circuit
breaker. According to Formula (9) and Figure 6, if the above current-limiting and isolation
methods are adopted when bipolar faults occur in the N-terminal DC system, the following
problems exist in the six stages.

The first stage is from the occurrence of a DC fault to the input stage of the current-
limiting inductor. The time for this stage is 3.5 ms [5,17]. In this stage, the fault current and
the DC line loss increase.
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The second stage is from the time when the current-limiting inductor begins to operate
to the time when the MOA on one side of the fault line exits. The time is restricted by the
V-I characteristic of the MOA. In this stage, although the MOA is triggered to absorb part
of the energy, it will prevent the current-limiting inductor from generating overvoltage.
The energy loss is obvious, and there is still a negative impact on the non-fault areas.

The third stage is from the time when the fault current-limiting MOA on the other side
is activated until the MOA on both sides of the fault current-limiting inductor is withdrawn.
The time is also restricted by the V-I characteristics of the MOA. The negative effects of the
fault area and the energy loss still exist in this stage.

The fourth stage is when the current-limiting inductor is fully put into operation.
Combined with the time of the second and third stages, the total time is about 0.5 ms to
1 ms. In this stage, the fault current is slightly reduced, but the energy loss and the negative
influence of the fault area are similar to those in the second and third stages.

The fifth and sixth stages are when the DC circuit breakers on both sides start to cut
off the fault current. The two stages include the MOA action of the circuit breakers on both
sides. The time is about 2 ms [25]. In this stage, the fault current is cleared, but there is an
MOA energy loss.

According to the above analysis, when the DC system with the traditional current-
limiting inductor responds to the DC line two-pole fault, the process takes about 6 ms
to 6.5 ms, during which there is an energy loss, and the negative impact of the fault area
on the non-fault area cannot be eliminated [5]. If the time of the whole current-limiting
operation process is taken as the reference, when dealing with a “transient fault” with a
fault duration greater than 4.5 ms, the line protection is bound to act, increasing the number
of switching actions and shortening its working life.

3.2. Analysis on the Synergistic Process of Flexible Current Limiting and DC Circuit Breaker

According to Figure 6, there is an obvious power loss in the whole process of coop-
erative protection between traditional current limiters and circuit breakers [17], and the
system self-recovery without the circuit breaker cannot be realized through the auxiliary
role of the traditional current-limiting device. The FCLD proposed in this paper uses
differential undervoltage [26] and its own secondary undervoltage monitoring to enable it
to operate instantaneously. By adjusting the uc_ref control system, the DC output voltage of
the converter station can be rapidly increased, the fault current can be suppressed, the fault
type can be identified, the permanent fault can be quickly isolated, and the instantaneous
fault can be eliminated without circuit breaker action.

After the flexible current limiter is added to the DC system, the transient current
equation of a DC power grid system with N converter stations under the bipolar fault can
be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

A·u = R·iF + Lline·iF︸ ︷︷ ︸
level_I

+ [uCLD_1, uCLD_2, 0, · · ·]T

︸ ︷︷ ︸
level_II, level_III

u = C·iF
uCLD_1 = LF_1

diF_1
dt

uCLD_2 = LF_2
diF_2

dt

(10)

UCLD_1 and uCLD_2 are the voltages of the FCLD. Problems existing in the six stages of
traditional current limiting and isolation can be solved by the FCLD. The whole process
of synergistic action between the proposed FCLD and the DC circuit breaker is shown in
Figure 7.
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Figure 7. Cooperative action whole process of FCLD and DC circuit breaker.

The first stage is from the occurrence of the DC fault to the full operation of the
current-limiting inductor. In this stage, the fault type is identified through undervoltage
detection, the reference voltage of the application layer is adjusted, and the FCLD on both
sides is operated. In the case of permanent fault, the time length of starting the FCLD is
controlled by the attenuation coefficient of the capacitor voltage of the converter station.
The FCLD has no energy loss and completely eliminates the negative impact of the fault
area on the non-fault area. The time of the current limiting is shortened, compared with the
traditional method.

It can be seen from Formula (10) that when the sum of the voltage of the current-
limiting device and the impedance voltage of the line is greater than the voltage at the
outlet of the converter station, the current of the DC system will continue to decrease until
the current passes zero.

The second stage: By adjusting the control objectives of FCLD application layer, the
permanent and transient faults of the system can be distinguished according to the output
current variation characteristics of the DC circuit breaker. In this stage, there is no energy
loss and no negative impact on the fault area. At this stage, the voltage of the circuit breaker
is expressed as follows:

uDCCB = A·u −
{

R·iF + Lline·iF + [uCLD_1, uCLD_2, 0, · · ·]T
}

(11)

The third stage: According to the line current feedback process in Figure 2 and
Formula (11), the sum of the voltage of the FCLD and the line impedance voltage is equal to
the outlet voltage of the converter station, and the voltage of the DC circuit breaker is zero.
Within t* time, if the output current of the current-limiting device has the feature of fault
disappearance, the normal working state is restored. Otherwise, the DC circuit breaker is
switched off. After that, the FCLD exits the current-limiting state so that the fault line of
the DC system can be switched off without arc under the condition of permanent fault.

This stage can improve the flexibility of the original traditional current-limiting device
and the circuit breaker. The energy loss and negative impact of the fault area are the same
as those in the second and third stages.

The fourth stage: The FCLD on both sides feeds the stored energy into the power grid
through its rectifier. The input current of the rectifier is controlled by the energy feedback
time. In this stage, the fault is cleared without energy loss.

According to the above four stages, the FCLD can significantly suppress the fault
current and ensure that the output voltage of the converter station stays at the rated voltage
and there is no voltage-sag problem. The negative impact of the fault area on the non-
fault area is completely eliminated. Compared with the traditional six stages, the method
proposed in this paper can identify instantaneous faults and greatly reduce the number
of circuit breaker reclosing actions. Because the saturation problem of current-limiting
inductance is eliminated by the inverse flux of the controllable power supply, the current-
limiting operation time t* can be set according to the actual protection requirements of
the system.
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4. Simulation Analysis

In order to verify whether the new FCLD can assist the DC system to achieve fault
current suppression and fault area isolation, Matlab/Simulink simulation software was
used to build a simulation platform of a DC ± 5 kV distribution network system with three
terminals, as shown in Figure 8. The voltage source converter (VSC1) is the power end, and
VSC2 and VSC3 are the load ends. Tables A1 and A2 in Appendix A provide the relevant
simulation parameters of the DC system. According to the normal operation standard of
the international DC distribution network system, the judgment criteria of whether the line
fault area is completely eliminated are set: (1) During the fault, the system voltage must
not be lower than 90% of the rated voltage, and the fault line current must not exceed the
rated current of the circuit breaker. (2) The fault inrush current does not exceed 10 times
the rated current of its circuit breaker. The fault stable current does not exceed 1 time the
rated current of its circuit breaker. (3) The DC system runs rapidly and stably after the line
fault, and the maximum voltage fluctuation of DC bus satisfies ΔUN ≤ 10% UN during the
recovery process, and there is no distorted fluctuation current.
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Figure 8. Three-terminal DC distribution network system.

4.1. Comparative Analysis of Current-Limiting Effect

In order to analyze the synergistic effect of the new FCLD and the circuit breaker,
the current-limiting effects of the superconducting current-limiting device and the FCLD
without the coordinated action of the circuit breaker are compared. Taking the interpole
fault of the three-terminal DC system as an example, the simulation comparison diagram is
shown in Figure 9.

It can be seen from Figure 8 that the peak value of the fault current can reach 550 A
when an inter-pole fault occurs without a current-limiting inductor. The peak value of the
fault current with the superconducting current-limiting inductor is up to 350.6 A, which is
36.25% lower than that without the superconducting current-limiting inductor. Table A3
compares the superconducting current limiter and the flexible current limiter in terms of
economy and current-limiting effect.
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Figure 9. Comparison chart of current limiting.

When an FCLD is installed, the peak current of the fault line is suppressed to 85.7 A,
which is 84.4% lower than the fault current without the current-limiting inductor and
75.6% lower than that with the superconducting current-limiting inductor. Because the
clamping voltage of the FCLD can be flexibly adjusted according to the line current, it can
be seen from Figure 9 that without the circuit breaker, the current in the faulty line is held
steadily at zero. Compared with the superconducting current-limiting inductor, which only
suppresses the faulty line current, the FCLD can provide a new breaking environment for
the DC circuit breaker and realize zero-current and arc-free breaking.

4.2. Transient Analysis of Interpole Faults of Transmission Lines

(1) Permanent failure

When t = 0.5 s is set, a permanent fault occurs between the poles at position f 1 and
position f 2 of line1–2, respectively. As shown in Figure 8, ta is set to 10 ms and t* is set to
50 ms. The clamping voltage of the positive FCLD on the VSC1 output terminal can be
seen in Figure 10.

Figure 10. The clamping voltage of the positive FCLD on the VSC1 output terminal.

From the simulation results in Figures 10 and 11(a1–a3) and, it can be seen that under
an inter-pole fault, the voltage differential component instantly activates the FCLD at each
port of the converter station, so the FCLD clamping voltage on both sides of line1–2 can
take effect quickly. Figure 11(a1–b3) show the output voltage and the output current curve
of the DC system, the VSC1 power supply terminal, and the VSC2 and VSC3 load terminal
ports. Figure 11(c1–c3) provides the current variation curves of the FCLD on both sides of
the fault position. The positive and negative output voltages at each port of the DC system
are kept at ±5 kV within 0.506 s, and the voltage fluctuation of each port does not exceed
1 kV. That is, the voltage has no sag problem. Compared with the DC system without the
current-limiting inductor, the output voltage of each port drops to 0 V when an inter-pole
fault occurs. The installation of the current-limiting inductor effectively solves the problem
of the voltage sag of the DC system when an inter-pole fault occurs.
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Figure 11. The voltage and current waveforms of each terminal of the DC system in permanent
pole-to-pole fault. (a1–b3) show the output voltage and the output current curve of the DC system,
the VSC1 power supply terminal, and the VSC2 and VSC3 load terminal ports; (c1–c3) provides the
current variation curves of the FCLD on both sides of the fault position.

As can be seen from the comparison of the curve changes before and after the instal-
lation of the current-limiting inductor in Figure 11(b1–b3), the proposed current-limiting
technique suppresses the inrush current caused by the line fault in fault position f 1 and
position f 2. When a permanent fault occurs at position f 1 and position f 2, due to the
action of the current-limiting inductor, the peak fault current of VSC1 is suppressed from
654.3 A and 816.6 A to 147.7 A and 173.2 A, respectively, the peak fault current of VSC2 is
suppressed from −130.1 A and −130 A to 54.63 A and 27.58 A, respectively and the peak
fault current of VSC3 is suppressed from −107.1 A and −128.1 A to 53.96 A and 26.34 A,
respectively. The surge current during the fault is effectively suppressed, and the fault
current is quickly suppressed to below 200 A.

As can be seen from the current change curve of the FCLD terminal in Figure 11(c1–c3),
when the current-limiting inductor starts normally, the line current is made to cross zero at
t = 0.533 s and t = 0.538 s at the positions f 1 and f 2, respectively, and the DC circuit breaker
is switched off at the moment when the fault current passes zero so as to realize the arc-free
shutdown of the DC circuit breaker and the rapid isolation of the fault line. When the
power is supplied by the normal line, the current on this line increases.

(2) Instantaneous failure

When t = 0.5 s is set, a transient fault occurs between the poles at position f 1 and
position f 2 of line1–2, respectively. As shown in Figure 8, t* and ta are set to 50 ms. Figure 12
(a1–b3) show the output voltage and output-current curve of the DC system VSC1 power
supply terminal and the VSC2 and VSC3 load terminal ports. Figure 11(c1–c3) provides the
current variation curves of the FCLD on both sides of the fault position.
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2.0

Figure 12. The voltage and current waveforms of each terminal of the DC system in transient pole-to-
pole fault. (a1–b3) show the output voltage and output-current curve of the DC system VSC1 power
supply terminal and the VSC2 and VSC3 load terminal ports; (c1−c3) provides the current variation
curves of the FCLD on both sides of the fault position.

According to Figure 12(a1–a3), inter-pole faults occur at position f 1 and position f 2
without the current-limiting inductor, the peak-to-peak values of VSC1’s output voltage
are 4209 V and 5914 V, respectively, and the peak-to-peak values of VSC2’s output voltage
are 13,069.1 V and 12,939.1 V, respectively. The peak-to-peak output voltages of VSC3 are
12,679 V and 12,999 V, respectively. The positive and negative voltages of each output port
of the DC system at the time of inter-pole failure are kept at ±5 kV at 0.506 s through the
rapid rise of the clamp voltage of the FCLD, so that the voltage fluctuation of each port does
not exceed 1 kV and the voltage-sag problem under the condition of failure is suppressed.

It can be seen from Figure 12(b1–b3) that when a unipolar fault occurs at position f 1
and position f 2 of the DC system line1–2, and the DC system is not equipped with a current-
limiting inductor, the peak fault current of the VSC1 output port within 50 ms reaches
506.1 A and 504.7 A, respectively, the peak-to-peak value of fault current of VSC2 output
port reaches 283.8 A and 284.3 A, respectively, and the peak-to-peak value of fault current of
VSC3 output port reaches 273.9 A and 273.9 A, respectively. The proposed current-limiting
technology can rapidly increase the FCLD clamping voltage to suppress the inrush current
and suppress the peak current of the VSC1 output port to 153.7 A and 177.2 A, respectively,
when the f 1 and f 2 faults occur and suppress the peak current of the VSC2 output port to
29.7 A and 47.8 A, respectively, when the fault occurs. The peak-to-peak values of the VSC3
output port fault current are reduced to 28.3 A and 50.3 A, respectively.

From the current change curve of the FCLD terminal in Figure 12(c1–c3), it can be seen
that when an inter-pole fault occurs, the current of the faulty line is quickly suppressed, and
the current of the faulty line is kept at the normal system level after 34 ms. Therefore, the
DC system can smoothly proceed through the inter-pole fault continuous process without
the action of the circuit breaker and realize self-recovery.

Under normal operation of the three-terminal DC network, the two load sides are
always operating symmetrically, due to the parameter setting of load–source–load. The
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current of the two source–load transmission lines is almost equal, and the current of the
load–load transmission line is almost zero.

It is assumed that a short-circuit fault occurs in one of the source–load transmission
lines in the three-terminal network, and the balance of the three-terminal DC network is
destroyed and the voltage symmetry of the two load sides is broken. The fault line voltage
is raised by a current-limiting device, so that the DC line current of the fault is quickly
increased and the voltage on the load side is kept stable.

5. Conclusions

In view of the defects existing in the whole process of the synergistic action between
the circuit breaker and the current limiting inductor in the existing DC system, this pa-
per proposed a new FCLD suitable for the DC power grid, and we draw the following
conclusions via theoretical analysis and simulation verification:

(1) By introducing reverse magnetic flux compensation of the controllable current source,
the FCLD current-limiting reactance can obtain a stable clamping voltage. It can
achieve obvious suppression on the fault current. It can eliminate the negative impact
of the fault area on the non-fault area and ensure that distributed power sources in
the network will not be disconnected due to voltage sags.

(2) The cooperation of the FCLD and the DC circuit breaker can realize the circuit-breaker
close without arc. The device can eliminate the negative impact of the fault on the
non-fault area and realize the arc-free shutdown of the permanent-fault DC circuit
breaker. Through the identification of permanent fault and transient fault, the circuit
breaker action can be prevented when an instantaneous fault occurs. It can reduce the
times of the circuit breaker action, the instantaneous-fault DC circuit breaker action
probability, and the user power-loss rate.

(3) According to the control scheme and the simulation results of the coordinated action
of an FCLD and a DC circuit breaker, the FCLD proposed in this paper prolongs
the protection action time of the circuit breaker and greatly reduces the interruption
requirements of the DC circuit breaker. Furthermore, the validity of the proposed
FCLD is verified, and a new protection idea is provided for the practical application
of DC-system engineering.

(4) The FCLDs can adjust the internal voltage of the system to maintain symmetrical
operation of the system in the event of asymmetrical operation of the DC system.
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Appendix A

Table A1. System parameters of three terminal DC distribution network.

Converter Station 1 Converter Station 2 Converter Station 3

Rated Capacity of
Converter Station (MV·A) 20 10 10

DC Voltage/kV ±5 ±5 ±5

DC Capacitance Value/mF 4 2 2

AC Reactance Value/mH 50 70 70

Smoothing Reactor/mH 20 20 20

115



Symmetry 2023, 15, 134

Table A1. Cont.

Converter Station 1 Converter Station 2 Converter Station 3

R Constant Voltage P/Q P/Q

Parameter Value Parameter Value

R12/R13/R14/R23/R24/R34 0.08/0.08/0.08/0.08/0.08 R1f/R2f 0.02/0.08

L12/L13/L14/L23/L24/L34 5 mH/5 mH/5 mH/5 mH/5 mH/5 mH L1f/L2f 1 mH/4 mH

Table A2. FCLD system parameters.

Parameter Value Parameter Value

ku_P 1 L1
I 0.1 mH

ku_I 500 L2
I 1 mH

R 0.15 n 5

L 1.5 mH k 10

Rc 0.5 C 10

a 100 ms tb 100 ms

t* 400 ms

Table A3. Comparison of two kinds of current limiter.

Superconducting Current-Limiting Inductor Flexible Current-Limiting Inductor

Cost USD 2,500,000 USD 250,000

Peak fault current 350.6 A 85.7 A

Time of the whole operation process >200 ms 35 ms

Device applications Interpole faults Interpole faults/pole to ground fault

Arc Circuit breaker break-off with arc Arc free
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Abstract: Voltage constraints usually place restrictions on how distributed generation (DG) can be
connected to weak distribution networks. As DG capacity increases, active voltage control techniques
are needed. Active approaches can greatly lower connection costs while boosting the capacity of
connectable DG when used in place of the passive strategy. In this article, a modified active voltage
control algorithm is used on an IEEE 33 bus system to test the robustness and reliability of the control
algorithm under severe conditions. The simulations are carried out using the hardware-in-the-loop
(HIL) method. Real-time simulations are used to test data transfer and the reliability of the control
algorithm’s execution. The analysis is based on a three-phase symmetric power system.

Keywords: active voltage regulation; coordinated control; distribution network; distributed genera-
tion (DG); hardware-in-the-loop; real-time simulations; integrated energy system

1. Introduction

Power systems are increasingly reliant on distributed generation (DG). External, non-
electric factors such as appropriate geographic locations of wind and solar resources
influence the location of DG units. As a result, whether planned or not, they are frequently
attached to distribution networks at the closest location. Furthermore, all energy producers
now have access to distribution networks as a result of energy market deregulation laws
that include incentives for renewable energy production [1,2]. As a result, much research
has been conducted to analyze issues concerning DG market access, such as locational
fixed costs [3], the long-term implications of feed-in tariffs [4], and a carbon tax strategy for
system cost-effectiveness [5]. Many strategies were proposed concerning the connection
of DGs to the networks. A strategy proposed a fair and equitable electricity tariff for the
calculation of the distribution network usage fee [6]. Another one suggested providing
DGs with an incentive to locate themselves in the most needed areas of the network [7].
Optimization techniques were utilized for the optimization of the insertion of DGs into the
network [8,9]. The voltage rise effect, particularly in weak distribution networks, is the
most critical factor restricting the capacity of connected DGs. Currently, this is frequently
handled by connecting DGs to specialized feeders or any other possible network upgrading,
such that the power flow of the entire network keeps the extreme voltages (maximum gen-
eration/minimum loading) inside network boundaries, as they are traditionally connected
in a “fit and forget” style [10]. Because the traditional distribution network is passive,
this inefficient mode of operation is possible. Certainly, this significantly raises the cost of
the DG connection because its control is solely dependent on the primary substation and
ignores DG capabilities in network voltage regulation. In the passive configuration, if the
increase in available low running cost DG units threatens network safety, the distribution
network operator (DNO) must disconnect some DG parks, wasting some installed capac-
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ity. Instead, coordinated active control methods that make advantage of DG features can
significantly increase the connected capacity [11].

Several coordinated control algorithms utilizing both the capabilities of DG units and
the network were published [12,13]. It has been aimed to mitigate high ramp-rate variables
in the network [14], while other articles implemented coordinated control strategies to
minimize voltage deviations [15]. A hierarchical coordinated voltage correction scheme
was proposed. This scheme consists of two layers of control: a regional layer based on the
local measurement information and a feeder line coordination layer based on a communi-
cation network [16]. The charging and discharging of a battery-based storage system were
controlled [17]. Control is divided into two layers: centralized for the entire network and
decentralized in each DG [18]. An optimization problem is constructed and controlled by
the DG output to make a balance between voltage regulation and reactive power transfer
during islanding [19]. Moreover, these control strategies are accompanied by marginal
incentives for DG owners to connect them at the optimized locations [20] and with incen-
tives for more applications of customers’ demand response [21]. An analysis of the latest
studies on local, centralized, distributed, and decentralized voltage control algorithms and
a comparison between them were introduced [22]. Moreover, the frequency was added to
an adaptive coordinated control scheme [23]. Model predictive control techniques [24–27]
and fuzzy control techniques [28] were utilized for time-saving during control. Optimiza-
tion techniques were utilized to reach the optimal decisions for coordinated control [29,30].
Distributed control algorithms were applied with no need for communication infrastruc-
ture [31,32]. The symmetry of the voltage profile over the network is considered a major
concern for electric power utilities. Thus, operators apply strict constraints to keep the
voltage within acceptable boundaries.

This article follows the trend of a specific rule-based algorithm that selects the quantity
to be controlled according to certain conditions and priorities [10,33].

In this article, the results of real-time simulations, including the hardware-in-the-loop
(HIL) technique, of an optimal improvement of a control algorithm are demonstrated. The
modified algorithm is applied to the IEEE 33 bus radial distribution network with arbitrary
DG units. The goals of this application are to validate the coordinated control algorithm for
more general networks, as well as to inspect new conditions and scenarios.

This article is organized as follows: Section 2 shows the tools, techniques, and coordi-
nated control algorithm, Section 3 delves into real-time simulations of the algorithm being
applied to the IEEE 33 bus radial distribution network in a variety of circumstances, and
Section 4 wraps up the conclusions.

2. Coordinated Control Algorithm

The DNO is equipped with a number of tools to manage the network state. They
are outlined beneath, along with the benefits and drawbacks of each. They are arranged
according to increasing price:

1. On-load Tap Changer (OLTC): Utilizing the OLTC of the primary transformer is the
simplest and cheapest way to regulate the network voltages, with no cost of high
infrastructure for communication links or huge power losses through the network.
However, it is inefficient in some cases, where the difference between the extreme
(maximum and minimum) voltage of the network is close to the difference between
the predefined limits. In these cases, when the maximum voltage exceeds the upper
limit of the network and the OLTC decreases the whole network voltage, the mini-
mum voltage of the network will decrease below the network’s lower limit, causing
the OLTC to be in a state of successive ups and downs. This problem is solved by
deactivating the OLTC in case the other extreme voltage is too close to its limit [34].
Another adaptive OLTC voltage control focused only on the correction of the false im-
age of the network load that has not taken the influence of DG into consideration [35].
In some networks, DNOs prefer to utilize other control tools before the OLTC for
mechanical purposes [36].
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2. Reactive Power Control Using DGs: DG units receive orders from the coordinated
control algorithm to absorb or generate some reactive power within their limits.
It is more efficient than the OLTC, although it requires a communication network
among the DNO and DG units and highly increases network losses. However, it
is still cost worthy, considering that normally the cost of losses is much less than
the cost of curtailed energy of DGs. Voltage control loss factors were proposed as
means of understanding the interactions between reactive power flows, losses, and
curtailment [37].

3. Curtailing the Real Power of DGs: This tool, like the one before it, depends on a
system of communication between DNO and DG units. It is regarded to be the most
efficient method for maintaining the network voltages within limits (as proven in [11]).
However, since it is the most expensive, it ought to be employed as the last choice
after all other alternatives have been exhausted.

The Hardware-in-the-loop (HIL) simulation is a technique that substitutes the actual
component of a machine or system with a simulation in order to design and test control
systems that handle complicated machines and systems. This technique is used in this
article to verify the reliability of the algorithm upon implementation in real networks,
considering all technical issues such as delay periods, the convergence of calculations, data
connection, safe testing, etc.; it is not just a theoretical algorithm.

The hardware component in this article is an Arduino Mega 2560 board utilizing an
ATmega 2560 microprocessor. It is programmed with the control algorithm intended to
govern the network’s overall voltages. Applying MATLAB Simulink, the parameters of
both the network and DGs’ are modeled. Power flow analyses are carried out employing
the forward/backward sweep method [38]. The forward/backward sweep method is
selected in this article for its trustworthiness for radial networks in real-time tests since it
converges to an output of reasonable accuracy in a relatively short number of iterations.
While Simulink transmits the variables intending to evaluate the state of the network to
Arduino, the latter returns the decisions to Simulink. This closed-loop system functions
with a suitable sample time. Figure 1 summarizes the cycle of operations of the HIL
technique. Figure 2 shows the experimental setup for the latter cycle. The image was taken
while the configuration was displaying the live results of the simulation.

Arduino Mega 2560 boardPC

Network state
(Voltages and DGs)

Instructions to active tools

Serial communication (USB)

Figure 1. The cycle of operations of the HIL technique.

The control algorithm consists of two main portions: basic and restoring.
The basic part covers the measures necessary to keep network voltages within pre-

scribed limits in the event that one of the extreme voltages exceeds the allowed limits. The
restoring part tends to return both the power components of DGs, as well as the position of
the OLTC to their optimal levels, as far as the network state permits. The restoring part
functions only when all network voltages are within acceptable boundaries; consequently,
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the basic part is not functioning. Both parts employ an approximate law [39] to estimate the
voltage sensitivities of buses of maximum and minimum voltages to the real and reactive
powers of all DGs. It can also give a rough estimation of how much reactive power must be
absorbed or how much real power must be curtailed of a particular unit in order to achieve
a certain voltage change in a certain bus. It should be highlighted that this algorithm is
applicable only to radial networks. The operational principles of the whole algorithm are
illustrated in Figure 3.

Arduino Mega 

2560 board

Serial communication

cable (USB)

MATLAB 

Simulink

Figure 2. Experimental setup for the HIL technique.

The following active tools must be available for the actions to be applied:

1. OLTC: the OLTC is regarded as inaccessible for control if the other extreme network
voltage is too near to the other boundary by less than a single tap step added to a
reasonable margin. Otherwise, the desired number of taps is computed so that the
overstepped voltage returns within boundaries. Consequently, it is actuated after a
preset delay period of time to skip short voltage variations.

2. Absorption or production of reactive powers from DG units: The voltage sensitivities
of the buses of extreme voltages with regard to all of the reactive power controllable
units are estimated beforehand [39]. The highest sensitivity unit (i.e., lowest reactive
power that is needed from it) to the node of the overstepped voltage is picked,
provided that this unit has not reached its full capacity of reactive power and will
not lead other voltages to cross the other boundary simultaneously. The quantity
desired to be absorbed/produced by this unit is estimated, and the requisite quantity
is subsequently implemented after a predefined delay period. In case the stated
conditions are not fulfilled, then this tool is deemed unavailable for voltage regulation.

3. Curtailment of active power produced by DGs: It is similar to the preceding one
except that it functions for the real powers of DGs, which only the DNO is capable
of lowering. If the network cannot maintain all voltages within boundaries, even
if no real power is injected into the network in any way, load shedding is the only
alternative left in this situation.
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Restoring control: Aim to lower costs as much as possible.

Is recovering previ-

ously curtailed of real 

power possible?

Is lowering reactive 
power previously ab-

sorbed / produced pos-
sible?

Is raising 
OLTC possi-

ble?

No No

Calculate the action: Execute it through the delay mechanism. No action

NoYes Yes Yes

Maximum and minimum voltages,
and their buses (real-time samples). Comparison with upper and lower bounda-

All voltages lie within 
boundaries (adequate 
margains considered).

Either  or Both  

and   

Activate the basic algorithm (if it is not currently func-
tioning) and interrupt immediately the restoring algo-
rithm. If both boundaries are breached, it focuses only
on the voltage that overstepped first.

Activate the restoring algorrithm 
(if it is not currently functioning) 
and deactivate the basic algorithm 
(if it is currently functioning).

Basic control: Aim to recover maximum / minimum voltage.

Is lowering / 
raising OLTC 

possible?

Is absorption / produc-

tion of reactive power 

possible?

Is curtailing / recovering 

previously curtailed of 

real power possible?

No No

Calculate the action: Number of taps or amount and type
of power. Execute it considering the delay mechanism.

Load 
shedding

No
Yes Yes

Yes

Figure 3. The operational principles of the coordinated control algorithm.
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The basic control continues to employ the accessible active tools sorted ascendingly by
their costs one after another until the achievement of its target. The basic control algorithm
is improved such that if the two extreme voltages of the network violate their limits at a
certain instant, the basic control tends to restore the voltage violating first (regardless of
the implications of its actions on the other voltage), then tends to restore the other. The
restoring control is modified to check if it is capable of recovering any decision conducted
by the basic control, fully or partially, to reduce the running cost. That may be possible in
case of the removal of a particular unit or an escalation in loading. It functions the opposite
of how the basic part does. Real power is examined first to recover any prior curtailments
since it causes the most expensive cost, followed by reactive power, and lastly boosting the
OLTC as high as is feasible to reduce network losses. It ought to be regarded that restoring
control picks the relevant resource with the lowest sensitivity coefficient in order to recover
as much power as allowed.

The delay mechanism operates as follows:

• Both the basic and restoring control parts possess their own time delay. When activat-
ing a control part and deactivating the other one, it must wait for a preset time delay
for the purpose of bypassing transient and rapid voltage surges.

• The DNO must wait after each decision for its special time delay. It ought to examine
its implications in the network before deciding the next action. That time delay is
prescribed based on the number of taps, mechanical activation time of the OLTC, time
constants of generators, and the quantity of power upgrading.

• If a decision has been proven to be insufficient after its delay time, the system performs
the next step immediately and does not apply the time delays of basic and restoring
parts. The purpose is to prevent the risk of an extreme voltage violation for an extended
period of time. The procedure is repeated until the regulation of all voltages for the
basic part, or the optimal situation for restoring the part is achieved.

• In case a voltage boundary breach occurred during the application of a restoring
control, the restoring control is immediately stopped, and the basic control restarts
functioning.

3. Real-Time Simulations

The operation of the algorithm under investigation is tested in the IEEE 33 bus radial
distribution network. Data of its loads are tabulated in Appendix A. The standard network
is modified by adding three units of DGs, each one having a rated power of 6 MW. The
units are located in buses 23, 19, and 22, respectively, as shown in Figure 4. The simulation
is based on the assumption of a three-phase symmetric power system, as in practice,
significant imbalances do not often take place in medium voltage networks. The tap step
voltage of the main transformer is assumed to reach 1.67% of the nominal voltage and a
1 s mechanical activation time for each tap. The voltage of the substation is initially set to
2 taps above 1 p.u. with no intervention from DG units. The lower and upper limits of
network voltages are set to be 0.95 and 1.05 p.u. The limits of DGs’ reactive powers are
0.33 * Prated. The delay time is 4 s for the basic part and 6 s for the restoring part.

In the simulation test applied, the DGs are connected to the network (with their full
capacity) at t = 30, 50, and 70 s, and then detached (modeling the case of non-availability of
real power) at t = 110, 150, and 180 s, respectively. The simulation results are illustrated
in Figure 5.
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Figure 4. The network under inspection.

The network maximum voltage oversteps the upper boundary due to the connection
of the first unit at a time of 30 s. The basic control drops the OLTC set point by a tap after
the delay time has lapsed, and the tap changer functions after its mechanical activation
time (1 s), returning the maximum voltage inside network boundaries.

None of the increasing network voltages has violated the voltage limits after the
connection of the second unit at a time of 50 s. Therefore, no actions have been implemented
by the coordinated control.

At a time of 70 s, the third unit is activated, and the network maximum voltage oversteps
again. Initially, the basic control cannot set a further tap changer operation, as lowering the
substation voltage further leads the minimum voltage to drop below the network voltage
lower boundary. Thus, the OLTC option is inaccessible at this moment. Hence, reactive power
control is selected. The entire reactive power control capacity of all units is employed one after
another split by appropriate delays according to the time constants of the generators, such
as the delay mechanism states. They are arranged in descending order by the coefficients of
voltage sensitivity with respect to the bus of the overstepped voltage. The network maximum
voltage continues to be beyond its boundary, even after the reactive power control, which has
become currently inaccessible. As a result, real power control is employed. The third unit
is picked for its highest sensitivity. Its real power is reduced by an appropriate quantity to
maintain all voltages within acceptable limits.

When the first unit is removed at a time of 110 s, the network voltages decrease, causing
some of them to violate the minimum voltage limits. The basic control algorithm has been
reversed to boost the network voltage. No tap changer operations can be implemented,
as raising the substation voltage would raise the network maximum voltage above the
network voltage upper boundary. As a result, the availability of reactive power control is
utilized. The reactive power control capability of the first two units is utilized not only to
end the absorption of reactive power, but also to generate their full capacity of reactive
power one after another as before. The minimum voltage is not yet restored within limits.
However, the maximum voltage of the network also violated the upper boundary.

Some remarks should be noted:

• The control algorithm would not tend to recover the maximum voltage until the
minimum voltage is restored within limits first (the first event to occur is handled first.)

• The option of the OLTC is not unavailable anymore, as the maximum voltage has
overstepped the upper limit already. When such a scenario occurs (a violation of both
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limits at the same time), the algorithm obviously cannot regulate both voltages at the
same time without causing instability in the system. The voltage control algorithm is
set to regulate the voltage violated limits, first neglecting its implications to the other
extreme voltage, then regulating the latter voltage afterward.

(a) The maximum & minimum voltages of the network with respect to the network limits. 

(b) The reference input to OLTC & the substation output voltage. 

(c) The reference input signals of the reactive powers of the generators. 

Figure 5. Cont.
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(d) The reference input signals of real powers of DGs. 

Figure 5. The results of the execution of the control algorithm in real-time in four scopes. (a)
The maximum and minimum voltages of the network with respect to the network limits. (b) The
reference input to the OLTC and the substation output voltage. (c) The reference input signals of
the reactive powers of the generators. (d) The reference input signals of real powers of DGs (the
result of subtracting the value of curtailment powers set by the control algorithm from the available
real powers).

The tap changer is raised by a single tap operation. Finally, the minimum voltage
of the network is restored within limits. However, the maximum voltage is above limits,
returning the network to a similar condition when all the units are connected. The reactive
power of the first two units has been reversed to their full capacity of absorption. That is
not adequate, leading to further curtailment of the real power of the third unit, restoring the
network voltages within limits. The final steady state result is the utilization of the OLTC
(which is not chosen first) and curtailing more active power, while keeping the reactive
power control at its state. This result verifies the robustness of the modified algorithm for
applying the optimized actions on the network under such scenarios.

The network minimum voltage decreases below the lower boundary again at time
150 s when the second unit is disconnected. The tap changer cannot be activated, as
the maximum voltage is too close to the upper boundary. Consequently, the reactive
power control is activated. It is adequate that the first unit gives up its reactive power
absorption and operates at unity power factor to restore the network voltages within
standard boundaries.

The same condition is repeated at a time of 180 s when the third unit is disconnected.
The other units operate at a unity power factor as initial conditions.

Table 1 collects the data of special points in simulations to ease the follow-up process.
It should be noted that:

• Time delays in both the algorithm and the connection of HIL components are apparent.
For example, when the maximum voltage of the network exceeded its upper limit
at t = 70.34 s., the first control action was taken at t = 74.43 s. after a period of time
slightly larger than the 4 s. set for the delay of the basic control algorithm.

• Power losses may be relatively high in some instants. They increased from 186.27 kW
in case of no contribution of DG units, to 801.72 kW (a steady state value at t = 89.83 s)
in case of the maximum possible contribution of real powers from DG units and their
full capacity of reactive power absorption. However, they are negligible compared
to the real powers enabled by DG units (16.20 MW), which may be stored in energy
storage systems or transported and sold to other MV networks, as the simulations
emulate the case of maximum generation/minimum load (the worst case for voltage
regulation algorithms).
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Table 1. Data of special points in simulations.

Time (s) Vmax (p.u) Vmin (p.u) OLTC Ref. Vss (p.u)
Pref (MW) Qref (MW)

Ploss (kW)
DG1 DG2 DG3 DG1 DG2 DG3

0.00 1.033400 0.950164 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 0.00 186.27

30.01 1.033400 0.950398 1.0334 1.0334 6.00 0.00 0.00 0.00 0.00 0.00 184.45

33.89 1.050005 0.972217 1.0334 1.0334 6.00 0.00 0.00 0.00 0.00 0.00 217.78

38.00 1.050722 0.972651 1.0167 1.0334 6.00 0.00 0.00 0.00 0.00 0.00 222.59

39.00 1.034271 0.954817 1.0167 1.0167 6.00 0.00 0.00 0.00 0.00 0.00 230.23

50.01 1.034308 0.954855 1.0167 1.0167 6.00 6.00 0.00 0.00 0.00 0.00 230.34

69.97 1.037571 0.958392 1.0167 1.0167 6.00 6.00 0.00 0.00 0.00 0.00 292.77

70.01 1.037603 0.958428 1.0167 1.0167 6.00 6.00 6.00 0.00 0.00 0.00 293.60

70.34 1.050374 0.959376 1.0167 1.0167 6.00 6.00 6.00 0.00 0.00 0.00 363.32

74.43 1.111057 0.961428 1.0167 1.0167 6.00 6.00 6.00 0.00 0.00 −1.98 857.86

78.75 1.077556 0.959709 1.0167 1.0167 6.00 6.00 6.00 −1.98 0.00 −1.98 976.50

83.22 1.075382 0.956471 1.0167 1.0167 6.00 6.00 6.00 −1.98 −1.98 −1.98 1048.58

87.51 1.057947 0.955625 1.0167 1.0167 6.00 6.00 4.20 −1.98 −1.98 −1.98 878.75

89.83 1.049988 0.955362 1.0167 1.0167 6.00 6.00 4.20 −1.98 −1.98 −1.98 801.72

110.01 1.049076 0.955115 1.0167 1.0167 0.00 6.00 4.20 −1.98 −1.98 −1.98 790.69

110.29 1.048322 0.949761 1.0167 1.0167 0.00 6.00 4.20 −1.98 −1.98 −1.98 729.14

114.47 1.045909 0.932724 1.0167 1.0167 0.00 6.00 4.20 1.98 −1.98 −1.98 697.21

118.70 1.048015 0.940633 1.0167 1.0167 0.00 6.00 4.20 1.98 1.98 −1.98 591.13

119.44 1.050030 0.941211 1.0167 1.0167 0.00 6.00 4.20 1.98 1.98 −1.98 575.12

123.00 1.051768 0.941708 1.0334 1.0167 0.00 6.00 4.20 1.98 1.98 −1.98 568.03

124.00 1.068187 0.959811 1.0334 1.0334 0.00 6.00 4.20 1.98 1.98 −1.98 550.40

124.52 1.068173 0.959664 1.0334 1.0334 0.00 6.00 4.20 −1.98 1.98 −1.98 549.99

128.55 1.066865 0.952039 1.0334 1.0334 0.00 6.00 4.20 −1.98 −1.98 −1.98 624.49

132.58 1.061454 0.950706 1.0334 1.0334 0.00 6.00 3.36 −1.98 −1.98 −1.98 667.21

136.44 1.049993 0.950303 1.0334 1.0334 0.00 6.00 3.36 −1.98 −1.98 −1.98 581.01

150.01 1.049718 0.950261 1.0334 1.0334 0.00 0.00 3.36 −1.98 −1.98 −1.98 578.51

150.11 1.048874 0.949928 1.0334 1.0334 0.00 0.00 3.36 −1.98 −1.98 −1.98 567.26

154.13 1.040971 0.947281 1.0334 1.0334 0.00 0.00 3.36 0.00 −1.98 −1.98 495.19

155.68 1.041271 0.950035 1.0334 1.0334 0.00 0.00 3.36 0.00 −1.98 −1.98 444.10

180.01 1.040835 0.950745 1.0334 1.0334 0.00 0.00 0.00 0.00 −1.98 −1.98 431.49

180.58 1.033400 0.949966 1.0334 1.0334 0.00 0.00 0.00 0.00 −1.98 −1.98 329.88

184.60 1.033400 0.949168 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 −1.98 282.40

188.62 1.033400 0.949810 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 0.00 213.11

189.43 1.033400 0.950011 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 0.00 193.08

194.73 1.033400 0.950164 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 0.00 186.29

250.00 1.033400 0.950164 1.0334 1.0334 0.00 0.00 0.00 0.00 0.00 0.00 186.27

4. Novelty/Contributions of the Article

The contributions of this article can be summarized as follows:

i. The basic part of the control algorithm was modified such that if the two extreme
voltages of the network violate their limits simultaneously at a certain instant the
basic control tends to restore the voltage violating first (regardless of the implications
of its actions on the other voltage), and then it tends to restore the other one. That
boosted the network’s stability and prevented stalling of the system or even the
occurrence of wrong actions that may cause unjustified losses. This is considered a
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major breakthrough since no publications, as far as the authors know, discussed such
severe cases, as they often cause the traditional algorithms to get stuck and lead to
instability of the network.

ii. The restoring control is modified to check if it is possible to restore any action per-
formed by the basic control, totally or partially, to lower the running cost (due to a
disconnection of a certain source or an increase in network loads). Thus, the proposed
algorithm guaranteed that more curtailed active power and absorbed reactive power
would be restored.

iii. Implementation of the HIL technique has proven the ability of the system to handle
its actions at the right time, demonstrating its reliability and robustness.

5. Conclusions

In this article, a modified control strategy that is HIL-based is proposed to handle a
severe situation. The modifications to the strategy proved the capability to maintain all
network voltages within acceptable boundaries, even if both extreme voltages violated
both limits simultaneously. Moreover, these modifications proved the reliability required to
avoid instability or stalling of the system, or even wrong actions that may cause unjustified
losses. This is considered a major breakthrough, as no publications, to the best of our
knowledge, discussed that scenario. The modifications are performed upon restoring
control within the proposed algorithm, guaranteeing more curtailed active power and
consumed reactive power to be brought back, as the algorithm focuses on how much active
and reactive power could be recovered, as long as the network voltages are maintained
between the predefined boundaries without the need to set other stricter boundaries. Real-
time domain simulations obtained from the implementation of the HIL technique verified
the reliability and robustness of the modifications applied to the voltage control algorithm,
as that algorithm applied its decisions at the optimal time.
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Nomenclature

DG Distributed Generation
DNO Distribution Network Operator
HIL Hardware-In-the-Loop
MATLAB Matrix Laboratory
OLTC On-load Tap Changer

Appendix A

The IEEE 33 bus radial distribution system used in this article consists of 33 buses and
32 lines, and has a voltage of 12.66 kV. The data of its loads are tabulated in Table A1.
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Table A1. Data of special points in simulations.

Node Pload (kW) Qload (kVAR)

1 0 0

2 100 60

3 90 40

4 120 80

5 60 30

6 60 20

7 200 100

8 200 100

9 60 20

10 60 20

11 45 30

12 60 35

13 60 35

14 120 80

15 60 10

16 60 20

17 60 20

18 90 40

19 90 40

20 90 40

21 90 40

22 90 40

23 90 50

24 420 200

25 420 200

26 60 25

27 60 25

28 60 20

29 120 70

30 200 600

31 150 70

32 210 100

33 60 40
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Abstract: The cascaded droop-voltage-current controller plays a key role in the effective operation
of microgrids, where the controller performance is critically impacted by the design of the droop
controller. Moreover, in critical loading (e.g.: connection/disconnection of large inductive load), the
pre-set value of the droop coefficient brings asymmetry in transient performance leading to instability.
Hence, to improve symmetry by reducing the trade-off between transient response and stability
margin, this paper proposes a state machine-based droop control method (SMDCM) aided with
droop coefficients’ tuning through in-feasible range detection. Here, to realize the issues and the
role of the droop controller’s dynamics on the microgrid’s stability, a small-signal stability analysis
is conducted, thereby, an in-feasible range of droop values is identified. Accordingly, safe values
for droop coefficients are implemented using the state machine concept. This proposed SMDCM
is compared with the conventional constant droop control method (CDCM) and fuzzy logic-based
droop control method (FLDCM) in terms of frequency/power/voltage characteristics subjected to
different power factor (PF) loading conditions. From the results, it is seen that CDCM failed in
many metrics under moderate and poor PF loadings. FLDCM is satisfactory under moderate PF
loading, but, showed 54 Hz/48 Hz as maximum/minimum frequency values during poor PF loading.
These violate the standard limit of ±2%, but SMDCM satisfactorily showed 50.02 Hz and 49.8 Hz,
respectively. Besides, FLDCM levied an extra burden of 860 W on the system while it is 550 W with
SMDCM. System recovery has taken 0.04 s with SMDCM, which completely failed with FLDCM.
Similarly, voltage THD with FLDCM is 58.9% while with SMDCM is 3.08%. Peak voltage due to
capacitive load switching is 340 V with FLDCM and 150 V with SMDCM. These findings confirm
that the proposed SMDCM considerably improved the transient performance of microgrids.

Keywords: droop coefficients tuning; droop control; In-feasible range detection; microgrids; state
machines; transient performance

1. Introduction

Engineers were driven to design an entirely new distribution system namely power
electronic converters-based microgrids instead of traditional bulk power systems. These
microgrids are low-to-medium voltage and power-rated generation systems normally con-
stituted with renewable energy sources and are deployed locally at the load centers [1–3].
These systems normally suffer from stability issues due to the dependency on uncer-
tain renewable energy sources and sensitive power converters. In microgrids, usually,
a trade-off exists between the improvement of transient response and transient stability
margin resulting in asymmetry between them. Enhancement of this symmetry depends
on control system efficacy. The general structure of the controller consists of a cascaded
interconnection of power, voltage, and current controllers as shown in Figure 1 [4].

There were some literature works discussed the effective design of voltage/current
controller gain parameters, such as proportional-resonant controller-based voltage con-
troller for better stability [5], internal model control-based voltage and current controllers
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for better transient response [6], pole-zero cancellation technique-based design for im-
proved transient response [7], linear active disturbance rejection control based compen-
sators for voltage and current controllers [8], and tuning of a modified resonant current
controller considering time delays based on pole placement [9]. However, from the study
of bandwidths, the dynamics of the power controller are found more significant than that
of inner voltage-current controllers [10]. From this, it is understood that a modification
to the power controller can offer better chances of getting improved transient stability.
Since the performance of the traditional electrical machines-based power plants under
droop management has been observed as desired, the droop control logic is considered to
implement a power controller in the case of inverter-based microgrids [11]. As shown in
Figure 1, the power/droop controller provides a reference value to the voltage controller,
which in turn provides a reference value to the current controller. This indicates that the
functionality of the droop controller is essential to the efficient operation of voltage and
current controllers. Thus, the performance of the entire cascaded droop-voltage-current
controller is majorly impacted by the design of the droop controller. This is the prime
motivation for the proposed research work in this paper.
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Figure 1. The layout of the microgrid includes cascaded droop, voltage, and current controllers.

Droop control is indeed a proportional controller, where the droop gain determines
the allocation of steady-state power in the system. Corresponding to each unit, droop
control subtracts proportionate values of active power from frequency (P-ω droop) and
reactive power from voltage magnitude (Q-V droop). These will imitate the speed governor
and automatic voltage regulator control loops respectively [12]. In this conventional
droop control strategy, depending on the deviation from the scheduled value of active
power, the inverter output frequency is controlled automatically [13]. This approach
functions extremely well for inductive lines but poorly for resistive lines. Another notable
disadvantage of droop control is the load-dependent frequency variation. As a result, there
is a phase difference between the frequency of the inverter output voltage and the frequency
of the utility main’s input voltage [14]. As the droop value used in this conventional method
is constant, it is referred to as the “constant droop control method (CDCM)” in this paper.
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As a result of large changes in load and greater power needs, the low-frequency
dominating modes of the microgrid move closer to the unstable zone. This causes the
system to become more oscillatory and may potentially cause it to become unstable. The
role of P-ω and Q-V droop control on the microgrid’s transient stability was studied
in [15,16]. It has been identified in [16] that the transient stability is positively correlated to
the Q-V droop factor, whereas, the P-ω droop factor has a negative correlation with it. A
sensitivity analysis was conducted, and the effects of the load characteristics on voltage
and frequency transients are compared [17]. This sort of analysis has provided a deeper
insight into CDCM. Significant efforts were made to enhance the droop control approach
in overcoming the disadvantage of frequency change indicated with CDCM, particularly
during transient conditions. Recent developments in this area have led to the design of
variable droop coefficient adjustment techniques. Several offline/online-based variable
droop coefficient design methods were attempted in the literature to address this issue.

In the offline tuning category, several works on droop gain adjustment based on the
frequency and the rate of change of frequency to improve the transient response were
discussed in the literature [18,19]. Further, the method based on the alternating principle
discussed in [19] proved itself as an effective strategy for system stabilization. Further,
it proved that the damping produced from the alternating principle is efficacious and
produces similar outcomes under all conditions. This ensures the elimination of any
transients before appearing. However, these offline techniques are very much dependent
on the knowledge of the system’s mathematical model.

Whereas, in the online tuning category, fuzzy logic techniques and artificial neural
networks are state-of-the-art methods that were used effectively [20–26]. Here, the depen-
dency on the mathematical model of the system is very minimum. Fuzzy logic has proven
to be a successful method for enhancing power quality in microgrids [22,23]. Focusing on
the application of fuzzy logic for droop control in microgrids for enhancement of transient
response, [24] has presented a “fuzzy logic-based droop control method (FLDCM)” based
on the frequency and the rate at which the frequency changes. Further, a novel dynamic
fuzzy logic controller for P-V droop and Q-ω droop is presented in [25]. However, in
this work, the knowledge of the mathematical model of the system is not included in
fixing the fuzzy values. Without this knowledge, stability analysis cannot be conducted.
In the absence of stability analysis, tuning of droop coefficient values simply based on
experience can sometimes drive the system to instability. This issue is addressed in [26],
where stability analysis was used to tune the fuzzy inference system so that the range of
coefficients offered by fuzzy logic control ensures a large damping ratio to counteract the
dynamics of dc voltage. However, the fundamental disadvantage of deploying fuzzy logic
algorithms is they suffer from long computing times and computing burdens in real-time
online applications.

Besides, a state machine-based design was discussed in [27,28] to coordinate numerous
power sources, avoid transients, and minimize the effects of rapid changes in power
demand. Experimentation has shown that state machines have a very minimal computing
burden and are thus highly quick when compared to fuzzy logic and neural network
approaches. Also, in the development of state machines, the given problem is addressed by
decomposing into a finite number of states, where each of these states is associated with a
specific outcome. Depending on the inputs it receives, the states within the state machine
turn active alternatively. This condition is similar to the advantage presented by [19]. So, in
view of these advantages, a state machine-based approach is adopted for the design of the
droop controller in this paper.

With the help of a small-signal model, it is simple to carry out the stability analysis of
the system with respect to changes in the parameters. For this purpose, an accurate small
signal state-space model of the whole microgrid which includes the droop controller, net-
work, and loads is utilized. From this analysis, the main control parameters of the inverter
as well as their optimal bands, which have a substantial impact on system stability and
dampening of oscillations associated with transient disturbance can be found [29–31]. Fo-
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cusing on the role of droop coefficient value on microgrid stability, the authors in [32] have
presented a method of control with two degrees of freedom that combines the traditional
droop with a transient droop. In this paper, a complete small signal model of the studied
microgrid is formulated and stability analysis is conducted to realize the role of droop coef-
ficient value on the system stability when subjected to sudden connection/disconnection of
large inductive loads. From this analysis, an infeasible range of droop coefficients leading to
instability is identified and these values are purposefully avoided during the design stage
itself of the proposed state machine-based droop controller. In the next stage, the selection
of droop coefficient values which are designated as a specific outcome of a particular state
of this state machine was carried out as similar to the fuzzy logic-based design.

In summary, to the best of the authors’ knowledge, it is understood that a simple, fast,
and robust droop control method for improving the transient performance of microgrids
is not yet fully explored. With this motivation, this paper proposes a robust alternating
“state machine-based droop control method (SMDCM)” whose droop coefficient tuning
was carried out in offline mode based on the identification of an in-feasible range of values
to enhance stability. Further, the proposed SMDCM is compared with conventional CDCM
and FLDCM to prove its superiority in enhancing the said kind of symmetry.

The remaining sections of this paper are organized as follows. Section 2 describes the
problem identification through a mathematical model and small signal stability analysis.
Section 3 describes the identification of the in-feasible range of frequency droop coefficient
values. Section 4 describes the implementation of the proposed SMDCM. Section 5 presents
a case study to compare the conventional and proposed methods followed by a discussion
and analysis. Finally, cumulative remarks and achievements of this paper are presented as
the conclusion in Section 6.

2. Problem Formulation

In this section, the role of the droop coefficient value on the frequency stability of the
microgrid followed by connect or disconnect of a large reactive load is investigated. Based
on this, the setbacks associated with the conventional CDCM and the conventional FLDCM
are highlighted. This investigation is carried out by conducting a small signal stability
analysis on the mathematical model of the microgrid that is controlled by the cascaded
droop-voltage-current-based controller.

2.1. Mathematical Model of Cascaded Droop-Voltage-Current Control

In a microgrid that is powered by inverters, the power stage is comprised of sev-
eral sources of energy, along with DC-AC converters and optional energy storage. The
inverters can provide a variety of capabilities, including voltage and frequency control
as well as an improvement in power quality. In grid-connected mode, the local loads
are fed jointly by the inverter and the grid, whereas in standalone mode, the local loads
are fed only by the inverter. When compared to the bandwidth of the droop control,
the bandwidth of the voltage-current control loop is significantly higher. Therefore, the
dynamics of the droop controller are more significant than the inner voltage and current
controllers. As a result, the references that are produced by the droop control technique
are responsible for governing the magnitude and frequency of the inverter output volt-
age. The active power (P) and reactive power (Q) output of the inverter are expressed as
Equations (1) and (2) respectively.

P =
3E(ER − VR cos δ + VX sin δ)

R2 + X2 (1)

Q = −3E(VX cos δ − EX + VR sin δ)

R2 + X2 (2)

where E is the magnitude of the inverter output voltage, δ is the load angle or phase
angle associated with E, V is the magnitude of the PCC voltage, R is the resistance of line
impedance and X is the inductive reactance of the line impedance.
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By introducing small disturbances around the equilibrium point, Equations (1) and (2)
can be linearized as shown in Equations (3) and (4) respectively.

ΔP =

(
∂P
∂δ

)
Δδ +

(
∂P
∂E

)
ΔE (3)

ΔQ =

(
∂Q
∂δ

)
Δδ +

(
∂Q
∂E

)
ΔE (4)

The first-order partial derivatives of Equations (3) and (4) indicate the sensitiveness of
P and Q concerning the changes in δ and E. These are shown as Equations (5) to (8).

∂P
∂δ

=
3(EVX cos δ + ERV sin δ)

R2 + X2 (5)

∂Q
∂δ

= −3(ERV cos δ − EVX sin δ)

R2 + X2 (6)

∂P
∂E

=
3(2ER − VR cos δ − VX sin δ)

R2 + X2 (7)

∂Q
∂E

= −3(VX cos δ − 2EX + VR sin δ)

R2 + X2 (8)

To simplify, consider a case where the nature of the line impedance is primarily
inductive. In this case, the assumption can be safely considered. Applying these conditions
to Equations (5) to (8), the simplified relations are shown as Equations (9) to (12).

∂P
∂δ

=
3(EVX)

R2 + X2 (9)

∂Q
∂δ

= − 3(ERV)

R2 + X2 (10)

∂P
∂E

=
3(2ER − VR)

R2 + X2 (11)

∂Q
∂E

= −3(VX − 2EX)

R2 + X2 (12)

By observing Equations (9) to (12), the following comments can be made. The active
power P is more sensitive to frequency fluctuations. This is because active power P is more
sensitive to power angle and, as a result, frequency fluctuations. In comparison, reactive
power Q is more sensitive to changes in output voltage magnitude. As a result of this, P-ω
and Q-E droop control techniques are extremely popular in the field of power systems.
Their expressions are shown as Equations (13) and (14).

ω = ω∗ − kp(P − P∗) (13)

E = E∗ − kq(Q − Q∗) (14)

where, ω is the frequency of the inverter output voltage, ω* is the angular frequency
reference, P* is the active power reference and Q* is the reactive power reference, kp is the
droop gain of the P-ω droop controller, and kq is the droop gain of Q-E droop controller.

2.2. Small Signal Stability Analysis

Since it is simple to forecast how the system will react to changes in the parameters,
the small-signal model is utilized extensively in estimating the transient stability of the
inverter-controlled microgrid. Using this method to choose critical control parameters
is advantageous. In addition, the small signal modeling and stability are affected by the
configuration of the microgrid, the different operation modes, the locations of the load, and

136



Symmetry 2023, 15, 1

the connections made to the inverters. This method of analyzing small signals has a long
history of application. Recent developments have allowed it to be applied in microgrid
systems. In the research that has been done in [33–38], a comprehensive small-signal model
microgrid is constructed. The results of this model are quite accurate when used to predict
the stability and dynamics of the system.

2.2.1. Small Signal Model

In the small signal model, that was presented by [33], ω in X = ωL is believed to
be static, rather than dynamic (where L is the inductance of the line impedance). This
is the model’s basic drawback. To circumvent this constraint, a model that is based on
dynamic phasors is utilized [36–38]. Accordingly, the corresponding equations for P and Q
in their dynamic form as suggested in [36] are given as Equations (15) and (16) respectively.
Equations (17) to (20) are the linearized forms of Equations (13) to (16), respectively.

P =
3E
L2 ·
[
(Ls + R)(E − V cos δ) + ωLV sin δ

s2 + (2R/L)s + ((R2/L2) + ω2)

]
(15)

Q =
3E
L2 ·
[

ωL(E − V cos δ) + (Ls + R)V sin δ

s2 + (2R/L)s + ((R2/L2) + ω2)

]
(16)

Δω = Δω∗ − kp(ΔP − ΔP∗) (17)

ΔE = ΔE∗ − kq(ΔQ − ΔQ∗) (18)

ΔP = kpdΔδ + kpeΔE (19)

ΔQ = kqdΔδ + kqeΔE (20)

where kpd is ∂P
∂δ , kpe is ∂P

∂E , kqd is ∂Q
∂δ and kqe is ∂Q

∂E , which are first-order partial derivatives.
These are derived as given through Equations (21) to (24) respectively.

∴ kpd =
∂P
∂δ

=
3ωE2

L
· 1

s2 + (2R/L)s + ((R2/L2) + ω2)
(21)

∴ kpe =
∂P
∂E

=
3E
L2 · Ls + R

s2 + (2R/L)s + ((R2/L2) + ω2)
(22)

∴ kqd =
∂Q
∂δ

= −3E2

L2 · Ls + R
s2 + (2R/L)s + ((R2/L2) + ω2)

(23)

∴ kqe =
∂Q
∂E

=
3ωE

L
· 1

s2 + (2R/L)s + ((R2/L2) + ω2)
(24)

A low-pass filter with a cut-off frequency (ωc) is commonly employed in the measure-
ment of the active and reactive power output of the inverter. Assuming ω∗, E*, P*, and Q*

to be constant, their deviation term can be neglected. Considering these assumptions, the
dynamics of the frequency and voltage can be expressed as Equations (25) to (27).

Δω = − kp · ωc

s + ωc

(
kpdΔδ + kpeΔE

)
(25)

ΔE = − kq · ωc

s + ωc

(
kqdΔδ + kqeΔE

)
(26)

Δω = sΔδ (27)

2.2.2. Influence of Reactive Load and Droop Coefficient on System Stability

Considering the interruption of large inductive kind of loads, connection or discon-
nection causes more serious stability issues. A sudden connection or disconnection of a
large inductive load can be treated as turning an existing healthier system into a weaker
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system. This can be attributed to a large change in the grid inductance. This plays a major
role in the stability of the microgrid. Hence, the stability issue associated with the con-
nection/disconnection of large inductive loads is studied in this work. It is observed that
frequency exhibits large overshoots and undershoots resulting in a stability crisis. Based
on the regulations as allowed by the authorities, the maximum allowable frequency droop
value is set to 0.0001. To understand the role of this droop coefficient on the change in line
inductance, the small signal model derived in this section is utilized. The corresponding
change of frequency (Δω) is shown in Figure 2.

 
(a) At L = 0.001 H 

 
(b) At L = 0.0001 H 

 
(c) At L = 0.00001 H 

Figure 2. Plot of change in frequency (Δω) with a step change in active power (ΔP) for various values
of L at a fixed value of kp (=0.0001).
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The frequency droop coefficient value (kp) is fixed at 0.0001 and with the normal
inductance of 0.001 H, the frequency is settling to zero without any oscillations at 6 s.
A little undershoot is noticed in the beginning. This can be noticed in Figure 2a. With
L = 0.0001 H and kp at the same value, frequency is experiencing damped oscillations and
finally settles around to zero at 10 s. This is shown in Figure 2b. However, it is substantial
to notice from Figure 2c that with L = 0.00001 H and kp at the same value, the frequency is
experiencing a large instability beginning from 7 s.

2.3. Summary of the Problem

A sudden connection/disconnection of a large inductive load makes the microgrid
weak. This weakening can be attributed to a function of fall in the line inductance (L).
Under this situation, even the normal value of kp that was set based on the regulatory
authority guidelines can lead to serious transients in frequency leading to system instability
as understood from Figure 2.

3. Identification of In-Feasible Range of Values for Frequency Droop Coefficient

Based on the small-signal model presented in Section 2, this section investigates the
in-feasible range of kp values that can disturb the system stability after a sudden drop of a
large inductive load. This in-feasible range identification was done by testing the system
with different kp and L values. For this, the root locus plots given in Figure 3 are drawn.

Of all the poles, those which are nearer to the zero axis are the dominant poles
of this system. The dynamic behavior of the system is determined by the location of
these dominant poles. Hence these dominant poles shown as encircled with red color
in Figure 3a–c are considered for the study. Their position in the s-plane determines the
stability of the system. From Figure 3a, it can be understood that with L = 0.001 H and
for all the values of kp ≤ 0.0001, all the poles of the system are lying in the left half of
the s-plane ensuring the stability of the system. Also, the poles are lying on the real axis
presenting a completely damped response. From Figure 3b, it can be noticed that with
L = 0.0001 H, the poles are much nearer to the right half of the s-plane when compared to
the situation with L = 0.001 H. Moreover, the poles are exhibiting an oscillatory response.
The situation comes more unstable with L = 0.0001 H, as shown in Figure 3c. with the
values of kp = 0.00008, 0.00009, and 0.0001, the poles moved to the right half of the s-plane
leading to instability. It has been verified that for these 3 values of kp, the system remains
unstable with further lower values of L. Based on these observations, the present system is
vulnerable to a zone of values 0.00008 ≤ kp ≤ 0.0001 under disconnection of large reactive
power loads. This infeasible region is further studied in light of CDCM where a constant
droop value is used, whereas in FLDCM an adaptive droop value is deployed.

3.1. Limitations of Constant and Adaptive Droop Control

As a summary of the aforesaid analysis, the following reasons can be attributed to the
system instability when constant (or adaptive)-droop control methods are employed.

� Conventional CDCM: In this scheme, a constant value is assigned to kp. A large value
of kp implies a better transient response. The maximum value of kp which is however
been limited by the regulatory bodies is adopted. This fixed value is acceptable to
the system in terms of normal operating conditions. But in the case of transient
conditions, especially when there is a change in line inductance, the same value of kp
which proved to be good in normal conditions will now become detrimental.

� Adaptive Droop Control: This paper considers conventional FLDCM under this
scheme for comparison with the proposed paper. When compared to CDCM, an
adaptive droop scheme offers better transient performance. However, it is very much
possible that kp values can fall in the in-feasible range leading to instability. Another
major limitation is a requirement of an indispensable large computational effort.

To overcome these limitations, SMDCM is proposed in this work. In this proposed
method, the droop values are set in such a way that, under transient conditions, the
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controller will not generate a value such that the resulting kp value will not fall in this
in-feasible region.

 
(a) At L = 0.001 H and 0.00007 > kp > 0.0001 

 
(b) At L = 0.0001 H and 0.00007 > kp > 0.0001 

 
(c) At L = 0.00001 H and 0.00007 > kp > 0.0001 

Figure 3. Pole-Zero plot of the system for various values of L and kp.

4. Proposed State Machine-Based Droop Control Method (SMDCM)

As discussed in the literature, there were two approaches are being followed to design
the droop coefficient value, namely, constant/fixed droop coefficient (named CDCM) [13]
and adaptive droop coefficient tuning through fuzzy logic concept (named FLDCM) [24].
To overcome the limitations of these conventional methods that are discussed in Section 3.1,
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this section describes the proposed SMDCM, which is an alternating droop value adjust-
ment method. This is implemented using state flow control concepts to resolve frequency
transient performance issues in microgrids.

4.1. Frequency Droop Controller Coefficient and the Role of SMDCM in its Design

Instead of using a fixed frequency-droop controller coefficient that was defined by
conventional CDCM, this paper adopts the design of the adaptive droop coefficient (kp)
as a sum of the fixed value (Fd) and the variable value (Md), which was defined in [24]
and given by Equation (28). In this, the Dp represents the maximum droop coefficient that
is conventionally calculated by CDCM in terms of maximum and minimum frequencies
(ωmax and ωmin) and Md is the variable parameter that is proposed to be designed by the
SMDCM in this paper, which was conventionally done by fuzzy logic in [24].

kp = Fd + Md = Dp
2 + Md

where, Fd = Dp
2 and Dp = (ωmax−ωmin)

P∗

}
(28)

4.2. Description of the Proposed SMDCM

The structure of the proposed SMDCM for the design of the variable part (Md) of the
frequency droop coefficient (kp) is given in Figure 4. It includes two parts, one is the peak
detection unit and the second is the state machine, whose operations are described below.

 

Figure 4. Schematic of the proposed SMDCM and its major parts.

4.2.1. Description of the Peak-Detection Mechanism

In this paper, a continuous type of three-phase phase-locked-loop is used for providing
information about the frequency of the bus voltage to the proposed peak detection unit.
The proposed peak detection unit involves both maximum and minimum peak detection
mechanisms. To understand the operation of this unit, a typical frequency characteristic
during transient conditions is considered as shown in Figure 5. Initially, the maximum
peak detector detects the maximum local peak (PP1), and the minimum peak detector
detects the minimum local peak (NP1) in the frequency waveform. This information is
retained in memory as an earlier maximum peak and earlier minimum peak respectively.
Further, the maximum peak detector detects the successive maximum value (PP2) and
compares this value with the already recorded PP1 value, thus, calculating the sign of
their difference (PPdiff_sign). Similarly, the minimum peak detector detects the successive
minimum peak value (NP2) and compares this value with the already recorded NP1 value,
thereby, calculating the sign of their difference (NPdiff_sign). In the next cycle, the earlier
PP2/NP2 values are treated as PP1/NP1 and the newly acquired value will be updated
for PP2/NP2, thereby, updating the signs of PPdiff_sign and NPdiff_sign. This process
will continue, and these two signs are supplied as the control inputs to the proposed state
machine implementation along with the information of the measured frequency (freq) as
shown in Figure 4. Further, the “PPdiff_sign” is precisely indicated as “PPdiff_neg” (when
PP1 > PP2) and “PPdiff_pos” (when PP1 < PP2). Similarly, the “NPdiff_sign” is precisely
indicated as “NPdiff_neg” (when NP1 > NP2) and “NPdiff_pos” (when NP1 < NP2). It
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is worth noting that the accuracy of the peak detection unit depends on the sampling
frequency chosen. However, the value of this sampling frequency brings in a trade-off
between the accuracy of peak detection and the overall computational time. In view of this
trade-off, a moderate and fixed value of 10 kHz is chosen as the sampling frequency for
this work.
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Figure 5. Typical frequency waveform under transient operating conditions.

4.2.2. Description of the State Machine for Generating Variable Droop Value

Based on the values of the three control inputs (freq, PPdiff_sign, NPdiff_sign), the
state machine provides a variable value of Md as output. For the control input ‘freq’, the
value of the nominal frequency (NF) is set to 50 Hz. This NF acts as pivot frequency based
on which the tolerance values, namely, upper-frequency limit (UFL) and lower-frequency
limit (LFL) are set. In this paper, the values for this UFL and LFL are set to 50.3 and 49.7
respectively to set a tight frequency tolerance. Based on these values, three frequency zones
are defined in this work, namely, Zone-1 (freq_Normal), a normal-frequency zone whose
range is defined as UFL ≥ freq ≥ LFL, Zone-2 (freq_BeyondNormal), a beyond-normal
frequency zone whose range is defined as freq > UFL, and Zone-3 (freq_BelowNormal),
a below-normal frequency zone whose range is defined as freq < LFL. The implementation
of the proposed state machine is shown in Figure 6. Fifteen states are used in this state
machine to implement the proposed logic under three different frequency zones that
are defined above. For easy recognition, the numbering of various states and zones is
shown as highlighted labels in Figure 6. The transitions between these states involve an
alternating way of changing the Md values that are discussed in Section 4.3. It should be
noted that six different values of Md (Md-I to Md-VI) are designed for the abovementioned
fifteen states.

The working of the proposed state machine is explained through a series of flow charts
shown in Figure 7, wherein all the fifteen states are classified under 3 levels based on the
control input that regulates a particular level. In the first level, the control input “freq”
determines the selection among the states I, II, and III. In the second level, the control
input “PPdiff_sign” determines the selection among the states IV–IX. Similarly, in the third
level, the control input “NPdiff_sign” determines the selection among the states X–XV.
Here, the transition between one state to another state depends on the frequency transients
that occur in the system, which further affects the condition of the three control inputs.
Such conditions of the control inputs along with their corresponding fifteen states and
six outcomes are summarized in Table 1.
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Figure 6. Implementation of the proposed state machine for SMDCM development.
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Figure 7. Flowcharts showing the sequence of transitions among various states of the state machine.
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Table 1. States of the proposed state machine along with their entering conditions and outcomes.

Control Input Control Input Condition State State Name State Outcome

freq
50.3 ≥ freq ≥ 49.7 State-I freq_Normal Md-I
freq > 50.3 State-II freq_BeyondNormal Md-VI
freq < 49.7 State-III freq_BelowNormal Md-V

PPdiff_sign

50.3 ≥ freq ≥ 49.7 & PPdiff_sign ≥ 0 State-IV PPdiff_pos Md-I
50.3 ≥ freq ≥ 49.7 & PPdiff_sign < 0 State-V PPdiff_neg Md-III
freq > 50.3 & PPdiff_sign ≥ 0 State-VI PPdiff_pos Md-VI
freq > 50.3 & PPdiff_sign < 0 State-VII PPdiff_neg Md-IV
freq < 49.7 & PPdiff_sign < 0 State-VIII PPdiff_neg Md-V
freq < 49.7 & PPdiff_sign ≥ 0 State-IX PPdiff_pos Md-IV

NPdiff_sign

50.3 ≥ freq ≥ 49.7 & PPdiff_sign ≥ 0 & NPdiff_sign ≥ 0 State-X NPdiff_pos Md-I
50.3 ≥ freq ≥ 49.7 & PPdiff_sign ≥ 0 & NPdiff_sign < 0 State-XI NPdiff_neg Md-II
freq > 50.3 & PPdiff_sign ≥ 0 & NPdiff_sign ≥ 0 State-XII NPdiff_pos Md-VI
freq > 50.3 & PPdiff_sign ≥ 0 & NPdiff_sign < 0 State-XIII NPdiff_neg Md-V
freq < 49.7 & PPdiff_sign < 0 & NPdiff_sign ≥ 0 State-XIV NPdiff_pos Md-V
freq < 49.7 & PPdiff_sign < 0 & NPdiff_sign < 0 State-XV NPdiff_neg Md-VI

It is to be noted that all three control inputs appear continuously in parallel. But the
priority of these control inputs in determining the state transition is different; where ‘freq’
has the highest priority, “PPdiff_sign” has the second priority, and “NPdiff_sign” has the
last priority. To realize this, a sample operation with a test case is given below.

Test case: consider a case, where the control inputs “freq” is assumed as “freq > UFL”,
“PPdiff_sign” is assumed as “PPdiff_sign ≥ 0”, and “NPdiff_sign” is assumed as “NPdiff_sign < 0”.
The state machine’s operation, in this case, is described as follows.

Since “freq” has the highest priority, the state machine’s operation starts from level 1.
As shown in Figure 7a, initially, the loop enters the default State-I and proceeds to check
the normal frequency control input condition (i.e., 50.3 ≥ freq ≥ 49.7), and finds it as false.
So, in the next step, it verifies the transient control input conditions. Thus, it verifies the
condition “freq > 50.3” and finds it as true, thereby, the loop enters State II. With the further
confirmation of the condition “freq > 50.3”, State-II turns active and temporarily generates
the outcome as “Md-VI” before the loop enters into the inner state of State-II.

The inner state of State-II is determined by the next control input “PPdiff_sign”, whose
corresponding operation is shown in Figure 7c. Here, initially, the loop enters the default
State-VI and proceeds to check the control input condition “PPdiff_sign ≥ 0”. As this
condition finds as true, State-VI turns active and temporarily generates an outcome as
“Md-VI” before the loop enters into the inner state of State-VI.

The inner state of State-VI is determined by the third control input “NPdiff_sign”,
whose corresponding operation is shown in Figure 7f. Here, initially, the loop enters the
default State-XII and proceeds to check the control input condition “NPdiff_sign ≥ 0”. As
this condition finds as false, the loop enters State-XIII. With the further confirmation of
the condition “NPdiff_sign < 0” as true, State-XIII turns active and generates the outcome
as “Md-V”.

This “Md-V” is the final outcome of this test case, i.e., the desired variable droop
coefficient (Md) generated by the state machine. The same procedure will be followed for
any other conditions of the control inputs that are given in Table 1.

4.3. Design Philosophy of the Proposed SMDCM

The philosophy behind the design of the proposed SMDCM is derived by plotting
the trajectories of maximum/minimum peaks of frequency characteristics under different
transient conditions. The nature of these trajectories (whether rising/falling) can be as-
certained based on the outputs of the peak detection unit viz., “PPdiff_sign” (PPdiff_neg,
PPdiff_pos) and “NPdiff_sign” (NPdiff_neg, NPdiff_pos). Where “PPdiff_neg” leads to a
“falling trajectory of positive peaks”, “PPdiff_pos” leads to a “rising trajectory of positive
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peaks”, “NPdiff_neg” leads to a “falling trajectory of negative peaks”, and “NPdiff_pos”
leads to a “rising trajectory of negative peaks”.

For each frequency zone, 4 combinations of trajectories can be obtained, and in total
12 such combinations can be obtained for the 3 frequency zones, as depicted in Figure 8
and defined in Table 2. In Figure 8, the dotted lines in red color represents the trajectory of
maximum peaks and that in blue color represents the trajectory of minimum peaks. These
trajectories of the maximum and minimum peaks provide a qualitative inference of how
much compensation is required for a particular situation. This can be like some generic
terms viz., very large, large, medium, small, and no compensation, etc.
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NF
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(a) When the frequency is under Zone-1 (freq_Normal): UFL ≥ freq ≥ LFL.

(E) PPdiff_pos, NPdiff_pos (F) PPdiff_pos, NPdiff_neg (G) PPdiff_neg, NPdiff_pos (H) PPdiff_neg, NPdiff_neg

(b)When the frequency is under Zone-2 (freq_BeyondNormal): freq > UFL.

(I) PPdiff_pos, NPdiff_pos (J) PPdiff_pos, NPdiff_neg (K) PPdiff_neg, NPdiff_pos (L) PPdiff_neg, NPdiff_neg

(c) When the frequency is under Zone-3 (freq_BelowNormal): freq < LFL.

Figure 8. Various combinations of the trajectories obtained under 3 frequency zones.
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Table 2. Summary of various conditions based on the trajectories of positive and negative peaks.

Inputs Different Combinations of the Control Inputs

freq Zone-1: freq_Normal Zone-2: freq_BeyondNormal Zone-3: freq_BelowNormal
PPdiff_sign PPdiff_pos PPdiff_neg PPdiff_pos PPdiff_neg PPdiff_pos PPdiff_neg
NPdiff_sign NPdiff_pos NPdiff_neg NPdiff_pos NPdiff_neg NPdiff_pos NPdiff_neg NPdiff_pos NPdiff_neg NPdiff_pos NPdiff_neg NPdiff_pos NPdiff_neg

For example, consider Zone-2 in Figure 8b. From the comparison, it can be inferred
that the average value of the frequency is steeply rising in Figure 8b(E) than in Figure 8b(F).
Since the frequency is already beyond UFL, a large damping for compensation is required
for Figure 8b(E) than for Figure 8b(F). Similarly, in the case of Figure 8b(H), since the
inferred trajectory of average frequency is naturally restoring to normalcy, a little extra
compensation is required. This kind of reasoning is the basis of how six different numeric
values are designed for Md-I to Md-VI.

Thus, six different compensations are proposed to address various deviations of the
frequency characteristic under different transient conditions that are given in Figure 8.
These compensations are implemented through corresponding Md values as given in
Table 3. The compensation and its corresponding Md value that is applied for each of the
12 conditions are mapped in Table 4. Moreover, in implementing this scheme, care is taken
in fixing the values of Md-I to Md-VI such that the resultant kp value does not fall in the
in-feasible region during unstable situations as discussed in Section 3. Therefore, the range
of values described as zero compensation (ZC) is intentionally avoided as these values lead
to kp falling to the in-feasible range.

Table 3. Various compensation levels and corresponding Md values.

Compensation Description Md Value Md Indication

VPC Very high positive compensation 0 Md-I
HPC High positive compensation 1 × 10−5 Md-II
NPC Normal positive compensation 2 × 10−5 Md-III
ZC Zero compensation 2 × 10−5 < Md < 5 × 10−5 Avoided due to the in-feasible range of values
NNC Normal negative compensation −1.5 × 10−5 Md-IV
HNC High negative compensation −2.5 × 10−5 Md-V
VNC Very high negative compensation −5 × 10−5 Md-VI

Table 4. Level of compensation and respective droop coefficient applied for various conditions.

Control Input Compensation Required

freq Zone-1: UFL ≥ freq ≥ LFL Zone-2: freq > UFL Zone-3: freq < LFL
PPdiff_sign PPdiff_pos PPdiff_neg PPdiff_pos PPdiff_neg PPdiff_pos PPdiff_neg

NPdiff_sign NPdiff_pos VPC (Md-I) NPC (Md-III) VNC (Md-VI) NNC (Md-IV) NNC (Md-IV) HNC (Md-V)
NPdiff_neg HPC (Md-II) NPC (Md-III) HNC (Md-V) NNC (Md-IV) NNC (Md-IV) VNC (Md-VI)

This proposed logic is implemented through the state machine. The corresponding
compensation required for each of the conditions is realized by suitably activating various
states of the state machine. The fifteen states of the state machine are classified under three
control inputs as already shown in Table 1. It is reiterated that all three control inputs
appear continuously in parallel which means that at any point in time, at least one state
will be active under each of these control inputs. Because of this, a combination of any three
states at any point in time corresponds to one of the twelve conditions given in Figure 8.
The realization of these twelve conditions through a group of three states for each condition
is shown in Figure 9.
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Figure 9. Realization of various transient conditions through the proposed combination of states.

From this Figure 9, the realization is done as follows.

- Activation of the states I, IV, and X realizes the transient condition shown in Figure 8A.
- Activation of the states I, IV, and XI realizes the transient condition shown in Figure 8B.
- Activation of the states I and V realizes the transient conditions shown in Figure 8C,D.
- Activation of the states II, VI, and XII realizes the transient condition shown in Figure 8E.
- Activation of the states II, VI, and XIII realizes the transient condition shown in

Figure 8F.
- Activation of the states II and VII realizes the transient conditions shown in Figure 8G,H.
- Activation of the states III and IX realizes the transient conditions shown in Figure 8I,J.
- Activation of the states III, VIII, and XIV realizes the transient condition shown in

Figure 8K.
- Activation of the states III, VIII, and XV realizes the transient condition shown in

Figure 8L.

For a given real-time transient frequency characteristic, the proposed SMDCM follows the
following procedure to activate the corresponding states and produce the required compensation.

� Step-1: The value of the measured frequency (freq) decides the zone out of the three
zones. Thus, this reduces the choice of effective conditions from 12 to 4.

� Step-2: The “PPdiff_sign” decides between “PPdiff_pos” and “PPdiff_neg”. This
further reduces the choice of effective conditions from 4 to 2.

� Step-3: The “NPdiff_sign” decides between “NPdiff_pos” and “NPdiff_neg”. With
this, finally, 1 condition out of the available 2 becomes active. Thus, the resultant group
of three states and the necessary compensation (any of Md-I to Md-VI) is realized.

� This value of Md will remain in a hold state till it gets updated to a new value based
on the combination of the next three states.
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5. Simulation Results and Comparative Analysis

The microgrid considered for this study includes a single DG unit and three three-
phase loads. The DG unit is connected to its load bus through an LC filter followed by
line inductance L. Load1, Load2 and Load3 are the three three-phase loads of the DG unit.
Each three-phase load is represented by a series RLC branch at each phase. The detailed
model of the system is implemented in MATLAB software environment and the electrical
and control parameters of the system are shown in Table 5; where, Kpv and Kiv are the
proportional and integral parameters of the voltage controller, and Kpc and Kic are the
proportional and integral parameters of the current controller.

Table 5. Electrical and control parameters used in the simulation.

Parameter Description Rating

Pr + jQr Rated power 25 kW + j25 kVar
Vdc Input DC voltage of the inverter 540 V
Grid Line Parameters of the line connecting to the grid R = 1 Ω/km, L = 1 mH/km
Load Line Parameters of the line connecting to load R = 12.7 mΩ/km, L = 0.933 mH/km
Filter Input LC filter parameters Rf = 0.1 mΩ, Lf = 1 mH, Cf = 5 mF
Dp Maximum frequency droop controller’s coefficient 1 × 10−4

Dq Maximum voltage droop controller’s coefficient 1.48 × 10−3

Kpv Proportional parameters of the voltage controller 5.65 × 10−4

Kiv Integral parameters of the voltage controller 0
Kpc Proportional parameters of the current controller 0.12
Kic Integral parameters of the current controller 6.7

Load1 (L1) is a continuous type of RL load whose value is fixed all the time. Load2
is a momentary RL load that gets connected to the system through a breaker with a
normally open condition. Three different configurations of load2 (L21, L22, and L23) are
designed to create three different loading effects on the system. Similarly, Load3 (L3) is
also a momentary RC load that gets connected through a breaker with the normally open
condition. The details of these test load configurations are shown in Table 6.

Table 6. Various test load configurations.

Load
Component

Continuous
Load

Momentary Load

Load1 Load2 Load3

(L1) (L21) (L22) (L23) (L3)

R-load (W) 1200 300 300 300 300
L-Load (Var) 300 300 800 1200 0
C-load (Var) 0 0 0 0 300

In this study, three test scenarios with various loading conditions are considered viz.,
Case 1 with nominal power factor (P.F.) loading, Case 2 with moderate P.F. loading, and
Case 3 with poor P.F. loading. A summary of all these test scenarios with the details of
various test loads acting on the system with their respective timelines during which they
occur is provided in Table 7. In this work, the following is the procedure adopted in fixing
the values for different loads.

Table 7. Summary of test conditions.

Test Case
Applied Load During Various Instants of Time

Duration
(0 ≤ t ≤ 80)s

P.F.
Duration

(80 < t ≤ 90)s
P.F.

Duration
(90 < t ≤ 125)s

P.F.
Duration

(125 < t ≤ 135)s
P.F.

Duration
(135 < t ≤ 140)s

P.F.

Case 1: (Nominal P.F.) L1 0.97 L1+L21 0.928 L1 0.97 L1+L3 1 L1 0.97
Case 2: (Moderate P.F.) L1 0.97 L1+L22 0.81 L1 0.97 L1+L3 1 L1 0.97
Case 3: (Poor P.F.) L1 0.97 L1+L23 0.707 L1 0.97 L1 0.97 L1 0.97
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During the process of selecting the loads, care has been taken in fixing the values
more particularly for Load2 such that during 80–90 s, the total load seen by the system
is Load1 + Load2. This value of Load2 is selected in such a way that it is the boundary
limit beyond which one of the considered conventional methods will fail in maintaining
stability. Three different values for Load2 namely L21, L22, and L23 are identified in a
systematic order. In the first test case, the value fixed for Load2 is trivial and the total load
seen during 80–90 s is L1 + L21 i.e., 1500 W + j600 Var. During this time, all three methods
will work without losing system stability. In the second test case, Load2 is fixed to 300 W
+ j800 Var such that the total load will be L1 + L22 i.e., 1500 W + j1100 Var. It is from this
loading onwards, conventional CDCM has lost its stability; while conventional FLDCM
and proposed SMDCM continued to show stability. In the third test case, Load2 is fixed
to 300 W + j1200 Var such that the total load will be L1+L23 i.e., 1500 W + j1500 Var. It
is from this loading onwards, conventional FLDCM has also lost its stability; while the
proposed SMDCM successfully continued to show stability. The sizing of Load3 and its
effect on system response is discussed in the sections connected with their respective test
cases. Various responses of the system such as frequency, voltage, and active power are
plotted with conventional CDCM, conventional FLDCM, and the proposed SMDCM and
are compared separately under each test case.

5.1. Case 1 (Nominal P.F. Loading)

In this case, the test scenario is such that, load1 is set to 1200 W + j300 Var, load2
is set to 300 W + j300 Var, and load3 is set to 300 W − j300 Var. The corresponding
waveforms of frequency, output power, and voltage are shown in Figure 10, Figure 11,
and Figure 12 respectively.

With the conventional CDCM, the frequency waveform settled to a normal frequency
value of 50 Hz, and no deviations are found with the existing fixed load. During the
connection and disconnection of Load2 also, no significant changes are noticed in the
frequency. A little spike appeared at 125 s when load 3 is connected. However, the
frequency value is still within the limit of 50 ± 1 Hz. These are identified in Figure 10a.

It is important to know whether the spike at 125 s in the frequency graph is due
to capacitive load or due to an interaction of the capacitive loading effect and inductive
load disconnection effect or solely due to the inductive load disconnection effect. In this
case, the spike can be attributed to the capacitive loading effect since the inductive effect
of Load2 is not existing at this time. The corresponding waveform of the output power
and inverter voltage is shown in Figures 11a and 12a respectively. It can be noticed from
Figure 11a that, the inverter momentarily failed to deliver power at 125 s indicating no
more reserve margin.

In the case of the conventional FLDCM, as can be seen from Figure 10b, no deviations
and surges are found in the frequency waveform. The resultant responses of the output
power and inverter voltage are shown in Figures 11b and 12b respectively. Similarly, with
the proposed SMDCM, no deviations and anomalies are noticed in the frequency waveform
as seen in Figure 10c. The corresponding waveform of the output power and inverter
voltage are shown in Figures 11c and 12c respectively indicating no anomalies.
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Figure 10. Frequency responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 1. (d) zoom in of all frequency responses around 125 s.

 

Figure 11. Output power responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 1. (d) zoom in of all power responses around 125 s.
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Figure 12. PCC voltage responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 1. (d) zoom in of all voltage responses around 80 s and (e) zoom in of all voltage
responses around 125 s.

The zoomed aspect of frequency, active power, and voltage waveforms at 125 s are
shown in Figure 10d, Figure 11d, and Figure 12e respectively. The condition of voltage
corresponding to switching at 80 s is shown in Figure 12d, where there is no deviation
observed with all the methods.

From all these responses, it can be observed that the proposed SMDCM has shown su-
perior performance in frequency, active power, and voltage characteristics when compared
with the conventional CDCM and FLDCM.
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5.2. Case 2 (Moderate P.F. Loading)

In this case, the test scenario is such that, load1 is set to 1200 W + j300 Var, load2 is set
to 300 W + j800 Var, and load3 is set to 300 W − j300 Var. The corresponding waveforms
for frequency, output power, and voltage are shown in Figure 13, Figure 14, and Figure 15
respectively. With the conventional CDCM, the frequency waveform settled to a normal
frequency value of 50Hz, and no deviations are found with the existing fixed load. No
major changes can be noticed in the frequency soon after the connection of Load2. However,
from 86.6 s, the frequency waveform is seeing a noticeable distortion. These are identified
in Figure 13a. The distortions are beyond the limit of 50 ± 1 Hz. Thus, it is justified from
this that the larger the inductive load, the larger will be the instability. The corresponding
output power and inverter voltage are shown in Figures 14a and 15a respectively. From
Figure 14a, it is seen that the inverter failed to exhibit any reserve margin to maintain
stability from 86.6 s onwards as indicated by repeated falling of power to zero. The voltage
is completely distorted after 86.6 s as noticed in Figure 15a.

Figure 13. Frequency responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 2. (d) zoom in of all frequency responses after 90 s.
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Figure 14. Output power responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 2. (d) zoom in of all power responses around 125 s.

With the conventional FLDCM, as can be seen from Figure 13b, no deviations and
surges are found in the frequency waveform. The corresponding waveform of the output
power and inverter’s voltage is shown in Figures 14a and 15a respectively. As seen from Fig-
ure 14b, the inverter momentarily failed to deliver power at 125 s indicating a similar kind
of situation with the constant droop technique in case-1. It is worth noticing that, at 80 s,
the output power shows a spike appeared reaching a value of 2500 W putting more burden
on the energy source feeding the inverter. After 86.6 s, little deviations are seen in frequency
and power waveforms. But, the proposed SMDCM did not allow any such deviations in
frequency/power waveforms. This can be explained by Figure 14c that the SMDCM has
provided an extra reserve margin even after 90 to 94 s. Also, no deviations/anomalies are
noticed in frequency and voltage waveforms as seen in Figures 13c and 15c respectively.
Voltage anomalies in the form of distortions and spikes appeared even after 90 s when
FLDCM is employed; while no such issues exist with SMDCM. The occurrence of these
deviations with FLDCM can be correlated with sudden droppings in power values occa-
sionally during 90–100 s in Figure 14b. But, as shown in Figure 15c, no such deviations
are noticed after 90 s, when SMDCM is employed. This confirms that SMDCM ensures
a better transient response than FLDCM. The zoomed aspect of the frequency waveform
after 90 s is shown in Figure 13d. The details of distortions in the waveform of active
power can be found in Figure 14d. The condition of voltage corresponding to switching
at 80 s and that after 86.6 s is shown in Figure 15d,e respectively. A typical example of an
impact of a sudden dip in power values occasionally during 90–100 s on voltage is depicted
in Figure 15f.

153



Symmetry 2023, 15, 1

 

Figure 15. PCC voltage responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 2. (d) zoom in of voltage responses around 80 s, (e) zoom in of voltage responses
around 86 s and (f) zoom in of voltage responses around 95.8 s.
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5.3. Case 3 (Poor P.F. Loading)

From Case 2, it is understood that connection/disconnection of large inductive loads
brings larger instability situations. Thus, to focus on this aspect, Load3 is purposefully
removed in this case and a large inductive load in the form of Load2 is introduced into the
system. Thus, in the test scenario of this case, L1 is set to 1200 + j300, load2 is set to L23
i.e., 300 + j1200, and L3 is left unconnected. The corresponding responses for frequency,
output power, and voltage are shown in Figure 16, Figure 17, and Figure 18 respectively.

 

Figure 16. Frequency response obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when subjected
to Case 3.

 

Figure 17. Output power responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 3.

With the conventional CDCM, the frequency waveform settled to a normal frequency
value of 50 Hz, and no deviations are found with the existing fixed load. No significant
changes can be noticed in the frequency soon after with the connection of L23. However, a
start in the growth of distortion in the frequency waveform is noticed from 80 s onwards.
These are identified in Figure 16a. It can further be noticed from the same figure that
the frequency sees a dip to 42 Hz at around 130 s leading to serious instability. It can
be identified from the active power waveform as shown in Figure 17a that the inverter
has failed to exhibit any reserve margin to maintain stability from 80 s onwards. Further,
the voltage output of the inverter is completely distorted after 80 s as can be noticed
in Figure 18a.
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Figure 18. PCC voltage responses obtained with (a) CDCM, (b) FLDCM, and (c) SMDCM when
subjected to Case 3. (d) zoom in of all voltage responses around 80 s.

Similarly, when the conventional FLDCM is employed, as can be seen from Figure 16b,
the frequency waveform in this case sees a spike of 54 Hz around 130 s. This is a lesser
deviation when compared with the constant droop approach. However, since this value is
also beyond the limit of 50 ± 1 Hz, the system can be understood as the loss of its stability.
The possible reason for loss of stability is because of possible chances of the kp value falling
in the in-feasible zone. The situation with power output and inverter output voltage as
shown by Figures 17b and 18b further confirms, that FLDCM has failed to maintain the
stability of the system in this case.

With the caution of not allowing the kp value to fall into an in-feasible zone while
implementing the state machine, the proposed SMDCM successfully mitigated any possible
deviations in the frequency, output power, and voltage as can be noticed from Figure 16c,
Figure 17c, and Figure 18c respectively. This proves the superiority of the proposed tech-
nique in upholding the stability of the system when subjected to connection/ disconnection
of large inductive loads in the system. The zoomed aspect of distortion in voltage wave-
forms corresponding to switching at 80 s is shown in Figure 18d. From this figure, it is clear
that there is an increasing trend from conventional to proposed methods with respect to
the waveform shape, which justifies the importance of the proposed SMDCM in this paper.

As this test Case 3 leads to severe voltage distortions compared to the previous two
test cases, the total harmonic distortion (THD) analysis is performed in this case. The
voltage THD values with conventional and proposed methods are depicted in Figure 19. As
shown in Figure 19a,b, the THD value with conventional CDCM and conventional FLDCM
are obtained as 74.10% and 58.99% respectively. These values largely violated the standard
5% tolerance that is defined by IEEE 1547 standard. But, the voltage THD value shown in
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Figure 19c, which is obtained with the proposed SMDCM is computed as 3.08%, which
adheres to the standard 5% tolerance.

  
(a) With conventional CDCM  (b) With conventional FLDCM 

 
(c) With proposed SMDCM 

Figure 19. Voltage THDs obtained with CDCM, FLDCM, and SMDCM subjected to Case 3.

The abovementioned comparative performance analysis of the conventional CDCM,
conventional FLDCM, and the proposed SMDCM are summarized in Table 8 to understand
the superiority of the proposed SMDCM.

Table 8. Comparison of conventional and proposed methods in various performance aspects.

Performance Parameter Test Cases
Conventional
CDCM [13]

Conventional
FLDCM [24]

Proposed
SMDCM

Superior
Method

Frequency characteristics
Standard Limit:

� ±2% i.e., 49 to 51 Hz for
a nominal frequency of
50 Hz (IEEE 1547)

Max value
(Hz)

Case-1
Inductive load 50.1 50.1 50.1 All
Capacitive load 50.5 50.1 50.1 All

Case-2
Inductive load 50.1 50.1 50.1 All
Capacitive load 51 50.47 50.03 FLDCM/SMDCM

Case-3 Inductive load 53 (violated) 54 (violated) 50.02 SMDCM

Min value
(Hz)

Case-1
Inductive load 49.9 49.9 49.9 All
Capacitive load 49.8 49.9 49.9 All

Case-2
Inductive load 49.9 49.9 49.9 All
Capacitive load 48.9 (violated) 49.8 49.8 FLDCM/SMDCM

Case-3 Inductive load 42 (violated) 48 (violated) 49.8 SMDCM

Power characteristics
Desired:

� Extra burden–Low
� Reserve margin–High

Extra burden
(watts)

Case-1
Inductive load 0 0 0 All
Capacitive load 170 30 30 FLDCM/SMDCM

Case-2
Inductive load 0 190 0 CDCM/SMDCM
Capacitive load Failed 200 0 SMDCM

Case-3 Inductive load Failed 860 550 SMDCM

Reserve
margin (watts)

Case-1
Inductive load 1500 1500 1500 All
Capacitive load 0 (recovered) 600 600 FLDCM/SMDCM

Case-2
Inductive load Failed 1500 2250 SMDCM
Capacitive load Failed 0 (recovered) 820 SMDCM

Case-3 Inductive load Failed Failed 0 (recovered) SMDCM

Voltage characteristics
Standard Limits:

� Peak change: 200 V max
for 600 V rated peak
value (UL 1449, IEEE
C62.41.2)

� THD: 5% (IEEE 519,
IEEE 1547)

Peak change
(volts)

Case-1
Inductive load 0 0 0 All
Capacitive load 168 318 (violated) 158 SMDCM

Case-2
Inductive load Failed 58 48 SMDCM
Capacitive load Failed 340 (violated) 150 SMDCM

Case-3 Inductive load Failed Failed 64 SMDCM

Disturbance
period (s)

Case-1
Inductive load 0 0 0 All
Capacitive load 0.07 0.03 0.03 FLDCM/SMDCM

Case-2
Inductive load Failed 16.6 10 SMDCM
Capacitive load Failed 0.06 0.02 SMDCM

Case-3 Inductive load Failed Failed 0.04 SMDCM
THD (%) Case-3 Inductive load 74.1 (violated) 58.9 (violated) 3.08 SMDCM
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6. Conclusions

In this paper, to improve the symmetry in the enhancement of both transient response
and stability of the microgrid when subjected to connection/disconnection of large induc-
tive loads, a simple, fast, and robust technique based on the identification of an in-feasible
range of droop coefficients is proposed. This proposed “state machine-based droop control
method (SMDCM)” is implemented through the development of a state machine. The
superiority of the proposed method is proved by comparing it with conventional CDCM
and FLDCM. The salient achievements of the proposed work are given as follows.

� Based on the time domain analysis and small signal model, a strong correlation is
identified between connection/disconnection of large inductive loads and fall in
equivalent line inductance. Further, the role of the droop coefficient value on stability
based on the change in line inductance is studied.

� The identification of an in-feasible range of the frequency droop coefficient values
based on the eigenvalue analysis allows to avoid only those range of dangerous
values; thereby, providing the user with a widened chance to pick the desired droop
values.

� Since the proposed method of fixing the droop coefficients is an offline approach, the
computation time and burden are very much reduced.

� The proposed SMDCM outperformed the conventional CDCM and FLDCM. It also
provides robust control of both voltage and frequency in terms of transient stability
and response. The same is proved through the comparative metrics given in Table 8.
The following are the salient points that can be summarized from this table.

- In terms of the frequency with Case 3 loading, both CDCM and FLDCM violated the
standard limit of ± 2% limit while the proposed SMDCM scheme exhibited 50.02 Hz
and 49.8 Hz as maximum and minimum values respectively ensuring stability.

- In terms of extra burden during Case 3, CDCM has failed the system. While, FLDCM
initially had presented an extra burden of 860 W on the system, while SMDCM
had presented a lesser burden of 550 W on the system. With respect to the reserve
margin, also, both CDCM and FLDCM have made the system fail. While SMDCM
even though it has temporarily seen zero reserve power momentarily, recovered
immediately ensuring the stability of the system.

- With respect to voltage characteristics, with capacitive load switching in FLDCM, the
peak change in voltage is 318 V and 340 V during Case 1 and Case 2 respectively,
whereas, 200 V is the maximum allowable peak change. While with SMDCM, the peak
changes recorded are 158 V and 150 V respectively. With inductive load switching in
Case 3, both CDCM and FLDCM failed, while with SMDCM it is just 64 V.

- In terms of disturbance period, in Case 2, CDCM has failed, with FLDCM it is 16.6 s,
while the same with SMDCM is 10 s only. Further, in Case 3, both CDCM and FLDCM
failed, while SMDCM recovered the response in 0.04 s.

- Similarly, during Case 3, the voltage THD of CDCM and FLDCM is 74.1% and 58.9%
respectively. The same with SMDCM is only 3.08% which is less than the standard
limit of 5%.

Thus, the above-mentioned summary indicates the superiority of the proposed SMDCM
for improving the transient performance of microgrids over conventional CDCM and con-
ventional FLDCM.

Limitation and Future Scope

This research work is particularly designed to address the drawbacks of the fuzzy
logic-based droop controller coefficient adjustment method. This is the limitation of the
proposed work in this paper. Further, with respect to the contribution deposited in this
paper, the following extensions can be considered as future scope.

� Design of droop coefficient with other artificial intelligence or machine learning-based
methods. Their effectiveness can be tested with respect to the proposed SMDCM in
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this paper. Further, experimental verification of all these methods can be considered
for future work.

� Retaining the proposed state machine-based droop controller, the existing conven-
tional voltage and current controllers can be replaced with modern compensators to
further enhance the transient performance of the microgrid.
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Abstract: Voltage sag is the most serious power quality problem in the three-phase symmetrical
power system. The influence of multiple factors on the voltage sag level and low computational
efficiency also pose challenges to the prediction of residual voltage amplitude of voltage sag. This
paper proposes a voltage sag amplitude prediction method based on data fusion. First, the multi-
dimensional factors that influence voltage sag residual voltage are analyzed. Second, these factors
are used as input, and a model for predicting voltage sag residual voltage based on data fusion is
constructed. Last, the model is trained and debugged to enable it to predict the voltage sag residual
voltage. The accuracy and feasibility of the method are verified by using the actual power grid data
from East China.

Keywords: voltage sag; residual voltage prediction; data fusion

1. Introduction

Voltage sag is an inevitable short-term disturbance phenomenon that appears dur-
ing power system operation, and it has become the most serious power quality problem.
Voltage sag affects voltage quality and causes considerable economic losses [1,2]. The influ-
encing degree of voltage sag mainly depends on the residual voltage amplitude. Accurate
prediction of the residual voltage of the voltage sag can help in clearly understanding the
impact of voltage dip on equipment and users. Furthermore, it can provide the basis for
users to prevent or control voltage sag, which is very important for reducing the impact of
voltage sag [3].

In refs. [4,5], the authors used the Monte Carlo method to express the uncertainty
of fault occurrence, including fault type, fault location, etc., and subsequently predicted
the probability distribution of voltage sag residual voltage amplitude. The Monte Carlo
method cannot consider the influence of the actual environment on the prediction.The
authors in [6] pointed out that the influences of generator scheduling and time-varying
failure rate on the random prediction of voltage sag should be considered during the
voltage sag prediction process. In ref. [7], the authors proposed an online algorithm for
residual voltage amplitude prediction based on the harmonic footprint and constructed a
general prediction function suitable for all voltage disturbances.

A few methods use monitoring data to predict the voltage sag index. In ref. [8], the
authors used the monitoring data to analyze and discuss the randomness of voltage sag.
Furthermore, the authors described the voltage sag as a random process and predicted a
sag event. In ref. [9], the authors used measured data to predict the voltage sag frequency
index of non-monitoring points. The authors in [10] used homologous aggregation and
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fuzzy c-means theory to reduce the redundancy of the measured data and predict the
residual voltage. The aforementioned prediction methods based on monitoring data need
long monitoring times and low amounts of monitoring data, which lead to poor prediction
accuracies.

This paper proposes a data-driven method for voltage sag residual voltage prediction
based on data fusion. The original contributions of this study are summarized as follows:

(1) This paper comprehensively considers the factors influencing the grid and user sides
in order to predict voltage sag residual voltage. The corresponding input parameters
are selected from different kinds of data and the factors that influence the residual
voltage are considered more comprehensively than the Monte Carlo-based method.

(2) This paper builds a prediction method based on data fusion to predict the residual
voltage. The amount of data is increased through data fusion, and the problems of
low prediction accuracy and low amount of available monitoring data are improved.

(3) This paper presents a residual voltage prediction method for voltage sag based on
data fusion, which can be integrated into power-quality-monitoring systems and
used for the prevention, evaluation, and treatment of voltage sag. This method can
provide users with residual voltage information and help them avoid voltage sag and
formulate reasonable voltage sag prevention or treatment measures. The accuracy
and efficiency of the method are verified using actual data, which gives it a strong
engineering application value.

The remainder of this paper is organized as follows. The data sources of voltage sag
residual voltage are described in Section 1. The residual voltage prediction method based
on the improved gradient descent method is presented in Section 2. Case studies and
analyses based on real power system data are shown in Section 3. The paper is concluded
in Section 4.

2. Factors and Data Sources of Voltage Sag Residual Voltage

2.1. Influencing Factors of Voltage Sag Residual Voltage

Motor startup and other factors can cause voltage sag; however, these types of voltage
sag are often not serious and existing measures can effectively eliminate their impact [11].
The main cause of voltage sag is a power grid fault [12]. Therefore, this paper mainly
considers the impact of power grid faults during the voltage sag residual voltage prediction
process.

After a grid fault occurs, the residual voltages at different nodes have varying ampli-
tudes under different grid operation modes, and the impacts on different nodes are also
different. Therefore, the influence of grid operation mode should also be considered in
the prediction of the residual voltage of voltage sag. In addition, voltage sags are closely
related to users. Different users are affected differently depending on the types of sags
transmitted to them. Therefore, the influence of the user side should be considered in the
prediction of voltage sag residual voltage amplitude. In summary, voltage sag residual
voltage is related to fault conditions, grid operation mode, and the influence of the user
side. The above factors are considered as the factors influencing the voltage sag residual
voltage and used for selecting relevant data for voltage sag residual voltage prediction.

2.2. Data Sources

Voltage sag data can be obtained by the Monte Carlo random fault simulation method
as follows: First, the fault parameters, such as fault type, fault distance, fault line, etc., are
used as random variables and the simulation calculation is carried out by the Monte Carlo
method. Second, the sag level of each bus in the area is obtained. Last, the simulated data
are obtained. The simulated data can reflect the influence of system operation mode and
fault on residual voltage, but cannot directly reflect the influence of external factors such as
weather.

When a voltage sag occurs in the power grid, the power quality monitoring system,
energy management system, user power consumption information collection system, and
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other systems collect a large number of records. There are many kinds of data related to
voltage sag, and the relationship between them is complicated. In this paper, the relevant
factors affecting the voltage sag residual voltage are obtained from the above multi-source
system. The monitoring data not only reflect the influence of system operation mode
and power grid faults, but also reflect the influence of external environmental factors and
user-side influence. However, the data require long-term monitoring and consist of a small
number of samples.

In summary, for the voltage sag residual voltage prediction, the data attributes re-
flecting the factors that influence the voltage sag residual voltage are selected from the
simulated and measured data. These factors are shown in Table A1 of Appendix A.

3. Voltage Sag Residual Voltage Prediction Method

3.1. Multiple Regression Model and Gradient Descent Method

Voltage sag residual voltage is affected by many factors. Therefore, this paper uses
the multiple regression model to characterize the effects of various factors on voltage sag
residual voltage. This model can be expressed as follows:

y = f (x1, x2, x3 . . . , θ1, θ2, θ3 . . . ) (1)

where y is the dependent variable, x1, x2, x3 . . . denote the independent variables, and θ1,
θ2, θ3 . . . represent the regression coefficients corresponding to x1, x2, x3 . . . , respectively.

The gradient descent method is a type of line search framework algorithm with
negative gradient as the search direction [13]. In order to minimize the loss function, the
optimization model parameters are obtained iteratively until convergence is attained, and
the best-matching target task is obtained.

The basic calculation process is as follows: Solving the model parameters for the loss
function H(x1, x2 . . . ) can transform it into an optimization problem of min H(x1, x2 . . . ).
The calculation of the gradient g(x1, x2 . . . ) is shown in (2). It is straightforward to conclude
that the negative gradient direction −∇H is the fastest direction of decrease of the loss
function. The iterative format of the gradient descent method is given by (3). Equations (2)
and (3) shown below are iteratively used to reduce the loss function and approach the
minimum point, and the parameters of the optimization model can be obtained after
convergence.

g(x1, x2, x3 · · ·) = ∇H (2)

xk+1 = xk − skgk (3)

In (3), k is the number of iterations, sk is the kth iteration step size, and gk is the kth
iteration gradient size.

3.2. Multiple Regression Model Based on Improved Gradient Descent Method
3.2.1. Model Parameters

In order to realize the voltage sag residual voltage prediction using data fusion, this
paper constructs a multiple regression model based on the improved gradient descent
method. This improvement requires the construction of multiple regression models for the
two types of data. The simulated data model is represented by Ds = f (x), and the input
parameter is the attribute name corresponding to the simulated data in Table A1, including
the common part of the two types of data. The model of the measured data is represented
by Dm = g(y), and the input parameter is the attribute name corresponding to the measured
data in Table A1, including the common part of the two types of data. The output results of
Ds and Dm are the residual voltage amplitudes, expressed by Vs and Vm, respectively.

As the duration of sag mainly depends on the setting value of the protection device [10],
it is not predicted in this paper. It can be observed from Table A1 that there is a common
input data attribute with a consistent description in the simulated and measured data.
This part is represented by the set Ashared in this paper, and the corresponding regression
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coefficient is represented by θshared. The non-common part attributes of the two types
of data are represented by As and Am, and the corresponding regression coefficients are
represented by θs and θm, respectively. The subscripts s and m represent the simulated
and measured data models, respectively. During the process of searching for the optimal
model parameters using the improved gradient descent method, the loss functions Hs(x)
and Hm(z) of the two models are given as

Hs(x) =
1

2n ∑n
i=1 ( f (xi)− Vs(i))

2 (4)

Hm(z) =
1

2h ∑h
j=1 (g

(
zj
)− Vm(j))2 (5)

where n and h are the simulated and measured data sample capacities, respectively; xi and
Vs(i) correspond to the input and output of the ith simulation data sample, respectively;
and zj and Vm(j) correspond to the input and output of the jth measured data sample,
respectively.

3.2.2. Model Update Strategy

This paper presents an improved gradient descent method. When the output of the
two models is the residual voltage amplitude, the functions of Ashared in both Ds and Dm are
identical. Therefore, considering the simulated and measured data as the source and target
domains, respectively, the prior knowledge obtained by simulation in Ds is migrated to
Dm for updating θshared. After completing the migration, the updated θshared is substituted
back into the original model and the updated θs and θm are recalculated to complete the
single-learning process. At this time, Dm not only reflects the role of the factors influencing
the voltage sag residual voltage from the information point of view, but also reveals the
impacts of relevant factors on the voltage sag residual voltage from the physical point of
view. The model realizes physical–information integration through knowledge migration
and improves its information space and learning performance.

The traditional gradient descent method uses a constant, sk, whose value is obtained
through trial and error. This method has the following problems: (1) The learning degree
of the model is different in different stages of training; and (2) It takes a certain amount of
time to obtain the ideal value of sk by multiple attempts.

In view of the above problems, this paper considers improving the step update strategy
of the model. The Armijo–Goldstein criterion is introduced into the step size update process.
There are two formulas for the Armijo–Goldstein criterion, which can be expressed by (6)
and (7). The value of sk satisfying (6) and (7) is called an acceptable step size factor. After
the introduction of the Armijo–Goldstein criterion, sk can be automatically updated to an
acceptable step size factor and the algorithm will have superlinear convergence.

f (xk + skdk) ≤ f (xk) + skρgk
Tdk (6)

f (xk + skdk) ≥ f (xk) + sk(1 − ρ)gk
Tdk (7)

In (6) and (7), f (x) is the objective function, dk is the search direction, gk is the gradient
size, and ρ ∈ (0, 0.5) to ensure the superlinear convergence of the algorithm.

3.3. Overall Process

To summarize, the process of voltage sag residual voltage prediction based on data
fusion is as follows:

(1) Acquire the measured data that can reflect the factors influencing the residual voltage
from the multi-source system. The simulated data are obtained by a random sag
simulation calculation based on the Monte Carlo method.

(2) Carry out data preprocessing on the simulated and measured data to adapt them to
the model, and use the above data as the model input.

182



Symmetry 2022, 14, 1272

(3) Build a multiple regression model based on the improved gradient descent method.
During the iterative process of the gradient descent method, the model updates the
model parameters and adaptively adjusts the step size based on knowledge transfer
and the Armijo–Goldstein criterion until convergence is reached.

(4) After the training is completed, the model learns the knowledge from the physical
and information aspects and can predict the residual voltage amplitude.

Figure 1 shows the overall flow chart of the voltage sag residual voltage prediction
method proposed in this paper.

Monte Carlo 

Start

Data acquisition

Simulation data Measured data

Build the model and initialize the 
model parameters

Prediction model of residual voltage 
based on the fusion of simulation data 

and measured data

Predicted residual voltage

End

Training and debugging the model

Figure 1. Flow chart of voltage sag residual voltage prediction.

4. Case Study

4.1. Data Source and Input

This paper selects 57 voltage sag measured data samples from January 2021 to Decem-
ber 2021 in a city in eastern China. The simulated data are obtained using Monte Carlo
random simulations. The simulation calculation process is mainly realized by Bonnevillr
Power Administration (BPA) [14], which is power system simulation software commonly
used by power companies. The region selected for study has long been affected by volt-
age sags, and there are many industrial users that have a large proportion of sensitive
equipment in the region, which is representative for this study.

4.2. Residual Voltage Prediction
4.2.1. Prediction Results

The simulated and measured data are obtained according to Table 1 and are subse-
quently preprocessed. In the measured data, 44 samples are randomly selected as the
training set, and the remaining 13 samples are used as the test set. The simulation dataset
for knowledge transfer consists of 5280 data points obtained from the BPA-based Monte
Carlo random simulation calculation.

The model uses root-mean-square error (RMSE) and mean absolute error (MAE) as
the evaluation metrics. A total of 44 measured training data points and 5280 simulated
training data points are input into the model for training. After training, the RMSE of the
model on the training set is 0.1678, the MAE is 0.1377, and the model is able to predict the
residual voltage amplitude.

RMSE =

√
1
n ∑n

i=1 (xi − x′i)
2 (8)

MAE =
1
n ∑n

i=1

∣∣xi − x′i
∣∣ (9)

In (8) and (9), i is the number of samples, xi is the actual value, and xi
′

is the predicted
value.
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Table 1. Evaluation metric for each method on the test set.

Proposed Method M1 M2

RMSE 0.1475 0.4228 0.2526
MAE 0.1379 0.3646 0.1801

After the training, the method is tested on the test set data to verify its generalization
ability. In order to evaluate the model performance, it is compared with the following
methods: 1. The traditional gradient descent method [13], denoted as M1 here; and 2. A
support vector machine [15] (SVM, rbf-kernel, ε = 0.0198), denoted as M2 here. Figure 2
shows the prediction results of each method, Table 1 shows the evaluation indices of each
method and Table 2 shows the relative error between the predicted and actual values of
each method.

Figure 2. Test set prediction results.

Table 2. Relative error between the predicted and real values of each method.

Sample

Method
Proposed Method (%) M1 (%) M2 (%)

1 24.43 −63.86 117.10
2 −19.35 −100.00 −4.25
3 5.34 5.53 16.42
4 −9.67 13.90 2.72
5 90.67 −100.00 136.10
6 −17.48 −69.65 −4.33
7 33.31 −100.00 116.63
8 −24.24 −68.46 −4.31
9 89.75 218.50 188.14

10 33.82 130.08 11.42
11 22.46 28.67 −6.15
12 −17.15 15.24 −3.86
13 49.25 207.83 154.51

The above results show that the RMSE and MAE of the proposed method are better
than those of the other two methods. In addition, it can be observed from Table 2 that
the relative prediction error of the method proposed in this paper is smaller than those
of the other two methods. The method M1 has a large overall error and a large deviation
from the error. At the same time, many output results of the method exceed the upper
and lower limits of voltage amplitude and are limited by the threshold, indicating its poor
convergence. Compared with M1, the output results obtained by the proposed method
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do not exceed the voltage amplitude limit. The convergence is improved and the error is
considerably reduced.

The model structure of M2 is more complex than that of the proposed method. How-
ever, its evaluation metric is still slightly inferior compared to that of the proposed method.
Although the complex model structure adopted in M2 can improve the error to a certain
extent, the problem of small sample space still significantly impacts the model performance.
The method proposed in this paper uses data fusion to improve the updating strategy
of the model in M1 and enhance the data mining performance. Therefore, the proposed
method achieves better results compared to M2.

4.2.2. Number of Iterations

Under the same convergence conditions, the numbers of iterations between the pro-
posed method and M1 are compared in Table 3. The number of iterations of M2 is not
compared here because of the different training methods.

Table 3. Duration and the number of iterations of single training.

Method Iterations

Proposed method 16,101
M1 310,780

Compared with M1, the number of iterations of the proposed method is significantly
reduced. This is because the proposed method modifies the update mode of the model
parameters and step size through data fusion. This modification improves the learning
performance of the training process and accelerates the learning process. Thus, the number
of iterations is significantly reduced.

In summary, the accuracy of this method is better than that of the other two meth-
ods, and the convergence performance is also significantly improved compared with M1.
Therefore, in the actual power system, this method can predict the residual voltage of the
possible voltage sag at fixed intervals by collecting relevant data. This prediction can help
users to prevent and control the voltage sag and reduce economic losses.

5. Conclusions

In this paper, a voltage sag residual voltage data-driven prediction method based on
data fusion was proposed and verified. The following conclusions were obtained:

(1) This method analyzed the relevant factors affecting the residual voltage of voltage
sag from multiple dimensions. The relevant influencing factors were selected as input
in order to consider the factors influencing the residual voltage of voltage sag more
comprehensively.

(2) This method considered different data characteristics and realized the prediction
of voltage sag residual voltage through data fusion. Consequently, the prediction
accuracy and convergence rate were improved.

(3) The method was convenient and practical, which was verified by examples. In the
future, it can be used to predict the residual voltage of voltage sag and assist the
analysis of voltage sag level and consequences.
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Abbreviations

BPA Bonnevillr Power Administration
RMSE Root-mean-square error
MAE Mean absolute error
SVM Support vector machine

Nomenclature

The subscript ‘s’ represents the simulation data model and the subscript ‘m’ represents
the measured data model.

Ds Simulated data model
Dm Measured data model
As Unique parameters of simulated data model
Am Unique parameters of measured data model
Ashared Common parameters of simulated and measured data model
θs Unique regression coefficient of simulated data model
θm Unique regression coefficient of measured data model
θshared Common regression coefficient of simulated and measured data model
Hs(x) Loss function of simulated data model
Hm(z) Loss function of measured data model
gk Gradient of the kth iteration
sk Step size of the kth iteration

Appendix A

Table A1. Influencing factors of voltage sag residual voltage.

Data Sources Attribute Name

Simulated data
Total load

Fault impedance

Measured data

Weather
Season
Time

Power user type
Proportion of sensitive load

Line status
Fault cause

Common part of simulated and measured data

Monitoring bus
Monitoring bus voltage level

Duration of voltage sag
Fault type

Fault phase
Fault location

Distance-to-fault
Residual Voltage
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Abstract: The topology of the static synchronous compensator of reactive power for a low-voltage
three-phase utility grid capable of asymmetric reactive power compensation in grid phases has
been proposed and analysed. It is implemented using separate, independent cascaded H-bridge
multilevel inverters for each phase. Every inverter includes two H-bridge cascades. The first cascade
operating at grid frequency is implemented using thyristors, and the second one—operating at
high frequency is based on the high-speed MOSFET transistors. The investigation shows that the
proposed compensator is able to compensate the reactive power in a low-voltage three-phase grid
when phases are loaded by highly asymmetrical reactive loads and provides up to three times lower
power losses in the compensator as compared with the situation when the compensator is based on
the conventional three-level inverters implemented using IGBT transistors.

Keywords: reactive power; compensator; renewable energy; cascaded inverter; low-voltage grid;
asymmetric compensation; smooth compensation

1. Introduction

The amount of electricity generated using decentralized renewable energy sources
is constantly growing. Such energy generation is called Distributed Generation. Power
electronics-based electronic converters are widely used in distributed energy grids to con-
vert the non-standard electricity produced by the renewable energy sources to the standard
one and to improve the quality of delivered energy. One of the problems encountered in
distributed energy grids related to energy quality is reactive power compensation [1–3].
Electro-mechanically commutated Capacitor Banks or Static Var Compensator (SVC) based
on the thyristor-switched capacitors and thyristor-switched reactors can be used to solve
this problem [4–6]. However, the working conditions of renewable energy sources (pho-
tovoltaic and wind power plants) are constantly changing due to changes in weather
conditions [7]. For this reason, the energy supply situation in such grids is constantly
changing, so reactive energy compensators have to be characterized by a short response
time. Therefore, it is appropriate to use a more advanced voltage source inverter-based
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Static Synchronous Compensator (STATCOM) [8–10] that is characterized by a short re-
sponse time in the distributed energy grids.

Inverter-based reactive power compensators are implemented using an inverter that
acts as a voltage source and generates AC voltage using the PWM technique. The amplitude
of the inverter voltage is controlled by the changing of the modulation index (by changing
the duration of voltage pulses generated by the inverter). According to energy transfer
theory, from one voltage source to another through the filter with the impedance X, the
quantities of active and reactive power can be obtained by solving equations [11]

P =
UI·UG· sin δ

X
, (1)

Q = −U2
G − UI·UG· cos δ

X
, (2)

where P is active power, Q is reactive power, UI is amplitudes of inverter voltage, UG is
amplitudes of grid voltage, and δ is the phase angle between voltages UI and UG. According
to Equation (1), in order to keep the active power P = 0 and to generate only reactive power,
the phase angle between the voltage sources has to be δ = 0◦, i.e., the voltage generated by
the reactive power compensator inverter has to be synchronized with the grid voltage. It is
seen from Formula (2) that at δ = 0◦, the capacitive reactive power (Q has to be positive in
(2)) is supplied to the grid if the voltage amplitude of the inverter is higher than the voltage
amplitude of the utility grid (UI > UG). The higher the amplitude of the inverter voltage,
the more capacitive reactive power is being supplied to the utility grid. In the case when
the voltage amplitude of the inverter is lower in comparison to the voltage amplitude of the
utility grid (UI < UG), the inductive reactive power is consumed (Q has to be negative in
(2)). The lower the inverter voltage, the more inductive reactive power is being consumed.
If the amplitude of the inverter voltage is equal to the utility grid voltage, the reactive
power is not produced or consumed.

The reactive power to be compensated in each phase of the three-phase grid is often
different, i.e., asymmetric, so the compensator has to be adapted to asymmetric reactive
power compensation [12,13]. In such a case, the three-phase inverter must be able to supply
to each phase of the grid the voltage with independently controlled amplitude. Despite
that there are publications dedicated to the development of a three-phase inverter control
method to compensate for the reactive power asymmetrically [14], the works [15–18] state
that the STATCOM-type compensator, based on a three-phase inverter, which includes
three arms, is incapable of asymmetric reactive power compensation. This statement is
supported by the fact that there are no STATCOM-type compensators on the market to
control reactive power in a three-phase grid asymmetrically. Because of this, the hybrid
STATCOM, which includes conventional STATCOM and the thyristor-switched reactor
(TSR), or thyristor-switched capacitor (TSC) compensators, can be used for asymmetric
compensation. STATCOM compensates for a symmetrical component of reactive power,
while the asymmetric component is compensated using TSR or TSC. However, TSR and
TSC compensators are slow in comparison to STATCOM compensators; because of this,
during the asymmetric compensation the response of the hybrid STATCOM is slow as well.

Based on the above, it can be concluded that accurate asymmetric short response
compensation of the reactive power in a three-phase grid can be performed using just the
compensator with the separate single-phase inverters for each phase.

The key contribution of this work is that the topology of the static synchronous
compensator capable of asymmetric reactive power compensation in a low-voltage three-
phase utility grid has been proposed. The compensator is based on the employment of
separate, independent cascaded H-bridge multilevel inverters for each phase.

189



Symmetry 2022, 14, 483

2. Topology of Static Synchronous Reactive Power Compensator Based on
Independent Cascaded H-Bridge Multilevel Inverters

A cascaded inverter is a type of multilevel inverter topology where switching devices
are connected in series. Cascaded inverters are widely used in renewable energy plants,
variable-speed motor drives and reactive power compensators for electric grids [19–21].
Cascaded inverter topology in comparison to a conventional three-level inverter allows a
decrease in current and voltage harmonics and reduced switching losses of the inverter by
distributing power over two inverters. In the proposed reactive power compensator, the
hybrid modulation technique [22–24] is used for the forming of the compensator output
voltage. In order to reduce switching losses, the majority of inverter power is produced
using the first cascade operating at low (grid) frequency. It generates the square waveform
voltage with the amplitude close to the utility grid voltage amplitude and with a frequency
equal to grid voltage frequency. This square waveform voltage includes not just the first
harmonic, the frequency of which is equal to grid frequency, but the higher odd harmonics
as well. The second cascade of the cascaded inverter performs the elimination of higher
harmonics produced by the first cascade using the PWM technique operating at high
frequency and low power. The spectrum of ideal square pulse consists of the infinite sum
of sine waves of odd harmonic order. The amplitude of each harmonic can be calculated
using the following equation [25]:

A f j =
2·A
j·π
(

sin
(

j·m·π
2

)
+ sin

(
j·
(

π − m·π
2

)))
, (3)

where j—harmonic number, AfN—amplitude of N-th order harmonic, A—amplitude of
square pulse voltage, and m—modulation index. The lowest order harmonic in the second
cascade voltage spectrum has to be the third harmonic, and as it is seen from (3), it has
the highest amplitude as compared with other higher-order harmonics. If the amplitude
of the square wave voltage generated by the first cascade is 320 V, the amplitude of the
third harmonic calculated using (3) is Af3 = 120 V. Since the second cascade has to generate
the pulsed voltage for the cancellation of the higher-order harmonics created by the first
cascade, the supply voltage of the second cascade has to be UDC2 ≥ 120 V.

Usually, the switches of reactive power compensator inverters are implemented using
IGBT transistors that have good enough dynamic characteristics but are characterized by a
relatively high voltage drop in state ON. In the proposed topology of a static synchronous
reactive power compensator based on three independent cascaded H-bridge multilevel
inverters, the first cascade operates at low frequency; therefore, the impact of the dynamic
characteristics of inverter switches on power losses is not sufficient. Because of this, the
thyristors that have slow dynamics but are characterized by low voltage drop in the state
ON, i.e., guarantee low conducting losses, could be used instead of IGBT transistors to
minimize the power losses in the first cascade. Since the amplitude of the PWM voltage
produced by the second cascade is relatively low, the switches of this cascade can be
realized using low-voltage MOSFET transistors that are characterized by very high speed
and low voltage drop in state ON, and allow achieving lower power losses as compared
with the IGBT transistors as well.

The topology of the proposed three-phase asymmetric static synchronous compensator
based on independent cascaded H-bridge multilevel inverters for a four-wire grid is
presented in Figure 1. Every cascaded inverter provides seven levels of output voltage. The
first cascade of every cascaded inverter is implemented using thyristors (T1.1–T1.4), the
second—using MOSFET transistors (Q1.1–Q1.4). Each cascade is supplied by a separate
isolated voltage source (DC1.1 and DC1.2), i.e., six galvanically isolated DC voltage sources
were used, which could be implemented using distributed renewable energy. The cascaded
inverter of every phase includes an LCL output filter for connection to the utility grid and
for the filtering of current harmonics as well. The parameters of the filter components were
as follows: L1.1 = 1.5 × 10−8 H; L1.2 = 1.5 × 10−3 H; C = 6.2 × 10−9 F.
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Figure 1. The topology of three-phase static synchronous compensator based on independent
cascaded H-bridge multilevel inverters.

It is necessary to stress that the proposed topology is more complex than the classic
one based on the three-arm three-phase inverter. However, it has an important advantage—
it allows asymmetric compensation of the reactive power in the three-phase grid to be
performed.

3. Investigation of Reactive Power Compensator Output Voltage and
Current Spectrums

Matlab/Simulink model of static synchronous reactive power compensator based on
three independent cascaded H-bridge multilevel inverters was built. The model of cascaded
inverter for one of the phases is presented in Figure 2. The signals for the control of
thyristors of the first cascade that produces the square waveform voltage are generated
using the block PWM 1, which creates the signals by comparing the grid frequency (f sq = f gr)
square signal with low-frequency triangle signal (f tri = 2f gr). The amplitude of the square
signal, and as a consequence, the amplitude of the inverter output voltage, is set up by the
variation in modulation index m.

Since the purpose of the second cascade of the cascaded inverter is the elimination
of the higher harmonics produced by the first cascade, the spectrum of the waveform
generated by the second cascade has to include the same higher harmonics with the same
amplitudes but with the opposite phases as compared with the spectrum of the square
waveform. This waveform is generated using the PWM technique. The control signals
for the MOSFET transistors of the second cascade are formed using the same principle as
it is used in the sinusoidal PWM method [26]. The only difference is that instead of the
comparison of the sinus signal with the high-frequency triangle signal, the comparison of
the waveform that has to generate the second cascade has to be provided. The spectrum of
this waveform has to include the third and higher odd harmonics. The sinus waveforms
with the frequencies that correspond to odd harmonic frequencies up to the 21st harmonic
with the amplitudes calculated using (3) are generated employing the blocks Harmonic j,
where j = 1, 3, 5, . . . , 21. These blocks generate odd harmonic sinus waves from the 3rd to
21st harmonic and allow control of the modulation index m and delay T. All harmonics
are summed using block Summ. The resulting waveform is presented in Figure 3. Control
signals for the second cascade MOSFET transistors are obtained in the second cascade PWM
generator PWM 2 using a voltage comparator by applying a high-frequency (equal to PWM
carrier frequency) triangular signal to one input and a waveform with the sum of harmonics
to another input of the comparator. The direct and inverted PWM signals obtained at the
outputs of the comparator are fed to an inverter for the control of MOSFET transistors.
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Figure 2. Matlab/Simulink model of H-bridge cascaded inverter for the one phase.

Figure 3. The waveform that includes all odd harmonics ranging from 3rd to 21st harmonic for the
forming of signals for the control of MOSFET transistors of the second cascade of the cascaded inverter.

The output voltage of the cascaded inverter has to be in phase with the grid voltage for
control of the reactive power. However, the voltage phase is shifted by the output filter of
the inverter, and this shift depends on the inverter load, i.e., it is not constant. Therefore, it
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is necessary to control the phase of the cascaded inverter output voltage. The PI controller
is used for this purpose. Since the direct measurement of the grid phase is complicated,
the zero value of active power provided to the grid, which corresponds to the zero-phase
difference (see Equation (1)), is used as the set point for the PI controller. The active power
measurement for the feedback of the phase control system is performed using current and
voltage measurement blocks Amp and Voltm (Figure 2). The PI controller controls the shift
of all generated signals introducing the shift in time T for the control of the inverter output
voltage phase.

The analysis of the reactive power compensator based on three independent cascaded
H-bridge multilevel inverters was performed for the reactive load that varies in every
phase of the compensator in a range from −4000 to +4000 VAr.

Waveforms and spectrums of the output voltage and current of the first cascade of the
cascaded inverter are presented in Figure 4. The second cascade of the cascaded inverter
has to generate the waveforms with the spectrum, which would allow cancelling the
harmonics produced by the first cascade in order to provide quality reactive power. The
second cascaded inverter in the proposed compensator provides harmonic cancellation up
to the 21st harmonic, i.e., up to frequency f21 = 1050 Hz. Waveforms and spectrums of
cascaded inverter output voltage and current with harmonic cancellation are presented in
Figure 5. The cancellation of harmonics up to the 21st harmonic using the second cascade
of the cascaded inverter allows reaching the 1.74% THD of output current.

The waveforms of the current of DC1 and DC2 voltage sources of the cascaded inverter
are presented in Figure 6. They are obtained for a +4000 VAr reactive load. As it is seen, the
current pulsates in both directions between the load and the DC sources of the compensator
because of the reactive nature of the load. Active power is used only to compensate for the
losses in the circuits between the DC sources and the reactive load.

Figure 4. Waveforms and spectrums of output voltage and current of the first cascade of the cascaded
inverter: (a) waveform of output voltage; (b) waveform of output current; (c) spectrum of output
voltage; (d) spectrum of output current (the amplitude of 1st harmonic in voltage and current
spectrums is 100%).
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Figure 5. Waveforms and spectrums of cascaded inverter output voltage and current with the
cancelation of harmonics: (a) output voltage waveform; (b) output current waveform; (c) spectrum of
output voltage; (d) spectrum of output current (the amplitude of 1st harmonic in voltage and current
spectrums is 100%).

Figure 6. Waveforms of current of DC1 and DC2 voltage sources of cascaded inverter at 4000 VAr load.
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4. Investigation of Asymmetric Reactive Power Compensation Capability Using
Compensator Based on Independent Cascaded H-Bridge Multilevel Inverters

The investigation of the operation of the proposed reactive power compensator was
performed using Matlab/Simulink software. The analysis was carried out according to the
following scheme: first, there was now reactive power in the utility grid. Later, different
reactive loads were connected to each phase: at time moment 0.025 s—minus 4.4 kVAr load
to the first phase; at time moment 0.075 s—2.0 kVAr load to the second phase; and at time
moment 0.125 s—3.0 kVAr to the third phase. The asymmetric loads were implemented by
connecting inductances and capacitors with different values of parameters to the four-wire
utility grid. Each phase load was connected between the appropriate phase and neutral. In
order to properly distinguish transients, the compensator was set to start the reactive power
compensation in every phase 0.04 s after the reactive load to this phase was connected. The
same experiment was carried out for the case when a conventional three-phase STATCOM
type compensator was used. The topology of conventional STATCOM is presented in
Figure 7 [27]. It is based on the conventional three-phase inverter containing three arms
implemented using IGBT transistor switches Q1–Q6. The same arm at the same time is used
to form voltages of two phases in the conventional three-phase inverter. Therefore, it is not
possible to form the phase voltages independently; because of this, the conventional device
does not allow the asymmetric compensation of reactive power. The obtained reactive
power transients for each phase in the three-phase grid are presented in Figure 8.

Figure 7. The topology of the conventional three-phase STATCOM compensator.

Figure 8. Transients of reactive power in three-phase grid with the asymmetric reactive loads (1st
phase load—minus 4.4 kVAr, 2nd—2.0 kVAr, 3rd—3.0 kVAr) when compensation is provided using a
compensator based on three independent cascaded H-bridge multilevel inverters (a) and conventional
STATCOM compensator (b).

The obtained results show that using the proposed compensator based on independent
cascaded H-bridge multilevel inverters, the reactive power was compensated approxi-
mately during 0.1 s after the compensation was started, i.e., the proposed compensator
is able to compensate the reactive power in the three-phase four-wire grid even when
phases are loaded highly asymmetrically: one phase by inductive and the other two phases
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by different capacitive loads. This concludes that such an approach is capable of quality
asymmetric reactive power compensation in the three-phase grid. However, the transients
presented in Figure 8b show that the conventional three-phase STATCOM compensator is
not capable of compensating for the asymmetric reactive power loads. It is seen that after
the transition, the reactive power in the phases is not compensated. It happens because it is
impossible to control the voltages of the individual phases independently using the classical
three-phase three-arm inverter. This can be observed in Figure 9, where the simulated
response of output voltages of conventional STATCOM to the change in voltage in one of
the phases is presented. It is seen that the change in the voltage in one phase causes voltage
changes in other phases.

Figure 9. Conventional STATCOM three-phase output voltage response to change in voltage in the
first phase by reducing PWM control signal pulse durations of switches connected to the first phase
by 10%, at moment 0.1 s. Initially, control signals for all phases were fixed for nominal voltage.

The dependences of reactive power and the THD of output current on output voltage
amplitude for the proposed compensator were obtained. The results for one of the phases
are presented in Figure 10. It is seen that the THD of the compensator current is highly
dependent on produced reactive power and reaches the highest values at low reactive load.
This is because at low reactive load the amplitude of the fundamental harmonic decreases
more strongly than the amplitudes of the higher harmonics. Meanwhile, at higher loads,
the THD value is only a few percent.

Figure 10. The dependences of reactive power produced by the compensator and THD of compen-
sator current on compensator output voltage amplitude.
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5. Investigation of Efficiency of Reactive Power Compensator Based on Independent
Cascaded H-Bridge Multilevel Inverters

The efficiency of the reactive power compensator is important because higher efficiency
allows not just a reduction in the energy losses but the simplification of the means for the
cooling of inverter switches, and a reduction in the size of the compensator as well. Since
the transistors of the inverter switches have to be shunted by the reverse diodes, the losses
in the inverter depend not only on the characteristics of transistors but on parallel diodes
as well. The power losses in parallel diodes are highly dependent on the mode of inverter
operation, i.e., on the direction of current through the inverter switches.

The power losses in the inverters depend not only on the power of the load and the
parameters of the switches, but on the carrier frequency as well. Therefore, the efficiency
of cascaded multilevel inverters of the proposed reactive power compensator was investi-
gated at various carrier frequencies and produced reactive power. In order to prove the
advantage of the proposed topology based on cascaded H-bridge multilevel inverters,
the obtained results were compared with the case when the compensator is based on the
three independent conventional single-phase three-level inverters implemented using IGBT
transistors. The Matlab/Simulink model of this compensator was created for this purpose.
The model of the compensator for one of the phases is presented in Figure 11. The block
PWM is used for the forming of the PWM control signals for the IGBT transistors of the
inverter. The signals are formed using the sinusoidal PWM method based on the comparing
of the sinus waveform with the high frequency (equal to PWM carrier frequency) triangle
signal. The amplitude of the inverter output voltage is controlled by setting the value of
modulation index m, which determines the duty cycle of the PWM control signal of inverter
transistors. The PI controller is used to control the phase of inverter output voltage. It has
to be synchronous with the grid voltage to keep the active power close to zero. The voltage
phase is controlled by introducing the shift in time T for PWM control signals of inverter
IGBT transistors.

Figure 11. Matlab/Simulink model of the reactive power compensator based on the three conventional
single-phase inverters for one phase.

The obtained dependences of power losses in reactive power compensator inverters
on the carrier frequency at various values of generated reactive power are presented in
Figure 12a,b. The dependences of difference between power losses in the cascaded H-
bridge multilevel inverter-based compensator and in the compensator implemented using
conventional three-level inverters are given in Figure 13. The types and main parameters
of transistors and thyristors, for which the simulation of compensators was performed, are
presented in Tables 1–3.
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Figure 12. Dependencies of power losses in the reactive power compensator inverters on the carrier
frequency at various reactive power loads: (a) in cascaded multilevel inverters; (b) in conventional
three-level inverters.

Figure 13. The dependencies of the difference in power losses between the conventional three-level
and cascaded multilevel inverters of reactive power compensator on the carrier frequency at various
reactive power loads.

Table 1. MOSFET transistors of cascaded multilevel inverters: IXFP36N20X3M (200 V, 18 A).

RDS (on) (Resistance
Drain-Source) at ID = 18 A

Input
Capacitance

Output
Capacitance

Reverse Transfer
Capacitance

38 mΩ 1425 pF 280 pF 1.2 pF

Table 2. Thyristors of cascaded multilevel inverters: MGTO1200 (1200 V, 20 A).

VT (Voltage Drop) at IT = 20 A VT0 (Threshold Voltage) RT (Slope Resistance)

1.27 V 0.86 V 13.2 mΩ
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Table 3. IGBT transistors of conventional three-level inverters: FGA20N120FTD (1200 V, 20 A).

VCE (Sat)
at IC = 20 A

Input Capacitance Output Capacitance
Reverse Transfer

Capacitance

1.6 V 3080 pF 95 pF 60 pF

The obtained results (Figure 12) show that the compensator based on the cascaded
multilevel inverters provides lower power losses as compared with the situation when
the compensator is based on the conventional three-level inverters. The power losses
consist of switching and conducting losses. Switching losses depend on the dynamic
characteristics of the inverter transistors and their parallel diodes. At low carrier frequency,
the difference in power losses is not significant. As an example, at 4500 VAr reactive
power load of every phase and 7.5 kHz carrier frequency, the total power losses in all
three conventional inverters of compensator are about 12.6 W and 9.6 W when instead
of conventional inverters, the cascaded inverters are employed, i.e., the difference is 24%.
However, this difference rises strongly as the frequency increases. The power losses at the
same load and 80 kHz carrier frequency are 37 W and 12 W, accordingly, i.e., the difference
increases up to 68%. This can be explained by the fact that the low-voltage MOSFET
transistors characterized by high speed can be employed in the second cascade of the
proposed reactive power compensator for the creating of the high-frequency components of
the generated three-phase voltages. However, the compensator based on the conventional
inverters has to be implemented using high-voltage IGBT transistors that are relatively
slow and, because of this, cause high switching losses. The lower power losses at low
switching frequency in the proposed compensator are caused by lower conducting losses
of thyristors and low-voltage MOSFET transistors as compared with the conducting losses
of high-voltage IGBT transistors.

6. Conclusions

1. The accurate asymmetric compensation of the reactive power with the short re-
sponse time in the three-phase low-voltage grid can be performed using just a static
synchronous compensator with separate single-phase voltage source inverters for
each phase.

2. To minimize the power losses in the reactive power compensator implemented using
cascaded H-bridge multilevel inverters, the first cascade of every inverter that oper-
ates at grid frequency has to be implemented using thyristors that are slow but are
characterized by the low voltage drop in the state ON, and the second cascade has
to be realized using low-voltage high-speed MOSFET transistors that provide low
switching losses and low voltage drop in the state ON.

3. Using the proposed asymmetric compensator, the reactive power can be compensated
for fully during 0.1 s after the compensation was started, when the phases are loaded
asymmetrically by the following reactive loads: first phase—by minus 4.4 kVAr,
second—by 2.0 kVAr and third—by 3.0 kVAr.

4. The power losses in the proposed asymmetric compensator based on the cascaded
multilevel inverters, at 4500 VAr reactive power load of every phase and 7.5 kHz
carrier frequency are about 24%, and at 80 kHz—68% lower as compared with the
situation when the reactive power compensator is implemented using conventional
three-level inverters based on IGBT transistors.
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